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Editorial on the Research Topic

Microbial Stress: From Model Organisms to Applications in Food, Microbiotechnology
and Medicine

Within this Research Topic (RT) we have collected articles addressing microbial stress
with special attention on methodology and applications in food technology, medicine or
microbiotechnology. We anticipated contributions from members of COST action CA18113
EuroMicropH “Understanding and exploiting the impact of low pH on micro-organism” (COST,
2019), but in the final collection (which attracted 85 authors from 17 countries), we were happy to
see many contributing authors from outside this network. This shows the breadth and importance
of the topic and also the potential for expansion of the COST network. With 14 original research
articles, 1 methods and 1 review article, this RT shows that microbial stress in the above contexts is
mostly a result of a combination of stressors. This makes it challenging to understand mechanisms
and exploit this knowledge although significant efforts are dedicated to it (De Biase et al., 2020a,b;
Lund et al., 2020). The main goal of our EuroMicropH community is to translate research on low
pH in particular, and microbial stress in general, between fields, and to identify conceptual and
methodological gaps in that knowledge. Our RT helps to address this. We hope it will help the
development of new approaches to infection control, while improving food and drink processing
and the use of microorganisms in green industrial processes.

NEW METHODOLOGIES TO STUDY MICROORGANISMS UNDER
STRESS

Modeling microbial growth under stress conditions is crucial to ensure food safety. Lag phase is one
important component that can be hard to model. Akkermans and Van Impe present a new method
combining improved sampling to reduce error, and simulations to identify which parameters are
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most important in providing accurate estimates of lag phase
under different conditions. Beyond food safety applications,
monitoring of the growth and cellular metabolic state helps
increase bioprocess productivity. To accelerate the design of
high-performing yeast strains, Pianale et al. developed a toolbox
of intracellular biosensors to monitor pH, redox state, ATP levels,
glycolytic flux, and ribosome production, all important for a
robust stress response. They demonstrated how these biosensors
can be used to show how these parameters are affected by stress
during fermentation of a synthetic wheat straw hydrolysate.

FERMENTATION STRESS

Microbe-based hydrolysis and fermentation of lignocellulose
is a key target for green economies, but it can be hampered
by compounds such as furfural that arise during biomass
pretreatment. A furfural-resistant Zymomonas mobilis strain
was characterized by Hu et al. using complementation and
RNA-seq, and they identified several aspects of its resistance
mechanism, including increased breakdown of furfural,
increased flocculation, increased chaperone production, and
down-regulation of energy-intensive transporters. Didak
Ljubas et al. also identified furfural as an important inhibitor
of Paenibacillus polymyxa DSM 742, a newly-used bacterial
strain for the production of 2,3-butanediol, lactic acid and
ethanol. Fermentation stress caused by changes in pH of media,
presence of furfural and oxygen caused changes in metabolic
activity which can be valorized by process optimization and
strain adaptation. This should help future engineering of
improved strains.

Fermentation stress is caused by combination of a stressors,
and adaptive laboratory evolution is a convenient technique to
study it and get more resistant strains. Resistance to fermentation
stress in the acetic acid bacterium Komagataeibacter
medellinensis was studied in this way by Kataoka et al.. Through
this approach they obtained strains with improved growth and
fermentation yield at high temperatures in the presence of
ethanol and acetic acid. Whole genome sequencing revealed
mutations in gyrB, spoT, and degP. The effects of mutation of the
latter two genes alone were studied by making further targeted
mutations, the analysis of which suggested they have roles in
cell surface stability and cell elongation. More in depth analysis
of oxidative stress, which is often seen in bioprocesses and can
cause problems with yield, was provided by Kocaefe-Ozsen et al..
They also used adaptive laboratory evolution, in this case to
produce strains of the yeast Saccharomyces cerevisiae that showed
enhanced resistance to oxidative stress. A full physiological and
genomic characterization of the resistant strains showed many
adaptations, including elevated trehalose and glycogen synthesis,
and also showed the strains had become resistant to other
additional stresses such as heat, high salt, and ethanol. Although
these studies were performed for intensification of bioprocesses,
results may also be useful in the food industry, where these
stressors are applied intentionally with aim of inactivating
food-borne pathogens, or in hurdle technology approaches.

LOW pH, NaCl, AND NITROSATIVE
STRESS IN HEALTH AND DISEASE

Pathogenic microorganisms are exposed to low pH or NaCl
in food by means of preservation, to low pH, bile salts and
varying oxygen concentration in the gastrointestinal tract (GIT),
and to nitrosative stress as a defense mechanism in GIT, skin,
and other mucosal surfaces. Under physiological conditions, or
during infection or food processing, selective environments force
microorganisms to adapt, and this will determine their abilities
to colonize and survive. This is the case both with pathogens
(e.g., L. monocytogenes, S. aureus, etc.) or with organisms that are
beneficial (e.g., as probiotics) for the host.

Among food-borne pathogens, Listeria monocytogenes has an
important place, causing even fatal outcomes. Lakicevi¢ et al.
describe the mechanisms that L. monocytogenes can employ to
persist in different habitats, such as farms, food production
environments, and foods. The authors focused on the stress
response genes that allow L. monocytogenes to grow at low
pH, low temperature, high salt concentrations as well as on
the virulence genes that contribute to the high degree of strain
divergence. In the case of one particular strain, L. monocytogenes
F2365, Chakravarty et al. studied transcription variations when
exposed to acid and bile salts under anaerobic and aerobic
conditions. Upon exposure to anaerobiosis in acidic conditions,
variations in the transcript levels for the virulence factors
including internalins and listeriolysin O were determined as well
as for many histidine sensory kinases, helping to understand
strain response to varying oxygen concentration throughout GIT.

Brucella species are another important group of pathogens,
which can be transmitted in contaminated foods as well as
via other routes, and acid resistance is an important factor
determining the their prevalence. de la Garza-Garcia et al. used
RNAseq to compare acid responses of two species, one of which
(B. microti) is particularly resistant to acid, and identified a
wide range of responses, some in common and some unique to
B. microti. These included induction of the cold shock protein
CspA and the general stress protein Dps, together with other
changes which may be relevant to the survival of these organisms
in soil or foods. Although NaCl is commonly used for food
preservation, it is identified as a risk factor for cardiovascular
diseases and significant effort is being made to decrease its level
in food. However, work of Etter et al. showed the important
influence of NaCl on the expression of staphylococcal enterotoxin
C (SEC), a cause of foodborne intoxication. By using qRT-PCR
and analyzing protein expression levels, they found that mild
NaCl stress as a hurdle can cause a decrease in SEC levels in
different Staphylococcus aureus strains. Therefore, while lowering
salt content in food is regarded as a positive way to reduce
cardiovascular diseases, it could lead to an increase in SEC
production and therefore food poisoning.

The neurotransmitter NO, can accumulate in high
concentrations and lead to nitrosative stress. Nasuno et al.
described how pathogenic Candida glabrata cells cope with
nitrosative stress through the activity of the riboflavin
biosynthesis gene RIBI. It was also shown that expression
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of RIBI increases survival of C. glabrata in the presence
of macrophage-like cells. Genes that, like RIBI, mediate
tolerance of C. glabrata to stress are an interesting target for
the development of new therapeutic targets. Gu et al. reported
also potential therapeutic agents produced by Bacillus sp.
YJ17 isolated from the deep-sea cold seep. Two compounds
belonging to family of fengycin and surfactin showed stronger
antibacterial properties when compared to the commercial food
preservative nisin, and were efficient against multidrug-resistant
bacteria. Synergies between stressors could be important for
antimicrobial activity as confirmed by Masoura et al. for
honey. The authors used genome-wide transposon mutagenesis
combined with high-throughput sequencing (TraDIS) to
identify genes in E. coli K-12 MG1655 which are needed
for resistance to honey’s antimicrobial effects. They include
genes which encode membrane proteins like those involved in
uptake of essential molecules, and components of the electron
transport chain. They are enriched for pathways involved
in intracellular homeostasis and redox activity. Moreover,
Lovsin et al. obtained interesting results showing that exposure
to abiotic stress by electroporation, a phenomenon mainly
related to cell membranes, can modulate the susceptibility
of E. coli to antibiotics with mechanisms which go beyond
membrane permeabilization.

METALS AS MICROBIAL STRESSORS IN
THE ENVIRONMENT

Joudeh et al. reported that Pd-stress induced wide changes
in E. coli genomic expression, resulting in drastic alterations
in the expression of transporters of inorganic ion complexes.
Additionally, up-regulation of genes encoding multidrug-efflux
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Palladium (Pd), due to its unique catalytic properties, is an industrially important heavy
metal especially in the form of nanoparticles. It has a wide range of applications from
automobile catalytic converters to the pharmaceutical production of morphine. Bacteria
have been used to biologically produce Pd nanoparticles as a new environmentally
friendly alternative to the currently used energy-intensive and toxic physicochemical
methods. Heavy metals, including Pd, are toxic to bacterial cells and cause general
and oxidative stress that hinders the use of bacteria to produce Pd nanoparticles
efficiently. In this study, we show in detail the Pd stress-related effects on E. coli.
Pd stress effects were measured as changes in the transcriptome through RNA-Seq
after 10 min of exposure to 100 WM sodium tetrachloropalladate (Il). We found that
709 out of 3,898 genes were differentially expressed, with 58% of them being up-
regulated and 42% of them being down-regulated. Pd was found to induce several
common heavy metal stress-related effects but interestingly, Pd causes unique effects
too. Our data suggests that Pd disrupts the homeostasis of Fe, Zn, and Cu cellular
pools. In addition, the expression of inorganic ion transporters in E. coli was found to be
massively modulated due to Pd intoxication, with 17 out of 31 systems being affected.
Moreover, the expression of several carbohydrate, amino acid, and nucleotide transport
and metabolism genes was vastly changed. These results bring us one step closer to
the generation of genetically engineered E. coli strains with enhanced capabilities for Pd
nanoparticles synthesis.

Keywords: RNA-seq, heavy metal stress, palladium, precious metals, nanoparticles, oxidative stress, Escherichia
coli, transcriptional response

INTRODUCTION

The International Union of Pure and Applied Chemistry (IUPAC) reported in 2002 that there were
more than 30 different definitions used in literature for a heavy metal (Duffus, 2002; Pourret, 2018).
Nevertheless, density in most cases is considered to be the defining criterion, and heavy metals
are commonly defined by a density higher than 5 g/cm® (Lozet and Mathieu, 1993; Nies, 1999;
Jarup, 2003). Most heavy metals are transition metals with partially filled d orbitals. These d orbitals
provide the cations of heavy metals with the ability to form complex compounds which may be
redox-active (Nies, 1999). Hence, heavy-metal cations play an important role as trace elements in
biological systems.
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From a physiological point of view, heavy metals are placed in
two categories: (1) essential ones, also known as trace elements,
and (2) toxic heavy metals. The essential heavy metals [Co,
Cu, Fe, Mn, Mo, Ni, V, W, and Zn (Nies and Silver, 2007)]
are required in smaller amounts than the bulk metals (Na, K,
Mg, and Ca). The essential heavy metals have to be acquired
by bacteria from their surrounding environments as inorganic
ions (Nies and Silver, 2007). These cations are required for
functions that include stabilizing biological molecules (Nies and
Silver, 2007), electron transfer and redox processes (Bruins et al.,
2000), and as components of metalloenzymes, which account
for approximately 30% of all enzymes in bacterial cells (Wackett
et al., 2004). The toxic heavy metals are elements that have no
known beneficial roles and can be damaging to the cell if taken
up (Nies and Silver, 2007). The list of toxic heavy metals includes
e.g., Ag, Au, Bi, Cd, Cr, Hg, In, Ir, Pb, Pd, Pt, Sn, and TI (Nies,
1999; Nies and Silver, 2007).

Both excessive levels of essential heavy-metal ions and the
presence of toxic heavy-metal ions cause cellular stress (Nies
and Silver, 2007). Unlike organic molecules, heavy metals cannot
be broken down by enzymatic reactions, and due to the wide
range of toxic effects of some heavy metals, strategies for dealing
with those toxic heavy metals are limited (Nies and Silver, 2007).
Those strategies include (1) the extracellular detoxification and
sequestration of the metal, (2) the prevention of the metal
from entering the cell by reducing cell permeability, (3) the
active transport of the metal out of the cell, (4) the intracellular
sequestration of the metal by binding to proteins, and (5)
the enzymatic alteration of the metal to a less toxic form
(Rouch et al., 1995).

Bacterial cellular responses to stress caused by metal ions can
be measured as changes in the transcription of genes involved in
the detoxification processes or metal ion homeostasis. Bacterial
transcriptional responses to excessive levels of essential heavy
metals have been intensively studied in literature (Kershaw et al.,
2005; Lee et al., 2005; Fantino et al., 2010; Gault et al., 2016), but
for the toxic heavy metals, this information is often lacking or
only exists for key environmental pollutants (Wang and Crowley,
2005; LaVoie and Summers, 2018).

Palladium (Pd), element number 46 in the periodic table,
belongs to the platinum group metals and is an industrially
important heavy metal due to its unique catalytic properties. It
is primarily used as a key component in catalysts for different
carbon-carbon coupling reactions such as Heck and Suzuki
coupling reactions (Cui et al., 2017; Miller et al., 2017; Biffis
et al,, 2018). The unique ground-state structure of Pd (4d1954%)
and the square-planar geometry of Pd(II) complexes (d®) give
Pd unique properties in C-C bond formation and C-O bond
cleavage (Jbara et al., 2017). Moreover, Pd is also known for
its uniquely high capacity for hydrogen gas absorption (Gavia
and Shon, 2015). Besides its major application in automobile
catalytic converters (Zereini and Alt, 2006), it is used in versatile
applications in catalysis (Biffis et al., 2018), sensors (Kundu
et al., 2015), fuel cells (Feliciano-Ramos et al., 2014), and
electronics (Zhang G. et al., 2019). Due to its increased industrial
use and limited supply, its price has increased more than 27
times in the last 30 years (3,000$/kg in 1990 to 83,000$/kg

in 2021)". Consequently, the recovery of waste Pd has become
of prime importance. The current techniques for Pd recovery
include costly and non-environmentally friendly processes, such
as pyrometallurgy, solvent extraction, chemical treatment and
electrochemical recovery (Baxter-Plant et al.,, 2002). Therefore,
alternative eco-friendly processes for Pd recovery, such as
biomineralization, are of high interest (Lloyd et al., 2020).

Pd ions can be taken up and reduced to Pd nanoparticles by
living organisms, such as plants (Vishnukumar et al., 2017), fungi
(Tarver et al.,, 2019), and microorganisms (De Corte et al., 2012).
Microorganisms and especially bacteria, due to their fast growth
rate and inexpensive cultivation media, are considered one of the
most efficient systems for the reduction of Pd (Matsumoto et al.,
2020). The formation of Pd nanoparticles through bioreductive
deposition of Pd*" ions was intensively studied in different
bacteria (De Corte et al., 2012). This metabolic side process
is believed to happen during hydrogen production through
anaerobic fermentation in E. coli (Deplanche et al., 2010) and
other obligate and facultative anaerobes (Hennebel et al., 2011),
or in the process of sulfate and metal reduction in sulfate-
reducing (Lloyd et al., 1998) and metal-reducing bacteria (De
Windt et al., 2005). Due to its advantageous properties and its
status as a model organism, E. coli has been widely used in the
recovery of heavy metals and the reduction of metal ions for
nanoparticles synthesis (Du et al., 2007; Gurunathan et al., 2009;
Quintelas et al., 2009).

The use of E. coli whether for Pd recovery or Pd nanoparticles
synthesis requires a deep understanding of the exposure effects
that Pd causes to E. coli. In addition, the genetic engineering
of E. coli strains that are capable of performing Pd reduction
for different applications, requires information about the genes
and pathways that are involved in Pd ion uptake from the
surrounding environment, in the reduction of Pd ions to form
Pd nanoparticles, and in Pd detoxification processes. In this
study, we measured the bacterial transcriptional response to the
exposure to sublethal levels of Pd>* ions in E. coli K-12 BW25113
strain and compared our results with published transcriptional
responses to other heavy metals. Anaerobic conditions were
approximated in our experiment since Pd nanoparticles synthesis
is typically performed in the absence of oxygen.

MATERIALS AND METHODS

Bacterial Strains and Growth Conditions

The bacterial strain used in this study was E. coli K-12
BW25113 (Baba et al., 2006). For each biological replicate,
a single colony of bacteria was used to inoculate a 10 ml
starter culture in M63 minimal medium [(NH4),SO4 2 g/L,
KH,PO4 13.6 g/L, and FeSO4.7H,0 0.5 mg/L were mixed
together, pH was adjusted to 7 with KOH, the solution was
autoclaved and then 1 ml of 1 M sterile MgSO4.7H,O and
sterile glucose to a final concentration of 0.4% were added
before use] (Miller et al., 1992) incubated overnight at 37°C
with shaking at 200 rpm. On the next day, the overnight starter

'https://www.macrotrends.net/2542/palladium- prices- historical- chart-data
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cultures were diluted 1:100 to inoculate 58 ml of the same
medium in 50 ml falcon centrifuge tubes and incubated at
37°C with shaking at 200 rpm until the ODggp reached 0.3.
The falcon centrifuge tubes were filled to the top with 58 ml
medium in order to create an anaerobic atmosphere as far as
possible. Please note that some residual oxygen availability cannot
be excluded as polypropylene tubes are potentially allowing
some minimal oxygen diffusion into the sample (Karian, 2003).
A total of 8 samples, 4 palladium-treated and 4 controls, were
prepared. Ammonium sulfate, potassium phosphate, ferrous
sulfate heptahydrate, potassium hydroxide, magnesium sulfate
heptahydrate, and D(+)-Glucose were purchased from Merck
Life Science AS, Oslo, Norway.

Determination of Palladium Toxicity

The lethality of Pd to E. coli was measured using the
alamarBlue™ Cell Viability Kit (Life Technologies AS, Oslo,
Norway). The AlamarBlue™ Cell Viability kit uses the reducing
power of living cells to quantitatively measure the metabolic
activity of bacteria. Resazurin, the active compound of the
kit, is a cell permeable compound that is blue in color
and non-fluorescent. Upon entering living cells, resazurin is
reduced to resorufin, a compound that is red in color and
highly fluorescent. Viable cells continuously convert resazurin
to resorufin, increasing the overall fluorescence and color of the
media surrounding cells.

Two hundred microliter of E. coli bacterial suspension of
ODggo 0.3 in M63 minimal medium were mixed with different
Pd concentrations (0.1, 1, and 10 mM) in a 96-well transparent
plate. Immediately after that, the cell suspensions were mixed
with 10 pl of the resazurin reagent (1 mg/ml stock concentration,
which corresponds to 4 mM). Three controls with the same
concentrations of Pd in 200 wl M63 medium were also mixed
with 10 pl resazurin reagent and used for determination of
fluorescence background. Then, the fluorescence was measured
every 10 min continuously for 8 h at 37°C using a SYNERGY
H1 microplate reader (BioTek, United States). The measurements
were fluorescence endpoint with excitation at 530 nm, emission
at 590 nm, and 100 gain. The intensity of fluorescence is
proportional to the number of living cells and corresponds
to the metabolic activity. Fluorescence intensity values (after
the subtraction of fluorescence background) were used for the
comparison of cell viability between different samples.

Palladium Challenge

When the ODgpo reached 0.3, 4 biological replicates were
challenged with 100 pM Pd?>* in the form of sodium
tetrachloropalladate (II) dissolved in 0.01 M nitric acid (similar
amounts of Milli-Q water were added to the 4 control replicates).
The pH of the samples was not affected (data not shown). The
cultures were incubated at 37°C with shaking at 200 rpm for
10 min. The cells were harvested by centrifuging at 4200 x g
for 10 min at 4°C. Then, the pellets were resuspended in 1 ml of
20 mM MOPS buffer (pH 7) and transferred to 2 ml Eppendorf
tubes to remove excess heavy metal ions that might impact
the subsequent RNA isolation and analysis. The tubes were
centrifuged at 6000 x g for 2 min at 4°C. The supernatant was

removed, and the tubes were immediately dipped into liquid
nitrogen, stored at —80°C, and later shipped on dry ice. Sodium
tetrachloropalladate (II) 98%, 5.6 M nitric acid, and MOPS were
purchased from Merck Life Science AS, Oslo, Norway.

RNA Sequencing

Total RNA isolation, RNA quality control, library preparation,
sequencing, and data analysis were performed by Eurofins
Scientific, Konstanz, Germany (INVIEW Transcriptome Bacteria
package). Eurofins protocol contained the following steps: total
RNA isolation by RNeasy kit (Qiagen, Hilden, Germany), rRNA
depletion by NEBNext kit (New England Biolabs, Frankfurt,
Germany), and RNA quality measurement by a fragment
analyzer (Agilent Technologies, Ratingen, Germany). Then,
the mRNA was fragmented and random hexamer primers
were used for cDNA synthesis. Adapter ligation and adapter-
specific PCR amplification were used to generate libraires of
150 bp reads. More than 10 million reads were generated per
sample. The reads were paired-end sequenced by an Illumina
sequencing platform.

Data Analysis

The reads were mapped by Eurofins Scientific against the
E. coli K-12 MG1655 strain reference genome (the closest
E. coli reference genome to E. coli K-12 BW25113 genome)
using the software BWA-MEM (version 0.7.12-r1039) (Li,
2013). Transcripts were identified and quantified. Then,
pairwise comparison of expression levels and statistical analysis
were carried out.

Raw read counts were created using featureCounts (version
1.5.1) (Liao et al., 2014). Only reads overlapping "CDS" features
in the reference genome were counted. All reads mapping to
features with the same meta-feature attribute were summed. Only
reads with unique mapping positions and a mapping quality score
of at least 10 were considered for read counting. Supplementary
alignments were ignored for read counting. Paired-end reads
that mapped with unexpected strandedness were ignored. Reads
mapping to multiple features were assigned to the feature that has
the largest number of overlapping bases.

A Trimmed Mean of M-values (TMM) normalization was
performed using the edgeR package (version 3.16.5) (Robinson
et al., 2009; Robinson and Oshlack, 2010). The basic assumption
of this normalization technique is that most features (e.g., genes)
should not be differentially expressed between samples. For each
sample a normalization factor is calculated as the weighted
mean of feature-wise log ratios between this sample and a
reference sample.

Bioinformatics Analysis

For the interpretation of the results based on gene functions, the
differentially expressed genes with p-value < 0.05 were manually
categorized by Clusters of Orthologous Groups (COGs) using
NCBI COGs database’. Next, the differentially expressed genes
were furtherly manually subcategorized based on their encoded
functions into separate biological processes and pathways by

Zhttps://www.ncbi.nlm.nih.gov/research/cog
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Gene Ontology (GO) terms using UniProt’ and Quick GO
databases*, and BioCyc pathway/genome database collection’.

Genome-Scale Metabolic Modeling

We applied gene-expression flux balance analysis (gx-FBA)
methodology (Navid and Almaas, 2012) to the genome-scale
metabolic model E. coli iML1515 (Monk et al., 2017) in Matlab
2020a (The Math Works Inc., 1991) using Cobra toolbox v3
(Heirendt et al., 2019) with Gurobi (Gurobi Optimization, 2014)
as solver. The gx-FBA method integrates gene expression data
with the iML1515 model, allowing for response-modeling of
environmental perturbations. In short, the cellular metabolic
fluxes are scaled in relation to the mRNA expression data in
the stress state of the cell. By optimizing for similarity between
differentially expressed genes (and hence reaction fluxes) and the
provided transcriptomics data, a flux distribution consistent with
the constraints and gene expression values of the stressed state is
calculated. The flux distribution of the reference state can then
be compared with the flux distribution of the stress state. The
predicted relative flux changes as a response to Pd stress are used
as proxies for metabolic responses.

For modeling the cellular environment corresponding to
the biocide environments, we allowed aerobic growth on the
default iML1515 medium, using glucose as the sole carbon
source. For modeling the cellular environment corresponding
to the Pd-stress environment, we set conditions to anaerobic
growth and restricted carbon, phosphate and sulfate sources
only to those available in the biomass (proteins and glycogen)
in minimal amounts necessary to ensure survival, representing
the cell using its reserves simply to satisfy ATP maintenance
requirements. Secretion fluxes were not changed in the model.
Reactions regulated by non-differentially expressed genes are
not directly limited in their flux as they are not part of the
gx-FBA objective function, but are nonetheless restricted by
substrate availability (and ability for other reactions to consume
their products), and therefore, indirectly restricted according
to constraints applied to the reaction system. Given a set of
constraints, which in our case is imposed by nutrient availability,
gene expression, non-depletion/accumulation of metabolites
and stoichiometry, an FBA optimal solution (including gx-
FBA) will typically not be unique; rather, multiple different
flux solutions might satisfy the objective function equally well.
Therefore, flux values for a reaction are not necessarily fixed,
but can be said to fall between a pair of upper and lower
bounds, with some degree of uncertainty in the flux predictions
given by a model.

In each of the gx-FBA simulations, we classify reactions into
four categories. The first category, which we call “no flux,
consists of reactions which do not carry flux in the unstressed
environment and are also unable to carry flux in stress conditions.
The second category, “ambiguous,” consists of reactions for which
the unstressed reaction flux falls between the upper and lower
bounds returned by the gx-FBA optimization, meaning that up-

Shttps://www.uniprot.org/
*https://www.ebi.ac.uk/QuickGO/
>https://biocyc.org/

or down-regulation of the flux is not a necessary consequence
of the gene expression values. The last two categories are down-
regulated and up-regulated reaction fluxes. Down-regulated
fluxes are reaction fluxes for which the upper bound in the
gx-FBA solution is smaller than the unstressed reaction flux,
and which must therefore necessarily carry lower reaction flux
in stress conditions. Conversely, up-regulated reaction fluxes
are those for which the lower bound of the gx-FBA solution
are larger than the unstressed reaction flux, which means that
the expression values in stress conditions necessarily require an
increase in the flux.

RESULTS

Palladium Sublethal Concentration

We have tested several Pd concentrations. Out of the three Pd
concentrations used in the viability assay, the highest one (10 mM
Pd) resulted in the complete inhibition of metabolism (the green
graph in Figure 1). For 1 mM Pd, the cells seemed to be adversely
impacted by this concentration, as the fluorescence signal was
22% less than the control in average. After 200 min of incubation
at this concentration, the cells went through a phase of adaptation
(the shoulder in the blue graph in Figure 1) for ca. 100 min. After
that the cells start dying fast. For 0.1 mM Pd, the cells did not
appear to be strongly affected, the reduction in fluorescence signal
was 7% (the red graph in Figure 1). This concentration was used
for Pd exposure in this study.

A Transcriptomic View of Pd Stress

The RNA-Seq results showed that 709 genes, which account
for 18.2% of the genes mapped in our experiment, were
differentially expressed after 10 min of exposure to 100 pM Pd
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FIGURE 1 | Effect of Pd on the viability on E. coli. E. coli cells were incubated
with 10 mM (green triangles), 1 mM (blue triangles), and 0.1 mM (red triangles)
sodium tetrachloropalladate (Il) or with water as a control (black triangles). The
viability of cells was measured for 8 h. The error bars represent the standard
deviation of the mean for three replicates.
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TABLE 1 | Number of genes that were differentially expressed after 10 min of
exposure to 100 uM Pd.

Category Number Percentage
Non-differentially expressed genes 3189 81.8%
Differentially expressed genes 709 18.2%
Up-regulated 411 58%
Down-regulated 298 42%

The cut-off p-value was 0.05

From 100% differentially expressed genes 58% were up-regulated and 42%
were down-regulated.

(p-value < 0.05). From those genes, 411 (58%) were up-regulated
and 298 (42%) were down-regulated. The results are summarized
in Table 1.

Differentially Expressed Genes Grouped

by Functional Categories

The differentially expressed genes were grouped based
on Clusters of Orthologous Groups (COGs) to identify
expression differences based on gene functions (Figure 2 and
Supplementary Data Sheet 1). Raw RNA-Seq data can be found

in Supplementary Data Sheet 2, Tabs 1-28. In this paper, the
COG category names are used together with their international
one-letter code (Tatusov et al., 2000).

The top five COG categories with the highest number of
differentially expressed genes were amino acid transport and
metabolism (D) with 85 genes (50 up-regulated and 35 down-
regulated); carbohydrate transport and metabolism (G) with 78
genes (56 up-regulated and 22 down-regulated); transcription
(K) with 76 genes (59 up-regulated and 17 down-regulated);
genes of unknown function (S) with 76 genes (49 up-regulated
and 27 down-regulated); and post-translational modification,
protein turnover, and chaperones (O) with 56 genes (47 up-
regulated and 9 down-regulated). The five COG categories
with the lowest number of differentially expressed genes were
RNA processing and modification (A) with 0 genes affected;
mobilome, prophages, and transposons (X) with 1 up-regulated
gene; extracellular structures (W) with 3 down-regulated genes;
intracellular trafficking, secretion, and vesicular transport (U)
with 3 genes (2 up-regulated and 1 down-regulated); and cell
cycle control, cell division, and chromosome partitioning (D)
with 5 genes (3 up-regulated and 2 down-regulated).

The functional categorization of differentially expressed genes
showed that there were categories that had a high up-regulation

+FC) 707
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FIGURE 2 | Counts of differentially expressed genes due to Pd stress grouped by COG functional categories. The cut-off p-value was 0.05. Positive counts
represent observed up-regulated genes (green bars) and negative counts represent observed down-regulated genes (red bars). COG code, number of proteins
encoded by E. coli genome and category description: (A, 3) RNA processing and modification; (C, 284) Energy production and conversion; (D, 43) Cell cycle control,
cell division, and chromosome partitioning; (E, 356) Amino acid transport and metabolism; (F, 107) Nucleotide transport and metabolism; (G, 384) Carbohydrate
transport and metabolism; (H, 180) Coenzyme transport and metabolism; (I, 122) Lipid transport and metabolism; (J,236) Translation, ribosomal structure and
biogenesis; (K, 301) Transcription; (L, 140) Replication, recombination, and repair; (M, 254) Cell wall, membrane, and envelop biogenesis; (N,110) Cell motility; (O,
178) Post-translational modification, protein turnover, and chaperones; (P, 223) Inorganic ion transport and metabolism; (Q, 72) Secondary metabolites biosynthesis,
transport, and catabolism; (R, 261) General function prediction only; (S, 255) Function unknown; (T, 193) Signal transduction mechanisms; (U, 50) Intracellular
trafficking, secretion, and vesicular transport; (V, 93) Defense mechanisms; (W, 31) Extracellular structures; and (X, 60) Mobilome, prophages, and transposons.
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trend [energy production and conversion (C), transcription
(K), and post-translational modification, protein turnover, and
chaperones (O)] and other categories with a high down-
regulation trend [nucleotide transport and metabolism (F),
coenzyme transport and metabolism (H), translation, ribosomal
structure and biogenesis (J), and cell motility (N)].

Top Differentially Expressed Genes

The majority of differentially expressed genes (640 out 709 genes)
had an absolute fold change (FC) value of 3.5-30 compared to the
control (Supplementary Data Sheet 1). Tables 2, 3 show the top
20 highest up- and down-regulated genes, respectively.

Detailed Results of Differentially
Expressed Genes Based on Clusters of
Orthologous Groups Categorization and

Gene Ontology Terms

Genes Related to Information Macromolecules

DNA replication, recombination, and repair (L)

Of the genes responsible for initiation, maintenance, and
termination of chromosome replication, only one gene was
down-regulated (recQ) and one was up-regulated (smbC).
Of the genes encoding polymerase subunits, no genes were
differentially expressed. Finally, of the genes responsible for
DNA repair and recombination, 8 genes were down-regulated
and 2 were up-regulated. Detailed information can be found in
Supplementary Data Sheet 3, Tab 1.

Transcription (K)

The genes for RNA polymerase subunits were not affected
by Pd exposure. The same applies to the termination factors
and degradosome complex genes. Of the genes responsible
for RNA processing enzymes and RNases, 2 were down-
regulated (ghoS and rnb). Three out of the 7 sigma factors were
differentially expressed, Fecl (ferric citrate sigma factor)
was down-regulated, RpoS (stationary phase and stress
response sigma factor) and RpoH (heat shock sigma factor)
were up-regulated. Detailed information can be found in
Supplementary Data Sheet 3, Tab2. Many transcriptional
regulators were differentially expressed due to Pd exposure, 50
were up-regulated and 10 were down-regulated (Supplementary
Data Sheet 3, Tab 3). Of all COG categories, transcription had
the highest number of up-regulated genes (59 genes).

Translation, ribosomal structure and biogenesis (J)

Six out of the genes responsible for ribosome-assembly proteins
(r-proteins) were down-regulated, 5 of them were from the
rps] operon. Of the other r-proteins, 7 gene were down-
regulated (several methyltransferases) and 4 were up-regulated
(stress-related proteins responsible for ribosome stabilization).
Moreover, 3 genes responsible for ribosome recycling and stalled-
ribosome rescue were up-regulated. The translation initiation
and termination factors were unchanged, while 2 of the
elongation factors were down-regulated. For the genes of tRNA
synthetases/ligases, only one was down-regulated (proline-tRNA
ligase). While for tRNA processing genes, 8 were down-regulated
and 2 were up-regulated. Detailed information can be found

in Supplementary Data Sheet 3, Tab 4. This shows that the
ribosome assembly process and translation overall is repressed
due to Pd stress, while at the same time genes for recycling and
rescuing present ribosomes are up-regulated.

Post-translational modification, protein turnover, and
chaperones (O)

Intoxication with several heavy metals can cause protein cross-
linking (Rouch et al., 1995), which disrupts their 3D structures
and allosteric movements. The proteases and chaperones of
the heat shock response repair or degrade misfolded proteins
(Georgopoulos and Welch, 1993). Pd stress induced these repair
mechanisms, as 28 different genes for proteases, heat shock
proteins, and chaperones were highly up-regulated. Five of
them were in the top 20 most up-regulated genes, namely spy
(6447-fold), ibpB (565-fold), cpxP (330-fold), ves (151-fold), and
ibpA (70-fold). Of the RNases and RNA processing enzyme
genes, only one was down-regulated (rnb RNase II, responsible
for mRNA degradation). Detailed information can be found in
Supplementary Data Sheet 3, Tab 5.

Genes Related to Central Metabolism

Carbohydrate transport and metabolism (G)

This COG category had the 2nd highest number of up-regulated
genes (56 genes). Most of the up-regulated genes are
related to carbohydrate transport. For the transport of
disaccharides, malEKX and the regulator gene mic involved
in maltose transporter complex; mglA and mgIB involved in
galactose transporter complex; and treB and treC involved
in trehalose transport and hydrolysis systems, respectively,
were up-regulated. For the transport of hexoses, frwA fructose
transporter gene; gntP gluconate transporter gene; yifQRT
galactofuranose transporter genes; srIABE sorbitol transporter
genes; manXY mannose transporter genes; garP galactarate
transporter gene; and L-fucose-proton symporter gene fucP were
all up-regulated. The expression of some hexoses metabolic
enzymes was also increased. All the genes (fucAIKOR) from
L-fucose degradation pathway to make L-lactate and pyruvate;
dgoADK genes involved in making pyruvate from D-galactonate;
and garD involved in galactarate degradation pathway to make
pyruvate were up-regulated.

For the transport of pentoses, xylF xylose transporter
gene; rbsA and rbsB involved in the ribose uptake system;
and araF L-arabinose transporter gene were up-regulated.
The sugar efflux transporter gene ydeA responsible for
L-arabinose level maintenance was down-regulated. In addition
to transport, several genes from pentose and glucuronate
interconversion pathways were up-regulated (uxaABC and
uxuAB). For the transport of other kinds of sugars, glpT and glpF
glycerol transporter genes and IsrABCDK from autoinducer 2
carbohydrate import system were up-regulated. The function of
Isr system is not clear, but it has been suggested to have functions
in quorum sensing (Xavier and Bassler, 2005).

The other genes that were down-regulated were from
unconnected parts of pathways or were poorly defined. Detailed
information can be found in Supplementary Data Sheet 4, Tab 1.
The systematic up-regulation of carbohydrate transport genes
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TABLE 2 | Top 20 most up-regulated genes after 10 min of exposure to 100 uM Pd.

Gene ID Gene name Product description FC Error
b1743 spy Periplasmic ATP-independent protein refolding chaperone 6447 + 2830
b1970 hiuH 5-hydroxyisourate hydrolase, zinc metal-binding 1465 + 986
b3686 ibpB Chaperone, heat shock protein of HSP20 family 565 + 94
b4002 zraP Important component of the zinc-balancing mechanism 357 + 45
b4484 cpxP Part of the cpx two-component envelope stress response system 330 + 92
b4062 soxS Transcriptional activator of the superoxide response regulon 240 + 28
b2074 mdtA Part of matABC-tolC efflux pump, multidrug resistance 188 + 47
b4140 fxsA Suppresses F exclusion of phage T7 163 + 35
b3263 yhadU Function unknown 160 + 148
b1742 ves Cold and stress-inducible protein 151 + 88
b2162 rihB Pyrimidine-specific ribonucleoside hydrolase 133 +17
b3501 arsR Arsenate resistance operon repressor 132 + 20
b1972 yedZ Protein-methionine-sulfoxide reductase heme-binding subunit MsrQ 112 +15
b0484 COpA Copper-, silver-translocating ATPase efflux pump; involved in copper resistance 101 + 10
3828 metR Positive activator of the metA, metE and metH genes 100 +4
b1971 yedY Protein-methionine-sulfoxide reductase catalytic subunit MsrP 96 +8
b3708 tnaA Tryptophanase, synthesis of pyruvate from L-tryptophan pathway 94 +3
b4670 yjeV Function unknown 81 + 63
b3502 arsB Arsenite pump; resistance to arsenate, arsenite, and antimonite 76 +8
b3687 ibpA Chaperone, heat-inducible protein of HSP20 family 70 +7
TABLE 3 | Top 20 most down-regulated genes after 10 min of exposure to 100 pM Pd.

Gene ID Gene name Product description FC Error
b2725 hycA Regulatory protein for the formate hydrogenlyase system —520 + 151
b1038 csgF Curli production assembly/transport component —338 + 60
b3215 yhcA Required for the biogenesis of putative fimbria —197 + 32
b0336 codB Required for cytosine transport into the cell —130 + 23
b2145 yeis Function unknown —130 + 103
b2269 elaD Protease, capable of cleaving an AMC-ubiquitin model substrate —-119 + 13
b4665 ibsC Toxic component of a type | toxin-antitoxin (TA) system 117 + 28
b2345 yfdF Function unknown —117 +19
b4128 ghoS Antitoxin component of a type V toxin-antitoxin (TA) system —110 +12
b1520 ynekE Predicted inner membrane protein, bestrophin family; possible chloride channel —109 + 27
b0945 pyrD Dihydroorotate dehydrogenase, UMP biosynthesis —106 + 21
b3622 waal LPS core biosynthesis; O-antigen ligase -85 + 13
b0991 ymcE Cold shock protein, function unknown —-80 + 64
b2352 qtrS Serotype-specific glucosyl transferase, CPS-53/KpLE1 prophage —70 + 16
b2497 uraA Uracil permease, uracil transport into the cell —59 +4
b2669 StPA RNA chaperone and DNA-binding protein —-50 + 14
b0564 appY Induces the synthesis of acid phosphatase (AppA) and several other polypeptides —49 +23
b4345 merC McrBC restriction endonuclease —44 +5
b3508 yhiD Putative magnesium transporter —41 + 16
b1018 efeO Involved in Fe2* uptake —41 +7

suggests that the cells were in high demand for sugars as they were
trying to make energy through different pathways simultaneously
to cope with Pd stress.

Energy production and conversion (C)

Several metabolic processes related to energy production were
highly modulated upon Pd exposure (shown in detail in
Figure 3). For glucose transport and metabolism (Figure 3A),

glucose transport was up-regulated through the up-regulation
of one the outer membrane porins, OmpC, and three of the
seven glucose transporter systems (Alva et al., 2020). E. coli has
three native glycolytic pathways: the Embden-Meyerhof pathway
(EMP), the oxidative pentose-phosphate pathway (OPPP), and
the Entner-Doudoroff pathway (EDP) (Hollinshead et al., 2016).
None of these pathways were highly modulated, but one
enzyme from the EMP, TpiA, was down-regulated. For OPPP,
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transport and metabolism (A), glycerol transport and metabolism (B), other sugars
aromatic amino acids synthesis (F), and anaerobic respiration (G). In panels (A-F),
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FIGURE 3 | Palladium (Pd) stress effects on genes related to carbohydrate transport, carbohydrate metabolism and energy production pathways, namely, glucose

are demonstrated: Embden-Meyerhof pathway (EMP), oxidative pentose-phosphate pathway (OPPP), and Entner-Doudoroff pathway (EDP). The full names of
abbreviated compounds are DHAP, dihydroxyacetone phosphate; KDPG, 2-Keto-3-deoxy-6-phosphogluconate; DHA, dihydroxyacetone; KDG,
2-dehydro-3-deoxy-D-gluconate; TCA, tricarboxylic acid cycle; DMSO, dimethyl sulfoxide; and TMAO, Trimethylamine N-oxide.

transport and metabolism (C), fermentation (D), beta-oxidation cycle (E),
green gene names represent up-regulated genes, red names represent

blue color represents fermentation end products. In panel (G), green and red
athways, respectively. In panel (A), the three native glycolytic pathways in E. coli

2 enzymes were down-regulated, TalA and PykE, and one
was up-regulated, RpiB. Interestingly, the expression of the
genes responsible for the transport and metabolism of glycerol
(Figure 3B) and other sugars (Figure 3C) was highly increased
despite the fact that these sugars were not present in the
culture medium. Glycerol transport and metabolism genes had
a high up-regulated trend; its two transport systems, GlpQ
enzyme (glycerophosphoryl diester phosphodiesterase which
hydrolyzes deacylated phospholipids to glycerol-3-phosphate),
and several of its metabolic enzymes were up-regulated. For
the transport and metabolism of other sugars, five sugar
degradation pathways to make pyruvate were up-regulated (from
L-fucose, D-glucuronate, D-galacturonate, D-galactonate, and
D-galactarate) together with the transporters of L-fucose and
D-galactarate.

Fermentation processes (Figure 3D) were also modulated.
The production of D-lactate, malate, and fumarate was increase
thought the up-regulation of IdhA, mdh, and fumC, respectively.
The production of H, was highly modulated thought the massive
down-regulation of the transcriptional repressor of hydrogenase
3 operon, HycA, which was the most down-regulated gene due to
Pd exposure, decreasing 520-fold. Moreover, two other pathways
that are related to fermentation were highly modulated. The beta-
oxidation cycle (Figure 3E) that produces acetyl-CoA was highly
up-regulated through the up-regulation of the outer membrane

protein FadL and the inner membrane protein FadD responsible
for the transport of saturated and unsaturated fatty acids, together
with the beta-oxidation cycle genes, fad ABEH]I].

Phosphoenolpyruvate enters two separate pathways; it is
either converted to oxaloacetate or to pyruvate. In addition,
phosphoenolpyruvate is also the precursor for aromatic amino
acids synthesis (Figure 3F) together with erythrose-4-P. This
pathway was massively down-regulated on two levels, firstly,
through the down-regulation of aroAEFGH genes which encode
enzymes that convert phosphoenolpyruvate and erythrose-4-P
to chorismate, and secondly, through the down-regulation of
aromatic amino acids individual pathways, through tyrA, pheA,
and trpE genes.

Besides the modulation of glycolysis and fermentation
processes, the anaerobic respiration process was also
modulated. In this study, HNO; was used a solvent for
sodium tetrachloropalladate (II). The addition of HNO3 (0.291
L from 0.01 M stock concentration to 58 mL medium) created
a 50 wM HNOj3 concentration in the medium. E. coli can use
the nitrate of HNOj3 as terminal electron acceptor for anaerobic
respiration. The nitrate reductase operons of E. coli are optimally
expressed at higher nitrate concentrations. Genes such as napF,
nrfA, and nirB are optimally expressed at 1 mM nitrate while
narG is optimally expressed at 10 mM nitrate concentration
(Wang et al., 1999; Wang and Gunsalus, 2000). However, the
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minimal HNOj3 concentration added might be the cause for this
modulation, at least partially (Figure 3G).

For respiration in E. coli, dehydrogenases transfer electrons
from various substrates to the quinone pool. Then, terminal
reductases and oxidases transfer these electrons to different
electron acceptors. For aerobic respiration, the terminal electron
acceptor is O, while for anaerobic respiration there are
different electron acceptors. On the dehydrogenases level, the
expression of formate and glycerol-3-P dehydrogenases and the
expression of hydrogenase 2 was increased, while the expression
of malate dehydrogenase was decreased. On the reductases level,
the expression of nitrate and methionine sulfoxide reductases
was up-regulated.

In addition to all this, the expression of the glucose
dehydrogenase gene gcd and 4 of the 6 genes of the
rsx operon (ion-translocating oxidoreductase complex) were
down-regulated. This complex is a membrane-bound complex
that couples electron transfer with translocation of protons
across the membrane. Detailed information about energy
production and conversion modulated genes can be found in
Supplementary Data Sheet 4, Tab 2.

Amino acid transport and metabolism (E)
This category of COGs was modulated the most under Pd stress
with 85 genes being differentially expressed, 50 up-regulated and

35 down-regulated. We found particular amino acid pathways
that were heavily modulated (more than 5 genes of the pathway),
others that were slightly modulated with 2-3 genes being affected,
and the rest had only one or no genes being modulated. The
amino acid synthesis pathways that were heavily modulated
are shown in Figure 4. The modulation is divided into two
parts: biosynthesis pathways and uptake pathways. On the
biosynthesis level, arginine biosynthesis was highly up-regulated,
with all the 8 genes involved in its biosynthesis from glutamate
(argABCDEGHI) were up-regulated. Arginine could alternatively
be synthesized from glutamine by converting glutamine to
carbamoyl phosphate by the products of the carA and carB
genes; but we found this pathway was down-regulated. Glutamate
together with putrescine can be also converted to succinate by
the products of puuABCDE genes, this pathway was dramatically
down-regulated. It appears that bacteria are saving all the
glutamate for arginine biosynthesis, and particularly through this
pathway and not from glutamine (Figure 4A).

The biosynthesis of histidine (Figure 4B) and methionine
(Figure 4C) was also highly up-regulated, where the genes
hisABCDGH and metABCFL were up-regulated, respectively.
Moreover, the expression of the positive regulator of the
methionine operon, MetR, increased 100-fold. At the same
time, the biosynthesis of aromatic amino acids was severely
down-regulated. For their biosynthesis, phosphoenolpyruvate
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FIGURE 4 | Amino acid-related pathways that were heavily modulated due to Pd stress. In panels (A-D), green gene names represent up-regulated genes, red
names represent down-regulated genes, and black names represent unaffected genes. In figure (E), green, red, and black letters represent up-regulated,
down-regulated, and unaffected genes, respectively. (A), arginine biosynthesis from glutamate (argABCDEGHI) was highly up-regulated, but the biosynthesis of
arginine from glutamine was down-regulated (carA and carB genes). The conversion of glutamate and putrescine to succinate by the products puuABCDE genes
was also heavily down-regulated. The biosynthesis of histidine (B) and methionine (C) was also highly up-regulated. (D), the biosynthesis of aromatic amino acids
was drastically down-regulated on two levels, firstly, thought the down-regulation of the production of their common precursor (chorismate) from
erythrose-4-phosphate by the products of aroABCDEFGH genes, and secondly, through the down-regulation of their individual pathways. (E), the pathways involved
in the transport of glutamine, arginine, histidine, and methionine were up-regulated. Lastly, the putrescine importer gene puuP was down-regulated.
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and erythrose-4-P have to be converted to chorismate by the
products of aroABCDEFGH genes, then, chorismate can be
converted to the three aromatic amino acids through three
different pathways. For tyrosine and phenylalanine, the first step
in their biosynthesis is that chorismate is converted to prephenate
by the products of tyrA and pheA genes, respectively, while
for tryptophan, chorismate is converted to anthranilate by the
product of trpE gene. The majority of all these genes were
down-regulated (Figure 4D).

On the uptake level (Figure 4E), a comparable behavior was
found. The pathways involved in the transport of glutamine,
arginine, histidine, and methionine were up-regulated as well. For
glutamine and methionine, all the three genes involved in their
transporter complex were up-regulated (the periplasmic binding
protein (GInH and MetQ, respectively), the membrane permease
(GInP and Metl, respectively), and the ATP-binding import
protein [GInQ and MetN, respectively)]. For histidine, the genes
for the periplasmic binding protein His] and the permease HisQ
were up-regulated. For arginine, only the periplasmic binding
protein Argl was up-regulated. Lastly, the putrescine importer
PuuP was down-regulated.

For the amino acid pathways that were slightly modulated,
2 genes involved in the serine biosynthesis pathway were
down-regulated, serA and serC. Two genes involved in the
isoleucine biosynthesis pathway were down-regulated, ilvC
and ilvD. The three genes involved in the transporter complex

of glycine betaine, yehWXY, were down-regulated. The genes
encoding the S-methylmethionine permease, mmuP, and
homocysteine S-methyltransferase, mmuM, were up-regulated.
Lastly, two genes involved in the catabolism of tryptophan, tnaA
and tnaB, were up-regulated. Detailed information can be found
in Supplementary Data Sheet 5, Tab 1.

Inorganic ion transport and metallochaperones (P)

Escherichia coli has several systems for importing, balancing,
and exporting bulk and trace metal ions. Some of these systems
are very specific to one metal ion while others can transport
a variety of ions. Figure 5 shows the well-studied systems
in E. coli, the upper half of the figure shows the systems
responsible for ion import while the lower half shows the systems
responsible for ion export. Ten of the 17 systems responsible
for importing inorganic ions were differentially expressed, 8
down-regulated and 2 up-regulated. The periplasmic binding
protein gene nikA of the nickel transporter complex operon
nikABCDE was down-regulated. The uptake protein gene trkG
of the potassium transporter complex operon trkAEG was down-
regulated. Interestingly, all the 6 systems responsible for iron
import were down-regulated, namely, the ferric citrate sigma
factor gene fecI and the regulator gene fecR responsible for
the ficABCDE operon of the Fe*T-citrate import system; the
periplasmic binding protein gene feoA and the GTP-binding
channel protein gene feoB of feoABC operon of the Fe?™ import

nik mnt znu zup zin mod fec
ABCDE H ABC T T ABC IR

feo efe

AB UOB ABC

fhu mgt cor trk
BCD A A AEG AEH

trk kup kdp
FABC

fep  fiu

= = [ ] =]

\ 4 \A \4 A \ 4 Y A \4

(] ()

g § Ni** Mn®* Zn* Zn* Zn* MoOj Fe’* Fe* Fe®'
g 2l g Fe?* Fe** Cd** wo* ™™

g P cd* cd*

& = Tg. Co* Co*

[} [}

e B =

= s rcn mnt znt zit cus cop ars fet
S| 3 AB P ABR B CFBA A BCR AB

={[ ===

Fe3+ Fe3+ Fe3+ Mg2+ Mg2+ K+ K+ K+ K+
-enterobactin -hydroxamate -2+
Ni
C02+
fie cor cha nha kef kef
I C A ABR B CF

= H[ = H[H[H [ H ==

ISISISISIEIE

\4 \4 Y \4 A\ \4

<
<

\4 \4 \4 A \A \4 \4

Niz+ an+ Zn2+ an+ Cuz+ Cu2+ AS3+ Fez+
Co? Co? Ag* Ag*

Cd2+

Pb2+

Ni**

exporting systems were modulated, 6 of them were up-regulated.

FIGURE 5 | Palladium (Pd) stress effects on inorganic metal ion import and export systems in E. coli. The upper half of the figure shows the systems responsible for
jon import and the lower half shows the systems responsible for ion export. Some systems are specific to one metal ion while other can transport a variety of ions.
The small rectangles in the inner membrane indicate that the system has an inner member permease protein and the rectangles in the outer membrane indicate that
the system includes an outer membrane porin. The up-regulated genes due to Pd stress are shown in green, the down-regulated genes in red, and the unaffected
genes in black. Ten of the importing systems were modulated, 8 of them were down-regulated. All the iron importing systems were down-regulated. Seven of the

Fe® Mg® Na' Na* K K
Zn** Co®™ K Li' Na'
cd* Cca* Li*

Rb*

Frontiers in Microbiology | www.frontiersin.org

17

October 2021 | Volume 12 | Article 741836


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

Joudeh et al.

E. coli and Pd Stress

system; the periplasmic binding protein gene efeO and the
deferrochelatase gene efeB of the efeUOB operon of the Fe?™
import system; the ATP-binding protein gene febC of fepABCDG
operon of the Fe3*-enterobactin import system; the siderophore
receptor gene fiu responsible for iron transport across the
outer membrane complexed with catecholate siderophores such
as dihydroxybenzoylserine and dihydroxybenzoate; and the
permease protein gene fhuB of fhuBCD operon of the Fe3T-
hydroxamate import system. The up-regulated genes were the
magnesium-transporting ATPase gene mgtA and periplasmic
zinc chaperon gene zinT.

Seven of the 14 systems responsible for exporting inorganic
ions were differentially expressed, 6 up-regulated and 1
down-regulated. The up-regulated genes were rcnA and rcnB of
the nickel/cobalt efflux system; the transporting ATPase gene
zntA and the regulator gene znfR of the zinc/cadmium/lead
system; the copper-exporting ATPase gene copA; the channel
protein gene arsB, arsenate reductase gene arsC, and the regulator
gene arsR of the arsenical resistance system; the sodium-
potassium/proton antiporter gene chaA; and the sodium/proton
antiporter gene nhaA together with its regulator gene nhaR.
The down-regulated genes were the glutathione-regulated
potassium-efflux system gene kefC and its regulator gene kefF.

In addition to the transporter complexes, several other
metal-related pathways were modulated as well. The genes
involved in the biosynthesis of the enterobactin siderophore, a
low-molecular mass compound that is secreted extracellularly
by E. coli to chelate Fe’T from the environment and then it is
brought back to the cell through the FepABCDG system (Gehring
et al., 1997), were down-regulated (entC and entE). The iron
storage system was up-regulated through ftnB gene. All the genes
of the iscARSU operon involved in Fe-S cluster assembly were
up-regulated. The gene for copper oxidase, cueO, was highly
up-regulated, increasing 44-fold.

Three other non-metal transporters were also modulated.
The phosphate transporter complex permease gene pstA was
down-regulated, the nitrate/nitrite transporter genes narK and
narU were down-regulated, and the periplasmic binding protein
gene tauA and the ATP-binding protein gene tauB of taurine
import system were up-regulated. Detailed information can be
found in Supplementary Data Sheet 5, Tab 2.

Coenzyme transport and metabolism (H)

This COG category had a high down-regulation trend, mainly
on the vitamin biosynthesis level. Nine of the 11 genes involved
in vitamin Bl (thiamine) biosynthesis were down-regulated
(thiCDEFGHIMS). Two genes involved in vitamin B2 (riboflavin)
biosynthesis pathway were down-regulated (ribA and yigB). For
vitamin B3 (nicotinamide riboside), its transporter gene pnuC,
and one gene involved in its biosynthesis (pncB) were down-
regulated. Of the vitamin B6 (pyridoxal phosphate) biosynthesis
pathway, 2 genes were down-regulated (pdxK and pdxY). Of the
vitamin B9 (folate) biosynthesis pathway, 2 gene were down-
regulated (folE and folK). For vitamin B12 (cobalamin), one gene
of its transporter complex to the cell was down-regulated (the
ATP-binding protein gene btuD), but one gene of its biosynthesis
pathway was up-regulated (btuR).

In addition to vitamins, the synthesis of quinones was
modulated. Two genes involved in ubiquinone biosynthesis
pathway were up-regulated (ubiA and ubiC), but 2
genes involved in menaquinone/demethyl-menaquinone
biosynthesis pathway were down-regulated (menF and menH).
Moreover, the biosynthesis of iminosuccinic acid through
the oxidation of aspartate was down-regulated through
nadB. Phenylacetate degradation pathway was up-regulated
through paaJ and paaK. Detailed information can be found in
Supplementary Data Sheet 5, Tab 3.

Nucleotide transport and metabolism (F)

This COG category had a high down-regulation trend too,
28 genes were down-regulated (3 of them were in top 20
most down-regulated genes) compared to only 4 up-regulated
genes. For purine biosynthesis pathway from phosphoribosyl
pyrophosphate (PRPP), 9 genes were down-regulated,
purBCEFHKMNU. For pyrimidine biosynthesis pathway
from bicarbonate, 4 genes were down-regulated, pyrBCDI. For
uridine monophosphate (UMP) biosynthesis pathway, 2 genes
were down-regulated, carA and carB. Finally, for guanosine
monophosphate (GMP) biosynthesis pathway, 2 genes were
down-regulated, guaA and guaB. Of purine and pyrimidine
hydrolysis pathways, 3 genes were drastically up-regulated, rihB,
rihC and hiuH, the first being the 11th and last being the 2nd
highest up-regulated genes with 133- and 1465-fold, respectively.

The genes involved for the biosynthesis of nucleotides through
the nucleotide salvage pathway were also down-regulated: for
adenosine monophosphate (AMP), apt was down-regulated;
for cytidine monophosphate (CMP), codA was down-regulated;
for GMP and xanthosine monophosphate (XMP), gpt was
down-regulated; for inosine monophosphate (IMP), gsk was
down-regulated; and for UMP, upp was down-regulated.

For the transport of nucleotides, all the permeases
involved in the uptake of nucleobases were down-regulated.
Adenine permease gene adeP, cytosine permease gene codB,
guanine/hypoxanthine permease gene ghxP, uracil permease
gene uraA, xanthine permease gene xanP, and the nucleoside
permease gene nupC. Detailed information can be found in
Supplementary Data Sheet 5, Tab 4.

Lipid transport and metabolism (I)

This category had a low number of modulated genes, 14
up-regulated and 7 down-regulated. The key pathway that was
affected was the fatty acid beta-oxidation cycle, where 6 of its
genes, fadABEHI], were up-regulated. The fatty acid transport
protein genes fadL and fadD were also up-regulated. Two genes of
isopentenyl diphosphate biosynthesis via DXP pathway, ispD and
ispF, were down-regulated. Detailed information can be found in
Supplementary Data Sheet 5, Tab 5.

Cell Cycle Control, Cell Division, and Chromosome
Partitioning (D)

For this category, only a few genes were differentially expressed.
The cell death peptidase gene lit and the cell division protein
gene yedR were down-regulated. The toxic component gene
ibsC of type I toxin-antitoxin (TA) system (Fozo et al., 2008)
and the antitoxin component gene ghoS of type V TA system
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(Cheng et al., 2014) were heavily down-regulated, being the 7th
and 9th most down-regulated, decreasing 117- and 110-fold,
respectively. The toxic component gene mokC of the type I TA
system (Pedersen and Gerdes, 1999) was up-regulated.

Cell Wall Functions

Cell wall biogenesis, defense mechanisms, and extracellular
structures (M, V, and W)

For cell wall biogenesis, several genes involved in LPS
biosynthesis were down-regulated, arnC, eptC, IptD, IpxH, waaC,
waaL and wza. Several genes involved in enterobacterial common
antigen biosynthesis pathway were also down-regulated, rffG,
rffH, wecB and wecC. Moreover, osmB gene of the osmotically
inducible lipoprotein B, which provides resistance to osmotic
stress, was up-regulated.

More importantly, E. coli encodes multiple antibiotic efflux
systems that increase drug efflux and limit passive uptake by
decreasing porin expression (Alekshun and Levy, 1999). These
genes are activated in response to antibiotics and general stress.
We found that Pd stress activates them too. From the multiple
antibiotic resistance MarRAB system, 3 out of 4 genes were
highly up-regulated, marABR. Several TolC-dependent systems
were modulated too. From the multidrug resistance MdtABC
system, 5 genes were vastly up-regulated, mdtABCDG, mdtA was
the 7th highest up-regulated gene, increasing 188-fold. While for
the anaerobic multidrug efflux transporter genes mdtEF, mdtE
was down-regulated. From the AcrAB system, 2 genes were up-
regulated, arcD and arcR. From the EmrAB energy-dependent
system, emrB was down-regulated. This might suggest that E. coli
is trying to use the passive efflux systems and not the active
ones, to save energy for other crucial systems. Finally, from the
outer membrane porins (Omp) system, ompC was up-regulated.
OmpC imports extracellular glucose to the periplasmic space
(Alva et al., 2020), the high need for energy is possibly the reason

for this up-regulation. Detailed information can be found in
Supplementary Data Sheet 6, Tab 1.

Motility and biofilm (N)

This category had a heavy down-regulation trend with a total of
16 genes being down-regulated compared to only 3 up-regulated
genes. Of the flg operon responsible for flagellar synthesis, 8
genes, flgBCDEFGHI, were down-regulated. The same effect
was found on type 1 fimbriae, which are filamentous pili that
are attached to the cell surface and mediate biofilm formation
and adhesion onto host cells. FimBCDFG, encoding proteins
responsible for the assembly of FimA fimbrial subunit, its
export across the outer membrane, and its regulation, were
all down-regulated. Moreover, ecpB was also down-regulated,
which is a member of ecpRABCDE operon that encodes the
E. coli common pilus (ECP) and plays a role in early-stage
biofilm development and host cell recognition. In addition,
genes involved in curli organelles biogenesis were heavily down-
regulated, the expression of csgE and csgF was 16- and 338-fold
lower, respectively. At the same time, the 3 genes that were up-
regulated were bssS (a biofilm repressor gene), fomB (a biofilm
formation regulator gene), and glgS (a negative regulator gene of
motility, adhesion, and synthesis of biofilm exopolysaccharides).
In summary, this all shows that the bacteria were intentionally
avoiding the structurally and energetically intensive motility and
biofilm formation systems. Detailed information can be found in
Supplementary Data Sheet 6, Tab 2.

Stress Responses

Oxidative stress response and repair

There are two oxidative stress response systems in E. coli, the
OxyRS and SoxRS regulons (Seo et al., 2015), explained in
Figure 6. OxyR is a member of the LysR transcriptional regulators
family, which uses a cysteine-pair to sense the oxidative damage

Oxidative stress response systems in E.coli

OxyRS

|

OxyR (transcriptional activator)
Senses the oxidative stress by a cysteine-pair
Activates the expression of 49 genes

The major gene
of the list

oxyS

(Small non-coding RNA)
Regulates 4 additional genes

FIGURE 6 | The oxidative stress response systems in E. col.
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|

SoxR (transcriptional activator-repressor)
Senses the oxidative stress by 2Fe-2S clusters
Regulates the expression of 10 genes

The major gene
of the list

SoxS

(transcriptional activator-repressor)
Regulates 53 additional genes
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and regulates 49 genes when oxidized (Choi et al, 2001).
Nine genes out of those 49 were up-regulated due to Pd
stress and no genes were down-regulated. oxyS is a small non-
coding RNA (ncRNA) regulated by OxyR, which represses rpoS
(stationary phase and stress response sigma factor gene), fhllABC
flagellar proteins genes, and other genes to prevent redundant
induction of stress response genes (Altuvia et al., 1998). Our
RNA purification and library preparation methods were not
optimized for the enrichment of nc-RNAs; therefore, we were not
able to detect any of them. Despite being unable to detect the
expression of oxyS, several genes regulated by it were modulated.
The expression of flhA and flhC was down-regulated but the
expression of rpoS was up-regulated. The up-regulation of rpoS
might be a due to the low number of OxyR stress response
activated genes (9 out of 49), which resulted in no redundant
induction of stress response genes.

The SoxRS regulon is the other oxidative stress
response system in E. coli. SoxR is a member of the MerR
repressor-activator family, which uses the oxidation state of
2Fe-2S clusters to sense the oxidative damage and regulates 10
stress-related genes (Watanabe et al., 2008). The most important
gene of SoxR regulated genes is soxS, which is responsible for
the regulation of additional 53 genes (Seo et al., 2015). Out of
the 10 genes regulated by SoxR, 4 genes were up-regulated and
3 were down-regulated. soxS was modulated the highest in this
list, its expression was up-regulated 240-fold. Then, of the 53
genes regulated by SoxS, 15 genes were up-regulated and 4 were
down-regulated. This altogether shows that Pd exposure caused
a serious oxidative stress to E. coli. Detailed information can be
found in Supplementary Data Sheet 7.

Genome-Scale Metabolic Modeling

First, we note that 306 of the 709 differentially expressed genes are
present in the genome-scale metabolic model iML1515 (Monk
et al., 2017). In Figures 7, 8, we present the E. coli K-12
MG1655 KEGG (Kyoto Encyclopedia of Genes and Genomes)
(Kanehisa, 2019; Kanehisa et al., 2019) pathway map. Colored
in green and red are the up- and down-regulated reaction flux
predictions based on the iML1515 genome- scale metabolic
model, respectively, with yellow representing non-zero reaction
fluxes that are not required to be regulated.

In Table 4 we present the individual regulation pattern for ten
different biocides (Pereira et al., 2020) as well as for Pd. We found
that the general distribution of reactions into different categories
is fairly consistent between biocides, with between 50 and 125
up-regulated reactions, 550 to 600 down-regulated reactions, and
eight to 15 ambiguous reactions. There are approximately 2,000
reactions in the metabolic network that do not carry flux. The
Pd flux distribution differs substantially from the others, with
the majority of reactions (1,485 out of 2,712) being categorized
as ambiguous, 1,090 not carrying flux, 17 up-regulated, and 120
down-regulated reactions.

Comparing the stress responses between the Pd stress
environment and the biocide set as a whole (using the median
flux values and upper and lower bounds of each reaction
across biocides as a proxy for a generic response), we found
the most significant commonality between the down-regulated

sets (Table 5). Almost all reactions down-regulated in Pd (105
out of 120) are also being generically down-regulated under
biocide stress conditions. However, we also found several major
differences: in particular, ambiguous reactions are far more
common in the Pd set, representing more than half (1,485 out
of 2,712, or 55%) of all of the reactions. This is also reflected
in Figures 7, 8, where we can see that the Pd condition is
dominated by ambiguous fluxes, whereas biocide stress in general
corresponds to consistently down-regulated fluxes.

DISCUSSION

The general and oxidative stress-related effects of Pd stress to
E. coli were compared to published work on the transcriptomic
response of E. coli to other heavy metal stresses, namely, Ni (Gault
et al., 2016), Co (Fantino et al., 2010), Cu (Kershaw et al., 2005),
Zn (Lee et al.,, 2005), Ag (McQuillan and Shaw, 2014), Hg (LaVoie
and Summers, 2018), and Cd (Helbig et al., 2008; A. Wang and
Crowley, 2005), and to the response of the Enterobacteriaceae
bacterium LSJC7 to As stress (Zhang et al., 2016). Pd-induced
oxidative stress effects were also compared to other non-heavy
metal-related oxidative stresses, namely, Cl (Wang et al., 2009)
and biocide (Pereira et al., 2020) stresses. We found that several
Pd stress-related effects are similar to the effects of other heavy
metal or oxidative stresses (discussed in the section on common
transcriptional changes, below). Interestingly, Pd stress caused
unique effects that were not reported in the aforementioned
heavy metal and oxidative stress studies (discussed in uncommon
transcriptional changes, below).

Common Transcriptional Changes

This section discusses transcriptional changes that have been
shown to occur in heavy metal stress responses previously.
Overall, the challenge with Pd ions induced a multitude of
expected changes in general stress response mechanisms and
especially in efflux systems. A number of changes in basic energy
metabolism were also observed in other heavy metal stress
responses previously.

Protein Synthesis Arrest

Protein synthesis uses most of the cellular ATP (Pontes et al.,
2015). The global down-regulation of the translation apparatus
including the expression of the r-proteins, the elongation factors,
and the tRNA processing genes suggests that the cells are trying
to save energy for stress-related pathways rather than translation.
This process of energy conservation was also found in other
heavy metal stresses including Ni (Gault et al., 2016), Hg (LaVoie
and Summers, 2018), Ag (McQuillan and Shaw, 2014) and Cd
(Wang and Crowley, 2005).

RpoH and RpoS Sigma Factor Up-Regulation

When E. coli is exposed to high temperatures or any other
condition that results in unfolded proteins, including exposure
to heavy metals, the heat shock sigma factor, RpoH, is induced
(Foster, 2005). RpoH regulates the expression of approximately
30 genes encoding heat shock response proteins. In contrast to

Frontiers in Microbiology | www.frontiersin.org

October 2021 | Volume 12 | Article 741836


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

Joudeh et al. E. coli and Pd Stress

Metabolism of
Cofaciors and Vitamins

} IR e )
e || =
) [y
A w2 o s
— ¢ )
EREmAN AP 2
\l A E| N !
IDB(ES ,.1';**’ L_._J/-

L~

‘Xenobiotis Biodegradation
‘and Metabolism

FIGURE 7 | Predicted up- and down-regulated median fluxes across ten biocides (Pereira et al., 2020) using the iIML1515 model, presented in the KEGG pathway
map of E. coli. Up-regulated fluxes are green, down regulated fluxes red, and fluxes without a regulation requirement are colored yellow. No-flux reactions and
reactions without KEGG IDs are omitted.

Metabolism of
Cofaciors and Vitamins

B

-

g iy

fg.—-.—-.—_ ——r—

»

‘Xenobiotics Biodegradation: esoten tsestescs
‘and Metabolism L

FIGURE 8 | Predicted up- and down-regulated fluxes in response to Pd stress using the iIML1515 genome-scale metabolic model, presented for the KEGG pathway
map of E. coli. Up-regulated fluxes are green, down regulated fluxes red, and fluxes without a regulation requirement are colored yellow. No-flux reactions and
reactions without KEGG IDs are omitted.

Frontiers in Microbiology | www.frontiersin.org 21 October 2021 | Volume 12 | Article 741836


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

Joudeh et al. E. coli and Pd Stress

TABLE 4 | Differentially regulated flux predictions for the given condition.

BENZ XID PHE GLUTA H,0, ETOH ISOP PERA POV SOoD PAL
Up-regulation 122 72 80 48 108 84 79 76 71 55 17
Down-regulation 558 575 590 593 555 580 573 563 585 590 120
Ambiguous 12 14 9 9 Ihl 13 15 10 8 11 1485

The table shows differentially regulated flux predictions for multiple biocides employing the E. coli model iML1515. The listed chemicals are Benzalkonium chloride BENZ,
Chlorhexidine XID, Chlorophene PHE, Glutaraldehyde GLUTA, Hydrogen peroxide H202, Ethanol ETOH, Isopropanol ISOR, Peracetic acid PERA, Povidone- iodine POV,

Sodium hypochlorite SOD, and Palladium PAL (Pereira et al., 2020). Note that we used the transcriptomic response after twelve hours.

this, the stationary phase and stress response sigma factor, RpoS,
is triggered by other stress conditions that have the common
property of arresting growth (Prabhakaran et al., 2016), such as
oxidative stress (Eisenstark et al., 1996). Pd stress induced both
sigma factors, this was also the case in Ag (McQuillan and Shaw,
2014) and Hg (LaVoie and Summers, 2018) stresses. Ni (Gault
etal., 2016) and Cl (Wang et al., 2009) stresses induced only RpoS.

Heat Shock Response and Stress Proteins

Several heavy metals cause protein damage through cross-linking,
disrupting their 3D structures and allosteric movements. The
heat shock and stress-related proteolytic enzymes and chaperones
help in the stabilization, re-folding, or the proteolysis of
misfolded proteins. Five of the known heat shock and stress
proteins were in top 20 highest up-regulated genes. The total
number of up-regulated genes encoding heat shock and stress
proteins due to Pd stress (28 genes) is very high compared to
other heavy metal stresses. Ag stress (McQuillan and Shaw, 2014)
comes in second where 17 genes were up-regulated. Other heavy
metal stresses had less than 10 up-regulated genes, including Hg
(LaVoie and Summers, 2018) and Cd (Helbig et al., 2008). Ni
(Gaultetal., 2016), Zn (Lee et al., 2005), Cu (Kershaw et al., 2005),
Cl(Wangetal., 2009). Biocide stress (Pereira et al., 2020) induced
only stress proteins and not heat shock proteins, based on RpoH
and RpoS up-regulation explained in the previous section. This
suggests that the damage caused by Pd on the protein level is even
higher than by other heavy metals and requires a high number
proteases and chaperones to deal with it.

Multi-Drug Efflux Systems

These systems are up-regulated in various stress conditions.
The genes of these systems induce the expression of drug/toxin
efflux system genes and limit passive uptake by decreasing porin
expression (Alekshun and Levy, 1999). Pd stress induced the

TABLE 5 | Similarity of stress responses.

The table shows the similarity of the predicted stress responses. We summarized
the biocide stress response and compared it to the palladium stress response.
Here, we list the number of reactions in the respective categories.

major three multiple drug efflux systems, MarRAB, MdtABC, and
AcrAB. A similar effect was induced by Hg stress (LaVoie and
Summers, 2018), while other heavy metal and oxidative stresses
induced less than 3 efflux systems; 2 in case of Zn (Lee et al., 2005);
1 in case of Cd (Helbig et al., 2008) and Cl (Wang et al., 2009);
and none in case of Ni (Gault et al., 2016), Ag (McQuillan and
Shaw, 2014), As (Zhang et al., 2016), Co (Fantino et al., 2010), and
Cu (Kershaw et al., 2005). This might suggest that Pd toxicity is
highly unwanted for the cells or potentially the cells do not know
what they are dealing with, and as a result, all the multi-drug
efflux systems are up-regulated.

Oxidative Stress Response

The formation of reactive intermediates, mainly radicals that
react with oxygen and produce reactive oxygen species (ROS)
is a common effect of heavy metal stresses (metal-induced
oxidative stress), as a result of changing the redox state of the
cell and their ability to self-oxidation (Kappus, 1987). These
ROS interact with thiols, metal centers, nucleotide bases and
lipids (Fang, 2004), which results in damages to nucleic acids,
proteins, and lipids, and therefore, disrupting the normal cellular
function (Ray et al., 2012). The two oxidative stress response
systems in E. coli were up-regulated due to Pd stress, OxyRS
and SoxRS. These two systems modulate a cascade of more
than 100 genes encoding proteins with diverse stress-related
biological functions including superoxide scavenging, DNA and
protein repair, recycling of macromolecules, xenobiotics efflux,
carbon metabolism, and NADPH regeneration (Pomposiello and
Demple, 2001; Blanchard et al., 2007). Pd stress induced 32 genes
from these pathways, including the soxS regulator gene that was
the 6th highest up-regulated gene, increasing 240-fold. Similar
effects are found in other heavy metal stresses including Ag
(McQuillan and Shaw, 2014), As (Zhang et al., 2016), Cd (Helbig
etal., 2008), Cu (Kershaw et al., 2005), Hg (LaVoie and Summers,
2018), Ni (Gault et al., 2016), and Zn (Lee et al., 2005).

Fe-S Clusters Biogenesis

. Many genes encode proteins that contain Fe-S clusters. These

Palladium Up Down  Ambiguous No flux redox-active proteins have prominent roles in several important

Biocides cellular processes, including respiration, central metabolism, and
Up-reguiation > 7 175 2 gene regulation (Y. Zhang et al., 2016). Fe-S proteins can by
Down-regulation 10 105 299 21 damaged by oxidative stress (Py and Barras, 2010). E. coli has
Ambiguous 0 0 11 1 two systems that are responsible for Fe-S clusters assembly and
No flux 5 8 1000 1056 repair, the isc and suf operons (Outten et al., 2004). All genes of

the iscARSU system were up-regulated due to Pd stress, together
with the nfuA gene that is involved in Fe-S biogenesis under iron
starvation conditions. This suggests that Pd-induced oxidative
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stress is damaging the Fe-S proteins and hence, the need to
repair these proteins is increased. The sufABC operon was not
modulated. Similar behavior was observed with As (Zhang et al.,
2016), Cd (Helbig et al., 2008), Co (Fantino et al., 2010), and Zn
(Lee et al., 2005) stresses. Copper stress (Kershaw et al., 2005)
had the opposite effect, where the suf operon was up-regulated
and not the isc operon. There are other heavy metal stresses that
induced both isc and suf operons, including Ag (McQuillan and
Shaw, 2014), Hg (LaVoie and Summers, 2018), and Cl (Wang
et al., 2009) stresses. Ni stress (Gault et al., 2016) did not induce
either of these operons.

Energy Production

In this study, E. coli was cultivated anaerobically, and accordingly,
the cells are predicted to mainly use anaerobic respiration and
fermentation for energy production. It is worth noting though
that complete absence of oxygen cannot be guaranteed because
closed tubes might still allow minimal diffusion of oxygen into the
sample (see section “DISCUSSION”). The M63 minimal culture
medium used to cultivate E. coli did not include any known
amounts of terminal electron acceptors for anaerobic respiration
(Figure 3G), except the minimal concentrations of HNOj3 solvent
added, this leaves E. coli with fermentation as the main energy
production process.

The first step of energy production is the degradation of
carbohydrates to make pyruvate (glycolysis). E. coli has three
native pathways to make pyruvate from glucose (EMP, OPPP, and
EDP). None of these pathways were heavily modulated due to
Pd stress. Interestingly, the genes involved in making pyruvate
from other sugars such as glycerol, L-fucose, D-glucuronate,
D-galacturonate, D-galactonate, and D-galactarate were highly
up-regulated (summarized in Figures 3B,C). None of these
carbohydrates were included in the culture medium either,
where the sole carbon source was glucose. Glycerol-3-P
can be synthesized from deacetylated phospholipids in the
periplasm by the enzyme GlpQ (periplasmic glycerophosphoryl
diester phosphodiesterase). These deacetylated phospholipids
are released from dying cells and imported through the outer
membrane by FadL and through the inner membrane by FadD
proteins. GlpQ, FadL, and FadD were all up-regulated upon Pd
exposure. This suggests that E. coli is generating energy through
glycerol metabolism simultaneously with glucose metabolism to
cope with Pd stress. A similar effect was reported in the same
E. coli strain when it was exposed to atmospheric pollution
(Zhang T. et al., 2019) and heavy metal mixtures (Trchounian
et al,, 2016). Regarding the other aforementioned carbohydrates,
we assume that the cells up-regulated the transport systems for 14
different sugars out of a desperate, general need for energy.

The second step is making energy from pyruvate through
fermentation. E. coli has different fermentative pathways to
generate energy (marked in blue color in Figure 3D). The
fermentative pathways of D-lactate, succinate and hydrogen
were up-regulated. The hycA gene encoding the transcriptional
repressor of the formate regulon was the strongest down-
regulated gene due to Pd stress, decreasing 520-fold. This
regulon includes the genes hycBCDEFGHI of hydrogenlyase FHL
(also called [Ni-Fe] hydrogenase 3), and the gene for formate

dehydrogenase H, fdhF (Skibinski et al., 2002). These 2 enzymes
form a formate hydrogenlyase complex, which is responsible
for the vast majority of H, production that occurs during
fermentation in E. coli (McDowall et al., 2014). The bioreduction
of Pd?* ions requires the involvement of [Ni-Fe] hydrogenases.
Deplanche et al. showed that a negligible Pd?™ ions reduction
happens in an E. coli mutant strain genetically deprived of all
hydrogenase activity (Deplanche et al., 2010). This might suggest
that E. coli was detoxifying Pd ions through reduction in addition
to the modulation of ion transporters.

Phosphoenolpyruvate, the starting molecule for the
fermentation process, is also the precursor for aromatic
amino acids synthesis together with erythrose-4-P. Aromatic
amino acid synthesis pathways were massively down-regulated
due to Pd stress (Figure 4F). This suggests that E. coli was
trying to save phosphoenolpyruvate for energy production. In
addition, the synthesis of acetyl-CoA, another pathway feeding
into fermentation processes, though beta-oxidation cycle was
up-regulated. This demonstrates that E. coli has modulated its
gene expression for energy production over multiple pathways to
cope with Pd stress (Figures 3A-E).

Interestingly, the anaerobic respiration genes were modulated
too, despite the absence of terminal electron acceptors
(Figure 3G). Upon Pd exposure, the genes encoding formate
and glycerol-3-P dehydrogenases and hydrogenase 2 were
up-regulated together with nitrate reductase, but glucose and
malate dehydrogenases were down-regulated. The up-regulation
of nitrate reductase might be due to signaling induced through
the addition of minimal amounts of HNO3, and this could partly
explain the modulation of the dehydrogenases. However, the up-
regulation of nitrate reductase could also be a general stress effect,
as a similar effect was reported in As stress (Zhang et al., 2016).

Similar to Fe-S clusters, the sulfur-containing amino acids,
cysteine and methionine, are vulnerable to oxidation. Methionine
residues are extremely sensitive to oxidative stress and they
are easily oxidized to methionine sulfoxide (Liu et al., 2018).
The oxidation of these amino acids makes them unavailable for
metabolic processes (Drazic and Winter, 2014). E. coli has a
dedicated system for methionine oxidation repair, methionine
sulfoxide reductase YedYZ (or MsrPQ) that are expressed under
oxidative stress conditions (Yin et al., 2015). This reductase takes
electrons from the quinone pool and gives it to methionine
sulfoxide as a terminal electron acceptor (Ezraty et al., 2005).
The expression of these genes was vastly up-regulated due to
Pd stress, both were in the top 20 up-regulated genes, with
yedY increasing 96-fold and yedZ increasing 112-fold. A similar
behavior was seen in E. coli (S. Wang et al., 2009), Enterococcus
faecalis (Zhao et al., 2010), Pseudomonas fluorescens (Lipus et al.,
2019), and Staphylococcus aureus (Singh and Singh, 2010) when
they were exposed to oxidative stress. The up-regulation of
methionine sulfoxide reductase might suggest that E. coli was
using methionine sulfoxide also as a terminal electron acceptor
for the anaerobic respiration as another way to generate energy,
and this could also partly explain the modulation of the anaerobic
respiration dehydrogenases.

For the respiratory quinone pool, the expression of
ubiquinone was up-regulated but the expression of menaquinone
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TABLE 6 | Summary of anaerobic respiration differentially expressed genes.

Electron Respiratory Quinone Terminal Electron
donor dehydrogenase pool reductase/oxidase acceptor
Formate I dn QHI cyoABCD
JdoGHI cydAB Oxygen
yxAB
1dp x
Lactate
dld o narGHI
Pyruvate poxB Ubiquinone narVYZ Nitrate
Succinate sdhABCD napABCGH
ndh (NDH-1) . nrfABCD Nitrite
NADH nuo (NDH-2) Menaquinone SfrdABCD Fumarate
7IpABC dmsABC
G3P g DMSO
glpD Demethyl- ynfFGH
Malate mqo menaquinone
Hydrogen hyadBC ’fo’ffzc TMAO
ydroge hybABCO
. Methionine
Glucose ged vedYZ sulfoxide

The green color indicates up-regulation and the red color indicates down-
regulation.

and demethyl-menaquinone was down-regulated. Ubiquinone is
known to be a universal electron acceptor, accepting electrons
from all the dehydrogenases, while menaquinone and demethyl-
menaquinone accept electrons only from hydrogen, formate,
glycerol-3-P, and NADH dehydrogenases (Seballe and Poole,
1999). The biosynthesis of one universal quinone that serves
all the dehydrogenases instead of biosynthesizing three, from
an energy perspective, could be the reason for this modulation.
All the modulated genes related to anaerobic respiration are
summarized in Table 6.

Amino Acid Biosynthesis and Transport

Possibly due to methionine oxidation, the biosynthesis and
uptake of methionine were heavily up-regulated in parallel to
the up-regulation of methionine sulfoxide repair system. The
biosynthesis and uptake of arginine and histidine was also highly
up-regulated due to Pd stress. Arginine biosynthesis is elevated
in nutrient limitation and stress conditions (Weerasinghe et al,,
2006), and has been suggested to help bacteria in adaptation to
oxidative stress (Tiwari et al., 2018; Barrientos-Moreno et al.,
2019). The biosynthesis of histidine was also reported to be
elevated in heavy metal stresses. Histidine helps the bacteria in
the detoxification of metal ions through the sequestration and
complexation of ions by histidine-rich peptides (Isarankura-Na-
Ayudhya et al., 2018). Cysteine biosynthesis was not up-regulated
due to Pd exposure despite being an easy target for oxidation.
Interestingly, the same behavior was also found in HgCl, stress
(LaVoie and Summers, 2018) despite the fact that mercury has a
strong affinity for thiol groups (Syversen and Kaur, 2012). Under
HgCl, exposure, the biosynthesis of methionine and histidine was
up-regulated but the biosynthesis of cysteine was unchanged. The
biosynthesis of most other amino acids was down-regulated or
unchanged for Pd, HgCl, Ni (Gault et al., 2016), Ag (McQuillan
and Shaw, 2014) and, As (Zhang et al., 2016) stresses.

Inorganic lon Transport Modulation
The most common bacterial strategies to deal with heavy metal
stresses are the prevention of the metal ion from entering the

cell and/or the active transport of the metal ion out of the
cell (Nies and Silver, 2007). Both strategies were found to be
applied by E. coli for Pd detoxification. For the first strategy,
8 metal ion import systems were down-regulated. The nickel-
binding periplasmic protein NikA from the nickel transporter
complex was down-regulated. Similar behavior was also found in
Hg (LaVoie and Summers, 2018) and Co (Fantino et al., 2010)
stresses. This shows that this system might be involved more
generally in divalent heavy metal ion transport to the E. coli.
For unknown reasons, this system was not down-regulated in
Ni stress (Gault et al., 2016). Interestingly, all Fe>* and Fe’™
import systems were down-regulated. This strongly suggests that
Pd stress causes the disruption of Fe homeostasis and suggest that
these systems could also be more directly involved in Pd transport
to the cell. In oxidative stress conditions, iron import systems are
usually up-regulated to take up more Fe for the biogenesis and
repair of Fe-S clusters. Four of these systems were up-regulated
in Ag stress (McQuillan and Shaw, 2014), while in As (Zhang
et al.,, 2016), Cu (Kershaw et al., 2005) and biocide (Pereira
et al., 2020) stresses, 3 or fewer systems were up-regulated. Other
heavy metal stresses also caused Fe homeostatic disruption and
therefore, some of the Fe import systems were down-regulated,
including Co (Fantino et al., 2010), Cd (Helbig et al., 2008), Hg
(LaVoie and Summers, 2018), and Ni (Gault et al., 2016) stresses.
In addition to Fe import systems, the biosynthesis of enterobactin
siderophore required for Fe>* import was down-regulated, while
the iron storage system was up-regulated. Similar findings were
observed in Ni stress (Gault et al., 2016), where the cellular Fe
content of Ni-treated E. coli was found to be less than the control.
The zinc import system ZinT was up-regulated together with zinc
resistance-associated protein ZraP (the latter is the 4th highest
up-regulated, increasing 357-fold). This suggests that Pd might
cause Zn homeostasis disruption too, supported by the fact that
Zn homeostasis gene zraP was highly up-regulated. In addition,
the magnesium import system MgtA was up-regulated. This
up-regulation together with the down-regulation of potassium
uptake protein TrkG could be based on the disturbance of cellular
electrolyte balance caused by Pd stress, and as a result the cells
try to maintain this balance by modulating these systems. The
up-regulation of the osmotically inducible lipoprotein B, OsmB,
supports this proposition. The magnesium import system MgtA
was also up-regulated in Hg stress (LaVoie and Summers, 2018).

For the second strategy (the active transport of the metal ions
out of the cell), 6 metal ion export systems were up-regulated. The
nickel/cobalt efflux system RcnAB was up-regulated, comparable
to up-regulation in Ni (Gault et al., 2016), Co (Fantino et al,,
2010), and Hg (LaVoie and Summers, 2018) stresses. This
suggests that this efflux system is involved more generally in
divalent heavy metal ion detoxification in E. coli. The genes of the
low-affinity ZntABR system were also up-regulated. This system
is known to export ions with the following selectivity: Pb, Zn,
Cd, Cu, Ni, and Co (Dutta et al.,, 2007). This system was up-
regulated in Hg (LaVoie and Summers, 2018), Cd (Helbig et al,,
2008), Co (Fantino et al., 2010), and Zn (Lee et al., 2005), but not
in Ni (Gault et al., 2016) and Cu (Kershaw et al., 2005) stresses.
This suggests that this system might also bind Pd ions, but this
has to be confirmed. The copper-exporting ATPase CopA and
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the copper oxidase CueO were also up-regulated. These genes
are involved in copper detoxification through efflux and through
oxidizing Cu™ to Cu?*, respectively, and are up-regulated in
many heavy metal stress situations (Grass and Rensing, 2001).
This common heavy metal effect might be explained as an attempt
to detoxify heavy metals by oxidation. It might also be that
heavy metal exposure disrupts Cu homeostasis. Interestingly, Ni
(Gault et al.,, 2016), Zn (Lee et al., 2005), Cu (Kershaw et al.,
2005), and Ag (McQuillan and Shaw, 2014) stresses induced
the cusABC genes encoding a copper export system, but Pd
exposure did not. This might suggest that Pd does not cause
a disruption of Cu homeostasis as strongly as Fe and Zn. The
arsenical resistance system ArsBCR was heavily up-regulated,
with two of these genes in the top 20 up-regulated genes. This
system was also up-regulated in As (Zhang et al,, 2016), Hg
(LaVoie and Summers, 2018), and Cd (Helbig et al., 2008)
stresses. Moreover, the Ca?*/H™T antiporter ChaA and Na*™/H™
antiporter NhaABR were both up-regulated. Similar behavior was
found in Hg stress (LaVoie and Summers, 2018). The reason
of this modulation could be the cellular attempt to restore
the pH balance disturbed by Pd stress. Finally, the potassium
efflux system KefCF system was down-regulated, which could
be implicated in electrolyte and osmotic balancing together with
TrkG and MgtA discussed above.

Down-Regulation of Motility and Biofilm Structures
Flagellar motility, fimbriae, and curli fibers are energetically
costly structures (LaVoie and Summers, 2018). Like with protein
synthesis arrest, Pd stress resulted in the down-regulation of
these structures that are maybe less critical to immediate survival.
For flagellar proteins, 8 genes were down-regulated upon Pd
exposure, similar down-regulation was also found in Ni (Gault
et al, 2016), Hg (LaVoie and Summers, 2018), Cu (Kershaw
et al., 2005) and biocide (Pereira et al., 2020) stresses. The
genes encoding biofilm structures suffered from a huge down-
regulation too, the list includes the yhcA gene required for
fimbriae biogenesis that was the 3rd strongest down-regulated
gene, decreasing 197-fold, and the csgE gene required for curli
production and assembly that was the 2nd strongest down-
regulated gene, decreasing 338-fold. For biofilm synthesis, Cu
(Kershaw et al., 2005) and Zn (Lee et al., 2005) stresses resulted
in the down-regulation of the genes encoding fimbriae and curli
proteins, but Ni (Gault et al., 2016), Hg (LaVoie and Summers,
2018), Cl (Wang et al., 2009), and biocide (Pereira et al., 2020)
stresses induced them.

Uncommon Transcriptional Changes

This section discusses transcriptional changes that have not
previously been observed or discussed in other heavy metal
stresses, and that might be specific to Pd stress. It also discusses
changes that are counterintuitive or opposite to what has been
described previously for other heavy metal stress conditions.

Down-Regulation of DNA Repair Genes

Heavy metal and oxidative stresses cause damage to nucleic acids
through ROS. An up-regulation in DNA repair genes was found
in Hg (LaVoie and Summers, 2018), Cd (Helbig et al., 2008), Zn

(Lee etal., 2005), As (Y. Zhang et al., 2016), Cl (Wang et al., 2009),
and biocide (Pereira et al., 2020) stresses. DNA repair genes were
unchanged in Ni (Gault et al., 2016), Cu (Kershaw et al., 2005),
or Co (Fantino et al,, 2010) stresses. Pd exposure, surprisingly,
caused a down-regulation of DNA repair genes.

Nucleotide Transport and Metabolism

Purine and pyrimidine transport and metabolism genes were
severely down-regulated due to Pd stress. All the permeases
responsible for nucleotide import were down-regulated. The
genes involved in the biosynthesis of nucleotides through both
the de novo synthesis and salvage pathways were down-regulated.
At the same time, the metabolic pathways for nucleotide
hydrolysis were highly up-regulated, including the hiuH gene
that was the 2nd highest up-regulated gene, increasing 1465-
fold. Interestingly, Ni (Gault et al., 2016) and Cd (Pan et al,
2017) stresses included a similar effect, but an opposite effect
was seen in Desulfovibrio vulgaris when it was exposed to
oxidative stress (Zhang et al, 2006). Nevertheless, this is
not a common heavy metal or oxidative stress-related effect.
Some microorganisms, e.g., Klebsiella pneumoniae can utilize
purines as carbon or nitrogen source (Tyler, 1978). E. coli
can utilize purines as nitrogen source (Xi et al., 2000). This
major down-regulation in nucleotide metabolism might suggest
that E. coli is using nucleotides as nitrogen source instead
of using them as building blocks for DNA and RNA. This
could also explain the down-regulation of DNA repair genes
(see section above).

Coenzyme Transport and Metabolism

Palladium stress resulted in the down-regulation of several genes
related to the biosynthesis and transport of vitamins, including
vitamins B1, B2, B3, B6, B9, and B12. A modulation in the genes
of any of these or other vitamins to the best of our knowledge was
not reported before in any heavy metal or oxidative stress study.
The reason for such modulation remains unclear.

Cell Division and Cell Wall Biogenesis

Some cell cycle control, cell division, and cell wall biogenesis
genes were down-regulated due to Pd stress. Many of these genes
were related to LPS biosynthesis. This effect might be explained
by the general poor health status of the bacterial cells, that prefer
to shut down these genes in order to conserve energy for stress
related pathways. LPS also has high affinity to divalent metallic
ions (Ferris and Beveridge, 1986; Kotrba et al., 1999), and the
down-regulation of LPS biosynthesis genes might also contribute
to a reduction in Pd binding and uptake.

Sulfur Transport and Metabolism

The genes of the transporter complex of sulfate/thiosulfate,
cysSAWTP, and the hydrogen sulfide biosynthesis genes,
cysCDHIJN, are differentially expressed in heavy metal and
oxidative stresses. Some of these genes were up-regulated in
Ag (McQuillan and Shaw, 2014), Cd (Helbig et al., 2008), Zn
(Lee et al,, 2005), and Cl (S. Wang et al.,, 2009) stresses, and
down-regulated in Hg (LaVoie and Summers, 2018), Ni (Gault
et al., 2016), and Co (Fantino et al., 2010) stresses. None of these
genes were modulated due to Pd stress. This might show that Pd
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does not affect sulfur homeostasis in E. coli, unlike the situation
with Fe, Cu and Zn.

Carbohydrate Transport

Palladium stress induced the up-regulation of 14 different
sugar transport systems. The uptake of maltose, galactose,
trehalose, fructose, gluconate, galactofuranose, sorbitol,
mannose, galactarate, L-fucose, xylose, ribose, L-arabinose,
and glycerol was up-regulated. Such a systematic up-regulation
was not found as an effect to any heavy metal stress before, in fact,
the heavy metal and oxidative stress studies used in this paper
did not record an up-regulation of any single sugar transport
system. On the contrary, in Hg stress (LaVoie and Summers,
2018), the expression of several carbohydrate transport genes
was down-regulated. The reasons for this remain unclear, but
we speculate that under the anaerobic conditions approximated
in our experiments, E. coli markedly tries to take up different
possible fermentation substrates for energy, despite the fact that
these sugars are not present in the medium.

Genome-Scale Metabolic Modeling

Our RNA-Seq data was used in genome-scale metabolic modeling
and the results that represent changes in metabolic pathways
and fluxes were compared to our (manual) analysis of up- and
down-regulation of individual genes and operons. The genome-
scale analysis was also compared to a dataset where 10 different
biocides that were analyzed under comparable experimental
conditions (Pereira et al., 2020). This was done to narrow down
what of the observed responses under Pd stress are general
stress responses to a toxic substance, and what effects are indeed
specific to Pd stress.

As shown in Figure 7 and Table 4, most of the metabolic
reactions are either not affected (not shown in Figure 7) or down-
regulated overall. Figure 8 shows that the Pd stress response does
not require most reactions to be differentially regulated for an
optimal match with the experimental expression data.

Note however, that the iMLI515 metabolic model only
contains a subset of the experimentally determined differentially
expressed genes. Nevertheless, several similarities in down-
regulation were found in the pathways of cofactor and vitamin
metabolism (highlighted in pink in Figures 7, 8), carbohydrate
metabolism (highlighted in blue), and terpenoid metabolism
(highlighted in green) to mention a few.

Especially for Pd stress response, many reactions are classified
as ambiguous in our calculations. While it might be tempting
to presume that this difference is a result of comparing a
median (across multiple biocides) to a single value, we also
see that the distribution of reactions in each of the individual
biocide environments is generally similar to that of the median,
and widely different from the Pd response. It seems more
plausible that the difference in observed regulation is influenced
by the environmental differences between the starting point
for the biocide and Pd experiments. One such difference
relates to available carbon and resulting capability of the cell
to grow in the unstressed state. In the biocide experiments,
the unstressed cell is able to allocate much of its input to
biomass growth, which requires the production of a varied set

of metabolites in fixed proportions. Any reduction in growth
due to a limited set of bottlenecks would also reduce the
necessary production of other metabolites. In contrast, the Pd
environment has no external carbon source, and metabolism
is simply directed toward survival, which from a model point
of view primarily involves producing a sufficient amount of
ATP, using whatever carbon source is available. If the cell
has a wider set of alternative states available to meet such a
requirement, this would lead to a greater uncertainty in possible
flux distributions.

The conditions between Pd and biocides are also different
as the latter are grown in an aerobic environment for 12 h in
a defined medium. Hence, the organism has likely achieved a
degree of adaptation to the new environment containing the
stressor, possibly resulting in a lower growth rate (Pereira et al.,
2020). In contrast, for Pd stress with short exposure time, the
immediate stress response to the heavy metal is assessed. This
results in many genes in comparison not being as significantly
regulated based on the experimental data. For the biocides
however, possibly due to the longer adaptation time, more genes
are differentially expressed, resulting in an increased overlap with
the model. Thus, the gx-FBA methodology is more likely to
generate results of higher quality and result in a clearer pattern
of up- and down- regulated reactions in comparison to the Pd
stress response.

In summary, we observe that the biocide and Pd stress
responses share certain commonalities, in particular with regards
to a significant amount of down-regulated reactions; we also see a
substantial difference evidenced by the large amount of reactions
that are down-regulated under biocide stress conditions, but
ambiguous under Pd stress, which may in part be a result of the
differences in environmental conditions.

CONCLUSION

The introduction of Pd stress to E. coli resulted in common heavy
metal and oxidative stress effects as well as effects that seem to
be unique for Pd exposure. The commons effects were: energy
conservation through protein synthesis arrest and the down-
regulation of motility and biofilm structures; cellular detoxication
through the up-regulation of multi-drug efflux systems and
inorganic ion transport complexes; the stabilization, re-folding,
and degradation of misfolded proteins through up-regulation of
heat-shock and stress sigma factors and proteins; the induction of
OxyRS and SoxRS oxidative stress response systems; and the up-
regulation of energy production and conversion pathways. Pd?™
has a standard reduction potential of + 0.95 V, which is higher
than all the other heavy metal ions used for the comparison in
this study (Zn?T is —0.76 V, Cd** is —0.40 V, Co?* is —0.28 V,
Ni2T is —0.26 V, As*T is —0.22 V, Cu®™ is + 0.34 V, Ag™ is
0.80 V, and Hg?* is + 0.85 V) (Mayer and Holze, 2001). The
higher the reduction potential, the easier it is for the metal ions to
get reduced and therefore, the higher the oxidative stress caused.
This might explain the high oxidative stress levels that resulted
from Pd exposure, compared to other heavy metals.
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Interestingly, Pd stress resulted in some unique effects,
namely, the down-regulation of DNA repair genes, massive
down-regulation of nucleotide transport and metabolism genes,
down-regulation of coenzyme transport and metabolism genes
especially for the B vitamins, down-regulation of cell wall
biogenesis genes, and a massive up-regulation of carbohydrate
transport genes. We previously observed that Pd stress might
cause E. coli to go into viable but non-culturable (VBNC) state
(data not shown). In this state, the cells are metabolically active
(confirmed by colorimetric assays and viability assay kits) but
unable to grow on agar plates. The massive down-regulation of
nucleotide transport and metabolism, coenzyme transport and
metabolism, and cell wall biogenesis genes might explain the
reason behind E. coli going into this state.

In addition, Pd stress was found to disrupt the homeostasis
of iron, copper, and zinc. Furthermore, the cells were found to
detoxify Pd ions through four different strategies: the prevention
of metal ions from entering the cells through the down-
regulation of several inorganic ion transporter complexes, the
active transport of the metal ions out of the cell through the
up-regulation of multi-drug efflux systems and inorganic ion
transporter complexes, the enzymatic alteration of the metal
ions to a less toxic form (Pd nanoparticles) through the up-
regulation of hydrogenases (Deplanche et al., 2010), and the
potential intracellular sequestration of the metal ions by binding
to proteins such as histidine-rich peptides through the up-
regulation of histidine transport and biosynthesis genes. Pd is
not a trace metal relevant to the growth of E. coli, and it seems
improbable that the bacteria harbor sensory systems that would
directly respond to the presence of Pd ions. More likely, the
observed responses and changes in gene expression were mainly
caused by the secondary effects of general heavy metal toxicity. It
is interesting to note that E. coli shows some responses that seem
to be specific for Pd, and further research is needed to elucidate
the underlying signaling processes. The results presented here
are important for efforts to use bacteria in bioremediation of
heavy metal wastes (Foulkes et al., 2016; Murray et al., 2020),
or to produce metal nanoparticles. Engineering strains for such
purposes is only possible based on a thorough understanding
of the physiological processes induced by the presence of
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Antibiotic resistance is a global health threat, and there is ample motivation
for development of novel antibacterial approaches combining multiple strategies.
Electroporation is among the promising complementary techniques — highly optimizable,
effective against a broad range of bacteria, and largely impervious to development of
resistance. To date, most studies investigating electroporation as an efficacy potentiator
for antibacterials used substances permissible in food industry, and only few used
clinical antibiotics, as acceptable applications are largely limited to treatment of
wastewaters inherently contaminated with such antibiotics. Moreover, most studies have
focused mainly on maximal achievable effect, and less on underlying mechanisms. Here,
we compare Escherichia coli inactivation potentiation rates for three antibiotics with
different modes of action: ampicillin (inhibits cell wall synthesis), ciprofloxacin (inhibits
DNA replication), and tetracycline (inhibits protein synthesis). We used concentrations
for each antibiotic from O to 30x its minimum inhibitory concentration, a single 1-ms
electric pulse with amplitude from O to 20 kV/cm, and post-pulse pre-dilution incubation
either absent (<1 min) or lasting 60 min, 160 min, or 24 h. Our data show that with
incubation, potentiation is significant for all three antibiotics, increases consistently
with pulse amplitude, and generally also with antibiotic concentration and incubation
time. With incubation, potentiation for ampicillin was rather consistently (although with
weak statistical significance) superior to both ciprofloxacin and tetracycline: ampicillin
was superior to both in 42 of 48 data points, including 7 with significance with
respect to both, while at 60- and 160-min incubation, it was superior in 31 of 32
data points, including 6 with significance with respect to both. This suggests that
electroporation potentiates wall-targeting antibiotics more than those with intracellular
targets, providing motivation for in-depth studies of the relationship between the
mode of action of an antibiotic and its potentiation by electroporation. Identification
of substances permissible in foods and targeting the cell wall of both Gram-negative
and Gram-positive bacteria might provide candidate antibacterials for broad and strong
potentiation by electroporation applicable also for food preservation.

Keywords: electroporation, antibiotics, mode of action, combined antibacterial treatments, wastewater
treatment, treatment time
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INTRODUCTION

Antibiotic resistance is a global health threat associated with
increased morbidity, mortality, hospitalization, and healthcare
costs (Laxminarayan et al., 2013; Frieri et al, 2017; Klein
et al., 2019). There is thus high motivation for development
of novel approaches combining multiple antibacterial strategies
that have different modes of action (Alexopoulos et al,
2019; Berdejo et al., 2019; Douafer et al, 2019; Juma
et al., 2020). Among the promising complementary techniques
for such approaches is electroporation, in which exposure
of bacteria to short electric pulses of sufficient strength
permeabilizes their membranes, thereby facilitating the uptake
of diverse compounds, including antibiotics (Garner, 2019).
Electroporation is highly optimizable through adjustment of
pulse amplitude and duration, reproducible, and effective across
a broad range of microorganisms [see Table 1 in Kotnik et al.
(2015)]. Moreover, due to the physical nature of the main
underlying mechanism - formation of aqueous pores in the
membranes (Kotnik et al, 2019) - bacteria cannot develop
resistance against it.

Electroporation alone can also cause bacterial death, but
the levels of inactivation typically achieved are insufficient for
general stand-alone use, providing motivation for development
of synergistic treatments (Martin-Belloso and Sobrino-Lopez,
2011; Berdejo et al., 2019). For food and beverage preservation,
the combination of electroporation with antibacterials has been
shown to decrease required pulse amplitudes and increase
achievable inactivation rates (Berdejo et al., 2019). However, the
range of antibacterials permissible for such applications is in
practice limited to substances that either occur also naturally in
food (e.g., acetic acid, citric acid, lactic acid, cinnamaldehyde,
and linalool) or are registered as food additives (e.g., nisin,
triethyl citrate).

For any application outside clinical and veterinary medicine,
addition of antibiotics is generally problematic due to the
involved health risks and/or the resulting environmental burden.
However, wastewaters from hospitals and livestock farms are
already inherently contaminated with clinical and veterinary
antibiotics, respectively (Diwan et al., 2013; Kim et al., 2020),
as well as with a broad range of bacteria including strains
resistant to different antibiotics (Hocquet et al., 2016). As a
result, downstream wastewater treatment plants where all these
antibiotics and bacteria accumulate become hotbeds for cross-
acquisition of bacterial antibiotic resistance and for release of
resistance genes into the environment, where they can further
contribute to the spread of resistance (Rizzo et al.,, 2013). The
ensuing problem is further aggravated by hospitals’ use and
subsequent release into wastewater of novel and last-resort
antibiotics, for which it is of paramount importance to retain the
absence of bacterial resistance.

These problems are increasingly recognized as being critical
both for human health and for the environment, and thus
approaches to reduce the concentration of viable bacteria,
antibiotics, and/or antibiotic resistance genes - preferably all
three — in wastewaters are now being proposed and tested. For
on-site treatment of wastewaters prior to their release into the

communal sewage, various designs have been proposed based
on ozonation, ultraviolet light, and/or microalgal biodegradation
(Paulus et al., 2019; Leng et al., 2020).

With wastewaters already containing various bacteria
and antibiotics, methods that render the bacterial envelope
permeable, thus facilitating the permeation of antibiotics
into the bacteria and potentiating their efficacy, emerge as
straightforward candidates for the first “line of attack.” Once the
bacterial load is sufficiently reduced, subsequent treatment can
focus on degradation/removal of the antibiotics and the bacterial
resistance genes. As permeabilization based on additives (e.g.,
detergents, enzymes, and microbeads) would cause additional
pollution of the treated wastewater, the acceptable options are
limited to green techniques, such as ultrasonication, freeze-
thawing, and electroporation. Among these, electroporation is
most widely recognized and used due to its general effectiveness,
efficiency, and applicability to a broad range of microorganisms
(Aune and Aachmann, 2010; Kotnik et al., 2015; Eler$ek et al.,
2020). Furthermore, in contrast to the mainstream water
treatment method of chlorination, which in wastewaters can
create genotoxic adsorbable organic chlorides (Emmanuel et al.,
2004), delivery of electric pulses does not increase wastewater
genotoxicity even at highest amplitudes and durations used in
practice for electroporation (Gusbeth et al., 2009).

To date, the majority of studies that have combined
electroporation and antibacterials [see Table 2 in Garner
(2019)] have focused on substances permissible in food and
beverage processing. Still, five recent studies have quantified
the potentiation of inactivation rates for combination of
electroporation and clinical antibiotics (Korem et al., 2018;
Novickij et al., 2018a; Vadlamani et al., 2018, 2020; Rubin et al,,
2019), with their exposure parameters and results summarized
in Table 1. Two further studies (Kuyukina et al., 2020; Martens
et al,, 2020) used the disk diffusion test to study electroporation-
induced increase in susceptibility of Rhodococcus ruber to five
and Escherichia coli to four different antibiotics, at increasing
concentrations, and confirmed that such susceptibility increases
are generally achievable.

As summarized in Table 1, the studies to date have
shown that electroporation generally potentiates the efficacy
of antibiotics, and that potentiation is achievable whether the
antibiotic targets the synthesis of nucleic acids (ciprofloxacin,
rifampicin), proteins (doxycycline, erythromycin, gentamicin,
mupirocin, streptomycin, and tobramycin), or the cell wall
(oxacillin, penicillin G, and vancomycin). Still, a systematic
evaluation of the possible dependence of this potentiation on
the antibiotics mode of action is lacking, yet needed for a
broader understanding and recognition of electroporation as an
effective potentiator of antibiotics, and for its implementation
in practice. Moreover, for cross-comparison of potentiation
rates achievable for different antibiotics, the most informative
approach is to proceed for each investigated antibiotic from its
minimum inhibitory concentration (MIC), which has to date
only been used in one study to investigate a single antibiotic
(Korem et al., 2018).

Also, where stated in these previous studies, the post-
pulse incubation times before diluting out of the antibiotics
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TABLE 1 | Summary of the five reports on combined antibacterial use of clinical antibiotics and electroporation.

Study Bacteria Antibiotic Pulse parameters
Maximum effect
Type Concentration Pulse Number of Pulse amplitude Repetition (IR = inactivation rate;
(ng/mL) duration (j.s) pulses (kV/cm) frequency (Hz) VR = viability rate)
Novickij et al., Staphylococcus aureus (MRSA) Ciprofloxacin 1, 10, 100, and 1,000 100 8 5,10, 15, 20 1,000 <25% VR @ 20 kV/cm,
2018a 1,000 pg/ml
Doxycycline 1,10, 100, and 1,000 <3% VR @ 20 kV/cm,
1,000 pg/mi
Gentamicin 1,10, 100, and 1,000 <1% VR @ 15 kV/cm,
10 pg/mi
Sulfamethoxazole 1,10, 100, and 1,000 <6% VR @
20 kv/ecm, >1 pg/ml
Vancomycin 1, 10, 100, and 1,000 <16% VR @ 20 kV/cm,
1,000 pg/ml
Rubin et al., 2019 Pseudomonas aeruginosa Mix of penicillin G (500-5,000 U/mL), 60 200 <~3.1 2.8 Same IR @ ~30-45% lower
streptomycin (0.5-5 mg/mL), nystatin pulse amplitude
(antimycotic, 62.5-625 U/mL)
Staphylococcus epidermidis <~3.8 Same IR @ ~8-13% lower
pulse amplitude
Korem et al., 2018 Staphylococcus aureus Oxacillin 0.5x, 1x,2 x MIC 100 ~50 pulses 2.0 kV and ~50 pulses 1 No detectable VR
(oxacillin-sensitive) (MIC = 0.38 pg/mL) 1.5kV @ >0.5 x MIC
Vadlamani et al., Staphylococcus aureus Tobramycin 0.2, 2, and 20 0.3 1,000 pulses 20 kV/cm, 445 pulses 1 >5.5log1g IR @ 40 kV/cm,
2018 30 kV/cm, or 250 pulses 40 kV/cm 20 pg/ml
Escherichia coli >4.2 log1g IR @ 30 kV/cm,
20 pg/ml
Staphylococcus aureus Rifampicin 0.2,2,20 >5.2 log1g IR @ 30 kV/cm,
20 pg/ml
Escherichia coli >8.5log1p IR @ 30 kV/cm,
20 pg/ml
Vadlamani et al., Staphylococcus aureus (MRSA) Mupirocin 2,20 0.3 500 pulses 20 kV/cm or 222 pulses 1 <6.51log1p IR
2020 30 kv/cm
Escherichia coli <4.5log1p IR
Pseudomonas aeruginosa <1.3logig IR
Staphylococcus aureus (MRSA) Rifampicin 2,20 <6.3logip IR
Escherichia coli <6.4 log1p IR
Pseudomonas aeruginosa <2.1logqo IR
Staphylococcus aureus (MRSA) Erythromycin 2,20 <4.8logip IR
Escherichia coli <4.41og1p IR
Pseudomonas aeruginosa <1.0log1o IR
Staphylococcus aureus (MRSA) Vancomycin 2,20 <5.3logip IR
Escherichia coli <4.51log1p IR
Pseudomonas aeruginosa <1.41log1o IR

33

‘[ 18 UISAOT

uoleiodonosg AQ UoenUsIod onolqnuy Juspusdsd-1abie|


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

Lovsin et al.

Target-Dependent Antibiotic Potentiation by Electroporation

have been as long as 24 h (Novickij et al,, 2018a; Kuyukina
et al, 2020; Martens et al., 2020). Implementation of such
a long incubation for on-site hospital wastewater treatment
would require a reservoir in which the undiluted antibiotic
concentration would be retained until release into the communal
sewage (and thus dilution), and the required reservoir volume
would likely be prohibitive. Lastly, in these previous studies,
bacteria were subjected to at least 8 and up to 1,000 consecutive
pulses per treatment, which maximized the effect, but at the cost
of adding to the list of parameters (bacterial strain, antibiotic
type, antibiotic concentration, pulse duration, pulse amplitude,
and post-treatment incubation time) two more - the number of
pulses and their repetition frequency.

Here, we compared the E. coli inactivation potentiation by
electroporation for three antibiotics with different modes of
action: ampicillin (inhibits cell wall synthesis), ciprofloxacin
(inhibits DNA replication), and tetracycline (inhibits protein
synthesis). The inactivation rates were investigated at antibiotic
concentrations from the MIC to 30-fold the MIC, exposure to a
single 1-ms electric pulse with amplitudes from 5 to 20 kV/cm,
and a post-pulse pre-dilution incubation from < 1 min
to 24 h.

MATERIALS AND METHODS

Bacterial Strain and Growth Conditions

To exclude the effect of resistance and virulence genes, the non-
resistant and non-pathogenic E. coli K12 ER1821 strain was used
(New England BioLabs, Ipswitch, MA, United States), and was
propagated according to the protocol of the supplier. The cells
were cultured in lysogeny broth rich medium (Sigma-Aldrich, St.
Louis, MO, United States) at 37°C, with agitation. The growth
curve was measured from a starting culture with optical density
at 600 nm (ODgqp) of 0.01, and the middle exponential phase was
determined at 3.5 h of incubation.

Antibiotics and Minimum Inhibitory

Concentration Determination

Three antibiotics with different modes of action were used
in this study: (i) ampicillin (#A9518; Sigma-Aldrich), which
inhibits cell wall synthesis by binding to bacterial penicillin-
binding protein transpeptidases, thus preventing them from
catalyzing cross-linking of peptidoglycan chains (Wright, 1999);
(ii) ciprofloxacin (#17850; Sigma-Aldrich), which inhibits
DNA replication by binding to and thus blocking bacterial
DNA gyrase and topoisomerase IV (Madurga et al., 2008);
and (iii) tetracycline (#T3383; Sigma-Aldrich), which inhibits
protein synthesis by preventing the attachment of aminoacyl-
tRNA to the A-site of the bacterial 30S ribosomal subunit
(Chopra and Roberts, 2001).

To allow for cross-comparisons of the potentiation achievable
for each of these antibiotics, the minimum inhibitory
concentration (MIC) for each antibiotic was determined
against the E. coli strain used, as the lowest concentration
of the antibiotic that inhibited visible growth of the E. coli
during the incubation. This is to be distinguished from the

minimum bactericidal concentration, MBC, which is higher
and is defined as the lowest concentration of an antibiotic
that kills at least 99.9% of the bacteria. The standard protocol
of agar dilution and overnight incubation was followed for
MIC determination (Andrews, 2001), with the MIC values so
determined given in section “Antibiotics Minimum Inhibitory
Concentrations.” Experiments were then carried out at the
antibiotic concentrations corresponding to MIC, 3 x MIC,
10 x MIC, and 30 x MIC, with the multiples of MIC used to
compensate for the shorter post-pulse pre-dilution incubation
times used in these experiments compared to the overnight
incubation used for MIC determination.

Sample Preparation

Overnight E. coli cultures were initiated by inoculation of one
colony from lysogeny broth agar plate to 50 mL lysogeny broth,
with overnight incubation at 37°C, with agitation. The following
morning ODggg was measured, and fresh 250 mL lysogeny broth
was inoculated for the starting ODgop of 0.01. The cultures
were grown to the middle exponential growth phase, which
occurred at 3.5 h at 37°C, with agitation. The cells were then
centrifuged, washed with 250 mM sucrose, centrifuged again, and
resuspended in 16 mL 250 mM sucrose.

Treatment: Antibiotic Concentrations,
Electric Pulse Amplitudes, and

Post-pulse Pre-dilution Incubation Times
For each antibiotic, the concentrations used were 0 (no
antibiotic), MIC, 3 x MIC, 10 x MIC, and 30 x MIC. For the
electric pulse, the amplitudes used were 0 (no pulse delivery),
5, 10, 15, and 20 kV/cm. For post-pulse pre-dilution incubation
at room temperature with the same antibiotic at the same
concentration as in the treatment, the incubation times used
were <1 min (dilution right after pulse delivery), 60 min,
160 min, and 24 h.

For each combination of parameters, the experiments were
performed three times on different days, with altered order in
which the parameters were varied for each of three repetitions
of the experiment. The treatment with no antibiotic and no pulse
delivery was considered as the control.

A 3-mL volume of prepared washed culture was added to
3 mL of 250 mM sucrose (for control and electroporation-only
experiments), or to 3 mL of 250 mM sucrose supplemented
with an antibiotic at the final concentration required (i.e.,
MIC or multiples thereof) as stated above. Electroporation was
performed using the HVP-VG square wave pulse generator
(IGEA, Carpi, Italy). The samples (140 pL) were placed
between two parallel stainless-steel electrodes with a 1-mm
gap, and a single 1-ms rectangular electric pulse was delivered.
The voltages applied were 500, 1,000, 1,500, and 2,000 V,
for electric pulse amplitude (i.e., voltage-to-distance ratio)
of 5, 10, 15, and 20 kV/cm, respectively, with the actual
time courses of the voltage for each pulse amplitude as
measured with LeCroy HDO4104A oscilloscope and HVD3206A
voltage probe (Teledyne Technologies, Thousand Oaks, CA,
United States) shown in Figure 1. Then, a 100-pL volume
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was taken from each sample, and mixed with 100 pL of
either lysogeny broth (for control and electroporation-only
experiments) or lysogeny broth supplemented with the antibiotic
at the final concentration required for the post-pulse pre-
dilution incubation.

Determination of Inactivation Rate

After the treatment and the post-treatment incubation, the E. coli
samples were serially diluted in 0.9% NaCl, and for each dilution,
three drops of 10 pL were plated on a lysogeny broth agar plate.
After the drops dried, the plates were incubated overnight at
37°C. The E. coli counts were recorded for each dilution (colony
counts from 3 to 30), and the colony forming units (CFU)/mL
were calculated from the mean number of colonies (mean of
the three drops). The E. coli inactivation rates were calculated as
—logi0(N/Ny), where N is the E. coli CFU/mL of the sample, and
Ny is the E. coli CFU/mL of the control (log;o will henceforth be
referred to as log).

Statistical Analysis

The experiments were repeated three times on different days
for each antibiotic, and the treatment data were normalized
to the control (i.e., sample with no antibiotic and no pulse
delivery) and expressed as mean =+ standard deviation. The
data were post-processed in R Commander 2.6 (developed
by John Fox at McMaster University, Hamilton, Canada, and
available under the GNU General Public License). To compare
the effects of the three antibiotics, one-way analysis of variance
was used (ANOVA; p < 0.05) for each combination of electric
pulse amplitude, antibiotic concentration, and post-pulse pre-
dilution incubation time. Tukeys HSD multiple comparison
test for evaluation of the difference was used when ANOVA
indicated a statistically significant difference (p < 0.05). In
Figure 2, asterisks indicate data points where the effect with
one antibiotic was statistically significantly different from each of
the other two (e.g., a data point for ampicillin was assigned an
asterisk if it was significantly different from both ciprofloxacin
and tetracycline, and similarly with data points for the other
two antibiotics).

RESULTS

Antibiotics Minimum Inhibitory

Concentrations

The minimum inhibitory concentrations (MICs) against E. coli
were determined initially, using the standard protocol of
agar dilution and overnight incubation of the E. coli with
each antibiotic. The MICs were 30 pg/mL for ampicillin,
0.025 pg/mL for ciprofloxacin, and 2 pg/mL for tetracycline. As
to compensate for the much shorter incubation times used in
most of our subsequent experiments combining antibiotics with
electroporation, we performed these at MIC as well as at 3 x MIC,
10 x MIC, and 30 x MIC, with corresponding concentrations in
pg/mL given in Table 2.

Of note, even the highest antibiotic concentrations used here
(i.e., 30 x MIC, as determined in overnight E. coli cultures) were
not bactericidal even after 24 h of incubation with each of the
antibiotics. This was because while the growth of E. coli cells was
inhibited throughout the incubation, after the transfer to rich
growth medium they recovered (e.g., see Figure 2E4).

Inactivation With Antibiotics and

Electroporation

The E. coli inactivation rates obtained in the absence of antibiotics
and for each of the three antibiotics at the MIC, 3 x MIC,
10 x MIC, and 30 x MIC, combined with a single 1-ms electric
pulse at amplitude of 0 (no pulse), 5, 10, 15, and 20 kV/cm, are
presented in Figure 2, with the raw experimental data and further
statistical analysis provided in the Supplementary Material.

Electroporation Treatment Alone

When the E. coli cells were treated with electroporation alone
(Figures 2A1-A4), 5 kV/cm amplitude had only a minor and
statistically non-significant effect on inactivation rate (0.2 log)
regardless of post-pulse incubation time, while as the amplitude
was increased (to 10, 15, and 20 kV/cm), the inactivation rate
gradually increased. This was expected, as empirically for most
bacteria, a single 1-ms electric pulse with an amplitude of
~5 kV/cm causes only mild and reversible electroporation, while
amplitudes of 10, 15, and 20 kV/cm are roughly at the lower
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FIGURE 2 | The Escherichia coli inactivation rates in the absence of antibiotics (gray dotted) and for each of the three investigated antibiotics (red solid: ampicillin;
green long-dashed: ciprofloxacin; blue short-dashed: tetracycline) at the MIC, 3 x MIC, 10 x MIC, and 30 x MIC, combined with a single 1-ms electric pulse at
amplitude (E) of O (i.e., no pulse), 5, 10, 15, and 20 kV/cm. The plot labels (A1-E4) are provided to facilitate the referencing of individual plots in the body text. Each
data point is represented as mean + standard deviation of 3 replicates. In panels (A1-A4), tilted crosses (x) mark pairs of data points where the inactivation rate
achieved with the same pulse amplitude was statistically significantly different (o < 0.05) for different incubation times. In panels (B1-E4), asterisks (*) mark data
points where the inactivation rate was statistically significantly different (o < 0.05) for one antibiotic versus both others (red *: ampicillin vs. both ciprofloxacin and
tetracycline; green *: ciprofloxacin vs. both ampicillin and tetracycline; blue *: tetracycline vs. both ampicillin and ciprofloxacin). Raw data and further statistical
analysis are provided in the Supplementary Material.
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TABLE 2 | Antibiotics and concentrations used in the experiment.

Antibiotic Concentration (pg/mL)

MIC 3 x MIC 10 x MIC 30 x MIC
Ampicillin 30 90 300 900
Ciprofloxacin 0.025 0.075 0.25 0.75
Tetracycline 2.0 6.0 20 60

MIC, minimal inhibitory concentration.

end, middle, and higher end, respectively, of the range of non-
thermal irreversible electroporation [e.g., see Figure 1A in Kotnik
et al. (2015)]. More precisely, for each of the four post-pulse
incubation times, the maximum inactivation rate was obtained
at the maximum amplitude used, 20 kV/cm, reaching ~1.3 log
for the <I-min post-pulse incubation, ~1.7 log for 60- and
160-min post-pulse incubations, and ~0.9 log for 24-h post-
pulse incubation. This relative recovery for the longest post-pulse
incubation indicates that in the absence of antibiotics, the E. coli
were gradually starting to grow and proliferate again.

We note here that in comparison to these bacterial inactivation
rates obtained by electroporation alone, many studies report
much higher rates, for two reasons. First, most studies have
aimed for the maximum achievable effect, and have thus applied
tens, hundreds, or even up to 1,000 consecutive pulses per
treatment (see Table 1), while our aim was to investigate whether
efficacy potentiation by electroporation for an antibiotic depends
on the latter’s mode of action; thus we used a single pulse to
keep the analysis of the investigated dependence straightforward.
Second, again to maximize the inactivation rates, some studies
have applied pulse amplitudes of 30 or even 40 kV/cm, while
here we used amplitudes up to 20 kV/cm, to assure that the
contribution of electroporation was not entangled with those of
electric arcing (with accompanying mechanical shockwaves and
ultraviolet light) and thermal damage that can occur at higher
pulse amplitudes.

Electroporation as an Efficacy Potentiator for
Antibiotics

As stated previously, our main aim was to investigate whether
efficacy potentiation by electroporation for an antibiotic
depends on its mode of action. However, as outlined in
the penultimate paragraph of the Introduction, from the
perspective of limitations in practical applications, a post-pulse
pre-dilution incubation time as long as 24 h is prohibitive
from the aspect of the required reservoir volume, so we first
tested whether this incubation time can perhaps be eliminated
altogether, or at least shortened considerably. Thus, we initially
considered whether reasonable potentiation can be achieved
even with dilution performed right after the treatment (after
<1 min incubation), and then we focused on the roles
of (longer) post-pulse pre-dilution incubation time and of
antibiotic concentrations.

Potentiation with dilution right after pulse delivery
With the antibiotic dilution right after the electroporation pulse
treatment (i.e, S1 min incubation), no significant difference

was seen between ampicillin, tetracycline, and ciprofloxacin
(Figures 2B1-E1). With the lowest pulse amplitude (5 kV/cm),
the increase in E. coli inactivation rate was small, particularly for
the antibiotic concentrations up to 10 x MIC, and although at
30 x MIC (Figure 2E1) ampicillin and ciprofloxacin appeared
more effective than tetracycline, the differences did not reach
statistical significance. These data indicate that irrespective of
their mode of action, efficacy of antibiotics is not significantly
potentiated by electroporation when the antibiotic is diluted out
within a minute or less after pulse delivery.

Potentiation with dilution after post-pulse incubation of

60 min, 160 min, and 24 h

When post-pulse pre-dilution incubation time was increased to
60 min, 160 min, and 24 h, relative to the <1 min incubation the
potentiation also increased for each antibiotic. Specifically, three
observed parametric dependences can be inferred.

First, the antibiotic potentiation consistently increased with
the increase of pulse amplitude (ie., in each of the panels of
Figure 2, each of the curves has a downward slope).

Second, the antibiotic potentiation generally also increased
with the increase of antibiotic concentrations at each of these
three post-pulse incubation times (Figures 2B2 \ C2 \{ D2
N\ E2; B3 N\, C3 \, D3 \{ E3; B4 \, C4 \, D4 \ E4).
A single exception here was for ciprofloxacin at 24-h post-pulse
incubation for the 5 kV/cm pulse, with indication of lower E. coli
inactivation for 30 x MIC compared to 10 x MIC, although this
did not reach statistical significance (i.e., in Figure 2, the second
data point of the green curve is higher in E4 than in D4).

Third, the antibiotic potentiation generally also increased with
the increase of the post-pulse incubation time at each of the four
antibiotic concentrations (Figures 2B2 N\ B3 \( B4; C2 \ C3
N\ C4; D2 \( D3 \( D4; E2 \( E3 \| E4). Here the exception
was tetracycline at MIC and 3 x MIC, with indications of lower
E. coli inactivation for 24-h than for 60- or 160-min post-pulse
incubations; however, again, none of these reached statistical
significance (i.e., in Figure 2, the blue curve is partly higher in
B4 vs. B2 and B3, and partly higher in C4 vs. C2 and C3).

As seen in Figure 2, in many data points the differences
did not reach statistical significance, although we note, as
elaborated in section “Statistical Analysis,” that we only marked
by an asterisk those data points for an antibiotic for which
its E. coli inactivation rate differed statistically significantly
from both other antibiotics. Despite this, there was a relatively
clear general trend of superior inactivation rates for ampicillin
compared to ciprofloxacin and tetracycline (i.e., in Figure 2,
the red curves are rather consistently below the green and blue
ones), particularly for the intermediate post-pulse incubation
times of 60 and 160 min. On the opposite end, potentiation
of E. coli inactivation rates was generally the weakest with
tetracycline, although at the highest concentrations combined
with the highest pulse amplitude this was less pronounced
(Figures 2D4,E2-E4).

In quantitative terms, all the data presented in Figure 2 for
the combination of an antibiotic, electric pulse, and post-pulse
incubation (60 min, 160 min, or 24 h), can be summarized into
two aspects.
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First, for all three incubation times, i.e., considering in
Figures 2B2-E4 on all the curves the 48 data points for
pulse amplitudes from 5 to 20 kV/cm, for ampicillin 42 of
these data points were superior to both ciprofloxacin and
tetracycline, of which 7 reached statistical significance with
respect to both.

Second, if we restrict this analysis to only the 60- and 160-min
post-pulse incubations, of the 32 data points that thus remain on
the relevant curves (Figures 2B2-E3), for ampicillin 31 of these
data points were superior to both ciprofloxacin and tetracycline,
of which 6 reached statistical significance with respect to both.
The only exception here was for 3 x MIC with 5 kV/cm pulse and
60 min post-pulse incubation (Figure 2C2, second data point),
where ampicillin appeared to be inferior to ciprofloxacin but still
superior to tetracycline, although these apparent differences did
not reach statistical significance.

DISCUSSION

Considering the different target sites of the three antibiotics,
the rather consistently superior efficacy potentiation for
ampicillin can be explained by its easier access to its particular
target: the bacterial cell wall. Namely, ampicillin targets the
sites of peptidoglycan chains cross-linkage by inhibiting the
transpeptidase enzyme that catalyzes this cross-linkage, which
destabilizes the local structure and the cell wall as a whole. Thus,
for ampicillin to exhibit its antibacterial activity, permeation-
enabling disruption of the inner (cytoplasmic) bacterial
membrane is not required, in contrast to both ciprofloxacin
and tetracycline that have intracellular targets (the sites of
DNA replication and protein synthesis, respectively), for access
to which they must permeate through all the layers of the
bacterial envelope.

The data for dilution right after pulse delivery (i.e., <1 min
incubation) imply, however, that even for ampicillin, substantial
efficacy potentiation requires time, with E. coli inactivation rates
improved by an order of magnitude when the dilution of the
antibiotic was delayed by 60 or 160 min, while the 24-h delay
resulted in more sporadic further improvements and mostly at
the highest pulse amplitudes. This suggests that shortening the
post-pulse incubation time with the antibiotic from 24 h (as used
in many previous studies) to one or several hours is feasible, with
proportionally reduced reservoir volume required in applications
for wastewater treatment.

The small and sporadic further improvements in inactivation
rates with the 24-h incubation are most likely due to the
physiological uptake of the antibiotics, which would occur even
without electroporation by gradual permeation through the
intact bacterial envelope. This is reflected in the small but rather
consistent improvement of the inactivation rates for all three
antibiotics at 0 kV/cm (i.e., without electric pulse delivery)
at 24-h incubation compared to 60- or 160-min incubation,
which is detectable also for MIC and 3 x MIC, but is more
evident for 10 x MIC and even more so for 30 x MIC.
The role of physiological permeation on longer time scales
is also consistent with the empirical fact that in medical and

veterinary therapies with an antibiotic alone, its concentration
must be maintained at a suprainhibitory level for days, and for
some infections even for weeks to achieve an effective outcome
(Wormser et al., 2004).

Regarding the generally weakest potentiation for tetracycline,
we note that of the three antibiotics used in our study,
tetracycline has the highest molecular weight (444 g/mol,
vs. 331 and 349 g/mol for ciprofloxacin and ampicillin,
respectively) and therefore likely requires stronger and/or more
extensive electroporation for similarly potentiated permeation
into bacteria. However, we stop short of postulating this as the
main reason for the relatively inferior E. coli inactivation rates
observed here for tetracycline compared to both ampicillin and
ciprofloxacin.

Our finding that for a wall-targeting antibiotic, the efficacy
against E. coli can be potentiated by electroporation to a
greater extent — and/or more readily - compared to two
antibiotics that target intracellular sites, is also in empirical
agreement with findings from a recent study of Kuyukina
et al. (2020). Although their study did not focus on the role
of the antibiotic target site, for post-pulse incubation times
up of to 240 min they found generally superior antibiotic
potentiation by electroporation for benzylpenicillin and cefazolin
(which also target cell wall synthesis) compared to gentamicin,
kanamycin, and neomycin (which target protein synthesis). This
is particularly relevant for the more general validity of the
thesis that electroporation provides superior potentiation for
antibiotics that target the cell wall compared to those with
intracellular targets, as E. coli (used in the present study) is
Gram-negative, while Rhodococcus ruber (used by Kuyukina and
colleagues) is Gram-positive, and thus the structure of their
envelope differs significantly.

However, there are still some obvious and possibly other
unforeseen obstacles for the application of this finding in practice.
Adding antibiotics is universally problematic in terms of the
resulting environmental burden, and in many applications also
from the resulting risks to human health. Conversely, the
applications utilizing the inherently present antibiotics, such as
treatment of wastewaters from hospitals and livestock farms,
are dependent on the persistently fluctuating compositions and
concentrations of antibiotics, which are also generally well below
their MICs (Martinez, 2009; Diwan et al.,, 2013; Cheng et al,
2020). Thus, although the results presented here show that at the
MIC and multiples thereof, a post-pulse incubation time of 1 or
2 h may be sufficient for substantial (~3-4 log) inactivation rates,
this may not be true for the antibiotic concentrations that occur
inherently in such wastewaters.

For use in clinical or veterinary applications, and in general
for combining antibiotics with electroporation against bacterial
infections of eukaryotic organisms, a major and perhaps largely
unsurmountable obstacle lies in the fact that most eukaryotic
cells are an order of magnitude larger than bacteria. Since the
transmembrane voltage induced by exposing a cell to an electric
pulse of a fixed amplitude (electric field strength, that can be
approximated by the voltage-to-distance ratio) is proportional to
the cell size (Pauly and Schwan, 1959; Kotnik et al., 1998; Kotnik
and Miklav¢ic, 2000), a significantly higher transmembrane
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voltage is induced by the same pulse on eukaryotic cells than on
bacteria. As the intensity of electroporation is strongly correlated
to the induced transmembrane voltage (Kotnik et al.,, 2010),
the application of electroporating pulses to a eukaryotic tissue
infected with bacteria, or in general to a mix of eukaryotic cells
and bacteria, will typically result in extensive damage to the
eukaryotic tissue (through irreversible electroporation) before
achieving electroporation of bacteria.

For use in food industry, the range of permissible
antibacterials is limited to those that either occur naturally
in foods or are approved as food additives, but if superior
potentiation by electroporation for substances targeting the
bacterial cell wall holds generally true for antibacterials,
applications for food and beverage preservation can (re)focus
on those among the permissible substances that target the wall.
Currently, one such substance widely recognized as targeting
the wall is nisin (Malanovic and Lohner, 2016; Modugno et al.,
2018), and there is at least one report of its potentiation by
electroporation, achieving moderate (~2-3 log) inactivation
rates against E. coli (Novickij et al., 2018b). However, at least
one study found no potentiating effect of electroporation for
nisin against either E. coli or Salmonella typhimurium (Saldana
et al., 2012), while the efficacy of nisin alone is largely limited to
Gram-positive bacteria (Asaduzzaman and Sonomoto, 2009) and
can only be extended to Gram-negative bacteria by artificially
modifying the nisin molecule (Field et al., 2015; Zhou et al.,
2016) or by binding nanocomposites to it (Vukomanovic¢ et al,,
2017). There is thus ample motivation for systematic search and
identification of antibacterials that are permissible in foods and
target the cell wall of Gram-negative as well as Gram-positive
bacteria, as this class of compounds should provide optimal
candidates for broad and strong potentiation by electroporation
applicable also in food and beverage preservation.

CONCLUSION

For the understanding of the dependence of the antibiotic efficacy
potentiation by electroporation on the antibiotic’s target site,
our results presented above suggest that for antibiotics targeting
the bacterial cell wall, this potentiation can be higher than
for antibiotics with intracellular targets. For broader testing
and a deeper understanding of this thesis, further studies are
needed, performed with a broader range of antibiotics and on a
broader range of bacteria, including comparisons for antibiotic-
sensitive vs. antibiotic-resistant strains, and for bacteria in
different growth stages. Identification of substances permissible
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Variability in the behavior of microbial foodborne pathogens and spoilers causes
difficulties in predicting the safety and quality of food products during their shelf life.
Therefore, the quantification of the individual microbial lag phase distribution is of high
relevance to the field of quantitative microbial risk assessment. To construct models
that predict the effect of changes in environmental conditions on the individual lag, an
accurate determination of these distributions is required. Therefore, the current research
focuses on the development of an experimental and computational method for accurate
determination of individual lag phase distribution. The experimental method is unique in
the sense that full liquid volumes are sampled without using dilutions to detect the final
population, thereby minimizing experimental errors. Moreover, the method does not aim
at the isolation of single cells but at a low number of cells. The fact that several cells
can be present in the initial samples instead of having a single cell is considered by
the computational method. This method relies on Monte Carlo simulation to predict the
individual lag phase distribution for a given set of distribution parameters and maximum
likelihood estimation to find the parameters that describe the experimental data best.
The method was validated both through simulation and experiments and was found to
deliver a desired accuracy.

Keywords: individual lag, method development, maximum likelihood estimation, Monte Carlo simulation,
Escherichia coli

INTRODUCTION

Microbial risks associated with the consumption of food products are studied using quantitative
microbial risk assessments. These risk assessments rely on mathematical models from the field of
predictive microbiology to simulate microbial behavior. The risk that undesired events will take
place is calculate by including different source of variation in these model predictions through
techniques such as Monte Carlo simulation. The variation comes from several different sources,
e.g., experimental uncertainty and variability in processing conditions. Another important source of
variability comes from the microorganism, which includes the variability in the lag phase duration
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(Lianou and Koutsoumanis, 2013). The lag phase duration
and variability in a microbial population is a result of the
lag phase duration and variability of its individuals. Therefore,
the characterization of the variability in the individual lag
phase duration under various environmental stresses is of
high importance for improving microbial food safety and
quality (Guillier et al, 2005). Future research could aim
to construct mathematical models that describe the effect
of changes in environmental conditions on the individual
lag phase distribution. Therefore, accurate approximations of
these distributions are required. The current research deals
with the development and validation of an experimental and
computational method for the accurate determination of the
individual lag phase distribution.

Studying process variability requires a large amount of
experimental data. Therefore, researchers often turn to
high-throughput methods, such as optical density (OD)
measurements, for studying microbial variability (Francois et al.,
2005; D’Arrigo et al., 2006; Dupont and Augustin, 2009; Stringer
et al., 2011; Aguirre et al., 2013; Xu et al., 2015). However, this
technique comes with some limitations. First, the detection
limit is high, at about 10°~107 CFU/mL for bacterial cells (Baka
et al., 2014). This means that measurements are taken close to
the stationary phase and require a long period of growth when
starting from low inoculum sizes. Secondly, the relationship
between the OD and the true number of viable cells is influenced
by the environmental conditions that the cells are subjected
to. As such, using calibration curves between these measures
reduces the method’s accuracy (Métris et al., 2006). Finally, there
are several common practical issues when working with the
microplates that are needed for these studies. They often suffer
from problems with respect to evaporation of the liquid from
the plate and condensation on the lid of the plates (Brewster,
2003; Walzl et al,, 2012). Other high throughput methods are
available, such as the analysis of time laps microscopy imaging
or the ScanLag system (Pin and Baranyi, 2006; Levin-Reisman
et al., 2010). However, these methods are not frequently used
since they require equipment that is too expensive or not
available for many labs.

Based on the downsides and difficulties with respect to OD
methods, the first criterion was that the new method should work
with viable plate counts. Plate count methods deliver a great
accuracy by using a direct measurement of the number of living
microorganisms in a sample. The downside of this technique
is the high experimental load. Moreover, when considering the
inoculation methods that are commonly used to isolate individual
cells, the yield of experimental data over the total number of
samples is relatively low. This is because most samples either
contain no cells at all or have to be discarded for likely containing
too many cells. The first goal will be therefore to select the most
suitable inoculation method out of two conventional methods.

Two methods are commonly applied to isolate single cells.
In the first method, an inoculum is serially diluted in a
microplate such that the chance of achieving single cells
in the last columns is maximized (Francois et al, 2003).
In the other method, a solution is diluted to such a low
concentration that, when distributed over a microplate, the

chance of isolating single cells is maximized (Robinson et al.,
2001). Both methods have a few things in common. It is
inevitable that some of the samples may contain more than
1 cell. However, the computational methods that are typically
used to process the data from these experiments assume that
there is only a single cell in each sample that contains cells.
Therefore, to increase the chance of obtaining single cells as
opposed to multiple cells, the inoculum concentration should
be low. A low inoculum concentration will also increase the
chance of having no cells at all and therefore decreases the
yield of experimental data. As such, a trade of exists between
the quantity of experimental data and the quality of that data
(quality being a high likelihood of having a single cell in the
samples containing cells). Therefore, a computational method is
required that considers the initial distribution of the population
size in the calculation of the distribution of the individual cell
lag. Baranyi et al. (2009) published a methodology that takes
the initial concentration into account based on the method of
moments. However, this method does not allow to determine
the accuracy of the estimation results. In contrast, maximum
likelihood estimation allows the calculation of confidence bounds
on distribution parameters, which is of high importance in a
modeling context. The second goal is therefore the development
of a suitable computational method and comparison with the
existing moments-based method.

The overall goal of this work is the development of an
experimental and computational method that allows the accurate
determination of the distribution of the individual cell lag.
The experimental method will be designed in such a way that
experimental errors are decreased to an absolute minimum by
analyzing the total cell content of samples without dilutions.
The computational method will be developed so that there is no
longer a need to aim for single cell isolation in the experimental
method, but rather to include the initial cell distribution in an
accurate description of the uncertainty propagation.

MATERIALS AND METHODS

Bacterial Strain

Escherichia coli K12 MG1655 (CGSC#6300) was acquired from
the E. coli Genetic Stock Center at Yale University. A stock culture
was stored at —80°C in Brain Hearth Infusion broth (BHI, Oxoid,
Hampshire, United Kingdom), supplemented with 20 % (w/v)
glycerol (Acros Organics, Geel, Belgium). This strain was used
for all microbiological experiments in this study.

Inoculum Preparation

The inoculum was prepared in a three step procedure: (i) A
loop (10 pL) of the stock culture was spread onto a BHI agar
plate, (BHIA, containing 14 g/L technical agar, VWR, Radnor,
PA, United States) and incubated overnight at 37°C. (ii) Then,
a single colony was transferred to a 50 mL Erlenmeyer containing
20 mL BHI broth and stored at 37°C for 9 h. (iii) Finally, 20 pL
of the stationary phase culture was inoculated in 20 mL of fresh
BHI broth and incubated at 37°C for 17 h.
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Detection Limit

The detection limit of the optical density (OD) measurement was
defined as three time the standard deviation on the mean of a
repeated measurement. The OD was measured at 595 nm using a
FilterMax F5 microplate reader (Molecular Devices). The OD of
a 1/8 dilution of the second preculture, was measured 24 times at
a volume of 150 L per well.

Calibration Curve

The method used to obtain the calibration curve was based on
Francois et al. (2003). All wells of a 96-well microplate were
filled with 150 L of BHI broth, except for the first column. The
first and last well of the first column were filled with 300 pL
of BHI solution. These will cause the first and last row to serve
as blanks. The remaining 6 wells of the first column were filled
300 pL of the second preculture, after mixing it thoroughly.
A 1:2 dilution series was made by transferring 150 pL from all
wells of the first column to all wells of the second column. This
process is repeated 10 times until 150 pL is taken from the last
column and discarded. After measuring the OD, one sample
of each dilution was decimally diluted and plated on BHIA
plates for enumeration. BHIA plates were incubated overnight at
37°C. This entire process was performed in duplicate. A linear
regression was applied to the natural logarithm of the cell density
vs. the natural logarithm of the OD, yielding the following
equation:

In(N) = a+b-In(OD) (1)

with N [CFU/mL] the cell density, OD [—] the OD and a and
b the linear regression parameters. Given the low variance on
the measurements of OD compared to viable plate counts, the
former variance was considered negligible and the parameters
a and b were estimated using a simple least squares regression.
More details on the regression and calculation of uncertainty on
the parameters and predictions is provided in section “Parameter
Estimations.”

Serial Dilution Inoculation Method

This method is based on the work of Francois et al. (2003)
and aims at obtaining single cells in the last four or five rows
of a microplate after serial dilutions. The concentration of the
preculture was measured at 595 nm using six 150 pL samples of a
1:10 dilution of the preculture in BHI broth, using a FilterMax
F5 microplate reader. The OD of the cells in these samples
was calculated by subtracting the OD of six 150 pL samples of
pure BHI solution. The concentration of viable cells (CFU/mL)
was calculated using the calibration curve that is described in
section “Calibration Curve.” Based on this calculated cell density,
the preculture was further diluted to obtain 100 CFU per well
containing 150 L. Therefore, the preculture was first serially
decimal diluted in BHI broth and a final dilution was made by
transferring the appropriate volume of diluted preculture to 8 mL
of BHI broth in a 15 mL centrifuge tube. The diluted culture
(300 L) was transferred from the Falcon tube to each well of
the first row of a microplate. The remaining wells were filled with
150 pL of BHI broth each. Using a multichannel pipette, 150 L
was transferred from each well of the first to the second row

of the microplate and mixed. This process was repeated for the
remaining rows and 150 pL was discarded from each well of the
last row. This process resulted in a 1:2 dilution series throughout
the rows of the microplate with the following expected number
of cells per well: 100.00, 50.00, 25.00, 12.50, 6.25, 3.13, 1.56, 0.78,
0.39, 0.20, 0.10, and 0.10 CFU.

Low Cell Density Inoculation Method

An alternative method for the inoculation of single cells in a
microplate was based on the inoculation of the entire plate with
the same concentration of diluted preculture. The concentration
is typically chosen below one CFU per well to have a high
likelihood of obtaining single cells in those wells that contain
cells. To initiate this method, the cell density of the preculture was
measured and calculated in the same way as described in section
“Serial Dilution Inoculation Method.” Then, the appropriate
volume to achieve the desired final concentration was transferred
from a serial decimal dilution of the preculture to 40 mL of BHI
broth in a 50 mL centrifuge tube. Using a multichannel pipette,
150 L of this solution was placed in every well of a microplate.

Experimental Study of the Population
Variability

Starting from streak plates, three sets of preculture Erlenmeyer’s
were prepared the day before the experiments were inoculated.
When diluting the preculture into the final concentration, cells
were transferred in BHI broth containing 56 g/L NaCl to induce
a lag phase. Three sets of 96-well plates were inoculated in the
morning at different intended population sizes: (i) 4 96-well
plates at 0.48 CFU/well, (ii) 4 96-well plates at 4.80 CFU/well
and (iii) 2 96-well plates at 48.00 CFU/well. The method used
for inoculation was the low cell density method explained in
section “Low Cell Density Inoculation Method” and all wells were
inoculated with a volume of 150 pwL. The time of inoculation
of each plate was noted down. After inoculation, all plates were
sealed with a polyester microplate sealing film before closing the
lid. The decimal dilution series that was used to inoculate the
BHI and salt broth was also used to plate 9 drops of 20 uWL of
the 6th decimal dilution of the preculture for the calculation of
the concentration of cells in the BHI and salt broth. The first two
sets of plates were incubated overnight at 25°C. Then, all samples
were transferred entirely to individual BHI agar plates that had
been left to dry at atmospheric conditions for several days to allow
fast absorption of the liquid and fixation of the individual cells
on the agar surface. Before transferring the samples to the agar
plates, they were pipetted up and down several times to make
sure all cells were in suspension. The time of sampling was noted
down for each sample. These plates were incubated overnight at
37°C. The number of colonies on these plates represented exactly
the number of cells in the population that had developed from
the low initial number of cells. The third set of plates was used
to quantify the exponential growth rate of the population under
identical conditions as those used for the low inoculum levels.
After inoculation, three entire samples were taken and plated at
three time points to be able to quantify the initial population
density. During the following days, 50 L samples were taken,
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diluted and plated every hour in triplicate during working hours.
As such, the full growth curve from lag until stationary phase was
included in the data.

Two- and Three-Phase Linear Model

To determine the lag phase duration and maximum specific
growth rate of experimental or simulation data, the following
simple three-phase linear model was used:

In(N () =
NO + W (t_)‘-) -1 (t_)") - (t_tmax) : l(t_tmax) (2)

In this equation N is the number of cells at time t, Ny is the
initial number of cells, is the exponential growth rate, is the lag
phase duration of the population and ty,y is the time at which
the maximum population density is obtained. The function 1( -)
represents the unit step function, which is 0 for all arguments
smaller than 0 and 1 for all arguments greater or equal than 0.
If no stationary phase behavior was included in the data, the last
term of this equation was omitted. This will be referred to as the
two-phase linear model. This equation was based on the work of
Buchanan et al. (1997), (McKellar and Lu, 2004).

Monte Carlo Simulations

Monte Carlo simulation was used in this research. Data
were generated with the function random of MATLAB 9.7
(MathWorks), according to the appropriate distribution. The
number of iterations varied depending on the desired accuracy
or the experimental system that was described by the simulation.
The number of iterations when describing inoculations according
to the Poisson [Pois(cell concentration - sample volume)]
distribution is expressed as the number of 96-well plates, in
equivalence with the experimental methods represented by
these simulations.

Parameter Estimations

Parameter estimations were carried out based on least squares
regressions using the Isqnonlin routine of the optimization
toolbox of MATLAB 9.7. Probability density functions were
fitted to data using the fitdist function of the same software.
The method for calculating the uncertainty on the model
parameters and output with the linear approximation is
described in Akkermans et al. (2018).

RESULTS AND DISCUSSION

The current research aims to determine the parameters of the
probability distribution of the individual cell lag, based on the
measurement of the population density after a certain period of
growth. Specifically, the method should deliver a high accuracy
while requiring a reasonable experimental effort and being
applicable in most microbiological labs. Based on the explanation
in the introduction, it was decided that a sample inoculation
method had to be selected that provides a high yield of
experimental data. Computational and experimental comparison
of two inoculation methods is presented in section “Comparison

of Conventional Inoculation Methods.” Section “Detection Limit
and Calibration Curve” will first present the results of the
determination of the detection limit and calibration curve,
which are essential for each of the inoculation methods. The
computational method to process the experimental data requires
a mathematical model that describes the stochastic process of cell
division in the lag and exponential phases of growth. Therefore,
section “Probabilistic Individual-Based Model” starts with
presenting an individual-based model that considers the life cycle
of each individual cell to predict the population growth. This
model is simplified until a population-based model with much
lower computational load is obtained in section “Probabilistic
Population-Level Model.” The parameters of the individual lag
phase distribution that minimize the difference between the
simulated and experimental distributions of the population size
are then selected. This requires that the type of distribution of the
population size is known. Therefore, several types of probability
distributions will be compared in section “Population Size
Distribution” to select the most suitable one. Section “Proposed
Experimental and Computational Method” presents an overview
of the complete experimental and computational method that
is proposed. This method is validated based on simulations in
section “Simulation Validation” and on experiments in section
“Experimental Validation.”

Detection Limit and Calibration Curve
Any method relying on the use of OD measurements should
start with the determination of the measurement’s detection limit
and making a calibration between the measured OD values and
the underlying quantity of colony forming units. Based on the
method explained in section “Detection Limit,” the standard
deviation of the measurement was calculated to be 1.55 x 1073
OD units. This corresponds with a detection limit of 4.65 x 1073
OD units above the measurement blank. This detection limit
includes pipetting errors because the standard deviation was
determined based on replicates that were independently pipetted.
Only the seven most concentrated samples of the calibration
curve had OD values above this detection limit. The remaining
samples were therefore discarded from the calibration curve. The
parameters a and b of the calibration curve were estimated to
be 22.55 In(CFU/mL) and 1.07 In(CFU/mL)/In(OD). The 95 %
confidence bounds of these parameters were [22.38; 22.72] and
[1.02; 1.12]. The mean squared error of the regression was just
0.01 In(CFU/mL)?, demonstrating a good quality of fit. Based on
this calibration curve, the detection limit of 4.65 x 10~ OD units
corresponds with 1.98 x 107 CFU/mL. This reflects the high cell
density level that is required for applying OD measurements. In
comparison, the detection limit for viable plate counts is generally
between 10% and 10*> CFU/mL.

Comparison of Conventional Inoculation
Methods

This section deals with the selection of an experimental method
that is suitable for high throughput data collection. This method
is needed because the study of the variation of the lag phase
(or any other process) requires large amounts of data. As such,
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experimental protocol for this method needs to be selected in
such a way that the quantity of useful data is maximized. In both
inoculation methods, there is no guarantee of obtaining single
cells in the different samples (wells of the microplate). However,
the idea is to maximize the chance that single cells are obtained.
The amount of useful data can be quantified by evaluating (i) the
number of wells that contain cells compared to the total amount
of wells and (ii) the number of wells containing exactly a single
cell compared to the total number of wells containing cells.

The experimental methods that are reported, respectively, in
section “Serial Dilution Inoculation Method” and section “Low
Cell Density Inoculation Method” were first implemented in
two sets of Monte Carlo simulation. The first set of simulation
only used the Poisson distribution to determine the random
number of cells that is transferred in each pipetting step. For each
experimental protocol, 10° iterations were run in which a 96-well
microplate was inoculated with a Poisson distributed number of
cells per well. In these first simulations, the number of cells in the
first column was fixed to 100 for the serial dilution method. When
evaluating the number of cells in the last five rows, 10.86 % of the
total number of wells were found to contain cells and 77.93 % of
those contained a single cell. (Table 1 part A). This latest measure
was taken as a benchmark to determine the concentration of the
diluted preculture for the low concentration inoculation method.
As such, it was found that at a concentration of 0.48 CFU/well,
the same fraction of wells with cells contained a single cell. On the
other hand, from the total number of wells, almost four times as
many contained cells (38.13 %). As such, the low concentration
inoculation method delivers a much higher quantity of useful
data for the same number of microplates and a slightly lower
workload (as the serial dilutions require more effort).

To further evaluate the difference between these methods, a
second set of Monte Carlo simulation was performed. In this set
of simulation, the variability that was due to the error related
to the calibration curve and the pipetting errors was included

TABLE 1 | Evaluation of the serial dilution and low concentration method for the
inoculation of microplate wells with single cells.

Origin of Evaluation Serial dilution Low
variability measure inoculation concentration
method (%) inoculation

method (%)

A) Cell distribution Wells with cells 10.86 + 5.07 38.13 £ 9.71
Wells with 1 cell  77.93 + 26.76 77.93 +£ 13.55
B) Cell distribution, Wells with cells 10.256 £5.08 37.99 + 12.09
error on calibration,
pipetting errors
Wells with 1 cell  77.93 £ 27.02 77.93 £ 14.50
C) Experimental Wells with cells 9.90 27.86
uncertainty and
microbial variability
Wells with 1 cell  84.21 82.24

Percentages of (i) wells containing cells compared to the total number of wells and
(i) wells containing a single cell compared to the wells containing cells. A and B
were calculated from Monte Carlo simulations and results are provided with 95 %
confidence intervals. C was obtained experimentally.

as well. For these calculations, the number of cells in the first
row of the microplate was no longer fixed to 200 CFU in
300 L (of which on average half are transferred to the following
wells). Instead, the model prediction error on the calibration
curve was used to determine the probability distribution of the
number of cells in the 1:10 diluted preculture (see calculation
in section “Parameter Estimations”). Moreover, for all dilution
steps, the pipetting errors were considered as well. According
to the manufacturer specifications the pipetted volumes were
assigned normal distributions with relative standard deviations
of, respectively, 0.20, 0.25, 0.25 and 0.50 % for a single channel
200 WL pipette, a multichannel 200 L pipette, a single channel
1,000 pL pipette and a single channel 5,000 L pipette. As in the
previous simulations, the quantity of cells in the pipetted samples
followed the Poisson distribution. The resulting evaluation of
the two inoculation methods is presented in Table 1 part B.
These results are similar to the Monte Carlo simulation that only
considered the variance due to the cell distribution over pipetted
volumes. The low inoculation method is more susceptible to
the effect of pipetting errors and the error on the calibration
curve than the serial dilution method. This is probably because
the former method relies more on the accuracy of the obtained
calibration curve to perform the inoculation of the microplate
at the correct cell concentration. On the other hand, the low
inoculation method will always yield more wells containing cells
and will have less variability on the percentage of wells that
contains a single cell. As such, when considering all significant
stochastic processes in these methods, it was found that the
low inoculation method yielded the highest amount of useful
experimental data.

To prove the conclusions of the simulation study, an
experimental validation was performed on four independent
biological replicates for each protocol. This resulted in 384
inoculated wells for each inoculation method. The evaluation
of the experimental results is presented in Table 1 part C.
Compared to the simulation studies, there was a lower yield of
wells containing cells and a higher percentage of wells containing
a single cell. This was found to be due to having a lower
inoculation in practice, than was calculated from the calibration
curve. Irrespective of this, the experimental results are in line
with the Monte Carlo simulation and confirm the conclusion
that the low concentration inoculation method delivers more
useful experimental data. Moreover, the experimental work
demonstrated that the low inoculation method required the same
amount of lab consumables and had a slightly lower workload.
Based on these results, the low concentration inoculation method
was selected to be most suitable as part of an efficient and accurate
method to determine single cell lag.

Probabilistic Individual-Based Model

The computational method that will be developed requires a
mathematical model that is suitable for simulating cell growth
and its variability, starting from a single cell. Individual-based
models are perfectly suitable for this task, as they describe every
cell individual and the variation between these cells can be
included in that description. As such, the next step in the method
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development is to propose and test a very simple individual-
based model that can be used to simulate the lag phase and
growth starting from a single or few cells. The first step in this
process was to create a probabilistic simulation of the growth
of a population starting from a single cell. This simulation
is illustrated in Figure 1. The simulation assumes that cells
have a specific distribution for their generation time in the lag
phase and the exponential phase. The lag phase is considered
to be the time until the first division after a cell enters a new
environment. This assumption is supported by the research of Pin
and Baranyi (2006) in which individual cell division times were
observed through microscopy experiments. For a specific set of
experiments with E. coli K12, the time for the first, second, third
and fourth division were found to be 3.30, 1.04, 0.98 and 0.92 h.
This demonstrates that the lag phase duration is mainly related
to the time until the first division for single cells. For the current
paper, this time until first division is taken equal to the individual
lag time. It should be noted that some researchers consider the
time until the first division to be the sum of the lag time and
the generation time. When the generation time is known, a
simple conversion between the two definitions is possible. To
create a simulation case study for the model development, the
distribution parameters for the lag phase duration and generation
time were based on the data of Pin and Baranyi (2006). The
individual lag phase duration was assumed to have a mean of
3.30 h and standard deviation of 1.02 h, and the generation time
a mean of 0.92 h and standard deviation of 0.29 h. Given that
the lag and generation time can never be negative, these growth
parameters cannot be described by a normal distribution and a
lognormal distribution was assumed for these processes (Koch,
1966). In the past, researchers have also used other distributions

such as the Weibull, gamma and exponential distribution to
describe individual cell lag (Standaert et al., 2007). It is important
to stress that the results from this study would not be different
if a different probability distribution for the individual cell
lag was assumed.

The individual-based simulation starts from a single cell
that is assigned a lag time from the lognormal distribution
of the individual lag phase. Once this timepoint is reached,
the cell is replaced by two daughter cells. Each of these
daughter cells is assigned a random generation time according
to the lognormal distribution for the generation time in the
exponential phase of growth. When these daughter cells reach
their individually assigned generation times they are replaced
in the same manner and so on. This simple simulation can
also be made by starting from a set of multiple cells, each
with a randomly assigned individual lag time. Following this
random process, it is, however, not possible to estimate the
parameters from both the distribution of the individual lag
time and the generation time because they would be highly
correlated. Therefore, it is desirable that these two probability
distributions can be simplified to a single distribution. This
simplification is only possible if the model with a single
probability distribution can accurately describe the variability of
the process. To test this possibility, a Monte Carlo simulation
with 10° iterations was performed. Each iteration simulated
the inoculation and growth of a microorganism in the well of
a microplate, according to the low concentration inoculation
method established in section “Comparison of Conventional
Inoculation Methods” (0.48 CFU/well). In each well containing
cells, the growth occurred according to the individual-based
simulation with random distributions for both the individual lag
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FIGURE 1 | Probabilistic simulation of the growth of a population starting from a single cell with generation time in the lag phase distributed according to the
lognormal distribution with parameters p; and alz. Each of the daughter cells is assigned a generation time for the exponential phase from the lognormal distribution
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time and exponential generation time. After obtaining all growth
curves, they were transformed to a logarithmic scale and the
mean and standard deviation were calculated as a function of
time (Figure 2). The evolution of the standard deviation of the
population size shows a sigmoidal behavior. This is because once
the population reaches a certain size, the fast and slow growing
cells will balance each other out and different populations all
grow at approximately the same rate. As such, when a certain
population size is reached, there is no further evolution of the
variability of the population growth on a logarithmic scale.

The evaluation of the variability was further assessed by
defining the population size where the variability settled to a
near-constant value. The Monte Carlo simulations were carried
out in parallel for increasing time values and the simulation
was stopped at the point where the relative increase of the
standard deviation of the population size was less than 0.01%.
As such, the final standard deviation of the population size
can be taken equal to the maximum standard deviation that
could be reached. Then, the population sizes were calculated at
which 95 and 99 % of the increase from the initial to the final
standard deviation were achieved. As such, it was found that
under the simulation conditions, the variability of the population
size settled to a constant value between population sizes of
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FIGURE 2 | Monte Carlo simulation of the growth of small microbial
populations with random lag time and exponential generation time. The mean
(A) and standard deviation (SD) (B) of the obtained populations are shown as
a function of time. The striped lines indicate the point at which 95 and 99 % of
the maximum variability are reached at 6 and 18 CFU, respectively.

just 6-18 CFU on average. Although these values depend on
the simulation parameters, they illustrate that the variability
reaches an equilibrium at very low population sizes. This is in
agreement with the results of, e.g.,, Kutalik et al. (2005) who
found the standard deviation of the division time to decrease after
the first division.

These results demonstrate that the probabilistic simulation
model can be simplified from a model that has separate
distributions for the individual lag time and exponential
generation time to a model that only has a distribution for
the individual lag time and a constant generation time in
the exponential phase. This simplification holds under the
assumption that the model will be used to describe the variability
on the population size after a few generations. As such, the
variability of the initial phases of population growth can be
studied by analyzing the variability on the population size after
just a few generations.

Probabilistic Population-Level Model

The simulations with the individual-based model of section
“Probabilistic Individual-Based Model” provide a very accurate
description of the variation of population growth. However,
given the algorithm that needs to calculated with a high
number of iterations, simulating this model is slow. To allow
the proposed method to work, a model should be constructed
that approximates the individual-based model but can be
computed much faster. The model will be incorporated as
part of a Monte Carlo method within a parameter estimation
and will therefore be computed a high number of times.
Therefore, a population-level model should be constructed
that can be expressed by a simple mathematical expression.
The following simple mathematical expression is proposed
for the growth of a population starting from a single cell:

In(Ns(t)) = 1(t =) - p - (t=h) 3)

with Ng [CFU] the number of cells originating form a single
cell, t [h] the time, ; [h] the individual lag time and [h™!]
the maximum specific growth rate in the exponential phase of
growth. The function 1(-) represents the unit step function, which
is 0 for all arguments smaller than 0 and 1 for all arguments
greater or equal than 0. As such, Equation 3 remains constant
at 0 during the individual lag time (¢ ;) and predicts log-
linear growth for all times larger than ;. For populations, N,
starting from multiple cells, No, the equation can be written as:

No
In(N@®) = In(No) D 1t —h) - w-(t=2)  (4)

i=0

The summation is used in this equation since the individual lag
times are not equal but obtained from a random distribution.
The population-level model in Equation 4 was compared with
the individual-based model with probability distribution for the
individual lag time and fixed generation times. This comparison
was done by performing a Monte Carlo simulation with 10°
iterations and the same parameters for the lag time distribution
as the simulation in section “Probabilistic Individual-Based
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FIGURE 3 | Examples of the individual-based and population-level models (A,C) and the probability density functions of population sizes after 10 h (B,D).
A comparison is made between a population-level model using the individual lag time directly (A,B) and a population-level model in which the lag time is reduced
with half of the generation time (C,D).

Model.” The simulation results are presented in Figures 3A,B.
Figure 3A compares an example simulation from the two
different models for the same initialization parameters (initial
number of cells and their individual lag times). Figure 3B
provides the lognormal probability density functions that were
fitted to the population size data after 10 h, when the variability
on the population size has long settled. As can be seen from
these results, there is a discrepancy between the obtained
probability distributions. This discrepancy in the probability
distributions was because the predicted population size with
the population-level model was always lower than that of the
individual-based model (Figure 3A). This difference in the
predicted growth curves of each model originates from the
stepwise evolution of the individual-based model whereas the
population-level model lags behind with a gradual increase
that starts at the end of the lag time. This difference can
be balanced out by shortening the lag phase duration in the

population-level model by half the generation time in the
exponential phase. This correction essentially applies a time
shift to the exponential phase so that the log-linear increase
ends up halfway of the stepwise increase (see Figures 3A,C).
Since the generation time can be expressed as In(2)/, the
model in Equation 4 is than converted to the following
expression:

In(N(V) =

No
In(No) + > 1 (t _ i+ 2O
i=1

@)
2) s e 52)o

A comparison of the population model in Equation 5 and
the individual-based model is presented in Figures 3C,D.
Figure 3C demonstrates with an example that the new
population model is a linear approximation of the stepwise
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behavior of the individual-based model. Figure 3D
illustrates that this change in the population model
results in a good approximation of the distribution of the
population size that is obtained. As such, the model in
Equation 5 will be used to simulate the distribution of the
population density.

Without proving this point, it is worth mentioning that it is
possible to calculate the final population size, as done in Equation
5, by first calculating the population lag, p,, using the following
equation:

No 1
Ap = —i-ln(l\;oz exp(r;(j)—i—)\i)-u) (6)
1

i=

The mean population density is then calculated as:
In(N(t)) = In(No) +1(t—2p) - (7)

Although seemingly simpler, the fact that the summation
remained necessary through Equation 6, meant that the
computational load did not decrease in the current study. As
such, all calculations of the population size were carried out with
Equation 5 as a population model.

Population Size Distribution

Now that the population-based model has been proposed, all that
remains to finalize the method is to find the probability density
function that is most suitable to describe the population size at
a given time point. This probability density function is required
within the parameter estimation to compare the simulated model
output with the experimentally measured probability distribution
of the population size. The optimal parameters of the distribution
of the individual cell lag are those parameters that minimize the
difference between the simulated and experimental distributions
of the population size.

To test which probability density function would be most
suitable, a set of simulation data was generated. The data
was generated for 1,000 96-well plates, inoculated at intended
concentrations of 0.5, 1.0, 2.0 and 4.0 CFU/well according to
a Poisson distribution. In each sample containing cells, the
population growth was simulated for a period of 6 h, using
the individual-based model of Figure 1 with the parameters of
Pin and Baranyi (2006) as mentioned in section “Probabilistic
Individual-Based Model.” At each time point, the Weibull,
gamma and lognormal distribution were fitted to the distribution
of the population size. The mean squared errors between the data
and the distributions were calculated based on the cumulative
distributions and plotted as a function of time in Figure 4. As
can be seen from this figure, the Weibull distribution achieves a
better approximation of the distribution of the population size
for all inoculum sizes and at all time points. As such, the Weibull
distribution was selected as the most suitable distribution to
describe the population size and was used within the following
parameter estimations to determine the individual lag phase
distribution. The small differences between the approximation
by the different distributions is in line with the results of Huang
(2016) who found little difference between simulation results

using the normal, lognormal, Gumbel, gamma, Weibull, and
exponential distributions.

Proposed Experimental and
Computational Method

The current section describes all experimental and computational
steps that are proposed in the current method for the estimation
of the individual lag time distribution. The following steps are
taken: (i) determine the OD detection limit and calibration
curve between OD and colony forming units, (ii) perform a
growth experiment to find the growth rate in the exponential
phase, (iii) inoculate microplates with several cells per well and
quantify the number of cells after a period of time, (iv) correct all
measurements to the exact same sampling time and (v) perform
a parameter estimation to find the distribution of the individual
lag time that results in the same distribution of the cells at
the sampling time.

Even though the proposed method relies primarily on the use
of viable plate counts, OD measurements are a useful tool for
the inoculation procedure. The availability of a calibration curve
between the OD and the number of viable plate counts allows
the estimation of the cell density of the preculture or one of its
dilutions. This cell density should be known for the calculation of
the desired dilutions to start the actual experiments. Since the cell
density of the preculture will often vary, the OD can provide a fast
measurement of the cell density before starting the inoculation.
The detection limit is needed to know the lower bound of the
calibration curve. If it is not specifically desired to aim at the same
initial cell density among replicates, this step can also be omitted.
The initial concentration needs to be verified in any case based on
plate counts for a more accurate determination.

The next experimental and computational steps require
knowledge on the growth of the microorganism under the
relevant conditions. To this end, a growth curve is constructed
under the same conditions as during the actual experiments.
In the current research, the growth curve is therefore also
constructed using the same 96-well plates. Once the growth curve
is available, a parameter estimation with the simple three-phase
linear model (Equation 2) will provide the exponential growth
rate which is essential information for the computational part.

The next step is to inoculate samples with a relatively low
quantity of cells. The idea is to have a high chance of obtaining
at least one cell in every sample while not exaggerating with the
number of cells per sample either. After all, too high a number
of cells could cause the cells to influence each other during the
first stages of the microbial growth, which is not desirable in this
type of experiments. Before inoculating the samples, it is also
important to determine the concentration of the inoculum using
viable plate counts. After a certain period of time, the quantity
of cells in each sample is determined using the viable plate count
method. The fastest and most accurate method is to transfer the
entire sample volume to petri plates. This is possible when using
small sample sizes (e.g., 100 pL) and if the total number of cells
in the sample is kept limited (e.g., maximum 300 cells). As such,
the time point of sampling should be selected in such a way that
the individual lag phase has most likely passed but the number of
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cells has not yet increased by too much. The growth experiment
from the previous step will indicate the appropriate time point.

The fact that the current method relies on plating the
entire undiluted volume of each sample, yields a relatively fast
experimental method. That is to say, samples from a full 96-
well plate can be transferred directly to 96 agar plates. However,
compared to OD methods, it is important to understand that
there is a significant additional work load involved. Obtaining
an OD measurement in a microplate reader takes only a few
minutes. On the other hand, even this efficient protocol for plate
counts would take at least about 1 h and could extend to several
hours, depending on the approach. The method can be done
in less than an hour when using ready-to-use agar plates in
combination with an automatic colony counter. When using self-
prepared agar plates and performing manual plate counts, the
method requires at least 2 h for a single 96-well plate.

After incubating the petri plates and counting colonies,
the final number of cells in each sample is known. However,
depending on the number of samples, there can be a significant
difference in the time between inoculation and sampling. As such,
it is important to determine the time ¢ between inoculation and
sampling for each sample. All sample quantities can then be
recalculated for the mean sampling time #. The logarithm of the
sample quantity n [In(CFU)] is then converted to n — p - (t — £),
with p being the previously estimated exponential growth rate.
After this correction, a distribution of the cell population size is
obtained at a specific time point 7.

At this point, the following is known: (i) the distribution of the
initial quantity of cells at the time of inoculation, which follows a
Poisson distribution with the average number of cells per sample
as its only parameter, (ii) the exponential growth rate ., (iii) the
time of sampling ¢ and (iv) the distribution of the population
size at that point in time. It should be noted that the Poisson
distribution of the initial quantity of cells is valid in this case
because the experimental method relies on the distribution of
samples from a single suspension with a random distribution of
bacteria. If the experimental method were to be changed, it should
be considered if this distribution needs to be changed as well.
It is also possible to simulate a distribution of the population
size by using the population-based model of Equation 5 in a
Monte Carlo simulation with randomly generated initial cell
quantities from the known Poisson distribution and randomly
generated individual lag phase durations from a the lognormal
distribution. The parameters of this lognormal distribution are,
however, unknown. These parameters can therefore be found by
selecting them in such a way that the simulated and measured
distributions of the population size approximate each other best.
To quantify the distance between both probability distributions,
a Weibull distribution is fitted to the simulated distribution
and the difference between the cumulative form of that Weibull
distribution and the cumulative probability density of the data is
calculated. Finding the parameters of the lognormal distribution
of the individual lag phase can be achieved by solving this
optimization problem with the function Isqgnonlin of MATLAB.
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Simulation Validation

Methods to determine the variation of a lag phase distribution are
difficult to validate because testing the reliability of these methods
requires high amounts of experimental data. Therefore, the first
step in validating the proposed method is to validate based on
the theoretical simulations. These simulations allow the repeated
calculation of a simulated experiment to test the reproducibility
of the results. To obtain representative simulations, the same
steps are followed that would be applied in an experimental study.
This validation was carried out using these steps: (i) a first dataset
was generated to estimate the growth rate, (ii) two datasets were
generated at different initial concentrations to determine the lag
phase distribution by using the individual-based growth model,
(iii) the lag phase distribution was estimated for both datasets,
(iv) a Monte Carlo simulation of the population growth was made
using the population-based model and estimated parameters,
and (v) the results were compared with those of a Monte Carlo
simulation of the original individual-based model.

When following the proposed method, the first step is
the estimation of the microbial growth rate. This step was
simulated by generating inoculation data for a 96-well plate with
liquid samples of approximately 48 CFU/well according to a
Poisson distribution. For each sample, the growth was simulated
according to the individual-based model that is described in
Figure 1. The mean and standard deviation for the generation
time of both the lag phase and exponential growth were again
taken from Pin and Baranyi (2006) to obtain realistic simulations:
3.30 and 1.02 h, and 0.92 and 0.29 h respectively. The growth of
all samples was simulated for a period of 12 h. Three random
samples were taken every hour out of the simulated results and
their averages were calculated as a function of time. These data
were used to estimate the lag phase duration and exponential
growth rate by fitting the three-phase linear model (Equation 2)
to the simulated data (Figure 5). The lag phase duration of the
population was found to be 2.24 h and the exponential growth
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FIGURE 5 | Simulated data starting at Poisson distributed initial
concentrations and following growth according to the individual-based model
of Figure 1. The two-phase linear model was fitted to this data (Equation 2).

rate was 0.834 1/h. This exponential growth rate is essential to
determine the lag phase distribution in the following step.

In the second step, two datasets were simulated, each
consisting of 4 96-well plates. These datasets were inoculated with
intended concentrations of 0.48 and 4.80 CFU/well according
to a Poisson distribution. In all wells containing cells, growth
was simulated according to the same individual-based model
to obtain the population size after 6 h. These simulated data
correspond to the experimental data that would be obtained when
determining the viable plate counts of each sample after a given
time. As such, these data were used as inputs for two parameter
estimation problems to estimate the parameters of the lognormal
distribution that describes the individual lag phase duration. The
mean and standard deviation of this distribution were calculated
to be, respectively, 3.17 (3.14; 3.20) and 1.18 (1.14; 1.23) h, and
3.27 (3.25;3.28) and 1.12 (1.08; 1.17) h for initial population sizes
0f0.48 and 4.80 CFU/well. These parameter values are close to the
mean and standard deviation of the individual lag phase duration
that were used in the individual-based model to generate the data
(3.30 and 1.02 h). It can be noted that the standard deviations
were found to be higher than that specified to run the simulation
with the individual-based model. This is due to the fact that the
standard deviation of the individual lag phase duration in the
population-based model captures the variability of both the lag
phase duration and the generation time in the exponential phase.
The small difference between the parameters used to simulate the
data and the estimated parameters is already a first indication of
the successful implementation of the proposed method.

Baranyi et al. (2009) have published a methodology that is
based on the method of moments for calculating the individual
lag phase distribution from the same type of data as described
here. This method has a much lower computational burden than
the method proposed in this work, which requires solving a
maximum likelihood estimation problem that involves a Monte
Carlo simulation. As such, this moments-based method was
compared on exactly the same simulation data. To this end,
the mathematical formulation to solve this problem was taken
directly from Baranyi et al. (2009). For the data at 4.80 CFU/well,
a decent estimate of the individual lag phase distribution
was obtained, with a mean of 2.90 and standard deviation
of 1.16 CFU/well. However, no reasonable solution could be
obtained for the low concentration data of 0.48 CFU/well.
Upon further examination, it was found that the accuracy
of the estimated distribution decreased with decreasing initial
concentrations. Combining this inaccuracy with the fact that this
method provides no uncertainty on the parameter estimates, the
moments-based method was found to be unsuitable for solving
the current problem.

A more thorough validation of the obtained method and
parameter estimation results was done by comparing a simulation
of the individual-based model using the original parameters
with a simulation of the population-based model using the
estimated parameters. The simulations were performed for 10
96-well plates at the original average inoculation densities and
the resulting mean and standard deviation of the population
size as a function of time are presented in Figure 6. The
number of plates (iterations) was chosen to obtain an accurate
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FIGURE 6 | Comparison between the mean and standard deviation of the
population size according to (i) the individual-based model used to generate
simulation data (— and .. .) and (i) the population-based model that
approximates this data (— and . ..). This information is represented for the two
case studies with initial population sizes according to a Poisson distribution
with means of (A) 0.48 and (B) 4.80 CFU/well. The individual-based model
and parameters are described in section “Probabilistic Individual-Based
Model”.

estimation of the standard deviation as a function of time,
as indicated by smooth curves. Comparing the two model
simulations in the figure demonstrates that the newly developed
method enables the population-based model to provide a very
good approximation of both the average population behavior
and the individual cell variability. Specifically, the ability of
the method and the population-based model to describe the
variability is remarkable. Even though the model completely
ignores the variability between individual cells in the exponential
phase of growth, a good approximation is achieved, starting from
the initial concentration of cells, all the way into the exponential
phase of growth. This validation study proves that it is indeed
possible to capture the combined variability of the cells in the
lag and exponential phase of growth into a single variable, being
the individual lag phase duration. The prerequisites to obtain the
current results are that both the mean initial population size and
the exponential growth rate are determined accurately. The final
step in the method development is the experimental validation.
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FIGURE 7 | Data on the growth of £. coli at 25°C after being transferred to
BHI medium with 56 g/L NaCl at an average quantity of 48 CFU/well. The
three-phase linear model of Equation 2 was fitted to the data.

Experimental Validation

Given that the simulation validation was successful, an
experimental validation was performed specifically to test the
assumption that the method can be used at higher inoculation
levels and therefore at higher yields of experimental data.
The method for the experimental validation study is explained
in detail in section “Experimental Study of the Population
Variability.” The first step in the evaluation of the experimental
data was to estimate the exponential growth rate based on the
experiments that were inoculated at an intended concentration
or 48 CFU/well. The exponential growth rate i was estimated
to be 0.224 1/h with 95 % confidence bounds of 0.216-0.232
1/h. This experimental data and the fitted model are illustrated
in Figure 7. The 95 % confidence bounds indicate a high level
of confidence in the estimated growth rate, because of the large
number of samples. The lag phase duration was estimated to be
7.10 h (4.88; 9.33).

The next step was to process the data on the distribution
of the population size. Given the difference in inoculation and
sampling times between all samples, it was considered that
not all samples were taken after the same period of time.
The average sampling time  was calculated for all samples
and the logarithm of the sample quantity n was corrected
to n— - (f — ). In this manner, all sample quantities were
obtained at the exact same time point, which was 26.79 h
for the experiments at 0.48 CFU/well and 21.97 h for the
experiments at 4.80 CFU/well. Based on the quantification of the
concentration of the diluted inoculum, the real average initial
concentrations were calculated to be 0.35 and 3.07 CFU/well.
Based on the known exponential growth rate, sampling time
and initial concentrations, the parameter estimation to determine
the distribution of the individual lag phase duration could be
performed as explained in section “Proposed Experimental and
Computational Method.” These parameter estimations led to
the identification of the mean and standard deviation of the
lognormal distribution of the individual lag phase duration
with 95 % confidence bounds to be 9.72 (9.65; 9.79) and
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1.77 (1.62; 1.93), and 9.80 (9.78; 9.82) and 1.95 (1.90; 2.00) for the
lower and higher inoculation level, respectively. These parameter
estimates were in good agreement between the experiments
at different inoculum levels and they were relatively accurate.
The parameter accuracy of the experiments started at the low
inoculum level was lower than those started at a high level.
This is simply due to the much lower number of wells that
contained cells for the low inoculum level (95 wells compared
to 375 wells). As such, these experiments demonstrated first of
all that the characterization of the individual lag phase duration
is possible with the current method at various inoculum levels.
More importantly even, these experiments have shown that this
new method allows for the determination of the individual lag
phase variability with the same precision, while requiring a much
lower experimental effort by starting the experiments at inoculum
levels that are more likely to place at least one cell in every
well instead of aiming at a high chance of having no more than
1 cell per well.

A final step in this validation was to predict the lag phase
duration for the experiment with the highest inoculum level that
was used to estimate the exponential growth rate, based on the
estimated distributions of the individual lag phase. This was done
using the population-based model at the same inoculum level of
39.76 CFU/well for 1,000 iteration. The lag phase durations were
estimated by approximating the simulation data with the two-
phase linear model. Based on the distribution from the inoculum
of 0.35 CFU/well the lag phase was estimated to be 7.68 h and
for the distribution from the inoculum of 3.07 CFU/well it was
7.61 h. The predicted lag phase durations were close to each
other because of the probability distributions being very similar.
Moreover, the predicted population lag times were in line with
the lag phase duration of 7.10 h that was estimated from the
growth data at the highest inoculum level. Both the data and
simulations demonstrated a reduction of the population lag phase
duration with increasing population size. This reduction of the
lag phase duration can be understood from the larger likelihood
of having fast growing cells that will dominate the population lag.
Moreover, this phenomenon has been demonstrated in previous
research. For example, Robinson et al. (2001) demonstrated
this effect experimentally for L. monocytogenes at increased
NaCl concentrations.

CONCLUSION

This research presents a combined experimental and
computational method for the determination of the individual
lag phase variability. The experimental method can readily be
implemented in most microbiology labs and the computational
combines robust techniques such as Monte Carlo simulation
and maximum likelihood parameter estimation, which are
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Listeria monocytogenes is a gram-positive facultative anaerobic bacterium that causes
the foodborne illness listeriosis. The pathogenesis of this bacterium depends on
its survival in anaerobic, acidic, and bile conditions encountered throughout the
gastrointestinal (Gl) tract. This transcriptomics study was conducted to analyze the
differences in transcript levels produced under conditions mimicking the Gl tract.
Changes in transcript levels were analyzed using RNA isolated from L. monocytogenes
strain F2365 at both aerobic and anaerobic conditions, upon exposure to 0 and
1% bile at acidic and neutral pH. Transcripts corresponding to genes responsible
for pathogenesis, cell wall associated proteins, DNA repair, transcription factors, and
stress responses had variations in levels under the conditions tested. Upon exposure
to anaerobiosis in acidic conditions, there were variations in the transcript levels for
the virulence factors internalins, listeriolysin O, etc., as well as many histidine sensory
kinases. These data indicate that the response to anaerobiosis differentially influences
the transcription of several genes related to the survival of L. monocytogenes under
acidic and bile conditions. Though further research is needed to decipher the role
of oxygen in pathogenesis of L. monocytogenes, these data provide comprehensive
information on how this pathogen responds to the Gl tract.

Keywords: Listeria monocytogenes, transcriptomics, anaerobiosis, bile, stress response, anaerobic

INTRODUCTION

Listeria monocytogenes is a gram-positive foodborne pathogen that is responsible for the disease
listeriosis (Scallan et al., 2011). Pregnant women, infants, elderly, and immunocompromised
individuals are more susceptible to listeriosis, with meningitis, septicemia, and spontaneous
abortions being possible manifestations of the disease (Thigpen et al., 2011). Being a foodborne
pathogen, this bacterium must be able to respond to the stressors encountered following ingestion
of contaminated food. Low pH, bile, and hypoxic/anoxic environments are some of the key stressors
that are encountered by L. monocytogenes within the gastrointestinal (GI) tract (Davis et al., 1996).

Frontiers in Microbiology | www.frontiersin.org 56

November 2021 | Volume 12 | Article 754748


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/journals/microbiology#editorial-board
https://www.frontiersin.org/journals/microbiology#editorial-board
https://doi.org/10.3389/fmicb.2021.754748
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fmicb.2021.754748
http://crossmark.crossref.org/dialog/?doi=10.3389/fmicb.2021.754748&domain=pdf&date_stamp=2021-11-11
https://www.frontiersin.org/articles/10.3389/fmicb.2021.754748/full
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

Chakravarty et al.

Transcriptomic Analysis of Bile Treated Listeria monocytogenes

Low pH of the stomach is one of the initial stressors
encountered by L. monocytogenes upon ingestion (White et al.,
2015). The low pH of the gastric secretion is a roadblock
to invasion by the bacteria. Listerias acid response involves
the SOS response, LisRK (a two-component regulatory system
that regulates listerial osmotolerance), components of sigma
B regulon, ATPase proton pump, and enzymatic systems that
regulate internal hydrogen ion concentration (Sleator and Hill,
2005). A transcriptomic study that was performed on Listeria
grown in the presence of organic acids revealed an increase
in the transcript levels of sigma B and prfA regulated genes,
which included internalins, phospholipases, and other virulence
genes. This previous study also indicated an up-regulation of
oxidative stress defenses, DNA repair, intermediary metabolism,
cell wall modification, and cofactor and fatty acid biosynthesis
(Tessema et al, 2012). A proteomic study performed on
Listeria grown in the presence of organic salts demonstrated
an up-regulation of oxidoreductases and lipoproteins. Upon
exposure to hydrochloric acid, it was also observed that
proteins involved in respiration (enzyme dehydrogenases and
reductases), osmolyte transport, protein folding and repair,
general stress resistance, flagella synthesis and metabolism
were expressed in the response to the acidic conditions
(Bowman et al., 2012).

Listeria is also exposed to bile within the GI tract (White
et al., 2015). Bile is synthesized by the liver and stored in
the gall bladder. It is released into the duodenum during
digestion (Monte et al., 2009). The bile acids are the antibacterial
component of bile; bile acids induce damage to the cell
wall and DNA (Coleman et al., 1979; Bernstein et al., 1999;
Prieto et al, 2004, 2006). Within the gall bladder, bile is
found at a nearly neutral pH (7.5), while in the duodenum
it is more acidic (pH 5.5) (White et al., 2015). Bile is more
bactericidal at acidic pH than at a neutral pH, as indicated
in a study that showed a decrease in survival in bile under
pH 5.5 in comparison to a pH of 7.5 (Dowd et al, 2011).
Many studies have been conducted to determine the global
response of L. monocytogenes to bile encountered within the GI
tract. For instance, the transcription factor brtA, which senses
cholic acid and regulates efflux pumps (MdrM and MdrT)
is involved in bile tolerance (Quillin et al., 2011). Bile salt
hydrolases neutralize conjugated bile acids, thereby providing
protection against the bactericidal properties of bile (Dowd et al.,
2011). The bilE gene is also involved in detoxifying bile acids
(Dowd et al., 2011).

In addition to changes in pH and bile, L. monocytogenes is also
exposed to changes in oxygen concentrations. The duodenum
is considered microaerophilic in nature, while the gall bladder
is anaerobic (Zheng et al., 2015). Oxygen availability has been
found to influence bile resistance. A proteomics study performed
under anaerobic conditions in the presence of bile observed
notable alterations in cell wall associated proteins, DNA repair
proteins and oxidative stress response proteins. Under anaerobic
conditions the Listeria adhesion protein has been observed to
have a significant role in intestinal infection (Burkholder et al.,
2009). Additionally, oxygen deprivation has been found to affect
the survival of L. monocytogenes in vitro (Payne et al., 2013;

Wright et al, 2016), as well as in cell cultures, guinea pigs
(Bo Andersen et al, 2007), and gerbils (Harris et al.,, 2019).
These studies highlight the importance of oxygen in regulation
of virulence. However, it is not known what the transcriptomic
response of L. monocytogenes is to conditions that mimic the
GI tract under physiologically relevant anaerobic conditions.
Therefore, the goal of this study was to determine the impact
of oxygen on the transcriptomic response of L. monocytogenes to
bile in conditions that mimic the duodenum (pH 5.5) and the gall
bladder (pH 7.5).

RESULTS

Survival of L. monocytogenes in
Conditions Mimicking Gastrointestinal
Tract

Listeria monocytogenes exhibits slightly slower growth rates under
anaerobic conditions (Figures 1A vs. 1B). Bile also impacted
the viability of L. monocytogenes strain F2365 differently
under anaerobic conditions. Under neutral pH, bile did not
have a significant impact on survival of L. monocytogenes
strain F2365 under either aerobic (Figure 1A) or anaerobic
conditions (Figure 1B).

At acidic pH in the presence of bile, which mimics
the exposure to bile in the duodenum, the percentage of
L. monocytogenes that survived significantly declined (Figure 2A;
p < 0.05). This further demonstrates the increase in toxicity
exhibited by bile when in acidic conditions. Survival also
declined under anaerobic conditions in comparison to time 0 h
(Figure 2B, p < 0.05). However, the decrease in viability was not
as severe under anaerobic conditions (Figure 2B) in comparison
to aerobic conditions (Figure 2A; p < 0.05). This indicates that
anaerobic conditions improve the survival of L. monocytogenes to
the toxic effects of bile.

Overall Changes in Transcript Levels in
Response to Conditions Mimicking the
Gastrointestinal Tract

As significant alterations in survival were observed following
1 h of bile exposure under acidic conditions, this time point
was selected to compare the impact that oxygen had on the
transcriptome. Table 1 shows the overall changes in transcripts
detected. Under anaerobic conditions, a total of 190 transcripts
in media at pH 7.5 and 268 at pH of 5.5 were identified to
be differentially expressed in comparison to aerobic conditions.
In the presence of bile and absence of oxygen, 304 and 434
transcripts were differentially produced at pH 7.5 and 5.5,
respectively. Under anaerobic conditions, upon exposure to bile,
variations in the transcript levels of 200 genes were identified
at pH 7.5 and 419 at pH 5.5. For all conditions tested, there
were globally more transcripts identified to be up-regulated
than down-regulated, except for acidic bile conditions under
anaerobic growth.
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FIGURE 1 | Impact of oxygen on the survival of L. monocytogenes in
conditions mimicking the gall bladder. F2365 was exposed to either aerobic
(A) or anaerobic (B) conditions with 0% bile (black bars) or 1% bile (gray bars)
at a pH of 7.5 and survival was measured by viable plate counts over 7 h.
Data represent averages of three independent replicates. Error bars represent
standard deviation from biological replicates.

Changes in Transcript Levels in

Response to Anaerobic Conditions

Transcripts representative of five genes were found to be
increased in expression levels under exposure to anaerobic
conditions regardless of whether the cultivation was conducted
under either neutral or acidic pH (Table 2 and Supplementary
Figure 1). These included genes involved in membrane transport,
protein folding, and stress response. Of these transcripts the
amino acid transporter (LMOf2365_2333) had nearly a 9-fold
increase in levels at neutral pH in comparison to acidic pH.
Transcripts representative of the dnaJ (LMOf2365_1491) and
dnaK (LMOf2365_1492) genes, which encode for molecular
chaperones and have roles in phagocytosis and protein
homeostasis, were also increased under anaerobic conditions at
both pH conditions tested. The transcript representative of the
cadA (LMOf2365_0672) gene, which encodes for a heavy metal
translocating P-type ATPase and is a component of the CadAC
efflux cassette, was also increased 6.1-fold at pH 7.5 and 3.8 at pH
5.5 under oxygen depleted conditions (Table 2).
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FIGURE 2 | Impact of oxygen on the survival of L. monocytogenes in
conditions mimicking the duodenum. F2365 was exposed to either aerobic
(A) or anaerobic conditions (B) with 0% bile (black bars) or 1% bile (gray bars)
at a pH of 5.5 and survival was measured by viable plate counts over 7 h.
Data represent averages of three independent replicates. Error bars represent
standard deviation from biological replicates. * Indicates p < 0.05 in
comparison to time O.

The transcript levels of 18 genes were decreased under
anaerobic conditions regardless of the pH condition tested
(Table 3 and Supplementary Figure 2). Out of these
eighteen transcripts, six were representative of uncharacterized
hypothetical proteins; all of these had lower transcript levels
under neutral conditions in comparison to acidic conditions.
This could suggest that these hypothetical genes are regulated
similarly. The remaining transcripts identified encoded for
stress response, membrane associated protein, and metabolism
protein (Table 3).

Changes in Transcript Levels in

Response to Anaerobic Acidic

Conditions

In acidic conditions, transcript levels of 140 genes were increased
(Table 4 and Supplementary Figure 1) and 104 were decreased
under anaerobiosis (Table 5). Analyzing these transcripts up-
regulated in response to acidic conditions under anaerobiosis
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TABLE 1 | Total changes in transcript levels following exposure to bile at pH of 7.5 or 5.5 under either aerobic or anaerobic conditions.

Aerobic vs. Anaerobic

Bile Aerobic vs. Bile Anaerobic

Anaerobic vs. Bile Anaerobic

pH7.5 Total = 190
Up = 125 Down = 65
pH 5.5 Total = 268

Up = 147 Down = 121

Up =213 Down = 221

Total = 304 Total = 200
Up = 207 Down = 97 Up = 131 Down = 69
Total = 434 Total = 419

Up =264 Down = 155

TABLE 2 | Transcript levels increased in response to anaerobiosis at pH 7.5 or 5.5.

Gene ID Gene product Transcript fold changes
Membrane transport pH 7.5 pH 5.5

cadA LMOf2365_0672  Cadmium translocating 6.1 3.8

P-type ATPase

LMOf2365_2333 Amino acid antiporter 137.2 15.0

Protein folding

dnaK LMOf2365_1492 Chaperone protein 5.3 8.6

dnad LMOf2365_1491 Chaperone protein 7.2 4.8

Stress response

gadG LMOf2365_2405 Glutamate 1.2 3.2

decarboxylase gamma

revealed that several biological pathways related to pathogenesis,
stress response, membrane associated proteins, transcription
factors and DNA repair mechanisms influenced the survival of
L. monocytogenes (Table 4). Transcripts representative of genes
involved in metabolism, transcription factor and pathogenesis
were down-regulated (Table 5). Certain transcripts encoding for
glycolytic enzymes increased under acidic anaerobic conditions
as well (Table 4). These included the glyceraldehyde-3-phosphate
dehydrogenase (5.4-fold increase), phosphoglycerate mutase
(4.7-fold increase), and pyruvate kinase (6.7-fold increase).

Changes in Transcript Levels in
Response to Bile Under Anaerobic

Conditions

Transcripts representative of 53 genes were found to be up-
regulated in response to exposure to bile under anaerobic
conditions (Table 6 and Supplementary Figure 3). Transcripts
encoding for transcription regulators of virulence, antibiotic
resistance, metabolism, and membrane associated proteins were
also observed to increase in their levels of expression (Table 6).
Transcripts representative of nine genes were down-regulated
under anaerobic conditions in presence of bile at both pH 7.5 and
5.5 (Table 7 and Supplementary Figure 4). Fold changes of the
transcript levels of genes associated with metabolism, translation,
pathogenesis, and transcription were down-regulated (Table 7).

Changes in Transcript Levels in
Response to Bile Under Acidic and

Anaerobic Conditions

Transcript levels of 210 genes were up-regulated in response
to bile at acidic pH under anaerobic conditions (Table 8 and
Supplementary Figure 3). Transcripts encoding for transcription

TABLE 3 | Transcript levels decreased in response to anaerobiosis
atpH 7.50r5.5.

Gene ID Gene product Transcript fold changes
pH 7.5 pH 5.5

Membrane transport

LMOf2365_2554 Sensor histidine kinase —4.46 —12.1

Metabolism

acpP LMOf2365_1834 Acyl carrier protein —13.6 -5.3

LMOf2365_0511 Heme oxygenase

(staphylobilin-
producing)
gevT LMOf2365_1365 Glycine cleavage —-8.9 —-4.7
system T protein
LMOf2365_0585 Phosphoglycerate 7.7 —-3.6
mutase family protein

Stress response

LMOf2365_0544 Universal stress protein —-5.9 —-5.8
family

Hypothetical proteins

LMOf2365_0964 Conserved hypothetical —-13.7 -5.9
protein

LMOf2365_0511 Conserved hypothetical —13.6 -5.3
protein

LMOf2365_1087 Conserved hypothetical —12.1 -3.9
protein

LMOf2365_0808 Conserved hypothetical -11.2 —-3.1
protein

LMOf2365_1179 Hypothetical protein —-8.3 —-3.7

LMOf2365_2288 Conserved hypothetical —-6.3 -5.8

protein

factors, metabolism, replication and repair, cell signaling, protein
folding, and pathogenesis were also found to be up-regulated.
Additionally, transcripts representing 146 genes were down-
regulated under anaerobic conditions with acidic bile (Table 9
and Supplementary Figure 4), with these being primarily
associated with metabolism, membrane transport, replication
and repair, pathogenesis, and transcription factors.

DISCUSSION

Anaerobiosis Improves Survival of
L. monocytogenes in Conditions

Mimicking the Gastrointestinal Tract
Survival of L. monocytogenes strain F2365 was analyzed under
conditions mimicking the GI tract. This strain was chosen as it
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TABLE 4 | Transcript levels increased for select genes in response to

anaerobiosis at pH 5.5.

Gene ID Gene product Transcript
fold changes

Metabolism

hemL LMOf2365_1574 Glutamate-1-semialdehyde-2,1- 3.1
aminomutase

nrdD LMOf2365_0299 Anaerobic 3.1
ribonucleoside-triphosphate
reductase

LMOf2365_1386 Phosphate 3.1
acetyl/butyryltransferase family
protein

panD LMOf2365_1929 Aspartate 1-decarboxylase 3.1

LMOf2365_0434 Polysaccharide deacetylase 3.1
family protein

pepQ LMOf2365_1600 Proline dipeptidase 3.1

Idh-2 LMOf2365_1553 L-lactate dehydrogenase 3.2

LMOf2365_2670 N-acetylmuramoyl-L-alanine 3.3
amidase, family 4

LMOf2365_1275 Hydrolase, alpha/beta fold family 3.3

LMOf2365_0372 Transcriptional regulator, DeoR 3.4
family

LMOf2365_2200 Putative lactoylglutathione lyase 3.4

LMOf2365_0846 Pyruvate flavodoxin/ferredoxin 3.4
oxidoreductase

LMOf2365_0277 Glycosyl hydrolase, family 1 3.7

asnB LMOf2365_1687 Asparagine synthase 3.8
(glutamine-hydrolyzing)

pfl-1 LMOf2365_1425 Formate acetyltransferase 3.8

LMOf2365_2673 Orn/Lys/Arg decarboxylase 3.9

LMOf2365_0330 Threonine aldolase family protein 41

mvaS LMOf2365_1434 Hydroxymethylglutaryl-CoA 4.2
synthase

LMOf2365_1633 Putative glutamyl-aminopeptidase 4.3

LMOf2365_1642 Dipeptidase 4.3

LMOf2365_0603 Glycosyl hydrolase, family 1 4.4

LMOf2365_0550 Glycosyl hydrolase, family 4 4.6

pnp LMOf2365_134 Polyribonucleotide 4.6
nucleotidyltransferase

Gpm LMOf2365_2238 Phosphoglycerate mutase 4.7

LMOf2365_1226 Putative peptidase 5.2

LMOf2365_2528 Putative fructose-bisphosphate 5.3
aldolase

gap LMOf2365_2432 Glyceraldehyde-3-phosphate 5.4
dehydrogenase, type |

LMOf2365_1083 Inositol monophosphatase family 5.5
protein

LMOf2365_2199 Metallo-beta-lactamase family 5.6
protein

LMOf2365_1400 Putative acylphosphatase 5.7

LMOf2365_1299 4-hydroxybenzoyl-CoA 6.2
thioesterase family protein

Pyk LMOf2365_1592 Pyruvate kinase 6.7

Idh-1 LMOf2365_0221 L-lactate dehydrogenase 7.5

PAA LMOf2365_1426 Pyruvate formate-lyase activating 7.6
enzyme

galU LMOf2365_1099 UTP-glucose-1-phosphate 7.7
uridylyltransferase

LMOf2365_0582 CBS domain protein 8.5

LMOf2365_2144 Nitroreductase family 9.3
protein

(Continued)

TABLE 4 | (Continued)

Gene ID Gene product Transcript
fold changes

LMOf2365_0802 Putative acyl-carrier protein 9.4
phosphodiesterase

ald LMOf2365_1601 Alanine dehydrogenase 11.9

manA LMOf2365_2143 Mannose-6-phosphate 13.6
isomerase, class |

LMOf2365_1608 Putative inorganic 13.6
polyphosphate/ATP-NAD kinase

LMOf2365_2308 Aminopeptidase C 13.9

pfl-2 LMOf2365_1946 Formate acetyltransferase 40.3

murl LMOf2365_1246 Glutamate racemase 68

Transcription factors

LMOf2365_2140 Transcriptional regulator, DeoR 3.1
family

argR LMOf2365_1384 Arginine repressor 3.2

LMOf2365_1526 DNA-binding response regulator 4.1

LMOf2365_1907 Iron-dependent repressor family 4.3
protein

LMOf2365_0755 Transcriptional regulator, PadR 4.6
family

LMOf2365_0480 Putative transcriptional regulator 4.8

LMOf2365_1986 Transcriptional regulator, Fur 4.8
family

LMOf2365_0814 Transcriptional regulator, MarR 7.8
family

LMOf2365_1707 Peroxide operon transcriptional 8.6
regulator

Pathogenesis

LMOf2365_1812 Internalin family protein 5.4

hly LMOf2365_0213 Listeriolysin O 10.2

Motility

LMOf2365_1723 Methyl-accepting chemotaxis 4.4
protein

DNA repair

topA LMOf2365_1293 DNA topoisomerase | 3.3

nth LMOf2365_1923 Endonuclease lll 3.5

ex0A LMOf2365_1807 Exodeoxyribonuclease 4.2

LMOf2365_1643 MutT/nudix family protein 4.4

ung-2 LMOf2365_1236 Uracil-DNA glycosylase 5.3

Stress response

LMOf2365_1997 Putative tellurite resistance 3.1
protein

LMOf2365_0783 Glyoxalase family protein 3.4

LMOf2365_0963 Peroxide resistance protein Dpr 3.5

LMOf2365_2735 General stress protein 26 5.1

LMOf2365_1121 Glyoxalase family protein 5.2

Protein folding

groEL LMOf2365_2099 Chaperone protein GroEL 4.0

atpB LMOf2365_2508 ATP synthase FO, A subunit 4.1

is a serotype 4b strain, which represents the serotype of a large
portion of outbreak strains. F2365 was isolated from one of the
deadliest outbreaks of L. monocytogenes (Linnan et al., 1988).
F2365 has been sequenced (Nelson et al., 2004) and has been
extensively studied for genomic analyses (Chatterjee et al., 2006;
Liu and Ream, 2008; Payne et al., 2013), making it an ideal strain
to analyze transcriptomic responses.
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TABLE 5 | Transcript levels decreased for select genes in response to

anaerobiosis at pH 5.5.

Gene ID Gene product Transcript
fold changes

Metabolism

pheA LMOf2365_1555 Prephenate dehydratase —18.8

LMOf2365_2263 Putative arsenate reductase —14.8

LMOf2365_1556 GTP-binding protein, GTP1/0BG -13.4
family

LMOf2365_0148 Ser/Thr protein phosphatase family —13.2
protein

LMOf2365_2831 Sucrose phosphorylase -9.3

LMOf2365_0128 Lipase -8.9

cah LMOf2365_0827 Carbonic anhydrase -8.9

LMOf2365_2647 Galactitol PTS system EIIA -85
component

tkt-3 LMOf2365_2640 Transketolase —6.2

arcA LMOf2365_0052 Arginine deiminase —6.1

LMOf2365_2643 Alcohol dehydrogenase, -5.7
zinc-dependent

qoxA LMOf2365_0016  Cytochrome aa3-600 menaquinol —-55
oxidase subunit I, Oxidative
phosphorylation

gabD LMOf2365_0935  Succinate-semialdehyde -5.4
dehydrogenase

LMOf2365_2364 Ferredoxin/flavodoxin—NADP+ -5.3
reductase

LMOf2365_0209 UDP-N-acetylglucosamine —4.9
pyrophosphorylase

guaB LMOf2365_2746  Inosine-5'-monophosphate -4.3
dehydrogenase

LMOf2365_0566 Putative N-carbamoyl-L-amino acid —41
amidohydrolase

ctaB LMOf2365_2088 Heme o synthase —41

prs-1 LMOf2365_0210  Ribose-phosphate -3.9
pyrophosphokinase

LMOf2365_1048 Metallo-beta-lactamase family -3.6
protein

LMOf2365_2576 Acetamidase/formamidase family -3.4
protein

LMOf2365_2824 Glycosyl transferase, family 65 -3.0

Transcription Factors

ada, LMOf2365_0093 AraC family transcriptional -9.4
regulator

LMOf2365_0127 Transcriptional regulator, AraC 7.2
family

purr LMOf2365_0203 Pur operon transcriptional repressor —4.3

LMOf2365_1683 Phosphosugar-binding —4.2
transcriptional regulator, RpiR family

LMOf2365_0023 Transcriptional regulator, GntR —-4.0
family

LMOf2365_2467 Phosphate transport system —-4.0
protein PhoU

LMOf2365_2017 Lacl family transcriptional regulator -3.3

LMOf2365_2224 ArsC family protein, regulatory -3.3
protein spx

LMOf2365_1010 Transcriptional regulator, MarR —-3.1
family

Membrane Transport

(Continued)

TABLE 5 | (Continued)

Gene ID Gene product Transcript

fold changes

LMOf2365_1428 MFS transporter, ACDE family, —-7.9
multidrug resistance protein

LMOf2365_2542 Peptide/nickel transport system 7.7
substrate-binding protein; bacterial
extracellular solute-binding protein,
family 5

LMQOf2365_2575 Putative Mg2+ transporter-C -5.4
(MgtC) family protein

LMOf2365_0759 Methyl-accepting chemotaxis —4.2
protein

LMOf2365_0267 Sugar ABC transporter, —-4.0
sugar-binding protein

LMOf2365_0167 Peptide/nickel transport system -39
substrate-binding protein

LMOf2365_2351 Multicomponent Na+ :H+ -3.3
antiporter subunit A

LMOf2365_0876 Sugar ABC transporter, —3.1
sugar-binding protein

LMOf2365_2732 ATP-binding cassette, subfamily B, —-3.1
bacterial AbcA/BmrA

Pathogenesis

LMOf2365_0128 Lipase —-8.9

inlE LMOf2365_0283 Internalin E —6.7

LMOf2365_2467 Phosphate transport system —4.0

protein PhoU

Bile is made in the liver, stored in the gall bladder, and
released to the duodenum upon ingestion. The environment
in the gall bladder is anaerobic and neutral pH, while the
duodenum is acidic and microaerophilic (Zheng et al., 2015).
The alterations in oxygen availability within the GI tract are
essential to developing the redox relationship between microbes
and host (He et al., 1999; Espey, 2013). Therefore, we tested how
oxygen influenced the survival of L. monocytogenes under either
acidic (mimicking the duodenum) or neutral (mimicking the gall
bladder) bile conditions.

Since variations in transcript levels were observed due to
alterations in oxygen availability, we wanted to determine which
genes were commonly expressed under anaerobiosis. Transcript
levels of five genes were found to be up-regulated under
exposure to anaerobic conditions regardless of whether the
cultivation was conducted under either neutral or acidic pH
(Table 2), though there were differential expressions between
the two conditions. Transcripts common to both conditions
included two membrane transporters LMOf2365_2333 and cadA
(LMOf2365_0672), two chaperones, and the stress response
related gene gadG (LMOf2365_2405). CadA has been previously
shown to be involved in formation of biofilms at 25°C by
L. monocytogenes (Parsons et al., 2017). CadA also has been
implicated in having roles in virulence and pathogenesis (Parsons
et al., 2017). Therefore, it is possible that CadA is involved in
stress response mechanisms related to anaerobic survival and
that the formation of biofilms may be a critical component to
survival. Previous studies have also shown that various stressors
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TABLE 6 | Transcript levels increased for select genes in response to anaerobiosis at pH of 7.5 and 5.5.

Gene ID Gene product Transcript fold changes
Transcription factors pH 7.5 pH 5.5
LMOf2365_0641 Transcriptional regulator, MarR family 6.5 138.7
prfA LMOf2365_0211 Listeriolysin regulatory protein 11.5 3.7
LMOf2365_1986 Fur family transcriptional regulator, ferric uptake regulator 12.7 18.8
ginR LMOf2365_1316 Transcriptional repressor GInR 13.6 13.9
Metabolism
LMOf2365_2358 Thioesterase family protein 4.2 6.4
LMOf2365_0884 ATP-dependent RNA helicase DeaD 4.4 3.1
LMOf2365_1433 Acetyl-CoA acetyltransferase 4.5 6.6
LMOf2365_1729 Deoxynucleoside kinase family protein 4.6 10.5
LMOf2365_1660 Muramoyltetrapeptide carboxypeptidase 51 4.4
cysK LMOf2365_0234 Cysteine synthase A 6.1 6.2
LMOf2365_1038 Putative PTS system, glucose-specific, IIA component 6.3 4.4
LMOf2365_2371 NifU family protein 6.9 271
Cah LMOf2365_0827 Carbonic anhydrase 71 7.2
LMOf2365_1419 Acetyltransferase, GNAT family 7.3 3.7
trxB LMOf2365_2451 Selenocompound metabolism 8.7 5.0
gInA LMOf2365_1317 Glutamine synthetase, type | 9.9 3.3
LMOf2365_2364 Pyridine nucleotide-disulfide oxidoreductase family protein 10.1 5.1
LMOf2365_0861 Putative endoribonuclease L-PSP 10.6 4.2
LMOf2365_0391 Messenger RNA biogenesis 10.7 7.8
diviVA LMOf2365_2045 Cell division protein DivIVA 141 5.1
LMOf2365_0997 Acetyltransferase, GNAT family 14.5 71
alsS LMOf2365_2030 Acetolactate synthase 16.5 20.8
LMOf2365_0640 Flavodoxin-like fold domain protein 35.9 37.4
Membrane transport
LMOf2365_0761 Putative membrane protein 4.0 6.0
LMOf2365_2229 Oligopeptide ABC transporter, oligopeptide-binding protein 4.3 3.6
LMOf2365_1443 Transporter, NRAMP family 5.7 6.3
LMOf2365_0168 Zinc ABC transporter, zinc-binding protein 6.9 52.5
LMOf2365_1435 Putative transporter 8.2 7.4
LMOf2365_1012 Membrane protein, TerC family 9.6 257.7
LMOf2365_2330 Putative membrane protein 18.9 46.3

TABLE 7 | Transcript levels decreased for select genes in response to anaerobiosis at pH 7.5 and 5.5.

Gene ID Gene product Transcript fold changes
pH7.5 pH 5.5

Metabolism

adhE LMOf2365_1656 Acetaldehyde dehydrogenase/alcohol dehydrogenase —48.1 —-71.2

LMOf2365_0250 Serine O-acetyltransferase -5.8 4.4

murk LMOf2365_2070 UDP-N-acetylmuramoyl-L-alanyl-D-glutamate-2,6-diaminopimelate ligase —5.7 —4.5

Translation

LMOf2365_2879 tRNA-Glu —25.3 —4.8

LMOf2365_2913 tRNA Leu —-11.5 —4.1

hly LMOf2365_0213 Listeriolysin O —70.0 -3.7

Transcription factors

LMOf2365_2205 Sigma-54 dependent transcriptional regulator —-10.7 -5.5

(i.e., heat shock, nutrient limitation, acidic condition, etc.) cause  chaperones (dnaK and dnaJ) under anaerobic conditions at both
an increase in the expression of chaperones (Wright et al., 2016).  pH 7.5 and 5.5. Therefore, it is possible that L. monocytogenes
Indeed, the data showed an increase in the transcript levels of two  uses molecular chaperones to combat anaerobic stress, which in
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turn assists with phagocytosis. The gadG encodes for an amino
acid antiporter that is part of the glutamate decarboxylase system,
which is a defense mechanism up-regulated by L. monocytogenes
under acid stress and anaerobiosis. This system alleviates the
acidification of the cytoplasm by consuming a proton (Cotter
et al., 2001; Jydegaard-Axelsen et al., 2004; Paudyal et al., 2020).
The fact that this transcript was up-regulated in response to
anaerobic conditions suggests that there may be overlapping
functions of the GAD system in both acid resistance and
anaerobiosis. The transcript level of the LMOf2365_2333 gene
was increased by nearly 9-fold in comparison to acidic pH. There
is a possibility that this amino acid anti-transporter may function
with gadG in response to bile. This should be further explored
in future studies.

Transcript levels of eighteen genes were down-regulated
under anaerobic conditions regardless of the pH, including
histidine kinase, metabolic genes, a universal stress response
gene, and genes coding for hypothetical proteins. As histidine
kinases are involved in two-component systems, it is possible
that suppression of this sensor is responsible for the response
to oxygen availability. One of the metabolic genes, the
phosphoglycerate mutase, has been shown in Bacillus subtilis
to be responsible for the control of the two-component system
required for sensing and responding to aerobic and anaerobic
respiration (Nakano et al., 1999). The fact that the transcript level
of this gene was down-regulated suggests that the accumulation
of the product 1,3-bisphosphoglycerate, which is the intermediate
in the reaction catalyzed by phosphoglycerate mutase, might
impact the regulation of the histidine kinase LMOf2365_2554.
The impact of this precursor on regulation of two-component
systems needs to be explored in further detail. The transcript
level of the gene acpP was also down-regulated. This gene
product is involved in biosynthesis of fatty acids as a lipid
transporter. This gene has been found to be differentially
regulated under anaerobic conditions in many other bacteria,
including Escherichia coli and Neisseria gonorrhoeae (Isabella and
Clark, 2011). This indicates that the regulation of the fatty acid
synthesis is necessary for the adaptability to anaerobiosis.

Differential Transcript Levels in
Response to Anaerobic Acidic

Conditions

An increase in the transcript levels of nrdD (LMOf2365_0299),
which is an anaerobic ribonucleoside-triphosphate reductase that
catalyzes the synthesis of dNTPs required for DNA replication,
was observed under anaerobic conditions at acidic pH. NrdD is
an essential enzyme required by L. monocytogenes and other GI
pathogens, such as E. coli, to survive under anaerobic conditions
(Garriga et al,, 1996; Ofer et al., 2011). Since our study showed
acidic conditions influence the up-regulation of this gene under
anaerobic conditions, there is a possibility that this enzyme
is involved in growth under acidic conditions. This may be
required to stabilize the redox potential of the cell under acidic
conditions. Ribonucleotide reductases have been explored as
potential biomedical targets for bacterial infections (Torrents,
2014). Since the ribonucleotide reductase was up-regulated under

anaerobic acidic conditions, it will be necessary for future studies
to analyze the activity of antibacterial compounds under these
conditions to effectively target the protein expressed.

Transcript levels of genes coding for a glycosyl hydrolases,
which are involved in hydrolyzing the glycosidic linkages in
sugars, were also up-regulated. Certain glycosyl hydrolases have
been previously identified as virulence factors in gram positive
pathogenic bacteria, including Streptococcus pneumoniae (Niu
et al, 2013). Glycosyl hydrolase PssZ has been observed to
degrade extracellular polymeric substance, thereby disrupting
biofilm formation by L. monocytogenes (Wu et al, 2019).
L. monocytogenes, which is an intracellular bacterium, may
synthesize glycosyl hydrolases upon exposure to acidic pH
under anaerobic conditions, which thereby hinders formation of
biofilms and facilitates the bacterium’s entry into the host cells.

One of the virulence factors of L. monocytogenes is
metalloproteases. Few such proteases were identified to have
an increase in transcript levels at pH 5.5 in anaerobic
conditions, including the aminopeptidase (LMOf2365_2308)
(Table 4). It has been shown that the bacterial burden of
L. monocytogenes EGDe strain in host cells decreased significantly
when the aminopeptidase T of family M29 was deleted (Cheng
et al, 2015). Thus, at anaerobic conditions under acidic
pH, aminopeptidases may be up-regulated and function as
virulence factors.

GalU (LMOf2365_1099), UTP-glucose-1-phosphate
uridyltransferase, which catalyzes cell wall teichoic acid
glycosylation, had an increase in transcript levels under
anaerobic conditions at pH 5.5 (Table 4; Kuenemann et al.,
2018). In silico design of GalU inhibitors attenuated virulence
of L. monocytogenes, proving GalU to be an instrumental
part in virulence pathways (Kuenemann et al., 2018). Various
transcription factors were up-regulated under anaerobic
conditions at pH 5.5 (Table 4), including the fur regulator
that controls virulence of various pathogenic bacteria. We
also observed that transcripts coding for virulence genes, such
as listeriolysin O and internalin family proteins, were also
up-regulated under these conditions. The transcript level of
a methyl accepting chemotaxis protein was also increased. In
L. monocytogenes chemotaxis genes cheA and cheY have been
shown to facilitate to adhesion and thereby invasion into the
host epithelial cells. As L. monocytogenes is an intracellular
pathogen, it may be possible that along with the CheA and CheY
system, it is using the methyl accepting chemotaxis proteins to
attach to epithelial cells under anaerobic conditions at pH 5.5
(Dons et al., 2004).

Internalins A and B are required by L. monocytogenes for
facilitating entry inside host cells. Transcript levels for genes
encoding internalin proteins were found to be up-regulated
under the acidic environment in absence of oxygen. Interestingly,
the transcript level of inlE (LMOf2365_0283), which is a gene
coding for the secreted protein Internalin E, was decreased.
Internalins A and B are involved in adhesion and invasion by
Listeria, but Internalin E is not involved in invasion (Dramsi
et al., 1997). This indicates anaerobiosis influences the invasive
potential of L. monocytogenes. The impact of anaerobiosis on
invasion has been shown in vitro and in vivo, but the exact
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TABLE 8 | Transcript levels increased for select genes in response to bile in
anaerobic conditions at pH 5.5.

TABLE 8 | (Continued)

Gene ID Gene product Transcript
Gene ID Gene product Transcript levels
levels
LMOf2365_1011 MATE efflux family protein 19.1

Metabolism LMOf2365_0167 Bacterial extracellular solute-binding 20.4
LMOf2365_0638 Rhodanese-like domain protein 3.4 protein
LMOf2365_0686 Serine/threonine protein phosphatase 4.1 LMOf2365_1502 Zinc-binding, ComEB family protein 21.8

family protein LMOf2365_1428 Major facilitator family transporter 25.6
mvaS LMOf2365_1434  Hydroxymethylglutaryl-CoA synthase 4.8 LMOf2365_1000 ABC transporter, ATP-binding protein 46.6
LMOf2365_1406 Putative pyrroline-5-carboxylate 38 LMOf2365_0034 Putative membrane protein 60.2

reductase Replication and Repair
Pathogenesis LMOf2365_0196 Deoxyribonuclease, TatD family 3.1
inlE LMOf2365_0283 Internalin & 3.6 LMOf2365_1533 ATPase, AAA family domain protein 3.3
LMOF2365_0508 Putative antigen 4.4 LMOf2365_1998 Putative DNA-damage-inducible protein 4.2
LMOf2365_2725 CBS domain protein 5.2 P
hiY-lif LMOf2365_1893  Hemolysin lll 6.2 LMOf2365_0949 Putative DNA-3-methyladenine 47
LMOf2365_0726 Flagellin 29.2 glycosylase
LMOf2365_1503 DNA-binding protein, ComEA family 130.5 rmhA LMOf2365_1909 Ribonuclease HI 4.9
Cell Signaling LMOf2365_2784 Replication and repair 5.9
LMOf2365_0626 Cyclic nucleotide-binding protein 6.8 dbpA LMOf2365_1260  ATP-dependent RNA helicase DbpA 8.4
Protein Folding recA LMOf2365_1417 Recombination protein RecA 9.2
LMOf2365_1018 ATP-dependent Clp protease, 3.9 LMOf2365_0863 Excinuclease ABC subunit C domain 1.4

ATP-binding subunitE protein
clpP LMOf2365_2441 ATP-dependent Clp protease, protease 5.2 LMOf2365_2339 MutT/nudix family protein 1.6

subunit LMOf2365_0849 Putative transposase OrfA, IS3 family 12.7
trx-1 LMOf2365_1242 Thioredoxin 6.2 dnaG LMOf2365_1474 DNA primase 18.7
clpP-1 LMOf2365_1146  ATP-dependent Clp protease, 25.0 Transcription Factors

proteolytic subunit P LMOf2365_1427 Transcriptional regulator, PadR family 3.3
Membrane Transport LMOf2365_1515 Transcription elongation factor GreA 3.4
LMO#2365_0153 Oligopeptide ABC transporter 3.0 nusG LMOf2365_0258 Transcription antitermination factor 3.4
LMOf2365_0288 Putative transporter 3.1 NusG
LMOf2365_2265 CBS domain protein 3.1 LMOf2365_2467 Phosphate transport system protein 3.4
LMOf2365_0295 Competence protein 3.3 PhoU

ComEC/Rec2-related protein LMOf2365_2223 MecA family protein 3.6
LMOf2365_1088 Cell division protein, FtsW/RodA/SpoVE 3.3 LMOf2365_0023 Transcriptional regulator, GntR family 3.6

family LMO#2365_0576 Putative DNA-binding transcriptional 3.6
LMOf2365_1219 Putative membrane protein 3.4 regulator
acsA LMOf2365_2700  Acetyl-coenzyme A synthetase 3.6 LMOf2365_2337 Transcriptional regulator, DeoR family 3.7
LMOf2365_2554 Sensor histidine kinase 3.7 ctsR LMOf2365_0241 Transcriptional regulator CtsR 3.8
LMOf2365_2835 Major facilitator family transporter 3.7 LMOf2365_0119 Transcriptional regulator, ArsR family 4.0
LMOf2365_2647 PTS system, IIA component 3.8 LMOf2365_0446 Transcriptional regulator, LysR family 4.0
zurM-2 LMOf2365_1465 Zinc ABC transporter, permease protein 4.0 LMOf2365_2017 Transcriptional regulator, Lacl family 41
LMOf2365_0622 Formate/nitrite transporter family 4.0 LMOf2365_2841 Transcriptional regulator, AraC family 4.4

protein LMOf2365_1051 Transcriptional regulator, Lacl family 4.4
LMO12365_1002 Drug resistance transporter, 47 LMOf2365_0906 Conserved hypothetical protein 48

EmrB/QacA family LMO#2365_0794 ROK family protein 5.1
LMOf2365_0930 Putative membrane protein 5.0 LMO#2365 2466 Transcriptional regulator, ArsR family 58
LMOr2365_0967 Putative transporter 51 LMO#2365_2669 Transcriptional regulator, TetR family 58
LMO12565_0810 Putative membrane protein 56 LMOf2365_0266 Transcriptional regulator, DegA family 6.1
LMOf2365_1721 Cation efflux family protein 6.4 LMOF2365_0665 Rrf2 family protein 65
LMOf2365_0588 Magnesium transporter, CorA family 6.5 LMO#2365_0841 Transcriptional regulator, MerR family 7.7
LMOf2365_0701 ABC transporter, ATP-binding protein 7.1 LMOf2365_0394 Transcriptional regulator, DeoR family 9.5
ImrB-2 LMOf2365_2560 Lincomycin resistance protein LmrB 7.3 LMOF2365_1894 DeoR family transcriptional regulator, 115
LMOf2365_1695 Putative laminin-binding surface protein 8.2 catabolite repression regulator
LMOf2365_2119 MATE efflux family protein 8.5 LMOf2365_2224 ArsC family protein 1.7
LMOf2365_2222 CoiA-like family protein 10.6 LMOf2365_0940 PRD/PTS system IIA 2 domain protein 12.4
LMOf2365_0570 ABC transporter, substrate-binding 12.0 LMOf2365_2322 LysR family transcriptional regulator, 13.1

protein regulator of the ytml operon
LMOf2365_0812 RarD protein 13.6 LMOf2365_0435 DNA-binding protein 14.2
LMOf2365_0941 ABC transporter, ATP-binding protein 181 LMOf2365_2799 DNA-binding protein 14.7

(Continued) (Continued)
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TABLE 8 | (Continued)

Gene ID Gene product Transcript
levels
LMOf2365_1010 Transcriptional regulator, MarR family 18.4
LMOf2365_2233 Transcriptional regulator, MarR family 191
LMOf2365_0755 Transcriptional regulator, PadR family 19.5
LMOf2365_0387 GntR family transcriptional regulator 25.7
LMOf2365_0326 DNA-binding protein 41.2

mechanism of such interplay has not been well characterized (Bo
Andersen et al., 2007; Harris et al., 2019).

Differential Transcript Levels in
Response to Bile Under Anaerobic

Conditions

Previous studies have shown that following ingestion of
L. monocytogenes into host systems, the prfA regulon is up-
regulated (Scortti et al., 2007). prfA, the positive regulatory
factor A, is a transcription factor that regulates major virulence
factors of L. monocytogenes. prfA regulates listeriolysin O,
phospholipase C and metalloproteases, all of which were up-
regulated in anaerobiosis in presence of bile (Table 6). Following
bile exposure, the transcript levels of the virulence regulator
prfA were decreased (Boonmee et al,, 2019); however these
data show that under anaerobic conditions in presence of bile,
prfA is up-regulated independent of pH. We have also observed
that L. monocytogenes survives bile better under anaerobic
conditions (Figure 2).

Previous transcriptomics studies in L. monocytogenes 10403S
(Boonmee et al, 2019) have found that following exposure
to bile, the house keeping sigma factor o has a significant
role in survival. marR [multiple antibiotic resistance regulator
(LMOf2365_0641)] is a transcriptional regulator that was up-
regulated in response to bile in anaerobic conditions regardless
of the pH tested (Table 6). In pathogens such as Salmonella
and Staphylococcus, marR homologs slyA and sarZ regulate
virulence gene expression. marR homologs have also been found
to regulate genes involved in stress response, degradation or
efflux of harmful substances and metabolic pathways (Grove,
2013). Bile exposure under anaerobic environments may trigger
the up-regulation of marR to export bile out of the bacterial cell,
thereby contributing to the bile resistance of L. monocytogenes
along with other factors. The role of marR in bile resistance needs
to be further explored.

Glutamine synthetase catalyzes the condensation of ammonia
and glutamate to form glutamine. The transcript level of the
glutamine synthetase repressor, glnR (LMOf2365_1316) was
increased following exposure to bile in anaerobic conditions. It
is a central nitrogen metabolism regulator which is activated
in presence of glutamine. When glutamine is in excess, GInR
represses the synthesis of glutamine synthetase (Kaspar et al,
2014). Another probable transcriptional regulator (tnrA or codY)
represses glutamine synthetase and its activation have been found
to be essential in replication Listeria intracellularly (Kaspar et al.,
2014). Interestingly glutamine synthetase was also up-regulated

TABLE 9 | Transcript levels decreased for select genes in response to bile in
anaerobic conditions at pH 5.5.

Gene ID Gene name Transcript
levels

Metabolism

LMOf2365_2610 Putative lipoprotein —29.9

LMOf2365_0802 FMN-dependent NADH-azoreductase —-21.6

LMOf2365_1226 Putative peptidase —-18.2

LMOf2365_0565 6-phospho-beta-glucosidase —18.2

PfIA LMOf2365_1426  Pyruvate formate lyase activating —11.1
enzyme

LMOf2365_1975 Riboflavin transporter —-10.2

pyrH LMOf2365_1330  Uridylate kinase -8.7

LMOf2365_1597 Bifunctional oligoribonuclease and PAP —-8.5
phosphatase NrnA

LMOf2365_0277 Glycosyl hydrolase, family 1 -85

LMOf2365_0776 Hydrolase, alpha/beta fold family -8.2

pfl-2 LMOf2365_1946  Formate C-acetyltransferase -8.2

oIS LMOf2365_1814  Large subunit ribosomal protein L19 7.7

pepQ LMOf2365_1600 Proline dipeptidase —7.6

cadA LMOf2365_0672 Zn2+/Cd2+-exporting ATPase —7.6

LMOf2365_2666 Cell division protein, Fts\W/RodA/SpoVE —-7.3
family

LMOf2365_0021 Glycosyl hydrolase, family 1 —6.9

LMOf2365_2146 Hydrogen peroxide-dependent heme —-6.5
synthase

glmS LMOf2365_0762  Glutamine—fructose-6-phosphate -6.3
transaminase

LMOf2365_1093 N-acetylmuramoyl-L-alanine amidase —6.3

LMOf2365_0057 Accessory gene regulator B -5.9

LMOf2365_1386 Phosphate butyryltransferase -5.7

thil LMOf2365_1614 tRNA uracil 4-sulfurtransferase =57

galU LMOf2365_1099  UTP-glucose-1-phosphate —5.6
uridylyltransferase

LMOf2365_1702 Methionine —-5.6
synthase/methylenetetrahydrofolate
reductase (NADPH)

LMOf2365_2609 FAD:protein FMN transferase —5.6

eno LMOf2365_2428  Enolase —-5.5

LMOf2365_2670 N-acetylmuramoyl-L-alanine amidase, -5.3
family 4

fabl LMOf2365_0990  Enoyl-[acyl-carrier-protein] reductase | —-5.2

LMOf2365_1880 Copper chaperone; heavy metal —5.1
binding protein

LMOf2365_2711 PhnB protein —5.1

LMOf2365_2673 Orn/Lys/Arg decarboxylase —5.1

LMOf2365_1368 Rhodanese-like domain protein -5.0

LMOf2365_2510 UDP-N-acetylglucosamine 2-epimerase —4.8

mraY LMOf2365_2069 Phospho-N-acetylmuramoyl- —4.7
pentapeptide-transferase

purA LMOf2365_0065 Adenylosuccinate synthase —4.7

ald LMOf2365_1601 Alanine dehydrogenase —4.7

plcA LMOf2365_0212  1-phosphatidylinositol —4.6
phosphodiesterase

menE LMOf2365_1696 O-succinylbenzoate-CoA ligase —4.6

murC LMOf2365_1627 UDP-N-acetylmuramate—alanine ligase —4.5

LMOf2365_2743 Hydrolase, CocE/NonD family —4.4

gpmA LMOf2365_2429 2,3-bisphosphoglycerate-independent —4.4
phosphoglycerate mutase

LMOf2365_0434 Peptidoglycan-N-acetylglucosamine —4.1
deacetylase

(Continued)
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TABLE 9 | (Continued)

TABLE 9 | (Continued)

Gene ID Gene name Transcript Gene ID Gene name Transcript
levels levels
tmk LMOf2365_2672  Thymidylate kinase -4 Transcription factor
LMOf2365_1643 8-0x0-dGTP diphosphatase -4 LMOf2365_2335 Transcriptional regulator, RofA family —8.6
LMOf2365_2133 Pyridoxal 5’-phosphate synthase pdxS -3.9 argR LMOf2365_1384  Arginine repressor —4.4
subunit LMOf2365_2715 Transcriptional regulator, MerR family —34
pyk LMOf2365_1592  Pyruvate kinase -3.9 LMO#2365_2780 DNA-binding protein —-3.2
alaS LMOf2365_1523  Alanyl-tRNA synthetase -3.9 Membrane transport
fths LMOf2365_1906 Formate—tetrahydrofolate ligase -3.9 LMOf2365_2388 D-methionine transport system —9.1
LMOf2365_1033 N-acetyldiaminopimelate deacetylase —-3.8 substrate-binding protein
LMOf2365_0872 D-alanine-D-alanine ligase -3.8 LMOf2365_0606 Putative membrane protein —-8.4
LMOf2365_0987 Putative GTP pyrophosphokinase -3.8 Ffh LMOf2365_1828 Signal recognition particle subunit -7.3
LMOf2365_1299 Acyl-CoA thioester hydrolase -3.8 SRP54
LMOf2365_1512 Peptidase, M3 family _37 LMOf2365_2553 Putative ABC trgnspor‘[ system —6.3
pfl-1 LMOf2365_1425  Formate C-acetyltransferase 3.7 permease protein .
LMO#2365_2144 Nitroreductase family protein —36 ptsl LMOf2365_1024  Phosphoenolpyruvate-protein —59
) phosphotransferase
folA LMOf2365_1903  Dihydrofolate reductase -3.6 ) ) )
. . LMOf2365_0803 D-serine/D-alanine/glycine transporter -5.8
LMOf2365_1371 Xaa-Pro aminopeptidase -3.6 )
. . agrC LMOf2365_0059  Two-component system, LytTR family, —5.1
upp LMOf2365_2511  Uracil phosphoribosyltransferase -3.5 sensor histidine kinase AgrC
uppS LMOf2365_133  Undecapreny! diphosphate synthase -3.5 LMO2365 0673 Putative membrane protein _44
LMOf2365_0239 Dihydrouridine synthase family protein -3.5 cydD LMOI2365_2695 ATP-binding cassette, subfamily C, _43
LMOf2365_1633 Putative glutamyl-aminopeptidase —-3.4 bacterial CydC
LMOf2365_1476 [pyruvate, water dikinase]-phosphate -3.4 LMOf2365_1034 Moderate conductance —43
phosphotransferase mechanosensitive channel
LMOf2365_0293 Acetyltransferase, GNAT family —3.4 prf1 LMOf2365_2516  Peptide chain release factor 1 —4.2
LMOf2365_1691 L-lactate dehydrogenase -33 Idh-1 LMOf2365_0221  L-lactate dehydrogenase —4.2
LMOf2365_0101 Oxidoreductase, aldo/keto reductase —-3.3 LMOFR2365_2148 ABC transporter, permease protein —4.0
family LMO#2365_1450 ABC transporter, ATP-binding protein _38
LMOf2365_1644 ADP-dependent NAD(P)H-hydrate -3.3 LMOf2365. 1994 ABG-2 type transport system 38
dehydratase ATP-binding protein
LMOf2365_0846 Pyruvate-ferredoxin/flavodoxin -3.3 LMOR365 1264 Putative transporter _33
oxidoreductase - i ) '
. LMOf2365_2323 Monovalent cation/hydrogen antiporter -3.2
LMOf2365_1915 Carboxypeptidase Taq -3.3 § . .
) LMOf2365_0845 Na/Pi-cotransporter family protein -3.2
hemE LMOf2365_2245 Uroporphyrinogen decarboxylase -3.3 . .
oD LMOR2365 0299 Rib looside-trichosph d 33 LMOf2365_1091 Teichoic acid transport system —3.1
nr _ i or?uc eoside-triphosphate reductase -3 permease protein
sdhB LMOf2365_1841  L-serine dehydratase —3.3 LMOf2365_2844 YidG/Oxa1 family membrane protein -30
LMOf2365_2207 Oxidoreductase, short-chain -3.2 insertase
dehydrogenase/reductase family LMOf2365_0317 Putative membrane protein -3.0
LMOf2365_2514 L—.thregnylcar?amoylédenylate synthase -3.2 Translation
pepT LMOf2365_1805 Tripeptide aminopeptidase —3.1 tsf LMO#2365_1678 Elongation factor Ts 114
LMOF2365_1048 Ribonuclease J =31 rpsB LMOf2365_1679  Small subunit ribosomal protein S2 54
mpl LMOf2365_0214  Zinc metalloproteinase —3.1 valS LMOf2365_1573  Valyl-tRNA synthetase 41
LMOf2365_0488 Undecaprenyl diphosphate synthase —31 gatB MOf2365_1779  Asparty-tRNA(Asn)/glutamyl-tRNA(GIN) —41
LMOf2365_2308 Bleomycin hydrolase -3.1 amidotransferase subunit B
manA LMOf2365_2143 Mannose-6-phosphate isomerase, —-3.0 efo LMOf2365_1372  Translation elongation factor P -3.4
classl thrS LMO#2365_1580  Threonyl-tRNA synthetase ~31
ftsX LMO12365 2479 Cell division ABC transporter, permease  —3.0 infA LMOf2365_2583  Translation initiation factor IF-1 ~3.1
protein FtsX
gap LMOf2365_2432  Glyceraldehyde 3-phosphate -3.0
dehydrogenase .- . . g T
. under the same conditions, which indicates the possibility of
Pathogenesis feedback 1
plcB LMOR2365_0216  Phospholipase C -100 a leedback loop. o .
LMOI2365. 1812 Internalin family protein 6.1 Metalloenzyme carbonic acid catalyzes hydration of carbon
Replication and repair dioxide into bicarbonate and proton (Supuran, 2016). The
dnaE LMO#2365_1596 DNA polymerase Ill subunit alpha _49 infection cycle of Legionella has similarities with that of
LMOf2365_1628 DNA segregation ATPase FtsK/SpolllE, —4.3 L. monocytogenes, such as invasion and escaping the phagosome.
S-DNA-T family Legionella has been shown to evade the destruction by
ligA LMOf2365_1783  DNA ligase, NAD-dependent —32 maintaining neutral pH (Supuran, 2016). One of the enzymes
recG LMOf2365_1839  ATP-dependent DNA helicase RecG -3.0 involved in regulating the pH is carbonic anhydrase; the
(Continued)  transcript level of carbonic anhydrase increased under anaerobic
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conditions in the presence of bile in L. monocytogenes (Table 6).
This could indicate that environmental conditions mimicking
parts of intestine can contribute to Listeria’s pathogenic potential.
Interestingly, the transcript level of this gene was down-regulated
under acidic conditions (Table 5), suggesting that the influence
of bile is important to the expression of this gene.

Transcript levels representative of an uncharacterized
membrane protein LMOf2365_1012 that belongs to the TerC
family was up-regulated following exposure to bile in anaerobic
conditions (Table 6). In B. subtilis, TerC has been found to confer
manganese resistance (Paruthiyil et al., 2020). In Streptococcus,
manganese homeostasis is linked to oxidative stress as well as
virulence (Turner et al., 2015). It is possible that TerC is linked
with manganese homeostasis and therefore virulence in the
presence of bile under anaerobic conditions. Transcripts coding
for several other membrane transporters were also increased
in their levels under the anaerobic environment in response
to bile. The zinc ABC transporter has been shown to have
a role in virulence of L. monocytogenes in a mouse infection
model (Corbett et al., 2012). Thus, bile exposure in absence
of oxygen probably impacts uptake of zinc by the bacteria
thereby impacting the virulence. NRAMP, which functions
as a metal ion transporter on membranes, was up-regulated
(Nevo and Nelson, 2006).

The transcript level of the oligopeptide ABC transporter,
which is an oligopeptide binding protein that helps the bacteria
survive intracellularly, was increased (Slamti and Lereclus, 2019).
It is the substrate binding component or receptor of an ABC type
oligopeptide transport system that binds extracellular peptides,
relays it to the membrane component of the system and inside
the bacterial cell afterward. Gram positive bacteria such as
Listeria, Streptococcus, and Enterococcus, use peptides to sense
and respond to environmental changes. The gene oppA, which
encodes for an oligopeptide binding protein, has been found
to be required for invasion (Borezee et al., 2000). Thus, the
oligopeptide ABC transporter observed in our study could be
responsible for intracellular survival of bacteria in presence of bile
under anaerobic conditions.

Interestingly, there was a decrease in the transcript levels of hly
(LMOf2365_0213), which encodes for listeriolysin O, at both pH
7.5 and 5.5 following exposure to bile under anaerobic conditions.
This was different than what was observed under anaerobiosis
at pH 5.5 alone, as hly (LMOf2365_0213) was up-regulated
in these conditions (Table 4). This suggests that bile has an
important role in regulating the invasiveness of L. monocytogenes.
This correlates well with previous studies that have shown that
L. monocytogenes remains extracellular in the gall bladder, which
has high concentrations of bile (Hardy et al., 2004; Dowd et al.,
2011).

Differential Transcript Levels in
Response to Bile Under Acidic and

Anaerobic Conditions

There was an increase in transcript levels for the myosin cross
reactive antigen (McrA) (LMOF2365_0508; Table 8). Although
its function in L. monocytogenes is yet unknown, in Streptococcus

pyogenes McrA is a fatty acid double bond hydratase that adds
water to double bonds of fatty acids. Upon deletion of this
gene, decreased oleic acid resistance and reduced adherence
and internalization in the host cell was observed in S. pyogenes
(Volkov et al., 2010). Conditions encountered within the
duodenum may directly or indirectly contribute to up-regulation
of mcrA, which may regulate the pathogen’s resistance to bile.

Internalin E and hemolysin IIT are both virulence factors
responsible for internalization and invasion for L. monocytogenes.
Both had an increase in transcript levels, indicating that bile
exposure at acidic and anaerobic conditions, which mimics the
duodenum, is conducive to the pathogenesis of the bacteria.

The transcript level of the LPXTG-motif cell wall anchor
domain (LMOF2365_1144) was also up-regulated. In the
L. monocytogenes EGDe strain, it has been shown that a LPXTG
protein encoded by the Listeria mucin binding invasion A gene,
or ImiA, has roles in promoting bacterial adhesion and entry into
the host cell (Mariscotti et al., 2014). MucBP domain present
in LPXTG was observed to bind to mucin. Thus, up-regulation
of LPXTG gene under conditions mimicking the duodenum
indicates that these conditions may facilitate invasion of host cells
by the bacteria.

The level of transcripts representing flagellin also increased.
It has been shown that flagellin helps in motility soon after
ingestion in vivo (O’Neil and Marquis, 2006) and invasion (Dons
et al., 2004). A previous study has also observed up-regulation
of motility under exposure to bile at pH 5.5 (Guariglia-Oropeza
et al., 2018). The fact that expression increased in conditions
that would be encountered soon after ingestion suggests that
the flagellin are important for the motility of the bacteria
to the location in the GI tract where they will invade the
intestinal lining.

The transcript level of the histidine kinase LMOf2365_2554
was also up-regulated under conditions mimicking the
duodenum. Histidine kinase is the signal receiver a two-
component regulatory system. Its counterpart in the system
is the response regulator (Chang and Stewart, 1998; Stock
et al., 2000; West and Stock, 2001; Krell et al., 2010). Response
regulators in L. monocytogenes have been proven to have roles
in virulence and pathogenesis. Sensor histidine kinase, ChiS,
regulates the chitin utilization pathway required by Vibrio
cholerae, which is needed to survive in aquatic environments.
Chourashi et al. (2016) observed that ChiS has an important
role in adherence and intracellular survival of V. cholerae in
HT-29 cell cultures. They also showed that the sensor histidine
kinase ChiS was activated in the presence of intestinal mucin
(Chourashi et al., 2016). In the case of L. monocytogenes, it could
be possible that the conditions in the duodenum are favorable
for activation of the sensor histidine kinase, which could in
turn relay information that would result in the activation of
transcription factors responsible for adhesion and invasion.

Transcript levels representative of replication and repair genes
were also up-regulated. In L. monocytogenes strain EGDe, RecA
has been shown to have roles in bile and acid resistance,
as well as in adhesion and invasion to Caco-2 cell cultures
(van der Veen and Abee, 2011). Our data indicate that in the
pathogenic strain F2365, RecA has the similar role of bile and acid
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resistance. In our study, we have also found that under anaerobic
conditions (along with bile and acidic) the transcript level of
recA changed, indicating absence of oxygen may have impact on
activation of RecA.

The transcript level for a gene encoding for the transcriptional
regulator padR was up-regulated (Table 8). In L. monocytogenes
EGDe, LftR, which is a PadR like transcriptional regulator, has
been shown to influence invasion of human host cells (Kaval
et al., 2015). It is already known that Listeria uses internalin
proteins for adhering and internalizing into the cell. Kaval et al.
(2015) found that LftR, which is an uncharacterized protein, is
required for invasion.

Transcript level of the gene encoding for ctsR,
(LMOf2365_0241) a class III stress gene repressor that negatively
regulates clp, was up-regulated under these conditions (Table 8).
CtsR has been shown to be required for virulence in mice.
PrfA which regulates many virulence genes of L. monocytogenes
has been shown to down-regulate ClpC production (Karatzas
et al,, 2003). Although Karatzas et al. (2003) could not find any
relationship between clp and prfA, there is still a possibility that
there is a connection between the regulation of Clp by CtsR
under anaerobic conditions in exposure to bile at acidic pH
(Cui et al., 2018).

The transcript level of the transcription elongation factor greA
(LMOf2365_1515) also increased under anaerobic conditions
with acidic bile. GreA has been found to have roles in affecting
functions of virulence gene expression in the pathogen Francisella
tularensis subsp. Novicida (Cui et al., 2018). In F. tularensis,
GreA was found to be required for invasion and intracellular
growth of bacteria. Cui et al. (2018) also observed suppression of
virulence of the greA mutant in mouse model. Transcriptomics
analysis of the greA mutant revealed down-regulation of various
genes responsible for virulence. Thus, with respect to our work,
conditions in the duodenum are favorable for induction of
the transcription elongation factor greA, which may in turn
regulate genes responsible for invasion and multiplication of
L. monocytogenes.

This study indicates that not only one stressor, but
combinations of different stressors impact the transcription
of various virulence genes. Transcriptomic and phenotypic
studies in absence of these genes under mimicking physiological
condition could give us an insight into this mechanism. A better
understanding of how these biological processes help the survival
of L. monocytogenes will lead us to understand how the
physiological conditions contribute to the pathogenesis.

MATERIALS AND METHODS

Bacterial Strain and Culture Conditions

Listeria monocytogenes str. 4b F2365 was used for this study.
Overnight cultures of L. monocytogenes str. 4b F2365 were grown
at 37°C aerobically in Brain Heart Infusion (BHI) media at pH
7.5. Next day, inoculum (1:100) from the overnight culture was
used to grow the cells to mid exponential phase in fresh BHI
media (ODgop = 0.3 to 0.5) under either aerobic or anaerobic
conditions in 5 mL aliquots. Anaerobic culture conditions were

obtained using an incubator shaker set at 37°C inside a Coy
Anaerobic Chamber with a gas mixture of 95% N, and 5%
H, (Coy Laboratory Products, United States). Cells were then
pelleted at 8000 x g at 23°C and resuspended in fresh BHI at
a pH of either 7.5 or 5.5; pH was adjusted with either HCI or
NaOH. For bile treated cells, mid exponential phase cells were
resuspended in BHI at a pH of either 7.5 or 5.5 supplemented
with 1% porcine bile extract (Sigma Aldrich, United States). Cells
were then grown under either aerobic or anaerobic conditions at
37°C. This study had eight different conditions that mimicked
parts of the GI tract. The conditions tested were: (1) aerobic
at pH 5.5; (2) anaerobic at pH 5.5; (3) aerobic at pH 7.5; (4)
anaerobic at pH 7.5; (5) aerobic at pH 5.5 with 1% porcine bile;
(6) anaerobic at pH 5.5 with 1% porcine bile; (7) aerobic at pH
7.5 with 1% porcine bile; and (8) anaerobic at pH 7.5 with 1%
porcine bile. For each time point during a 7 h incubation period,
aliquots were serially diluted in phosphate buffered saline (PBS)
and plated onto BHI agar plates. Plates were incubated overnight
at 37°C prior to enumeration. Three independent replicates were
performed in parallel for each individual condition tested.

RNA Extraction, Library Preparation and
RNA Sequencing

To isolate the RNA for analysis of the transcript level expression,
cells were collected after 1 h of incubation in the eight culture
conditions described above. Three biological replicates were
assayed. Briefly, 5 mL of culture was pelleted by centrifugation
at 8,000 x g for 5 min at room temperature. Cell pellets
were then treated with RNA Protect Bacterial Reagent (Qiagen,
Germany). Total RNA was isolated using the RNeasy® Mini
Kit (Qiagen, Germany) per manufacturer’s instructions. The
extracted RNA was quantitated using Qubit 3 Fluorometer
(Invitrogen, United States) using the Qubit RNA BR assay kit
(Thermo Fisher, United States). Extracted samples with values
of A260/280 ~ 2.0 were selected for sequencing. Illumina
HiSeq™ 2000 paired-end 50 bp sequencer (PE50) was used.
Ribosomal RNA was reduced with Epicentre RiboMinus kit
(Illumina, United States) coupled with Directional RNA-Seq
library prep with TruSeq indexes (Illumina, United States) per
manufacturer’s instructions.

Data Analysis

Differences in survival were determined using a student’s ¢-test
(Prism 8). Tophat-2.0.8.b (Trapnell et al., 2009) was used to
align the RNA-Seq data to the reference genome, AE017262.2
L. monocytogenes str. 4b F2365. Transcript level calculation
and FPKM normalization were performed using Cufflinks-
2.1.1 (Trapnell et al, 2010). FPKM filtering cutoff of 1.0
was maintained to determine expressed transcripts. Differential
transcript levels of the genes were determined using Cuftdiff
(Trapnell et al., 2013). Differential transcript levels which had a
greater than 3-fold expression and were statistically significant
(p < 0.01 and g < 0.01) were subjected to Gene Ontology
(GO) enrichment analysis using Blast2GO (Conesa et al., 2005).
In this software, the up- and down-regulated transcripts were
selected, and BLAST was performed against the L. monocytogenes
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nucleotide database in NCBI. The BLAST results were then
mapped and annotated.
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Furfural is a major inhibitor in lignocellulose hydrolysate for Zymomonas mobilis. A mutant
F211 strain with high furfural tolerance was obtained from our previous study. Thus, its
key tolerance mechanism was studied in the present study. The function of mutated genes
in F211 was identified by functional complementation experiments, revealing that the
improved furfural tolerance was resulted from the C493T mutation of the ZCP4_0270
gene promoting cell flocculation and the mutation (G1075A)/downregulation of ZCP4_0970.
Comparative transcriptome analysis revealed 139 differentially expressed genes between
F211 and the control, CP4, in response to furfural stress. In addition, the reliability of the
RNA-Seq data was also confirmed. The potential tolerance mechanism was further
demonstrated by functional identification of tolerance genes as follows: (I) some upregulated
or downregulated genes increase the levels of NAD(P)H, which is involved in the reduction
of furfural to less toxic furfuryl alcohol, thus accelerating the detoxification of furfural; (Il)
the mutated ZCP4_0270 and upregulated cellulose synthetase gene (ZCP4_0241 and
ZCP4_0242) increased flocculation to resist furfural stress; (Ill) upregulated molecular
chaperone genes promote protein synthesis and repair stress-damaged proteins; and
(IV) transporter genes ZCP4_1623-1,625 and ZCP4_1702-1703 were downregulated,
saving energy for cell growth. The furfural-tolerant mechanism and corresponding
functional genes were revealed, which provides a theoretical basis for developing robust
chassis strains for synthetic biology efforts.

Keywords: Zymomonas mobilis, furfural, tolerance, RNA-Seq, functional investigation

INTRODUCTION

Lignocellulosic biomass is an abundant renewable and sustainable resource used to produce
biofuels and high-value chemicals (Yang et al, 2020). A major hindrance in converting
lignocellulose to ethanol is the recalcitrance of biomass degradation, and pretreatment processes
are thus required to release fermentable sugars (Moreno et al.,, 2015). Furan aldehyde (furfural
and hydroxymethyl furfural), phenolic chlorine compounds, and organic acids are the major
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inhibitors formed during the pretreatment process, which retards
microbial fermentation and cellulose/hemicellulose hydrolysis
(Yang et al, 2014). Therefore, breeding of inhibitor-tolerant
strains and investigation of tolerance mechanisms have attracted
a great deal of attention and providing strains and a theoretical
basis for green bio-manufacturing (He et al, 2014; Pereira
et al., 2020).

Zymomonas mobilis, a facultative anaerobic gram-negative
bacterium that naturally produces ethanol, has excellent
characteristics, such as a high specific rate of sugar uptake
and high theoretical ethanol yield (Wang et al., 2018). It is
also a promising chassis strain for the production of high
value-added products from lignocellulosic biomass (He et al,
2014). Zymomonas mobilis detoxifies phenolic aldehydes to less
toxic alcohols and exhibits stronger tolerance to phenolic acids
than Saccharomyces cerevisiae (Gu et al., 2015). Nevertheless,
aldehydes, especially furfural, tend to be more toxic to Z. mobilis
than organic acids; therefore, the development of high furfural-
tolerant Z. mobilis is crucial for the utilization of lignocellulose
(Franden et al., 2009).

High furfural-tolerant Z. mobilis strains have been developed
by directed evolution. For instance, ZMF3-3 (Shui et al., 2015)
obtained by adaptive laboratory evolution (ALE) and ZM4-MF2
(Tan et al.,, 2015) developed from transcriptional engineering
was able to tolerate 3 g/L furfural. In our previous study, the
strain F211 (Huang et al, 2018), obtained through error-
prone PCR-based whole genome shuffling, could tolerate up
to 3.5g/L of furfural. A rational design was also used to
obtain furfural-tolerant strains. Overexpression of the ZMO1771
gene encoding alcohol dehydrogenase improved furfural
tolerance by accelerating the reduction of furfural (Wang
et al., 2017). Co-expression of ZMO1771 and udhA genes,
encoding a transhydrogenase catalyzing the interconversion
of NADH and NADPH, can maintain the balance between
NAD(P)H/NADP*, resulting in a more effective furfural
tolerance (Wang et al., 2017).

Under furfural stress, the growth and survival of Z. mobilis
were inhibited, and the specific production rate of ethanol
was correspondingly reduced (Franden et al., 2009; Nouri et al.,
2020). In addition, furfural also inhibits the synthesis of various
proteins, causes DNA damage, and leads to the differential
expression of genes involved in membrane and cell wall
biogenesis, transcriptional regulators, and energy metabolism
(He et al, 2012; Yang et al., 2020). Zymomonas mobilis may
respond to stress in the following ways: (1) conversion of
furfural to furfuryl alcohol reduces toxicity (Wang et al., 2017);
(2) the genes related to macromolecule synthesis are upregulated
to resist furfural stress (Miller et al.,, 2009; Yang et al., 2020);
and (3) transcription factors regulate the expression of multiple
genes in response to stress (He et al., 2012; Nouri et al., 2020).
However, the defined roles of these corresponding genes are
not yet known.

In summary, there is still a lack of comprehensive
understanding of furfural tolerance. The high furfural tolerance
mutant strain F211 was obtained in an earlier study, and single
nucleotide polymorphisms (SNPs) between F211 and control
strain CP4 were identified by genome resequencing of F211

(Huang et al.,, 2018); in this study, functional identification of
the mutations and RNA-Seq was therefore performed to
investigate the genotypic changes associated with furfural
tolerance and reveal the molecular mechanism responsible for
the improved furfural tolerance in F211.

MATERIALS AND METHODS

Bacterial Strain and Culture Conditions

The wild-type strain Z. mobilis CP4 was purchased from the
China Center for Type Culture Collection (CCTTCC; Accession
NO.CICC10232). F211 is a strain of Z. mobilis with high
furfural tolerance obtained in the early stage of our laboratory
(Huang et al., 2018). Zymomonas mobilis was cultured in Rich
Medium (10g/L yeast extract, 2g/L KH,PO,, 20g/L glucose,
and different concentration of furfural as required) at 30°C
without shaking.

Construction of Deletion and
Overexpression Strains
Nine deletion strains (Supplementary Table S1) were constructed
by homologous recombination as described in our previous study
with some modification (Wang et al., 2013; Huang et al., 2018).
The left and right homologous arm DNA fragments of the target
gene were ligated to flank both sides of a chloramphenicol
resistance gene, generating the homologous recombinant fragments
(Section 1.1 of Supplementary Materials and Methods). The
homologous recombinant fragments were ligated into the Sphl
and Sacll sites of pUCI9 to yield the plasmid pT-gene
(Supplementary Table S1) by using the Gibson assembly (GA;
Gibson et al., 2009). The target plasmids were then transformed
into CP4 competent cells by electroporation (Ma et al., 2012).
The target gene was replaced with the chloramphenicol resistance
gene by homologous recombination using its native RecA
recombinase (Supplementary Figure S1; Savvides et al., 2000;
Huang et al., 2018). Transformants were screened on RM agar
plates with 50pg/ml chloramphenicol. Positive single colonies
were confirmed by PCR using the appropriate geneGF/geneGR,
geneGF/T-CM-R, and T-CM-F/geneGR (Supplementary Table S2)
primer pairs (Supplementary Materials and Methods).
Overexpression vectors were constructed by ligating the
target wild-type gene or its mutated gene into multiple clone
sites of pEZ15Asp (pE)/pHW20a (pH) vector. The target
genes were amplified from the genomes of CP4 and F211
using the primers gene OF/OR (Supplementary Table S3),
and the P,, promoter (Yang et al, 2019) was amplified
from the genome of CP4 using the primers pgap-F/pgap-R
(Supplementary Table S3). Then, the two fragments were
fused by overlap-extension PCR using the primers pgap-F/
gene-OR. The fusion fragment was inserted into the PstI
and EcoRI sites of pE/pH to yield the plasmid pE-gene/
pH-gene by using the aforementioned GA (Gibson et al,
2009). Positive clones were further verified by DNA
sequencing. The correctly sequenced recombinant plasmids
were transformed into CP4 competent cells by electroporation.
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The target plasmids were confirmed by PCR using the
appropriate pEZ-F/pEZ-R  (Supplementary Table S§3)
primer pairs.

Furfural Tolerance Assay

Strain was precultured in RM at 30°C to the late exponential
stage, and the cultures were concentrated to an ODy, of 20
by centrifugation. The concentrated cells were inoculated into
100ml RM medium containing 3.5g/L furfural with an initial
ODg of 0.2, and the ODy, value was measured every 6h to
detect the growth of the cells for the evaluation of furfural
tolerance. The degradation rate of furfural was calculated by
the following formula:

Cinitial = C final

The degradation rate of furfural = T

»

where “T” indicated the fermentation time, and “C,,~ and
“Cpna” indicated “initial medium furfural concentration” and
“final medium furfural concentration,” respectively. All
experiments were performed in triplicates, and statistical
differences were analyzed using a one-way analysis of variance
(ANOVA). *p<0.05 was considered statistically significant, and
**p<0.01 was considered extremely significant.

Flocculation Measurement

Strains were cultured in RM medium containing 3 g/L furfural
for 36h, and 10pl of the culture was taken to observe the
flocculation under a light microscope (Olympus BX51, Japan).
Five milliliter culture of each strain was collected and was
shaken vigorously for 15s and then rested for 5min. Suspension
of 1 ml was sampled from the upper section to measure ODg
and quantify the non-flocculating cells (Cf), and 1.2units of
cellulase (Novozymes, Denmark) was added to the remaining
culture, which was incubated at 50°C for complete de-flocculation
of the bacterial flocs to measure the concentration of total
cells (Ct). The flocculation efficiency of Z. mobilis was calculated
based on the formula:

R% = (1 _%fj x100 (Xia et al., 2018).

RNA-Seq Transcriptomic Analysis
Strain F211 and CP4 were cultured statically in RM medium
with 3g/L furfural. The cultures were collected by centrifugation
when the ODy,, reached 0.8-1.4, and the cells were washed
with PBS buffer (pH=7.4, 137mM NaCl, 2.7mM KCI, 10mM
Na,HPO,-12H,0, and 1.4 mM KH,PO,). The cells were collected
by centrifugation and freeze in liquid nitrogen for 1h. The
samples were submitted to Novogene (China, Beijing) for
RNA-Seq.

The integrity of the extracted RNA was tested using the
Agilent Bioanalyzer 2,100 system (Agilent Technologies, CA,
United States). cDNA library preparation and sequencing were

conducted by the Novogene Technology Company in Beijing,
China. The clean reads were obtained by sequencing and
mapped to the Z. mobilis CP4 genome sequence (GenBank:
CP006818.1) using Bowtie2-2.2.3. Differentially expressed genes
(DEGs) between the two samples were identified using the
DESeq package (1.20.0), and [log2(FoldChange)|>1 and
q-value <0.005 were used as the threshold to identify significant
differences in gene expression analysis of Gene Ontology (GO),
which assigns genes into functional categories, was performed
using the GO R packages. KOBAS software could perform
KEGG enrichment analysis on differentially expressed genes
to determine the metabolic pathways of genes.

Real-Time Quantitative Reverse
Transcription PCR Analysis

The expression levels of 22 DEGs representing different functional
categories were assessed by real-time quantitative reverse
transcription PCR (qRT-PCR) to validate the reliability of the
RNA-Seq data. The culture conditions of CP4 and F211 were
the same as the RNA-Seq experiment. When the strains
concentration reached ODgy,=0.8-1.4, about 10® cells were
collected from each strain, and the cells are treated in liquid
nitrogen for 5min. Subsequently, the bacterial cells were ground
in a mortar pre-cooled with liquid nitrogen, and the powder
was transferred to 100pl TE buffer (containing 400 pg/ml
lysozyme), mixed, and placed at room temperature for 4min
to dissolve the cell wall. RNA was extracted with TRIzol reagent
(Invitrogen, Carlsbad, CA, United States) according to the
manufacturer’s instructions.

DNase (RQ1 RNase-Free DNase, Promega, United States)
was added to the RNA samples to remove genomic DNA.
The PCR reaction with primer pair 16SrRNA-F/16SrRNA-R
was performed on the total RNA in order to check for genomic
DNA contamination. No product was observed, demonstrating
that the sample had no genomic DNA contaminants and was
suitable for QRT-PCR assay. Subsequently, cDNA was synthesized
using iScript cDNA Synthesis Kit (Bio-Rad) with the purified
total RNA of CP4 or F211 as a template following the
manufacturer’s instructions. Real-time qRT-PCR experiments
were performed using CFX96 Real-Time System (Bio-Rad).
Each reaction contained 2 pl of diluted (1/10) cDNA, Taq SYBR
Green qPCR Premix (Yugong Biolabs Inc., Jiangsu, China)
and the corresponding primer pairs (Supplementary Table S4).
The 16S rRNA gene was used as a reference to normalize the
qRT-PCR data. The expression level of each gene was calculated
according to the 2(-Delta Delta C(T)) method (Livak and
Schmittgen, 2001).

RESULTS AND DISCUSSION

Functional Identification of Mutated Genes
in F211

Eleven SNPs (single nucleotide polymorphisms) were found
in high furfural-tolerant F211 compared with the sequence
(GenBank No. CP006818) of CP4 from Agricultural Research
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Service Culture Collection (NRRL No. B-14023; Huang et al,,
2018). The initial strain CP4 (CICC 10132) of F211 and the
reference CP4 may have different SNPs. Therefore, in this study,
except for the three synonymous mutated genes of ZCP4_0096,
ZCP4_0593, and ZCP4_1887, seven missense mutated genes
and one nonsense mutated gene of F211, along with the starting
strain, CP4, were PCR-amplified and sequenced. F211 and CP4
shared consistent sequences of ZCP4_1431, ZCP4_1,616,
ZCP4_0244, and ZCP4_0525. The ZCP4_1919, ZCP4_1419,
and ZCP4_0270 genes in F211 carried missense mutations in
G335A, C85T, and C493T, resulting in a substitution of V1191,
G29S, and G165S, respectively. The mutation of ZCP4_0970
(1075G>A) converted a glutamine codon to a stop codon
(Q359X), producing a truncated protein lacking 153 amino
acids at the C-terminal end (Table 1). Therefore, these four
genes were selected for functional studies related to
furfural tolerance.

The deletion and overexpression strains of these genes were
constructed to study furfural tolerance. In RM medium containing
3.5g/L furfural, the deletion and overexpression strains of
ZCP4_1419 and ZCP4_1919 genes did not show obvious growth
differences (Supplementary Figures S3A,B), indicating that
these two genes have no effect on furfural tolerance. The
ZCP4_0970 gene encodes the TolC family protein of the bacterial
type I secretion system, transporting proteins to the extracellular
space coupled with ATP consumption (Delepelaire, 2004). The
deletion strain A0970 (pE) showed a 13 and 7.6% increase in
the maximum cell density and ethanol production, respectively,
compared to the control CP4 (pE) (Figures 1A,B). In contrast,
the overexpression strain CP4 (pE-W0970) had a 47 and 13.9%
decrease in the maximum cell density and ethanol production,
respectively, compared to the control CP4 (pE) (Figures 1A,B).
The results showed that the downregulation of ZCP4_0970
can increase the furfural tolerance of strains, which indicates
that the G1075A mutation in the ZCP4_0970 gene resulted
in functional inactivation or attenuation, improving
furfural tolerance.

Furfural destroys the tertiary structure of proteins and
inhibits protein synthesis (He et al., 2012; Todhanakasem
et al., 2014). Tolc inactivation leads to defects in the secretion
system and the increase in ATP levels (Delepelaire, 2004),
thereby providing more energy for cell growth and increasing
furfural tolerance. Interesting, the deletion of the ZCP4_0970
gene destroys the efflux system, also yielding a reducing

TABLE 1 | Mutations identified in the F211 strain.

Gene Function Mutation Effect
Diguanylate cyclase/

ZCP4_0270 ) C493T G165S
phosphodiesterase

ZCP4_0970 Type | secretion outer _ GI075A Q359X
membrane protein, TolC family

ZCP4_1419 Surface lipoprotein C85T G29S

ZCP4_1919 A C-terminal OMP(outer G355A V119l

membrane protein) domain

X, Termination codon.

tetracycline resistance (Delepelaire, 2004; De Cristobal et al.,
2006), which causes the inability of transformants to grow
on the tetracycline selection plates. And the original initial
pHW20a plasmid containing tetracycline resistance gene (Dong
et al., 2011) could not be transformed successfully into A0970
strain. So, the plasmid pEZ15Asp with an ampicillin resistance
gene (Yang et al., 2016) was used as a starting vector for
construction of wild-type and mutated ZCP4_0970 gene
overexpression vectors.

ZCP4_0270 encodes a bifunctional protein with diguanylate
cyclase (DGC)/phosphodiesterase (PDE), which synthesizes/
degrades bis-(39-59)-cyclic dimeric guanosine monophosphate
(c-di-GMP). The deletion strain A0270 (pH) and overexpression
strain A0270 (pH-W0270) did not show significant growth
differences compared to those of the control strains CP4 (pH)
and A0270 (pE-W0270) (Figures 1C,D), indicating that deletion
or overexpression of the native ZCP4_0270 gene did not affect
furfural tolerance. The specific growth rate, degradation rate
of furfural in the medium (0-48h), and ethanol production
of the mutated gene overexpression strain A0270 (pH-M0270)
were 62, 8.3, and 38.5% higher than those of the control
strain A0270 (pE-M0270) (Figures 1C,D), respectively, indicating
that the C493T mutation of the ZCP4_0270 gene can promote
the degradation of furfural, thereby improving furfural tolerance.

Flocculated yeast showed a higher tolerance to furfural than
free yeast (Westman, 2014). The increased c-di-GMP, which
is regulated by PDEs, can promote the flocculation of Z. mobilis
(Tan et al, 2014). Therefore, the mutated ZCP4_0270 may
improve furfural tolerance by promoting flocculation, and thus,
the flocculation of F211 and A0270 (pH-M0270) was investigated.
Flocculation was observed in both strains (Figures 2A,C), and
the flocculation rates of F211 and A0270 (pH-MO0270) were
600 and 470% higher than that of CP4, respectively (Figure 2B).
The flocculation rate of the wild-type ZCP4_0270 gene
overexpressing strain A0270 (pH-W0270) and the engineered
strains of ZCP4_0970 and ZCP4_1419 were similar to those
of the control CP4 (Figure 2B). These results show that the
mutated ZCP4_0270 gene in F211 causes flocculation, resulting
in an improved furfural tolerance.

Transcriptome Analysis of F211 and CP4
Under Furfural Stress
The bifunctional DGCs/PDEs encoded by the ZCP4_0270 gene
can regulate the levels of the second messenger c-di-GMP,
which coordinates diverse aspects of bacterial growth and
behavior, including motility, virulence, biofilm formation, and
cell cycle progression (Jenal et al., 2017). Therefore, enhanced
tolerance by the mutated ZCP4_0270 also resulted in a change
in the physiological, biochemical, and expression levels of some
genes. Consequently, RNA-Seq was performed to analyze the
transcriptome differences between F211 and CP4 under furfural
stress and to explore the potential furfural tolerance mechanism.
A total of 139 DEGs were identified in F211 compared with
the control, with 77 and 62 genes being upregulated and
downregulated, respectively. The expression levels of the three
missense genes in F211 did not change significantly, indicating
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that its enhanced tolerance was due to the changed protein function
caused by the mutated ZCP4_0270 and ZCP4_0970 genes, rather
than the changed transcript abundance. DEGs were subjected to
GO enrichment analysis. The five GO clusters with the highest

» » <«

enrichment were as follows: “localization,” “transport;” “establishment
of localization,” “cofactor binding, and “response to stimulus”
(Supplementary Figure S4A). The DEGs were enriched in 39
pathways, found using a Kyoto Encyclopedia of Genes and Genomes
(KEGG) analysis, 27 of which were different from those previously
reported (He et al., 2012; Yang et al., 2020). The significant KEGG
terms were primarily associated with microbial metabolism in
diverse environments, biosynthesis of secondary metabolites and
antibiotics, bacterial chemotaxis, and sulfur metabolism
(Supplementary Figure S4B).

We screened 22 DEGs representing different GO clusters from
139 DEGs (Table 2) for qRT-PCR verification. Based on the
qRT-PCR results, the expression trends of these candidate genes
were consistent with the RNA-Seq data (Figure 3). A comparison
of the two methods indicated a high level of concordance
(R*=0.7833), indicating that the RNA-Seq data were reliable.

Furfural Tolerance Mechanism by
Functional Analysis of DEGs

Increased Intracellular NAD(P)H Levels Resist
Furfural Stress

The sulfur assimilation operon Cys/IH (ZCP4_1208-1,210) and
CysGDNC (ZCP4_1211-1,214) were significantly downregulated

in F211 in response to furfural stress (Table 2). Deletion strains
of these genes were engineered to investigate their furfural
tolerance. The cell densities of the deletion strains ACys]I and
ACysND were increased by 20 and 9% compared to those of
CP4 (Figure 5A), respectively, showing that the deletion of these
genes could improve the furfural tolerance. The enzymes encoded
by CysND and CysJI(G) genes involved in cysteine synthesis
coupled with ATP and NAD(P)H consumption (Figure 4; Miller
et al,, 2009; Takagi, 2019). And the conversion of NAD(P)H
to NAD(P)* was coupled with reduction in furfural to furfuryl
alcohol (Boopathy, 2009; Yi et al, 2015). The concentration of
NADH of the ACysND and ACys]I was 35.7-fold and 44.6-fold
higher than that of the control CP4 in RM without furfural
(Supplementary Figure S5A), respectively, indicating that deletion
of these genes can reduce NADH consumption. While the
NADH/NAD" ratio was decreased by 49.5 and 34.5% for ACysND
and ACys]I under furfural stress, respectively, compared with
non-stress condition (Supplementary Figure S5B), demonstrating
that the deletion strains consumed more NADH under furfural
stress. Thereby, the downregulation of these genes could reduce
the consumption of NADH, and the saved NADH may be used
for the conversion of furfural to furfural alcohol, thus enhancing
the detoxification of furfural. The damaged proteins and DNA
were correspondingly reduced.

Interestingly, overexpression of the cysteine synthase operon
CysCNDG (ZMO0003-0006) contributed to the production of
cysteine, replenishing proteins damaged by furfural, thus
improving the furfural tolerance of 8b (Miller et al., 2009;
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Yang et al., 2020). The destruction of sulfur assimilation pathway
can reduce the synthesis of cysteine, a deficiency of amino
acids for growth (Miller et al, 2009) and response stress.
Therefore, the furfural tolerance characteristics of ACysJI and
ACysND strain may be counteracted partially by the Cys
deficiency. In our study, the downregulation of the CysCNDG
operon in F211 may be caused by a mutation in the ZCP4_0270
gene, which regulates the content of c-di-GMP, causing
physiological and biochemical changes such as cell flocculation
(Tan et al., 2014).

The ZCP4_1,170 gene, encoding the efflux pump protein
TauE, involved in efflux sulfite to the periplasmic space, is
downregulated 3.0-fold under furfural stress. The overexpression
and deletion strains of this gene were constructed to demonstrate
their function. Compared with the control strain CP4 (pE),
the cell density of the overexpression strain CP4 (pE-1,170)
and deletion strain A1170 (pE) was increased and decreased
by 21 and 22% (Figure 5B), respectively, showing that its
upregulated expression improved furfural tolerance. Conversely,
the expression of the ZCP4_1,170 gene is downregulated in
furfural-tolerant F211 (Table 2), which results from feedback
regulation by sulfate assimilation genes. The downregulation
of CysH and CysDNC genes reduces sulfite synthesis and this

may have corresponded with less TauE being needed; therefore,
the genes were feedback downregulated.

The expression of the ZCP4_1,414 gene encoding succinate
dehydrogenase was upregulated by 1.9-fold in F211 (Table 2).
The enzyme catalyzes the conversion of succinic acid
semialdehyde to succinate acid and concomitantly reduces
NAD(P)" to NAD(P)H. The overexpression strains CP4 (pE-1,414)
and Al1414 (pE-1,414) of this gene showed a 24 and 11%
increase (Figure 5C) in cell density compared with the control
strains CP4 (pE) and A1414 (pE), indicating that its upregulation
improved furfural tolerance. Furthermore, its upregulation can
accelerate the regeneration of NAD(P)H and provide more
reducing activity for furfural detoxification, thereby resulting
in enhanced tolerance.

Responses of Molecular Chaperones and Stress
Proteins to Furfural Stress

The ZCP4_0558 gene encoding a universal stress protein
CsbD, molecular chaperone yfdX (ZCP4_0600), and clpB
(ZCP4_1707), was significantly upregulated in F211 under
furfural stress (Table 2). The overexpression and deletion
strains of the ZCP4_0558 gene were constructed to study
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TABLE 2 | The differentially expressed genes used for gqRT-PCR verification.

Functional Log2 fold Log2 fold

group and Description change in change in

gene RNA-Seq qRT-PCR

Transporter

ZCP4_0708 Metl-like ABC transporter 1.858 1.225
transmembrane protein

ZCP4_1,170 Anion permease, Sulfite —2.986 -0.759
exporter TauE/SafE

ZCP4_1331 Alginate export —-2.033 —0.554

ZCP4_1481 Aspartate-alanine antiporter 2.006 1.090

ZCP4_1624 Multidrug efflux pump subunit —-1.359 -1.147
AcrB

ZCP4_1,625 Efflux transporter outer —-1.474 -0.310
membrane factor lipoprotein,
NodT family

ZCP4_1703 NodT family RND efflux -1.665 -0.475
system outer membrane
lipoprotein

Stress related

ZCP4_0558 General stress protein CsbD 2.138 0.424

ZCP4_0600 YfdX protein, putative 1.785 1.382
chaperone

ZCP4_0601 OsmC family protein 1.701 1.062

ZCP4_1707 ATP-dependent chaperone 1.467 0.359
ClpB

Metabolism

ZCP4_1209 Sulfite reductase subunit -1.414 -0.745
beta, Cysl

ZCP4_1212 Sulfate adenylyltransferase -2.331 -0.410
subunit 1, CysD

ZCP4_1213 Sulfate adenylyltransferase -1.842 —0.839
subunit 2, CysN

ZCP4_1,414 Succinate-semialdehyde 1.945 0.761
dehydrogenase

ZCP4_1673 Acyltransferase of alpha/beta 2.836 1.629
superfamily

Membrane related

ZCP4_0241 Cellulose synthase operon C 1.670 0.635
domain protein, BscC

ZCP4_0242 Cellulose synthase subunit B, 1.035 1.341
BscB

ZCP4_0439 Squalene-hopene cyclase -1.604 -0.108

ZCP4_0441 Squalene synthase HpnD -1.367 —0.006

Regulator

ZCP4_0221 AsnC family transcriptional 1.109 0.943
regulator

ZCP4_0805 Transcriptional regulator 1.431 0.300

the effect of its expression levels on furfural tolerance. The
specific growth rate of the overexpression strain CP4 (pE-0558)
and the deletion strain A0558 (pE) were increased and
decreased by 27.6 and 9.5%, respectively, compared with the
control strain CP4 (pE) (Figure 5D), indicating that its
upregulation could improve furfural tolerance. The csbD from
Methylocystis was upregulated under stress of starvation, high
heat, and acid (Han et al., 2017). CsbD from Bacillus coagulans
also showed upregulated expression in response to furfural
stress (van der Pol et al, 2016). To our knowledge, this
study provides the first evidence that its upregulation can
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FIGURE 3 | Correlation between RNA-seq and gRT-PCR results for RNA-
seq data verification. The gene expression ratios of RNA-seq and gRT-PCR
data for the genes in Table 2 were log transformed (base 2), and the RNA-
seq log2 ratio values were plotted against the gRT-PCR log2 values.

improve the furfural tolerance of Z. mobilis. Chaperones play
important roles in cell survival, and they can promote the
folding of peptide chains and repair stress-damaged proteins,
thus ensuring protein homeostasis in cells (Liu et al., 2016;
Ghazaei, 2017). Furfural inhibits synthesis of various proteins
and affects cell growth and survival (Franden et al., 2009;
He et al, 2012). Therefore, the upregulated expression of
molecular chaperones in F211 may promote protein synthesis,
reduce damage to cells, and improve furfural tolerance.

Cell Flocculation

Two genes (ZCP4_0241 and ZCP4_0242) related to cellulose
synthesis were upregulated in F211 (Table 2). The increased
cellulose content on the cell surface contributes to cell flocculation
(Jeon et al,, 2012; Xia et al,, 2018). The c-di-GMP, regulated
by PDEs encoded by the ZCP_0270 gene, is an activator of
cellulose synthesis (Xia et al., 2018); therefore, it may be because
the mutated ZCP4_0270 gene may increase the activity of
diguanylate cyclase, enhancing the content of c-di-GMP and
activating cellulose synthesis, resulting in cell flocculation to
resist stress. In addition, the chemotaxis (ZCP4_1147 and
ZCP4_1150) and flagella (ZCP4_0645) genes were downregulated
in F211 (Supplementary Table S5), which may reduce cell
motility and facilitate cell flocculation, thus improving furfural
tolerance (Jeon et al, 2012; Xia et al, 2018). A stronger
flocculation ability was observed in F211 compared to CP4
(Figure 2A), demonstrating the potential furfural tolerance
mechanism.

Reduce Energy Consumption of Efflux Pump

The ATP-binding cassette (ABC) transporter family (ZCP4_1623,
ZCP4_1624, and ZCP4_1,625) genes and the resistance-
nodulation-division (RND) family (ZCP4_1702 and ZCP4_1703)
genes were downregulated in F211 (Table 2). They consume
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ATP to export lipids, amino acids, heavy metals, etc., to the
outside of the cell (Saier and Paulsen, 2001). Deletion of an
operon encoding the RND efflux system could improve the

furfural tolerance of Z. mobilis ZM4 (Yang et al.,, 2020). The
downregulation of these efflux pump genes may reduce the
energy consumption of cells, providing more energy for cell
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growth and increasing furfural tolerance. In future, corresponding
functional verification experiment would be performed to
consolidate the current discussion.

CONCLUSION

In conclusion, F211 resists furfural stress by accelerating the
detoxification of furfural, improving cell flocculation, enhancing
emergency response, and reducing energy consumption. This
study lays the foundation for the rational design of high furfural
tolerance strains, which would accelerate the industrialization
process of lignocellulosic ethanol.
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Despite the negative impact on the environment, incineration is one of the most
commonly used methods for dealing with waste. Besides emissions, the production
of ash, which usually shows several negative properties, such as a higher content
of hazardous elements or strongly alkaline pH, is problematic from an environmental
viewpoint as well. The subject of our paper was the assessment of biosorption of Ni
from ash material by a microbial consortium of Chlorella sp. and Aspergillus niger.
The solid substrate represented a fraction of particles of size <0.63 mm with a Ni
content of 417 mg kg~'. We used a biomass consisting of two different organisms
as the sorbent: a non-living algae culture of Chlorella sp. (an autotrophic organism) and
the microscopic filamentous fungus A. niger (a heterotrophic organism) in the form of
pellets. The experiments were conducted under static conditions as well as with the
use of shaker (170 rpm) with different modifications: solid substrate, Chlorella sp. and
pellets of A. niger; solid substrate and pellets of A. niger. The humidity-temperature
conditions were also changed. Sorption took place under dry and also wet conditions
(with distilled water in a volume of 30-50 ml), partially under laboratory conditions at
a temperature of 25°C as well as in the exterior. The determination of the Ni content
was done using inductively coupled plasma optical emission spectrometry (ICP-OES).
The removal of Ni ranged from 13.61% efficiency (Chlorella sp., A. niger with the
addition of 30 ml of distilled water, outdoors under static conditions after 48 h of the
experiment) to 46.28% (Chlorella sp., A. niger with the addition of 30 ml of distilled
water, on a shaker under laboratory conditions after 48 h of the experiment). For the
purpose of analyzing the representation of functional groups in the microbial biomass
and studying their interaction with the ash material, we used Fourier-transform infrared
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(FTIR) spectroscopy. We observed that the amount of Ni adsorbed positively correlates
with absorbance in the spectral bands where we detect the vibrations of several organic
functional groups. These groups include hydroxyl, aliphatic, carbonyl, carboxyl and
amide structural units. The observed correlations indicate that, aside from polar and
negatively charged groups, aliphatic or aromatic structures may also be involved in
sorption processes due to electrostatic attraction. The correlation between absorbance
and the Ni content reached a maximum in amide Il band (r = 0.9; P < 0.001), where
vibrations of the C=0, C-N, and N-H groups are detected. The presented results
suggest that the simultaneous use of both microorganisms in biosorption represents
an effective method for reducing Ni content in a solid substrate, which may be useful as
a partial process for waste disposal.

Keywords: microbial consortium, Chlorella sp., Aspergillus niger, nickel, FTIR spectroscopy, ash waste material

INTRODUCTION

In view of the relatively high consumption of natural resources
and energy, finding alternative methods of obtaining renewable
sources of raw materials or waste recycling has become a priority
for every developed country (Markos et al., 2010). Waste, along
with the prevention of waste generation and recycling, is coming
to the attention of the environmental policy of European Union
Member States. The current policy of EU Member States stakes
out three basic goals: (1) preventing waste generation, (2)
supporting waste reuse by recycling, (3) recovering waste to
reduce its impact on the environment (Directive 86/278/EEC,
1986; Directive 91/271/EEC, 1991; Directive 2000/76/EEC, 2000
Geffert and Geffertova, 2004; Geffert and Mojziskova, 2009).

With the rapid growth of industrialization worldwide, risk
elements (cadmium, lead, nickel, cobalt, copper, zinc, and
chromium) are being generated into wastewater. These are toxic
and non-biodegradable pollutants with high toxicity even at
very low concentrations. They accumulate in the food chain
and are adsorbed in organisms, a result of which is serious
health problems (Nebeska et al, 2018; Sathe et al., 2018;
Kushwaha et al., 2019).

Removing heavy metals from wastewater through the
individual steps of a wastewater treatment plant is insufficient,
and these metals are subsequently accumulated in the treatment
plant sludge. Wastewater treatment plants produce three types
of sludge: primary sludge, excess activated sludge, and digested
sludge. Primary sludge is generated by precipitation of insoluble
substances and organic compounds, while excess activated sludge
is a result of the subsequent biological treatment system (aerobic
or anoxic-oxic) (Pinto et al., 2016). The primary sludge is taken
from the settling tanks and mixed with the concentrated excess
biological sludge. This mixed sludge is anaerobically treated
in digesters. After anaerobic stabilization of the raw sludge,
digested sludge is formed, which is less hazardous considering
hygienic standards.

Sludge contains >95% water, so it must be drained before
disposal. Although sludge is rich in nutrients, its application in
agriculture is strictly regulated due to the presence of pollutants
and pathogens. In this regard, its incineration is often a preferred

method of recovery. The advantage of incinerating sludge is
the processing of a large volume of waste, while the negative
side of this process is the production of gas emissions and also
solid waste-ash.

Sludge ash, as a waste material, often contains several risk
elements, including mercury, arsenic, chromium, selenium,
nickel, barium, and manganese. Besides alkaline pH, a
characteristic attribute of ash is that the elements in it are
present mainly in the form of oxides. Some of these oxides
are characterized by significant solubility in water, which is
associated with a higher risk of mobilization of selected elements.
On the other hand, the properties of the ash can be exploited
in uses with various added value, from low to technologically
advanced applications, thus bringing substantial economic
benefits. Ash is used, for example, for soil reclamation, in
construction, in the ceramics industry, in catalysis processes,
in the synthesis of zeolite and for precious metals regeneration
(Dai et al., 2012; Li et al., 2018; Munir et al., 2018). However,
as reported by Ukwattage et al. (2013), the direct application of
ash for increasing the yield of crops due to the high content of
micro- and macronutrients is limited due to its categorization
as hazardous waste from a legislative point of view. Disposal of
ash by solidification, which at present is used currently, is only a
partial solution, because by changing ash into a stabilized form,
a possible secondary raw material containing useful components
is irreversibly lost.

Ash generated from a sludge incinerator offers high potential
for heavy metal recycling (Reijnders, 2005). Several techniques
have been tested to reduce contamination. The most common
are: decomposition treatment with the addition of inorganic
acids; phosphoric acid stabilization (Vavva et al., 2017), elution
with nitric acid (HNO3) (Wang Y. et al., 2015), application with
diluted sulfuric acid (H,SO4) (Kashiwakura et al., 2010), washing
with hydrochloric acid (HCI) (Weibel et al., 2018); using citric
acid for stabilization (Wang H. et al,, 2018), using chelating
agents for electroplating processes (Chen et al., 2015), and using
hydrothermal processes (Ullah et al., 2018).

The use of a biosorbents based on different types of biomass,
including bacteria, fungi, algae, yeast, and aquatic plants, has
been studied in the process of nickel biosorption. According to
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Sari and Tuzen (2008) and Wang and Chen (2009), biosorption
onto living or non-living biomass, can be a feasible method
for metal removal, because it is efficient, minimizes secondary
wastes and utilizes low-cost materials (Montazer-Rahmati et al.,
2011). Algae are among the excellent sorbents due to their high
relative binding capacity. Sorbents such as activated carbon and
natural zeolite are more effective, and the results of sorption
are comparable to the ion exchange processes that take place
using resins. In case of algal biomass various structural units
are involved in the adsorption including carboxyl, amino and
hydroxyl groups in algal cell-wall polysaccharides, which can
act as binding sites for metals (Guarin-Romero et al., 2019).
There is evidence that phenomena of ion exchange, chelation,
inorganic precipitation, or a combination thereof occur at the
cell membrane of microorganisms (de Rome and Gadd, 1991;
Tiemann et al., 1999; Deng et al., 2007).

In recent studies biosorption processes were often assessed
with simultaneous use of various organisms in form of microbial
consortia. The microscopic green algae Chlorella sp. and the
microscopic filamentous fungus Aspergillus niger were applied in
wastewater treatment (Nasir et al., 2019). Removal of cadmium
by consortium of A. niger and Chlorella vulgaris (Bodin et al.,
2017) and removal of arsenic by Aspergillus oryzae and C. vulgaris
(Li et al., 2019) in wastewater treatment were confirmed. Raval
et al. (2016) reviewed a variety of adsorbents for the removal of
nickel(II) ions from wastewater using activated charcoal but also
a biomass of the green algae C. vulgaris, brown algae, such as
Nizmuddinia zanardini, Sargassum glaucescens, Cystoseria indica,
and Padina australis and filamentous fungi, such as A. niger
and Rhizopus nigricans. The species Rhizopus stolonifer proved
to be effective in the removal of lead, cadmium, copper, and
zinc from contaminated soil or a solid substrate (Fawzy et al.,
2017), and Mucor sp. together with the microalgae Chlorella sp.
have also been widely used in water treatment. The mycoalgae
biofilm based processes, propounds the scope for exploring
new avenues in the bio-production industry and bioremediation
(Rajendran and Hu, 2016). The coagulation of microscopic
algae and filamentous fungi in the form of pellets has many
advantages (such as harvesting by simple filtration) and is
also very advantageous economically because of the low costs
(Alrubaie and Al-Shammari, 2018).

The aim of our work was to evaluate the use of a consortium
of two different microorganisms—Chlorella sp. (autotrophic) and
A. niger (heterotrophic)-as a tool for decreasing the nickel
content in hazardous ash waste from an incinerator. Most of the
work that has focused on the assessment of the biosorption of
metals by a microbial biomass used only a single organism in the
experiments conducted. In this work, we decided to use A. niger
and Chlorella sp. at the same time for Ni(II) ions sorption by
consortium biomass. We started with the assumption that if the
adsorbent is formed by a mixture of biomass of both organisms,
it will result in a greater diversity of its chemical composition,
which may in the end lead to a larger amount of adsorbed Ni.
In the framework of studying decrease of the nickel content, we
focused on identifying the structural units of the biomass of the
given microorganisms that Ni binds to during sorption. Similar to
other studies, we also used FTIR spectroscopy for this purpose.

In works with a similar focus, the authors typically interpreted
changes in the spectrum of the biomass sample before and after
its interaction with the hazardous element (Pradhan et al., 2007;
D’Souza et al., 2008; Kang et al., 2011; Guarin-Romero et al,,
2019). A change in the peak parameters usually helped to identify
the functional groups bound in the biomass that are involved
in the retention of the element. In this study we used slightly
different approach. We identified the given functional groups on
the basis of a correlation spectrum, where each value represents
the Pearson correlation coefficient expressing the collinearity
between the absorbance at a given wavelength and the adsorbed
Ni content for a selected number of samples. We assume that
in this way the main sorption sites of microbial biomass can be
accurately identified.

MATERIALS AND METHODS

Ash Substrate for the Disposal of Waste
(Nickel)

The ash intended for nickel decontamination comes from
an industrial sludge incinerator (Figure 1A). The ash was
analyzed on the basis of a requirement for landfill waste
recovery (Table 1). The sample was taken as a so-called
mixed sample, i.e. from ten partial point samples from a
temporary storage site (a landfill), namely so that all properties
of the waste are representative. The pre-treatment consisted
of quartation, homogenization and subsequent fractionation
through a fractional sieve (mesh size 0.63 mm).

Analysis of Metals in the Ash Substrate

The basis of the method is the measuring of the atomic emission
by optical spectroscopy. After mineralization (decomposition
of solid samples into an aqueous matrix), the samples are
sucked using a peristaltic pump through a nebulizer into a
misting chamber, where they are nebulized. The aerosol created
is then carried into a plasma, where excitation of the atoms
occurs. Characteristic atomic line spectra are then generated by
high frequency inductively coupled plasma (ICP). The radiation
emitted is decomposed using a spectrometer grid and the
intensities of the lines are monitored by detectors.

The determination of metals for pre-treatment of the ash
took place by extraction under a reflux condenser. The original
homogenized sample was weighed in the amount of 0.3 g into a
reaction vessel and 21 ml of HCl and 7 ml of HNO3; were added.

The reaction vessels were left open until the initial reaction
(foaming) took place. The mixture was covered with a watch
glass and left to stand at room temperature for 16 h. The vessels
were subsequently placed on a heater and the reflux condenser
was installed. The temperature of the reaction mixture was
slowly raised until reflux conditions were reached. This state
was maintained for 2 h to ensure that the cooling zone is lower
than one-third the height of the reflux condenser. The reaction
mixture was then allowed to cool. The condenser was rinsed
with 10 ml of 1 mol L™! nitric acid in the reaction vessel. The
mineralizate was then poured quantitatively through a filter paper
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microscope. (F) Pellets of Aspergillus niger after washing in distilled water.

FIGURE 1 | (A) Treated ash substrate from the sludge incinerator. (B) Dry biomass of the green alga Chlorella sp. after pre-treatment. (C) Dry biomass of the green
alga Chlorella sp. in a light microscope. (D) Dry biomass of the green alga Chlorella sp. in SEM. (E) Dry biomass of the green alga Chlorella sp. in a fluorescence

TABLE 1 | Input values of ash from the sludge incinerator.

Parameter Determined value Unit of dry weight
Hg 0.02 mg kg™’
As 41.0 mg kg™’
cd 7.64 mg kg~
Ni 417 mg kg™’
Pb 146 mg kg™’
PAU <01 mg kg™’
P 5.88 % (W/w)
S 1.22 % (W/w)
C 3.43 % (wW/w)
H 0.36 % (W/w)
N 0.32 % (W/w)
NEL <10.0 mg kg™’
TOC 0.86 % (W/w)
dry mass 98.0 % (W/w)
PAU, polyaromatic — hydrocarbons;, NEL, non-polar extractables;, TOC,

total organic carbon.

into a 100 ml measuring cup, filled up to the mark and then
poured into a 100 ml plastic storage container.

Green Algae Chlorella sp. as the
Autotrophic Organism

The genus Chlorella sp. as a representative of algae ranks among
the most numerous groups of green algae. In all the experiments
an algal biomass of Chlorella sp. obtained from Institute of
Microbiology of the Czech Academy of Sciences (Opatovicky

mlyn, Ttfebon, Czechia), was used (Figures 1B-D). The dry
biomass of algae was prepared by washing the biomass in
deionized water and drying in an oven at 70°C for 24 h.

Microscopic Filamentous Fungus
Aspergillus niger as the Heterotrophic
Organism

A cosmopolitan strain of A. niger (Figure 2A) was isolated from
Dystric Cambisol (contaminated and eroded) without vegetation.
The chemical characteristics of the substrate showed an ultra-
acidic soil reaction (pH 3.12), a very low amount of organic
matter (%Cox 0.49) and exceeded the value of aluminum (Al
727 mg kg_l) (Simonovitova et al., 2021).

Aspergillus niger fungal pellets were prepared in a 45 ml
of SDB (Sabouraud Dextrose Broth Liquid Medium, Himedia,
Mumbai, India) enriched with a 5 ml suspension of conidia from
a pure culture of A. niger. Cultivation took place over 5 days
at 25°C in 250 mL Erlenmeyer flasks, with stirring at 170 rpm
(Unimax 2010 shaker, Heidolph, Germany) under laboratory
condition at 25°C (Figure 1F). The A. niger fungal pellets formed
very quickly, and after 5 days they were removed by filtration,
washed with a large amount of distilled water and used in the
experiments (Figure 2B).

Microscopy

The figures of the dry green algae biomass (Figure 1C), the
filtered A. niger pellets (Figures 2C-E, 3B-E), were made with
a Canon IXUS 16.1 megapixel camera (Japan).
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FIGURE 2 | (A) Conidial head of Aspergillus niger (conidiophore terminated by a vesicle with phialides and conidia). (B) Aspergillus niger pellets after washing and
filtration. (C) Aspergillus niger pellets, which have four visible parts according to Garcia-Reyes et al. (2017). R1 is the core of the pellet, R2 the hollow part, which
may be around the core, R3 is the layer of fibers which may show signs of autolysis, R4 is the outer part of the pellet which appears to be fuzzy or hairy, the so-called
“hairy region” and consists of viable fibers. (D) Detail of the “hairy region” of the pellet. (E) Detail of “hairy region” of the pellet with a conidiophore of Aspergillus niger.

The figures of the Chlorella sp. surface structure (Figure 1D)
were observed under a JEOL JXA 840A Scan Electron
Microscopy (SEM) (Japan).

The figures of the A. niger strain (Figure 2A), the A. niger
pellets (Figures 2C-E), and the A. niger with Chlorella sp. pellets
(Figures 3B-E) were observed under an Axio Scope A 1 Carl
Zeiss Jena light microscope in a drop of lactic acid enriched with
a cotton blue stain (0.01%).

Fluorescence Recording

Microscopic measurements [Microscope: AXIO-IMAGER A,
CARL ZEISS (Germany), Filter set 02-excitation G 365, Beam
splitter FT 396, Emission LP 420], chlorophyll in a metabolically
inactive biomass (Figure 1E).

Fourier-Transform Infrared Spectroscopy

In the case of each sample, approximately 1 g of bulk material
was pulverized into a fine powder in an agate mortar. After
homogenization, the samples were dried at 60°C for 24 h. Before
each measurement 2 mg (£ <0.05 mg) of homogenized sample
was thoroughly mixed with 200 mg of KBr and pressed into a
small pellet. FTIR analysis was performed in transmission mode

and the spectral data were expressed as absorbance values. Each
spectrum was recorded in the mid-infrared region (from 4000
to 400 cm™!) by averaging 128 scans, with a spectral resolution
of 4 cm™!. The analysis was performed using a NICOLET
6700 FTIR spectrometer and the OMNIC 8 software (Thermo
Scientific). The FTIR spectra obtained were not corrected by any
procedures, filters, or algorithms, such as smoothing, absorbance
normalization, baseline corrections, etc.

Elemental Analysis (CHNSO)

Mass concentrations of C, H, N, and S were determined by
combustion of the sample (app. 10 mg) in the atmosphere with
elevated oxygen content and subsequent detection of liberated
gases by the gas chromatography principle. The O content was
measured similarly, but the sample was heated in an atmosphere
of pure He, without the addition of a catalyst. The measurement
was carried out by the elemental analyzer FLASH 2000 equipped
with the Eager Xperience software (Thermo Scientific).

Organization of Experiments
All the experiments were organized according to Table 2. In all
samples 3 g of ash were used. Dry biomass of Chlorella sp. in an
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region” with the conidial head of Aspergillus niger.

FIGURE 3 | (A) Aspergillus niger pellets after application to the ash substrate under laboratory conditions on a shaker and without addition of water. (B) Detail of the
Aspergillus niger pellet with Chlorella sp. and with nickel particles. (C,D) Detail of the “hairy region” of the Aspergillus niger pellet with Chlorella sp.. (E) Detail of “hairy

TABLE 2 | Conditions of all experiments in laboratory or in the exterior.

Sample Ash (3 g) Pellets of A. niger Chlorella sp. (1 g) Distilled water Shaker 170 rpm/min. Laboratory exterior
1 + + - 30 ml + L
2 + + - - - L
3 + + — 30 ml + L
4 + + - - - L
5 + + + 30 ml + L
6 + + + 30ml + L
7 + + + - - L
8 + + + - - L
9 + + + 30 ml — E
10 + + + 30ml - E
11 + + + - - E
12 + + + — — E
13 + + + - + L
14 + + + - - E
15 + + + 50 ml + L

L, laboratory; E, exterior.

amount of 1 g was used only in samples 5-15. A. niger fungal
pellets were also used in all samples. Distilled water in a volume
of 30 ml was added to samples 1, 3, 5, 6, 9, 10, and a volume of
50 ml was added only to sample 15. Samples 1, 3, 5, 6, 13, and
15 were performed on a shaker, while all other samples were run
under static conditions.

We chose the variability of individual samples within the
experiments based on the different decontamination conditions
both under natural conditions (exterior) and under laboratory
conditions at a temperature of 25°C. The samples for analysis
were taken at a defined time interval of 48 h. At the
end of the experiments in the case with the addition of
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distilled water, the suspension was separated from the solution
by membrane filtration (Millipore, pore size 0.45 pwm). The
metal analysis of all samples was carried out on an emission
spectrometer with inductance coupled plasma (ICP Profile Plus,
Teledyne Leeman Labs, United States). All experiments were
performed in duplicate.

RESULTS AND DISCUSSION

The Role of the Microbial Consortium in

the Decrease of Ni Content

The input values of the ash from the sludge incinerator
are documented in Table 1. The removal of Ni from the
material ranged as follows: 13.61% (sample 10) < 17.25%
(sample 3) < 18.58% (sample 9) < 19.68% (sample 4) < 22.49%
(sample 12) < 28.37% (sample 11) < 30.95% (sample 8) < 34.56%
(sample 7) < 37.90% (sample 6) < 44.01% (sample 15) < 46.28%
(sample 5), as shown in Figure 4.

From the various experimental conditions, the combination of
A. niger pellets and dry algal Chlorella sp. biomass, with the ash
substrate moistened with 30 ml to 50 ml of distilled water, proved
to be the most effective. The experiment ran on a shaker under
laboratory conditions. During shaking, in addition to the even
distribution of pellets with the ash substrate, the coagulation of
pellets with the algal biomass also occurred (Figures 3A-E). The
coagulates formed not only absorbed Ni on the surface but also
bioleached in the presence of A. niger (samples 5, 6, and 15).

Under laboratory conditions, when only A. niger pellets were
applied to the ash, we recorded a slightly higher efficiency under
static conditions and without the addition of distilled water
(sample 4) compared with the addition of 30 ml of distilled
water on a shaker (sample 3). In the exteriors, experiments were
conducted under static conditions, and in this case, too, we
recorded lower values of Ni content reduction in the aqueous
medium (samples 9 and 10) compared with the anhydrous
environment (samples 11 and 12). The species A. niger is a known
producer of many organic acids and secondary metabolites
(Simonovicova et al., 2020, 2021) which are used in bioleaching
processes. It can be assumed that in the case of adding distilled
water, the organic acids produced were diluted, which caused
a slowing down/reduction of the bioleaching process from the
solid substrate.

The absorption of Ni from the ash substrate occurs by means
of several processes. When A. niger pellets are used alone, the
process of bioleaching takes place. When a consortium of the
microorganisms Chlorella sp. and A. niger were used, aside from
the bioleaching, the efficiency is increased by involving the cell
wall of green algae biomass. The cell wall of algae is made up
of cellulose microfibrils, pectins, hemicelluloses, and proteins.
These polymers form a complex network of pores and channels
that influence the movement of substances in this space. But the
surface negative charge of polymers can limit the movement of
minerals as well as heavy metals by binding them. However, in
general, the cell wall is permeable. The cytoplasmic membrane,
as well as the vacuole membrane, represent a highly selective
semipermeable barrier between the internal and external cell

environment, and its role is to control the transfer of substances
into and out of the cell to the surrounding space. It is only
permeable for certain substances, for example, the molecules of
some gases (O3, CO3, N3) and for water, but less so for glycerol
or ethanol. For substances that cannot pass freely into the cell
through the cytoplasmic membrane, transmission is provided
via pumps, transporters, and channels (which are membrane
proteins), which are more or less specific for transport of the
given substance.

For us, the so-called ABC carriers, which is a general term
used for a large and diverse group of carriers, are of interest.
ABC transporters on a tonoplast provide transport, for example,
of heavy metals or herbicides into the vacuole as well as
their sequestration. In an environment where different ions are
present, competition often occurs between, for example, Ca**
and other cations at the interaction site. Thus, instead of a “good
cation,” an unwanted ion, e.g., Cd or ion of another heavy metal,
enters the cell. However, with damaged cells and a disrupted
cell membrane system a loss of membrane semipermeability and
uncontrolled movement of substances occurs. Microorganisms
have the ability to accumulate many heavy metals and toxic
elements (Pb, Ag, Pt, Pd, Au, Hg, Ga, Cd, Cu, Ni) from the
external environment (Bulgariu and Bulgariu, 2020). Living
and dead cells, the products of cell metabolism, extracellular
polysaccharides and cell wall components all have the ability
to receive and accumulate metals (Timkové et al., 2018). The
primary carrier surface of biosorption, however, is the cell wall
of the biosorbent. The composition of the cell wall consists
particularly of polymeric substances that are rich sources of
various functional groups, by which the contaminants bind.
The following groups can be included here: carboxyl (-COOH),
hydroxyl (-OH), sulfhydryl (-SH), phosphate (-PO437), amino
(-NH4™), and others (Gupta and Diwan, 2017).

The metabolically inactive, i.e., the dead culture of an algal
biomass, can isolate metal ions and metal complexes from
solution due to its unique chemical composition. When selecting
metal-sorbent biomaterials, it is necessary to start from the factor
of origin and thus resolve the issues of availability, quantity and
potential demand (de Rome and Gadd, 1991; Tiemann et al,
1999). The advantage of applying dead biomass compared to a
living one, i.e., an active biomass, is that the living biomass cells
require the addition of a fermentation medium (which are costly),
and the simultaneous addition of medium increases biological
oxygen demand (BOD) and chemical oxygen demand (COD).
Furthermore, dead biomass is not affected by the toxicity of metal
ions and can be subjected to various chemical and physical pre-
treatments to increase sorption. As a result, adsorbed metals can
be easily obtained from the biomass by chemical or physical
methods, which leads to repeated use of the biomass, thus
reducing the costs of the process. Ash classified as hazardous
waste is disposed of by several methods, such as heat treatment
(e.g., sintering, melting and vitrification) (Park et al., 2005),
the setting of cement (Bie et al, 2016), chemical stabilization
(Nzihou and Sharrock, 2002; Wang F. H. et al, 2015), or
extraction (Tang and Steenari, 2015; Wang W. et al., 2018).
Other alternative methods for reducing hazardous substances in
ash, which run with a lower energy load or better performance,
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FIGURE 4 | Decrease of the nickel content in the ash from the sludge incinerator by the microbial consortium.

8 9
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include hydrothermal treatment (Jin et al., 2013; Qiu et al., 2017,
2018) and mechanical-chemical treatment (Chen et al., 2019).

Fourier-Transform Infrared Spectra of
Chlorella sp. and Aspergillus niger

Biomass

There were several differences between the spectra of Chlorella
sp. and A. niger, respectively, which are related to the different
chemical composition of the two microorganisms. According to
Johnson (1965), the main components building the mycelium
of Aspergillus are carbohydrates (73-83%), with smaller portions
of lipids (2-7%) and proteins (0.5-2.5%), while in the case of
Chlorella sp., approximately 50% of the biomass is made up
of proteins (Wild et al., 2019). Apart from proteins, Chlorella
sp. Also contains a higher amount of lipids (~18%) and a
significantly lower concentration of carbohydrates (~23%) in
comparison to A. niger (Prabakaran et al., 2018). The results
of FTIR spectroscopy were in general accordance with these
differences. IR absorption in the Chlorella sp. spectrum may be
associated mainly with amides and aliphatic structures, whereas
the spectrum of Aspergillus showed more peaks characteristic for
carbohydrates (polysaccharides). It should be noted that amide
groups are not only a part of proteins but are also present
in certain polysaccharides, such as chitin. In some cases, the
amides bound in different structural units can be distinguished,
as the vibrations of the respective functional groups manifest
at different frequencies. The nitrogen content detected in the
biomass was lower in the case of A. miger in comparison to
Chlorella sp., and the same accounts for the N/C ratio (Table 3).
This is associated with total amount of proteins in the biomass,
which was probably lower in the case of Aspergillus.

There was a peak around 3280 cm™! in the A. niger
spectrum (Figure 5A) which was much less visible in the case
of Chlorella sp. (Figure 5B). This absorption may be assigned
to amines, which were detected in various fungal species and
strains (Stiittgen et al., 1978; Karimi et al., 2019). Johnson (1965)

reported that the cell wall of A. niger contains approximately 9-
13% hexosamines. Amine and carboxylate groups were identified
as major functional groups for metal biosorption in the A. niger
biomass (Cai et al., 2016). This is in accordance with results
presented here, as one of the peaks of the correlation spectrum
reached a maximum at 3284 cm™!, which lies within the amine
frequency interval. Specifically, IR absorption around 3280 cm™!
is caused by the N-H stretching of secondary amines (Smith,
2019). However, this peak may also be associated with the amides
bound in proteins (Forfang et al., 2017) or chitin (Rinaudo,
2006), as stretching vibrations of the N-H group and associated
absorption around 3280 cm ™! are characteristic for both of these
components. The peak with a maximum at 2143 cm™! in the
A. niger spectrum can be associated with isocyanides, which have
been identified in various microorganisms, including Aspergillus
species (Massarotti et al, 2021). According to Bittante and
Cecchinato (2013), isocyanides show characteristic absorption
between 2110 and 2165 cm ™1,

Another difference observed in the two spectra is the peak
at 1602 cm~!, which was absent in case of Chlorella sp.
The absorption at frequencies around 1600 cm~! is associated
with vibrations of the aromatic ring and the presence of
melanin pigments in the fungal biomass (Meenu and Xu,
2019). Information on the synthesis of various pigments by
filamentous fungi, including Aspergillus species, were reviewed
by Kalra et al. (2020). Significant differences between the spectra
of A. niger and Chlorella sp. were detected in the regions of
amide vibrations, particularly in the amide I and II spectral
bands. This is related mainly to the differing overall protein
content in the biomass of the two compared microorganisms,
which was probably significantly higher in the case of Chlorella
sp. Amide I and II bands are typically represented by two
distinct peaks with maxima at around 1656 and 1547 cm™!,
respectively (Lorenz-Fonfria, 2020). These two peaks are very
apparent in the Chlorella sp. spectrum, whereas they are less
prominent in the case of A. niger. The absorption in each
of the two amide bands is associated with the combination
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TABLE 3 | Organic elemental composition (CHNSO) of biomass samples and solid substrate together with contents of adsorbed Ni.

Sample (o] H N S o SUM C/N Ni
gkg™! mg kg~!
1 402.80 62.71 56.62 2.76 398.23 9283.11 711 -
2 390.76 60.95 57.34 1.44 400.88 911.37 6.82 -
3 57.73 6.43 6.10 1.55 136.56 208.36 9.47 55
4 109.10 13.46 13.28 5.39 165.31 306.53 8.22 62
5 175.74 24.72 27.50 5.72 207.08 440.75 6.39 147
6 135.43 15.88 22.05 2.08 151.86 327.30 6.14 120
7 118.31 13.80 18.83 1.22 146.53 298.68 6.28 110
8 149.87 18.44 23.94 5.71 174.13 372.08 6.26 98
9 160.58 19.61 24.29 166.40 370.88 6.61 59
10 167.06 20.80 27.09 215 168.08 385.18 6.17 43
11 165.54 22.98 26.74 192.37 407.63 6.19 24
12 168.97 23.33 27.29 5.08 190.74 415.40 6.19 71
13 452.89 66.08 75.23 3.78 340.55 938.53 6.02 -
14 506.22 64.74 62.63 320.15 953.75 8.08 -
15 231.55 30.56 38.80 2.72 217.88 521.52 5.97 140
Chlorella sp. 486.77 67.16 95.138 19.52 303.64 972.21 512 -

Samples 1-15 are assigned according to Table 2.

of vibrations of several functional groups. The amide I peak
results from the stretching of the C=O and C-N groups,
respectively, as well as N-H bending. Amide I absorption
is primarily caused by the C=O stretching vibration of the
amide group, with weaker contributions from the amide C-
N stretching and the N-H bending. In the case of the amide
II band, the absorption is caused mainly by N-H bending
and C-N stretching (van Hoogmoed et al, 2003; Lorenz-
Fonfria, 2020). However, due to the complex and variable
structure of proteins, slightly differing frequencies are reported
for the amide I and amide II bands when data from various
sources are compared.

The spectra of A. niger and Chlorella sp. also exhibited
different absorption patterns between 1470 and 1430 cm™!.
Whereas the spectrum of Chlorella sp. showed only one peak
(1454 cm™!) in the considered interval, the spectrum of
A. niger showed a triplet of peaks, with maxima at 1469, 1450,
and 1431 cm™!, respectively. There are two adjacent bands
in which the vibrations of aliphatic structures are detected:
asymmetrical CH bending in the methyl group at 1470 cm™!
and methylene scissoring at 1465 cm™! (Stuart, 2004). Other
works report slightly different frequencies for these two bands.
For example, Hollas (2004) associates the 1444 cm ™! frequency
with asymmetric deformations of CHj, while Haneef et al. (2017),
who used fungal mycelia as a source of various fibrous materials,
linked symmetric bending of CH, with the absorption around
1450 cm~!. Although various authors who analyzed a fungal
biomass associated the peaks between 1465 and 1450 cm™!
with the vibrations of the CH groups in lipids (Bhat, 2013;
Lecellier et al., 2014; Haneef et al., 2017; Kosa et al., 2018), it
is worth noting that the interval between 1500 and 1300 cm ™!
is often termed as the “mixed” region. Besides lipids, vibrations
of functional groups bound in polysaccharides, proteins and
triterpene compounds may be detected in the considered interval

(Meenu and Xu, 2019; Saif et al, 2021). The majority of
absorption at 1430 cm™! was probably caused by C-O-H
bending in polysaccharides (Song et al, 2015; Meenu and
Xu, 2019), but some contributions from the COO™ group in
carboxylic acids cannot be ruled out (Max and Chapados, 2004;
Stuart, 2004).

In the case of the Chlorella sp. spectrum there is a relatively
broad peak at 1397 cm~!, which can be associated with
asymmetric stretching of COO™ (van Hoogmoed et al., 2003) and
at the same time with the symmetric bending of CH in the CH;
and CH3 groups, respectively (D’Souza et al., 2008). A smaller
peak at 1377 cm™! can be assigned to symmetric bending of the
aliphatic CHj (Kosa et al., 2018; Meenu and Xu, 2019). Haneef
et al. (2017) associated the absorption around 1375 cm™! with
the CH bending of chitin molecules in the fungal mycelium. In
our case, the peak was present only in the A. niger spectrum,
which supports the assumption that it was caused by chitin. The
relatively sharp absorption at 1312 cm ™! was probably caused by
the C-O stretching of carboxylic acids (Meenu and Xu, 2019)
and/or the asymmetric C-N-C stretching of aromatic amines
(Stuart, 2004; Silverstein et al., 2005).

The peaks at 1250 (A. niger) and 1242 cm™! (Chlorella sp.),
respectively, can in both cases be linked to the amide III band,
where the absorption is associated with CN stretching, NH
bending and CO in-plane bending (Lépez-Lorente and Mizaikoff,
2016). It is probable that the absorption in this region was also
partially caused by asymmetric P=O stretching in nucleic acids
(Haneef et al., 2017) and phospholipid substances (Kosa et al.,
2018). From a comparison of the spectra it follows that the peak
around 1250 cm~! was more intense in the case of Chlorella sp.
than in A. niger. This suggests that the absorption was caused
mainly by proteins and also partially by phospholipids, as their
portion in the biomass is higher in comparison to nucleic acids
(especially in Chlorella sp.).
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FIGURE 5 | FTIR spectra of Aspergillus niger biomass (A), Chlorella sp. (B), and the consortium of both microorganisms (C), respectively.
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The majority of the absorptions detected between 1200 and
900 cm ™! originate from the vibrations of carbohydrates. Specific
functional groups and related frequencies include stretching
vibrations of the COC (1150 cm™!), CO (1075 cm™ '), and CC
(1052 or 1034 cm ™) groups (Bhat, 2013; Baeva et al., 2019). In
addition to carbohydrates, the C-O stretching of alcohols and
sulfoxides occur at 1053 and 1034 cm™!, respectively (Rahman
et al., 2014). However, the concentration of these substances in
the biomass of both organisms is probably significantly lower
in comparison to carbohydrates. Although the spectra of the
A. niger and Chlorella sp. biomass were interpreted separately in
this section, the adsorption experiments were carried out using
the “mixture” of these two microorganisms. The spectrum of this
this sample (without adsorbed Ni) is shown in Figure 5C.

Functional Groups Involved in the
Adsorption of Ni

The interaction between the microbial biomass and the Ni
substrate was assessed on the basis of a correlation spectrum.
In the spectrum each value expresses the collinearity between
the absorbance detected at certain wavelength and the amount
of Ni retained by the sample. This approach enables better
identification of the sorption sites in comparison to simple visual
observation of the spectra. This follows from Figure 6, where the
spectra are sorted according to the concentration of adsorbed Ni.
It is hard to identify the change in absorbance or the shift in
peak positions in the plotted spectra which would be related to
concentration of Ni in the sample. Among the few visible changes
in the spectra is the increase in absorbance between 1600 and
1400 cm™!, which was at the same time accompanied by a higher
amount of adsorbed Ni. In this regard, the correlation spectrum
is more informative, as it indicates which functional groups are
involved in the sorption of Ni.

The significance of the correlation (P < 0.05) was exceeded at
frequencies characteristic for various organic groups (Figure 7).
The first two peaks at the margin of the displayed spectral range,
around 3284 and 3062 cm™!, may be assigned to stretching
vibrations of the NH group in amides (Parker, 1971; van
Hoogmoed et al., 2003; Forfang et al., 2017). However, the
origin of the 3284 cm~! peak may also be associated with
OH stretch due to the formation aquo-metal complexes (Zhang
et al, 2021). The four adjacent peaks, within the 2960 and
2850 cm ™! interval, represent the different stretching vibrations
of aliphatic CH groups, specifically: methyl symmetric CH
stretching at 2960 cm™!, methylene asymmetric CH stretching
at 2930 cm ™!, methyl asymmetric CH stretching at 2870 cm ™1,
and methylene symmetric C-H stretching at 2850 cm™ ! (Stuart,
2004). A significant correlation between absorbance and the
content of adsorbed Ni was also observed at 1695 and 1632 cm™!,
respectively. The more apparent peak at 1695 cm ™! is due to the
stretching vibrations of the C=0 group, which is a part of various
organic structures, including carboxylic acids (COOH), amides
(CONH) or esters (COOR). On the other hand, the smaller peak
with a maximum around 1630 cm~! probably represents the
C=0 stretching vibration of a dissociated COO™ group (Antisari
etal., 2011; Kang et al., 2011).
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FIGURE 6 | FTIR spectra of Chlorella sp./Aspergillus niger pellets after the
adsorption experiments (values on the left indicate the amount of
adsorbed Ni).

The correlation between absorbance and the content of
adsorbed Ni showed higher values in the amide I and II
bands, which correspond with the intervals of 1710-1600 and
1580-1520 cm™ !, respectively (Lorenz-Fonfria, 2020). As was
mentioned in the previous section, absorbance in amide I band
is associated with the symmetric stretching of C=0O and C-N
together with N-H bending, whereas in case of the amide II band,
the absorbance is indicative mainly of C-N stretching and N-H
bending vibrations (Lecellier et al., 2014).

Although the correlation spectrum did not show peaks with
maxima at 1650 or 1600 cm ™, the r values at these wave numbers
clearly exceeded the significance level (P < 0.01). The mentioned
frequencies are associated with vibrations of aromatic carbon
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(Rahman et al., 2014; Meenu and Xu, 2019). Some amino acids
(and their metabolites), which are synthesized by algae and other
microorganisms, contain an aromatic ring in their structure
(Zyszka—Haberecht etal., 2019). Aromatic structural units are also
bound in various pigments, some of which (melanins) are present
in fungal mycelium (Rahman et al., 2014). It cannot be ruled out
that the mentioned substances contributed to the sorption of Ni
by the microbial biomass.

A significant correlation between adsorbed Ni and absorbance
was observed at 1558 and 1508 cm™!, respectively. Both peaks
are within the amide II interval, where IR absorption is caused
by the combination of N-H bending and C-N stretching
vibrations. In addition, the band around 1558 cm™! was also
associated with asymmetric stretching of the COO™ group of
amino acids (Barth, 2000, 2007), carboxylic acids and their salts
(Max and Chapados, 2004). This suggests that carboxyl groups
can effectively contribute to Ni adsorption. The coeflicient of
correlation reached the highest value (0.9) at 1508 cm~!. In a
study of a similar nature, where the removal of Cd from water by
cyanobacterial biomass was assessed, Bon et al. (2021) assigned
the IR adsorption at 1510 cm~! to N-H bending. Besides
the mentioned C-N stretching and N-H bending, vibrations
of aromatic carbon may be detected at frequencies around
1508 cm ™!, which means that various compounds containing an
aromatic ring cause the absorption at the given wave number.
In a number of works dealing with the composition of soil
organic matter, the peak around 1510 cm™! was associated with
the stretching vibrations of aromatic carbon (Haberhauer and
Gerzabek, 1999; Pietikdinen et al., 2000; Jiménez-Gonzalez et al.,
2019). Similar findings are reported in studies on the analysis of
plant materials, where absorption at 1515 cm™! indicates valence
vibrations of aromatic C in phenolic compounds (Heredia-
Guerrero et al, 2014). It is worth noting that Barth (2007)

associated the band around 1510 cm™! with the detection of
amino acids containing an aromatic ring in their structure.

The correlation between absorbance and the content of
adsorbed Ni also showed a maximum at 1456 cm~!. This
peak probably represents the bending of CH, groups in lipids,
aliphatic structures (Mayers et al., 2013; Lecellier et al., 2014; Kosa
et al., 2018), and polysaccharides (Meenu and Xu, 2019). The
adjacent peak at 1410 cm ™! may be attributed to the asymmetric
stretching of the COO™ group (van Hoogmoed et al., 2003). Even
though the correlation culminating around 1265 cm™! reached
lower values in comparison to the IR bands mentioned above,
the P < 0.05 significance threshold was exceeded. This band may
be associated mainly with amide III vibrations, which consists of
CN stretching, NH bending and CO in-plane bending (Lopez-
Lorente and Mizaikoff, 2016). Besides amides, IR absorption in
this region is caused by asymmetric stretching of the P=O group
in nucleic acids and phospholipids (Mayers et al., 2013; Lecellier
et al., 2014; Kosa et al., 2018).

Absorption sites for Ni were found to provided mainly by
amide, esters and lipidic structural units, whereas carbohydrates
probably played a less important role in the sorption of Ni.
This follows from the correlation between absorbance and
the content of adsorbed Ni. In addition to the mentioned
functional groups and structural moieties, it is also possible
that other components of microbial biomass contributed to Ni
adsorption, for example, amines or compounds containing an
aromatic ring. On the other hand, the r values were mostly
insignificant in the frequency interval characteristic for the
vibrations of carbohydrates (between 1200 and 900 cm™ ). Tt
should be noted that carbohydrates also cause absorption in a
relatively broad region above 3000 cm ™!, where OH groups are
detected. However, interpretation of the peaks between 3800 and
3000 cm ™! is often ambiguous, as the absorbance in this interval
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is strongly affected by the water content in the sample. Although
we dried all samples before FTIR measurements, it is difficult to
prevent the absorption of water from the atmosphere by sample
material, which proceeds quite rapidly.

The following section compares our findings with the results
of other works assessing biosorption. Based on the peak position
shift, Kang et al. (2011) and Guarin-Romero et al. (2019) both
suggested that mainly OH and HN groups are involved in the
metal uptake by the algal biomass. This is in general accordance
with the results presented here, as we observed that the amount of
adsorbed Ni and absorbance in bands of OH and NH vibrations
show significant correlation. Rahman et al. (2014), who studied
the adsorption of metal ions on the surface of Trichoderma
presented similar findings. They found that the adsorption of
metal caused changes in the FTIR spectra mainly in the 3800-
3000 and 1600-1700 cm~! intervals, where the vibrations of
hydroxyl, carbonyl, carboxyl, and amide groups are detected,
respectively. Besides the mentioned bands and functional groups,
we also observed that other structural units may be involved
in biosorption, which follows from the significant correlation
of the 1600-1400 cm~! interval. A substantial part of this
region corresponds with the amide II band, but at lower
wave numbers the vibrations of the other groups manifest,
including CH and COO™ groups or an aromatic ring. Our
observations are in relative accordance with the findings of
Pradhan et al. (2007), who reported an increase of absorbance
at 1550, 1538, and 1513 cm™!, respectively, due to a change of
the C=O0 stretching after Ni sorption on Microcystis capsules. We
observed a significant correlation between absorbance detected
at mentioned frequencies and the content of adsorbed Ni. The
calculated r values were in this case above 0.87 (P < 0.001), and
the correlation reached a maximum at 1508 cm 1.

Although the value of the correlation coeflicient and the
peak positions indicate which functional groups are involved
in the sorption of Ni, some aspects of this approach should
be considered. A significant positive correlation between the
content of adsorbed Ni and the absorbance detected at specific
frequency does not prove that the group itself is directly involved
in the sorption of Ni. Even if we exclude the overlapping
of the respective spectral bands (which is a factor that is
hard to eliminate), it is still possible that the considered
functional group is part of a molecule that may be involved
in the sorption process, but the group itself is not. In this
study we observed a significant positive correlation in the
case of IR bands associated with several functional groups,
including OH, CH, COO~, C=0, and NH groups, respectively.
However, the presented FTIR results did not prove that
all the mentioned groups were actively participating in the
adsorption of Ni. It is possible that the structural units (or
molecules) of the microbial biomass which were involved the
adsorption of Ni contain the mentioned functional groups but
that some of them (CH groups) did not participate in the
adsorption. On the other hand, there are different adsorption
mechanisms. Besides chemical bonding, which takes place
between Ni cation and negatively charged functional groups
(such as COO7™), weaker electrostatic attraction plays a role
in biosorption, as well (Ren et al, 2021). In such a case,

less reactive structural units, including non-polar CH groups,
also take part in the retention of Ni. These factors probably
contributed to the significant positive correlation that was
observed between the content of adsorbed Ni and absorbance
in the bands of CH vibrations (and possibly also vibrations of
an aromatic ring).

CONCLUSION

This study showed that microbial consortium composed of
algal biomass and fungi is capable of effectively reducing the
Ni content in ash waste material. During the experiment,
organic acids produced by A. niger disrupted the cell wall of
the microalgae Chlorella sp.; the chloroplasts disintegrated and
the chlorophyll concentration decreased, resulting in a change
of color. Organic matter, which is a source of nutrients for
A. niger, was released into the environment. In addition to the
accumulation by the microscopic fungi (A. niger), biosorption
mechanisms, such as ion exchange, microprecipitation and
interaction of metal ions with functional groups of the algal
culture surface of Chlorella sp., also took place concurrently.
FTIR spectroscopy helped to identify the functional groups
involved in the adsorption of Ni from the solid waste substrate
by the Chlorella sp./A. niger biomass. These groups include
hydroxyl, aliphatic, carbonyl, carboxyl, and amide structural
units. The observed correlations between absorbance and
adsorbed Ni content indicate that, in addition to polar (C=0)
and negatively charged (COO™) groups, aliphatic or aromatic
structures may also be involved in sorption due to the weaker
electrostatic attraction. The correlation between absorbance and
Ni content reached a maximum in amide II band, where
vibrations of the C=0, C-N, and N-H groups are detected.
This suggests that during Ni adsorption, a significant portion
of the adsorption sites is provided by the structural units of
proteins in the biomass of Chiorella sp. and/or A. niger. It should
be added that, despite the presented findings, it is relatively
difficult to clearly identify the most important groups involved
in adsorption based on the results of FTIR spectroscopy. This
is partly due to the variable and complex structure of proteins.
Another factor is the overlapping of the spectral bands in which
the respective functional groups are detected. This also applies
to the band of the highest correlation (1560-1500 cm™ 1), where,
besides the mentioned amide groups, vibrations of aromatic
carbon may also be detected. Based on the observed correlations
and results reported in previous works, it can be concluded
that various organic structures are involved in the adsorption of
heavy metal cations, and a strict attempt to identify “the most
important” may lead to oversimplification of the true nature of
the adsorption processes. Experiments carried out in this study
demonstrate cost-effective application of microbial consortium
in decontamination of waste ash material. The results suggest
that proper combination of fungi and algae, as well as their
simultaneos application may result in synergic mechanism of Ni
adsorption. Lowering the concentration of risk element in the ash
is important not only in the context of safe disposal, but also
for purpose of recovery and separation of metals. This pertains
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especially to Ni, which is widely used in the industry and up to
date its recyclation has been limited.
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Brucellae are facultative intracellular coccobacilli causing brucellosis, one of the most
widespread bacterial zoonosis affecting wildlife animals, livestock and humans. The
genus Brucella comprises classical and atypical species, such as Brucella suis and
Brucella microti, respectively. The latter is characterized by increased metabolic activity,
fast growth rates, and extreme acid resistance at pH 2.5, suggesting an advantage
for environmental survival. In addition, B. microti is more acid-tolerant than B. suis
at the intermediate pH of 4.5. This acid-resistant phenotype of B. microti may have
major implications for fitness in soil, food products and macrophages. Our study
focused on the identification and characterization of acid resistance determinants of
B. suis and B. microti in Gerhardt’s minimal medium at pH 4.5 and 7.0 for 20 min
and 2 h by comparative BNA-Seqg-based transcriptome analysis, validated by RT-
gPCR. Results yielded a common core response in both species with a total of 150
differentially expressed genes, and acidic pH-dependent genes regulated specifically in
each species. The identified core response mechanisms comprise proton neutralization
or extrusion from the cytosol, participating in maintaining physiological intracellular
pH values. Differential expression of 441 genes revealed species-specific mechanisms
in B. microti with rapid physiological adaptation to acid stress, anticipating potential
damage to cellular components and critical energy conditions. Acid stress-induced
genes encoding cold shock protein CspA, pseudogene in B. suis, and stress protein
Dps were associated with survival of B. microti at pH 4.5. B. suis response with
284 specifically regulated genes suggested increased acid stress-mediated protein
misfolding or damaging, triggering the set-up of repair strategies countering the
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consequences rather than the origin of acid stress and leading to subsequent loss
of viability. In conclusion, our work supports the hypothesis that increased acid
stress resistance of B. microti is based on selective pressure for the maintenance of
functionality of critical genes, and on specific differential gene expression, resulting in

rapid adaptation.

Keywords: Brucella, acid stress, cold shock protein, Dps, transcriptome

INTRODUCTION

Brucellae are facultative intracellular coccobacilli causing
brucellosis, a widespread bacterial zoonosis, infecting wildlife
animals, livestock and humans. Transmission routes of Brucella
spp. to humans include aerosols, direct contact with infected
animals, and most frequently, ingestion of contaminated and
unpasteurized dairy products (Pappas et al,, 2005). Brucella
abortus, Brucella melitensis, and Brucella suis are the most
relevant species for human infections (Pappas et al., 2005).

After their uptake by the host cell, brucellae establish a specific
intracellular niche, the Brucella-containing vacuole (BCV), in
which the bacteria survive and replicate (Celli, 2019). This
vacuole undergoes endosomal maturation during the early phase
of infection, interacting rapidly with early and late endosomes as
well as lysosomes, resulting in transient acidification to a pH of 4-
4.5 (Porte et al., 1999). This acidification is crucial for intracellular
replication and induction of the major virulence factor of Brucella
spp., the type IV secretion system VirB (O’Callaghan et al., 1999;
Porte et al., 1999; Boschiroli et al., 2002; Kohler et al., 2002).

In the past, the protein profile of B. melitensis in response
to an intermediate acid stress at pH 5.5 has been studied by
two-dimensional polyacrylamide gel electrophoresis (Teixeira-
Gomes et al., 2000). Two chaperones have been reported to be
involved in acid stress resistance: ClpB of B. suis (Ekaza et al.,
2001) and HdeA, regulated by the RNA-binding protein Hfq
(Valderas et al., 2005). The importance of the latter was confirmed
by microarray-based transcriptome analysis and by the impact
of Hfg-inactivation on stress resistance and intracellular survival
of B. melitensis (Cui et al., 2013). The transcriptional regulator
OtpR was described to be important for tolerance to acid stress
in B. melitensis, and RNA-Seq whole transcriptome analysis
under these conditions showed that OtpR regulates genes mainly
involved in bacterial metabolism, but also virulence factors
such as virB and other transcriptional regulators, predicted
to be controlled by OtpR-mediated sSRNA expression (Vishnu
etal., 2017). More recently, two RNA-Seq transcriptome analyses
were performed to study the global gene expression profile of
B. melitensis 16M in adaptation to pH 4.4: The first study
identified a two-component system regulator essential for acid
resistance, intramacrophagic and in vivo survival of the pathogen
(Liu et al., 2016). However, experimental conditions were not
clearly described, since both minimal and complex medium were
mentioned for acid stress, and bacterial mRNAs were supposedly
purified using oligo (dT) beads. The second study focused on
the comparison of normal and acid pH gene expression profiles
in the 16M wild-type and the Revl vaccine strain, providing
possible explanations for the attenuated virulence of the latter.

In the 16M strain, 773 genes were differentially expressed,
encoding predominantly transmembrane transporters, oxido-
reductase activities and nucleoside triphosphate biosynthetic
processes (Salmon-Divon et al., 2019).

All twelve recognized Brucella species, including zoonotic
species, share highly conserved genomes and are classified on
the basis of their host preference, pathogenicity, and phenotypic
and biochemical characteristics. New and atypical species and
strains, such as Brucella microti isolated from common vole,
Brucella inopinata from humans (Scholz et al, 2008b, 2010;
Tiller et al., 2010), and strains isolated from non-mammal hosts
(Soler-Llorens et al., 2016; Al Dahouk et al., 2017; Eisenberg
et al.,, 2017), have been described over the last 15 years. Most
of them, isolated from hitherto unknown wildlife hosts and the
environment, are characterized by increased metabolic activity
and faster growth rates than the classical species, suggesting
an advantage for environmental survival (Al Dahouk et al,
2017) and raising the question whether they may be transmitted
from these reservoirs to livestock and humans in brucellosis-
free areas.

Brucella microti has been isolated in Central Europe from
soil and wildlife (Scholz et al., 2008a, 2009; Ronai et al., 2015).
Phylogenetically, this species is closer to those pathogenic for
human and livestock than to the group of newly described
atypical species/strains comprising B. inopinata and strains from
Australian rodents (Wattam et al., 2014). Its replication rate
in murine and human macrophage cells is higher than that
of classical species, and B. microti is the first Brucella species
described to be lethal in mice (Jiménez De Bagiiés et al., 2010).
This lethal phenotype depends on the type IV secretion system
VirB (Hanna et al., 2011) and, as we reported lately, on a smooth
LPS with an intact O-polysaccharide (Ouahrani-Bettache et al.,
2019). In contrast, at sub-lethal doses, B. microti is rapidly cleared
from infected mice, never gives rise to chronic infection and
confers protection.

New and atypical species, and also those isolated from
marine mammals, but not classical ones, are characterized by
the presence of two functional acid resistance systems conferring
extreme acid resistance in vitro at pH 2.5 in the presence of
glutamate or glutamine: the glutamate decarboxylase (Gad)-
and the glutaminase-dependent system AR2_Q (Damiano et al.,
2015; Freddi et al., 2017). In B. microti, the Gad system was
also shown to play an important role in oral murine infection
(Occhialini et al., 2012). In classical species, urease has been
described to contribute to acid resistance at very low pH, and
most Brucella strains show urease activity. Analysis of genome
sequences revealed the existence of two urease gene clusters, urel
and ure2. However, the function of ure2 is not clear, and urel
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appears to play the principal role in in vitro acid resistance at
pH 2.0 and in murine infection via the oral route (Bandara et al.,
2007; Sangari et al., 2007).

In addition to the observed extreme acid resistance, our
previous results had shown that B. microti was more acid-tolerant
than B. suis in a synthetic minimal medium at pH 4.5 (Jiménez
De Bagiiés et al., 2010), mimicking the acidity encountered by
Brucella in the host cell phago(lyso)some, or possibly in particular
soil environments (Scholz et al., 2008a). The lack of transient
intramacrophagic mortality of B. microti at 7 h post infection, as
opposed to the fate of B. suis, might also be linked to its increased
acid-resistance (Jiménez De Bagiiés et al., 2010). Despite highly
conserved genome sequences with an overall identity of 99.8%
and not more than 130 genes inactivated in either of the two
species but intact in the other (Audic et al., 2009), these two
species, which represent an appropriate model for classical versus
atypical Brucella spp. comparisons, are phenotypically distinct
and obviously developed species-specific responses to acid stress.
Consequently, the more acid-resistant phenotype of B. microti
may have major implications for fitness and virulence, both in
soil and in the host.

To better understand the molecular mechanisms leading
to acid resistance of B. microti at pH 4.5, we identified
and characterized common and species-specific acid resistance
determinants by comparative RNA-Seq-based transcriptome
analysis of bacteria exposed to pH 4.5 and 7.0 in minimal
medium. Our starting hypothesis was, that the gene expression
patterns of the two species may differ under the conditions
chosen, and that the observed phenotypic difference in acid
resistance between B. suis and B. microti might be due to specific
mutations, and/or to differential gene expression. Our analysis
revealed at least two genes of B. microti with increased expression
under acid stress and associated with better survival in minimal
medium at pH 4.5, one of which was inactive in B. suis due to
frameshift mutation.

MATERIALS AND METHODS

Bacterial Strains and Culture Conditions
Brucella suis 1330 (ATCC 23444) and B. microti CCM4915,
as well as derived mutant strains, were grown in Tryptic
Soy broth (TSB) at 37°C under BSL-3 conditions. Escherichia
coli DH5a, used for cloning and plasmid production, was
cultured in Lysogeny Broth (LB). For selection of strains
carrying antibiotic resistance genes, kanamycin, ampicillin, and
chloramphenicol were added to a final concentration of 50 pg/ml
each, when needed.

Growth and survival assays for B. suis and B. microti strains
were performed using Gerhardt's Minimal Medium (GMM)
supplemented with vitamins (Hanna et al., 2013), and with
ammonium sulfate (1 g/l) replacing glutamic acid, at the
appropriate pH values. For stress survival assays, stationary
phase pre-cultures of Brucella strains were centrifuged, washed
once in PBS and resuspended in twice the volume of GMM
pH 4.5. 150 pl of the dilutions were transferred to 1350 pl
of the corresponding medium and incubated at 37°C with

shaking (160 rpm). To assess bacterial viability at different
time points, serial dilutions were plated onto Tryptic Soy agar
and colony forming units (CFU) were determined. Experiments
were done at least three times in triplicates. The low-pH
assay for RNA-Seq analysis was performed as follows: Pre-
cultures of B. microti CCM 4915 and B. suis 1330 were grown
overnight to stationary phase and diluted each in 40 ml TSB
to reach an OD of 0.8 after 15 h of culture. Cultures were
dispatched to 4 tubes with 10 ml each, centrifuged, and the
pellets resuspended in 20 ml of GMM pH 4.5 or GMM pH
7.0 for the control conditions (2 tubes per strain and pH),
pre-heated to 37°C. For each species and pH, the tubes were
incubated at 37°C for 20 or 120 min. To preserve specific
expression profiles, cultures were inactivated by the addition of
1/10 volume of a 30% phenol/ethanol solution and vigorous
mixing, followed by centrifugation and storage of the bacterial
pellets at —80°C.

RNA Isolation and RNA-Seq

The total RNA of Brucella was isolated using the mirVana
RNA Isolation Kit (Ambion), according to the manufacturer’s
instructions. Each sample was treated with RNase-free DNase
(Ambion) and tested by Polymerase Chain Reaction (PCR) for
possible residual DNA contamination. When necessary, samples
were treated again with DNase, prior to Agilent Bioanalyzer
2000 quality analysis of the RNA samples. rRNA depletion
using the RiboZero Kit, generation of the cDNA libraries, and
deep-sequencing was performed by Eurofins Genomics (formerly
GATC, Germany) using an I[llumina™ Hi-Seq 2500 platform and
in-house protocols. The 51-bp reads were single-end, with a total
yield of 34-64 million reads for the four B. suis samples and 38-62
million reads for the four B. microti samples.

RNA-Seq Analysis
The CRAC software (Philippe et al., 2013) was used to strand-
specifically map the reads to the reference genomes of B. suis
1330 (NC_004310.3 and NC_004311.2 for chromosomes I
and II, respectively) and B. microti CCM 4915 (NC_013119.1
and NC_013118.1 for chromosomes I and II, respectively),
and to filter out multi-aligned reads. 96-98% of the total
mapped reads of all samples were single-aligned reads to the
corresponding reference genomes, except for B. suis at pH
7/20 min (61%), and only these reads were kept for further
analysis. Following mapping, the read counts for each gene
were determined with the “featureCounts” software (Liao et al.,
2014). Based on the CRAC output, normalization and differential
gene expression analysis for the two different pH-conditions
in each species were performed with DESeq (Anders and
Huber, 2010), calculating the ratios of normalized reads at pH
4.5/normalized reads at pH 7.0, and the corresponding log2-
values of the fold-changes, for each species and time point
(20 min or 2 h). A threshold of >1.5 or <—1.5 was fixed for
the log2-fold change. The sequencing reads from this study
were deposited in the SRA database (NCBI) under the accession
number PRJNA644280.

The genes selected on the base of the > 1.5/< —1.5 log2-
fold change threshold were classified by assigning the predicted
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proteins to their respective Cluster of Orthologous Groups
(COG), using the Genoscope MicroScope platform from the
French Sequencing Center' (Vallenet et al., 2020), and according
to B. suis 1330 and B. microti CCM 4915 operons predicted in the
Database of prokaryotic OpeRons (DOOR) (Mao et al., 2009). In
addition, a search for genes reported as virulence-associated was
performed using the Pathogen-Host Interaction Data Integration
and Analysis System (PHIDIAS) - Virulence Factors (Victors)®
(Sayers et al., 2019), as well as on the Virulence Factor DataBase
(VFDB)® (Liu et al,, 2019). The mapping tool available at the
Pathosystems Resource Integration Center (PATRIC)* allowed
the screening for possible clusters in the expression profiles.
The metabolic pathway assessment was performed using the
Kyoto Encyclopedia of Genes and Genomes (KEGG) Pathway
Database.’

Quantitative Reverse Transcriptase

Polymerase Chain Reaction

To validate RNA-seq results, 95 differentially expressed candidate
genes were selected and their expression changes at the pH-values
and time points chosen were confirmed by Quantitative Reverse
Transcriptase PCR (RT-qPCR). Primers were designed with the
Primer3 software (Supplementary Table 1). Complementary
DNA (cDNA) was obtained by reverse transcription of Ipg
of total RNA in a final reaction volume of 20 pl, containing
4 pl SuperScript VILO Master Mix, at 42°C for 90 min. The
working sample of cDNA was diluted 1:20 (2.5 ng/pl). RT-
qPCRs were performed in triplicate per sample and experimental
condition, using a Light Cycler™ 480 qPCR machine (Roche)
and SYBR Green I Master (Roche) in a final volume of
1.5 ul per reaction. The reference gene for 16S-rRNA (rrs) was
amplified in parallel for normalization. 396-wells microplates
were prepared with the assistance of an Echo 525 Liquid Handler
(Labcyte Inc.) at the Montpellier GenomiX (MGX) Platform.
For each gene tested, the mean calculated threshold cycles
(Ct) were averaged and normalized to the Ct of the 16S-
rRNA gene used for reference. Calculation of the fold change
using the AACt method was based on the normalized Ct
(Hanna et al., 2011).

Construction and Complementation of

Brucella Mutant Strains

Mutant strains of B. microti were constructed by target
gene deletion and replacement with a kanamycin resistance
cassette obtained from pUC4K (Amersham Biosciences). Briefly,
a fragment containing 2 homology regions at the 5- and
3-ends of the gene of interest was generated by overlap
extension PCR (Heckman and Pease, 2007). This fragment
was cloned into pGEM-T Easy (Promega; non-replicative in
Brucella) and amplified in E. coli DH5a prior to insertion of
the kanamycin resistance cassette into the unique restriction

'https://www.genoscope.cns.fr/agc/microscope/mage/viewer.php
Zhttp://www.phidias.us/victors/index.php
3http://www.mgc.ac.cn/VFs/main.htm
*https://www.patricbrc.org/
>https://www.genome.jp/kegg/pathway.html

site Stul and introduction into Brucella by electroporation, as
described previously (Kohler et al., 1996). To select for allelic
exchange mutants, Kan® colonies were checked for sensitivity
to ampicillin. Allelic exchange in Kan®/Amp® clones was
validated by PCR. Homologous complementation of B. microti
mutants was achieved by transformation with the replicative
E. coli-Brucella shuttle vector pBBR1-MCS (Kovach et al., 1994)
carrying the intact sequences of the genes of interest. For
B. suis 1330, pBBR1-AMP, containing a bla gene conferring
resistance to ampicillin and replacing the chloramphenicol
resistance marker of pBBR1-MCS by insertion into the Ncol-
Aatll restriction sites, was used. DNA-fragments were obtained
by PCR amplification using Pfx high fidelity DNA polymerase
(Life Technologies) with primers containing restriction sites
Kpnl/Sacl, followed by insertion into pPBBR1-MCS. Primers used
for gene deletion and complementation of Brucella strains are
listed in Supplementary Table 2.

Infection of J774-Murine
Macrophage-Like Cells

Experiments were performed in triplicate as described previously,
using J774A.1 murine macrophage-like cells at a multiplicity
of infection of 20 bacteria per cell (Burkhardt et al., 2005). At
defined time points, cells were lysed in 0.2% Triton X-100, and
viable intracellular bacteria were determined after plating serial
dilutions of lysates on TS agar and incubation for 3 days at 37°C.

Atomic Force Microscopy

Tryptic Soy broth (TSB) cultures of B. microti were treated
following the protocol described for acid stress assays and
incubation in GMM for 6 h at pH 4.5 or pH 7.0. 1.5 ml of
cultures were centrifuged, and the pellets washed with 0.22 pm-
filtered PBS, prior to resuspension in 1 ml of 2.5% glutaraldehyde
and incubation for 1 h. Fixed bacteria were washed with
filtered PBS and resuspended in 150 pl. For Atomic Force
Microscopy (AFM), FluoroDish™ cell culture dishes (World
Precision Instruments, United Kingdom) were coated overnight
at 4°C with 0.1% poly-L-lysine, washed with PBS, air dried and
stored at 4°C. Bacteria were diluted 20-fold in filtered PBS and
added to the functionalized dish. Topographic imaging in PBS
at 20°C was performed on a NanoWizard IV AFM (JPK-Bruker)
using a force-curve-based imaging mode (QI mode), with qp-
BioAC cantilevers (Nanosensors, mean cantilever spring constant
Keant = 0.09 N/m). The applied force was kept at 300 pN, and a
constant approach/retract speed of 80 pum/s (z range of 800 nm).
Images were flattened with a polynomial/histogram line-fit with
the AFM software.

Statistical Analysis

Data from stress assays and infections were analyzed with
the Student’s f-test, using Graph Pad Prism and Sigma Plot
software. Data were expressed as means of at least three
independent experiments with standard deviations. Differences
were considered statistically significant when P-values
were < 0.05.

Frontiers in Microbiology | www.frontiersin.org

December 2021 | Volume 12 | Article 794535


https://www.genoscope.cns.fr/agc/microscope/mage/viewer.php
http://www.phidias.us/victors/index.php
http://www.mgc.ac.cn/VFs/main.htm
https://www.patricbrc.org/
https://www.genome.jp/kegg/pathway.html
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

de la Garza-Garcia et al.

Acid Stress in Brucella sp.

RESULTS AND DISCUSSION

Increased Resistance of Brucella microti
to Intermediate Acid Stress at pH 4.5

in vitro

Our group previously described that B. microti was more
resistant to pH 4.5 in minimal medium than B. suis (Jiménez
De Bagiiés et al, 2010). To further explore this observation,
comparative analyses of survival or growth rates of both species
were performed in rich (TS) and minimal medium (GMM) at
different pH values and time points (Figure 1). Whereas survival
of B. suis and B. microti decreased in GMM at pH 4.5 and 5.0,
with a significantly more rapid decline for B. suis, growth was
observed for B. microti at the same pH values in complex TS
broth. Growth of B. suis started at pH 5.0 in TS medium, and
both species grew in GMM and TS broth at pH 5.5 (Figure 1).
These results confirmed a better global adaptation of B. microti
to intermediate acid stress at pH 4.0-5.0 than of the classical
human pathogen B. suis, especially when coupled with a nutrient-
poor environment.

Transcriptome Analysis of Differential
Gene Expression in Brucella suis 1330
and Brucella microti at pH 4.5 and pH 7.0
Reveals Common and Species-Specific
Adaptation Profiles

Common and species-specific gene expression profiles of B. suis
and B. microti during acid stress at pH 4.5 were obtained by
RNA-Seq and analyzed following exposure of both species to pH
4.5 and pH 7.0 in GMM for 20 and 120 min, mimicking very
early, possibly critical stages of adaptation to an acidified host
cell vacuole during infection or to out-of-the-host environments
such as fermented food products or acid soils. In contrast,
previous transcriptome analyses of Brucella spp. at pH 4.4
generally focused on later time points, reflecting adaptation to
an advanced stage of acidified endosomal BCV (Liu et al., 2016;
Salmon-Divon et al., 2019).

Our results yielded a total of 935 and 1092 genes identified
as being differentially regulated in B. suis and B. microti,
respectively, at both time points (30-34% of the Brucella
genome), applying as criterion a > 1.5 or <—1.5 log2-
fold change to the ratio of the pH 4.5/pH 7.0 expression
values. From these genes, 651 were commonly induced or
repressed during acid stress, with 150 being significantly
regulated in both species and at both time points, hereafter
called “core genes” (Supplementary Table 3). Regarding the
species-specific responses, only 284 genes (9% of the genome)
were specifically regulated in B. suis, as opposed to 441
genes (14% of the genome) in B. microti (Supplementary
Table 3). Whereas the distribution between conditions of the
number of differentially expressed genes with higher rates
of expression either at pH 4.5 or at pH 7 was similar in
each species, the number of genes differentially regulated
at 120 min and at both time points was clearly higher in
B. microti (Figure 2).

Genomic distribution of the genes differentially expressed
at pH 4.5 and pH 7.0 did not reveal any clustering and was
homogeneous in both species (not shown).

Quantitative Reverse Transcriptase
Polymerase Chain Reaction Validates
RNA-Seq Analysis

Reliability of the transcriptome analysis was assessed by RT-
qPCR-based quantification of the RNAs from 95 representative
genes. These genes were selected according to the following
criteria: bacterial species; time points (20 or 120 min); COG
groups; operon organization; annotated functions; log2-fold
change ratios (significantly higher expression at pH 4.5 or 7.0).
Expression of the genes was assessed with technical triplicates,
using the 16S rRNA-gene as reference (constant expression
rates under all conditions). RT-qPCR results were compared
to those obtained by RNA-Seq, and correlations for each of
the 4 experimental conditions are shown in Figure 3. Gene
expression profiles identified by RNA-Seq were considered as
validated, when expression rates determined by both approaches
matched for one of the three conditions included in the
analysis: significantly higher or lower expression at pH 4.5
than at pH 7, or non-significant differences in expression. The
validation rates for the four experimental conditions chosen
ranged from 70-90%, confirming the soundness of the RNA-Seq
data (Supplementary Table 4).

As RT-qPCR was carried out with 7% of the total number of
genes identified by RNA-Seq, a much larger sampling than that
performed in other RNA-Seq studies described in the literature,
the obtained validation rates were considered as solid for
analysis of the RNA-Seq results, confirming the robustness of the
experimental design and of the quantification procedures applied,
in accordance with literature reports (Fang and Cui, 2011).

Deciphering of Global Brucella suis and
Brucella microti Transcription Profiles
Contributes to the Understanding of the
Increased Survival of Brucella microti at
pH 4.5 in vitro

Core Genes

Of the 150 significantly regulated “core genes,” 108 genes
were more expressed at pH 4.5, 38 at pH 7, and four in an
opposite manner in both species (Figure 4A). The first group
comprised genes encoding the following factors involved in
energy production: F1Fo-ATP synthase, cytochrome oxidases
and NADH-quinone oxidoreductase (Supplementary Table 3).
The activation of the F;Fy-ATPase/ATP-synthase has been
reported under acid conditions in bacterial species such as
E. coli (Sun et al, 2012) and Listeria monocytogenes (Cotter
et al., 2000). In our study, the induction of three of the F;Fy-
ATPase/ATP-synthase genes was observed: afpG, atpD, and
atpC, the latter encoding the subunit participating in proton
translocation. atpC activation in Brucella fits with previous
reports in other bacteria, where its activity is presumed to
act directly as a mechanism for intracellular proton extrusion,
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FIGURE 1 | Survival and replication of B. microti and B. suis in minimal or complex medium at pH 4.5-5.5. Viability of B. microti (black bars) and B. suis (gray bars)
in modified Gerhardt’s Minimal Medium (A-C) or Tryptic Soy broth (D-F) adjusted to pH 4.5, 5.0, and 5.5 was determined at different time points. Values are shown

consuming ATP (Lund etal., 2014). However, due to the dual
function of this machinery acting also as an ATP-synthase,
it can generate ATP using an inward-directed proton-motive
force, suggesting that the enzyme may also play a role in the
production of the energy required for the activities of ATP-
dependent proteases, chaperones or transporters involved in
diverse acid resistance and repair mechanisms (Lund et al., 2014).

In E. coli, the ATP production capacity was reported to be
essential for acid resistance (Sun et al., 2011). Likewise, increase
in intracellular ATP concentration during rapid environmental
shifts such as a switch from neutral pH to pH 3.5, has been
reported in E. coli, Pseudomonas putida and Bacillus subtilis
(Albert and Brown, 2015). The potential importance of an
alternating ATPase/ATP-synthase activity is evidenced by its
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According to expression (pH 4.5/pH 7.0)

—| Bup Condition Bs | «—
207 Higher expression at pH 7.0 134
226 Higher expression at pH 4.5 148
8 Opposite expression (time or species) 2

Common
651 genes

B. microti
441 genes

According to time

Bu Condition
129 Specific at 20 min. | 123
205 | Specific at 120 min. | 119
107 At both time points | 42

FIGURE 2 | Distribution of differentially expressed genes in B. microti and

B. suis. Numbers of genes differentially expressed in both species at pH
4.5/pH 7 were determined either according to the rates of expression at both
pH-values (upper panel), or according to the time points where differential
expression was significant (lower panel). Bu: B. microti; Bs: B. suis.

activation under acid and alkaline stress in E. coli, demonstrating
its versatile role in bacterial pH homeostasis (Maurer et al.,
2005). However, the mechanisms remain to be elucidated, and
deepening the understanding of the ATPase/ATP-synthase role
in Brucella may contribute to a better comprehension of acid
resistance and physiology.

The induction of cytochrome oxidase genes, mainly cco
encoding the cytochrome cbbs oxidase, was in line with acid stress
resistance, as cytochrome oxidases catalyze the reduction of O, to
water, acting thereby as a proton-pump (Pitcher and Watmough,
2004). In addition to the also acid-dependent expression of the
NADH-ubiquinone oxidoreductase complex I (nuoEFHIKLMN),
the major respiratory chain complex, the cbbs oxidase may
act as a complementary system in the export of protons.
In agreement with these findings, genes encoding the Ccm
complex (ccmDEFGHI) involved in cytochrome ¢ biogenesis,
and the FnrN transcriptional regulator (BMI_I653/BR0654) were
also induced. FnrN is known to regulate the cytochrome cbbs
oxidase through an oxygen sensing mechanism (Loisel-Meyer
et al.,, 2005), and expression was increased in both species at
pH 4.5 after 20 min Moreover, the cytochrome cbb; oxidase
as well as FnrN have been linked to bacterial persistence in
the host, as inactivation of their genes in B. suis results in
strong attenuation in murine infection during the chronic phase
(Jiménez De Bagiiés et al., 2007). A relationship between the
aerobic/anaerobic metabolism of Brucella and its within-the-
host life is known, with interplays between different cytochromes

(Loisel-Meyer et al., 2005; Jiménez De Bagtiés et al., 2007; Abdou
et al., 2013). According to our results, the acid pH signal may
also play a role in these crosstalks, possibly acting as a trigger for
certain respiratory and metabolic changes.

While an active ATP-synthase generates translocation of
protons from the periplasm to the cytosol, these proton-
pumping mechanisms contribute to pH homeostasis under acid
stress conditions, exporting protons to the external medium.
Additionally, the cytochrome cbb; oxidase is tightly linked to
the initiation of denitrification processes, which are activated
during microaerophilic and anoxic conditions and allow the
bacteria to use nitrogen oxides as electron acceptors under these
conditions. Interestingly, the cytochrome bd ubiquinol oxidase
genes cydDAB, related to the denitrification process in B. suis
since their lack impairs nitrite utilization (Jiménez De Bagiiés
et al., 2007), were also more expressed at pH 4.5.

It must be taken into consideration that the acidic
environment created in the experimental model used in
this study leads to a potential drop of the dissolved oxygen
concentration, due to the reaction of hydrogen ions with oxygen.
This phenomenon most likely explains the activation of systems
associated to microaerophilic conditions, such as cytochrome
cbbs oxidase and denitrification, during exposure to acid stress.

The increased expression of two genes encoding outer
membrane proteins (Omp) was also part of the common response
in GMM at pH 4.5: the gene coding for an OmpW family small
outer membrane protein whose function remains unknown but
is predicted to be a porin, and omp3I, encoding one of the
major Omp in Brucella more expressed at pH 4.5 under three
of the four conditions (Cloeckaert et al., 2002) (Supplementary
Table 3). The OmpW family proteins form eight-stranded
beta-barrels with a hydrophobic channel, possibly for small-
molecule transport across the membrane. They have been related
to resistance to environmental stress and to phagocytosis in
E. coli (Wu et al, 2013). Omp31 has also been linked to
resistance to diverse stress types (e.g., peroxide, polymyxin)
and it participates in intracellular survival (Verdiguel-Fernandez
et al,, 2017). As a transmembrane protein, it is in direct contact
with the extracellular acidic environment, which may lead to
rapid protonation and possible denaturation, followed by loss of
function of Omp31. Considering the importance of these proteins
in stress resistance, the increased expression of their genes at pH
4.5 might reflect a compensatory mechanism to renew the acid-
denatured molecules, thus maintaining their outer membrane
functions; these may involve charge balancing, osmoregulation
and transport. Genes of other Omps such as OmpF and OmpC
are also induced and play an important role in survival under acid
stress (Sato et al., 2000). The closed state of OmpC is induced and
stabilized when the cytoplasmic pH drops and acid stimulation
reaches the Omps from the periplasmic space (Liu and Delcour,
1998). Moreover, polyamines such as cadaverine and putrescine,
released under acid stress by the action of lysine and ornithine
decarboxylases, respectively, also contribute to closure of the
outer membrane porins, reducing general permeability of the
membrane (Samartzidou et al., 2003). Hence, maintenance of
the porins’ closed state can contribute to protection against
internalization of hydrogen ions.
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Interestingly, genes of both major pathways of histidine
metabolism were found to be more expressed in both species
during acid stress: the histidine biosynthesis pathway, encoded
by the his operon with hisA, hisF, and hisI (core gene), and
the histidine degradation pathway, encoded by the hut operon
with hutl, H, G, J. Based on the log2-fold change ratios, the
expression rates of the hut operon were higher in B. suis, reaching
values >4.0. Each pathway has different biological implications
and both are tightly regulated. Biosynthesis of histidine provides
carbon, nitrogen and energy sources, whereas acid resistance
mechanisms are linked to degradation of histidine, generating
ammonia and glutamate, the latter also playing a role in osmotic
regulation. The hut system is regulated by diverse stimuli
such as histidine or urocanate availability and nitrogen-limiting
conditions, and controlled by the Ntr system. Despite nitrogen
abundance, ntrB and ntrC showed increased expression at low
pH in both species, which may be explained by the potential role
of Ntr in ammonia supply for other pathways, such as glutamate

synthesis and polyamine metabolism. The increased expression
of the histidine utilization pathway genes therefore reflected a
potential adaptation to low-nutrient conditions, as well as an
attempt to provide molecules participating in the regulation of
the internal pH. The increased expression of genes involved in
the L-histidine biosynthetic pathway may contribute to purine
biosynthesis, since both pathways share common steps. This is
in agreement with increased expression of purine biosynthesis
genes under acid stress, observed specifically in B. suis and
discussed later. Due to its capacity to function as a major proton
donor or acceptor, histidine plays a central role at crossroads of
diverse cellular functions in bacteria, from purine and nucleotide
synthesis to signal transduction, and histidine decarboxylation
has been described in acid adaption (Trip et al., 2012).

Another highlight among the group of core genes with
an increased rate of expression at pH 4.5 in both species
were the genes encoding urease, a well-known actor in acid
resistance, where hydrolization of urea by urease yields CO,
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and ammonia, which counteracts the acid pH by protonation
(Sangari et al., 2007; Lund et al., 2014). However, the genes for
the accessory proteins participating in the maturation process of
the urease (ureE, ureF, and ureG) were expressed differentially
only in B. suis, suggesting an increased activity in this species
(Supplementary Table 3). In the absence of urea in the medium,
ammonium sulfate as well as glutamate, glutamine, arginine and
their derivatives may feed the system and are possible NH**-
sources for the urea cycle. In line with this strategy is the
activation of the hut operon, which encodes factors involved
in degradation of histidine to yield ammonia and glutamate
(Bender, 2012). The activation of the hut operon may also explain
the lack of induction of the T4SS at these early time points of acid
stress: hut operon repressor HutC is a positive regulator of the
expression of the virB operon (Sieira et al., 2010). Hence, as long
as the hut operon remains active, expression of the virB operon
cannot be supported by the action of HutC.

A total of 38 core genes showed higher expression at pH
7.0 (Supplementary Table 3). Some of these genes encode key
enzymes involved in gluconeogenesis: phosphoenolpyruvate
carboxykinase  (pckA), fructose-1,6-bisphosphatase  (fbp),
and fructose-1,6-bisphosphate aldolase (fbaA). A possible
explanation for this metabolic down-regulation at pH 4.5
could be the favoring of other metabolic pathways such
as the pentose phosphate pathway, the major pathway of
hexose and pentose catabolism in most Brucella species.
Moreover, in B. microti the genes encoding fructose 1,6-
biphosphatase II, (glpX) participating in gluconeogenesis,
and malic enzyme, catalyzing the conversion of malic acid to
pyruvate with production of NADPH and linking glycolysis and
gluconeogenesis with the tricarboxylic acid cycle, were also less

expressed (Supplementary Table 3; B. microti-specific genes).
The lower expression of these genes at pH 4.5 further reduced the
gluconeogenic pathway during acid stress. Interestingly, the gene
encoding malic enzyme is annotated as pseudogene in B. suis,
resulting in modifications of the so-called phosphoenolpyruvate
(PEP)-pyruvate-oxaloacetate node that regulates the major
carbon metabolic pathways, but also in the possible loss of
a pathway allowing generation of the key metabolic cofactor
NADPH. In addition, of the four core genes showing opposite
regulation in the two species, three encode sugar transporters.

Brucella microti- and Brucella suis-Specific
Acid-Responsive Genes

In addition to the acid-responsive core genes, each species
possessed a specific set of genes whose expression was modified
by the acid stress. The genes specific to each species at 20 and
120 min were classified into Clusters of Orthologous Groups
(COQG) to predict possible functions, and their percentages were
determined with respect to the total number of genes affiliated
to each group (Figures 4B,C). Group S was the most abundant,
but several groups with known functions were also identified as
harboring an important number of acid stress-dependent factors
(Figures 4B,C): C (energy production and conversion); E (amino
acid transport and metabolism), F (nucleotide transport and
metabolism); H (coenzyme transport and metabolism); N (cell
motility); O (post-translational modification, protein turnover
and chaperones).

Brucella microti-Specific Acid-Responsive Genes
The analysis of the B. microti-specific acid stress response gave
some important clues on the adaptation of the pathogen to

Frontiers in Microbiology | www.frontiersin.org

December 2021 | Volume 12 | Article 794535


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

de la Garza-Garcia et al.

Acid Stress in Brucella sp.

these harsh environmental conditions (Supplementary Table 3).
A remarkable feature was the increased expression at pH 4.5
of the genes encoding RNA polymerase sigma factors sigma 24
(rpoE) and sigma 32 (rpoH2), in accordance with previous reports
where rpoE activates rpoH2 (Roncarati and Scarlato, 2017). This
strengthened the hypothesis of a species-specific processing of the
acid stress signals in Brucella, with a possibly earlier response
in B. microti. The B. microti-specific increased expression of a
two-component response regulator-encoding gene (BMI_I1679),
annotated in some Brucella species as PhyR, was in line with the
increased expression of rpoE: Both are central elements of the
general stress response in alpha-proteobacteria and have been
described as required in B. abortus for in vitro stress survival
and chronic murine infection (Kim et al., 2013). Moreover, rpoE
has been reported to be expressed consecutively to envelope
damage detected by sensing of misfolded Omps, and both
factors are involved in maintaining the integrity of periplasmic
and outer membrane components (Raivio and Silhavy, 2001).
In B. melitensis, RpoEl also acts as repressor of the flagellar
genes (Ferooz et al., 2011). Hence, increased expression of the
corresponding gene at pH 4.5 exclusively in B. microti may
explain the lack of activation of flagellar genes in the atypical
species during acid stress, whereas flagellar genes are more
expressed in B. suis (see below).

Another particular feature of the specific B. microti response
to acid stress was the strong activation of nitrogen metabolism
genes, especially the denitrification pathways (Supplementary
Table 5), with 19 members one of the strongest sets of positively
regulated genes at pH 4.5. This observation was in agreement
with the increased expression at pH 4.5 of the cbbs cytochrome
oxidase components, linked to denitrification and induced by
low oxygen concentrations and by exposure to reactive nitrogen
species and nitrite. Despite the fact that the genes encoding
nitrate reductase Nar and nitrite reductase Nir, catalyzing the
first two steps of denitrification, were more expressed at pH
4.5 in both species, acid-induced expression of nor and nos,
encoding nitric oxide and nitrous oxide reductases, was specific
to B. microti (Figure 5). As a consequence, B. microti avoided
the possible accumulation of harmful NO, which may, in
contrast, affect B. suis. This evidence suggested a differential
regulation of the denitrification pathways under acid stress, and
hence a species-specific control of the anaerobic/microaerobic
respiration. Specific activation of nor and nos operons is likely
to be based on the pH-mediated decrease of dissolved oxygen
in acid medium, suggesting that B. microti may have a faster
adaptive response under acid-induced low oxygen conditions.
Interestingly, the Brucella nar operon is also induced during
the stringent response, constituting another overlapping factor
in multiple stress responses (Hanna et al, 2013), and the
denitrification pathway has been related to Brucella virulence
in mice and intracellular resistance to NO (Haine et al., 2006;
Loisel-Meyer et al., 2006).

Furthermore, acid-dependent regulation of genes involved
in methionine metabolism was significantly different between
both pathogens: The acid-induction of four genes (ahcY,
metH, metF and sahR) involved in the S-adenosylmethionine
(SAM)-S-adenosylhomocysteine (SAH) cycle suggested a higher

methylation activity in B. microti, since SAM, a nucleoside
generated from methionine, is a coenzyme for methyltransferases
(Supplementary Table 6). It is also required for the synthesis
of polyamines, quorum sensing molecules and production
of vitamins, demonstrating the important role of SAM in
bacterial metabolism. This enhanced activity of the SahR
regulon may also be related to the higher expression of the
genes bioA and bioB, coding for biotin-ligase and dethiobiotin
synthase, respectively, and to the induction of the cobalamin
(B12) synthesis pathway (precorrin-2 methyltransferase, cbiG,
cbiQ, cobN and cobalamin synthesis proteins) in B. microti
(Supplementary Table 3). Increased DNA-methylation activity
via SAM impacts regulation of gene expression, conservation of
genome integrity and cell cycle regulation, and SAM has also been
associated to riboswitch-dependent genetic regulation (Batey,
2011). An active methionine metabolism in B. microti may be
related to a higher rate of transcriptional/translational activity,
but also points out differences to B. suis concerning regulation
of the sulfur metabolism, which most likely participates in
redox homeostasis through biosynthesis of thiol antioxidants
such as glutathione, cysteine, and homocysteine, also required
during acid stress.

Overall, 4-7% of the putative protein-encoding genes in
Brucella genomes are pseudogenes. Pseudogenization can lead
to many phenotypical differences and play an important
role in Brucella host specificity and virulence (Chain et al,
2005). Interestingly, expression of 15 genes reported as being
pseudogenes exclusively in B. suis was influenced by acid
stress in B. microti (Supplementary Table 7): genes encoding
choline dehydrogenase (BMI_I1654), cold-shock protein CspA
and D-lactate dehydrogenase DId were of main interest. The
choline dehydrogenase is an enzyme linked to osmoprotection,
catalyzing the glycine betaine synthesis from choline oxidation.
Glycine betaine has been reported to protect also from heat
shock, acting as a protein stabilizer and contributing to
protein renaturation (Caldas et al., 1999). Other osmoregulation
mechanisms are also coordinately activated in B. microti,
such as glycine betaine/L-proline ABC transporters, while the
gene encoding the mechanosensitive channel MscL, undergoing
conformational change under membrane stretching, is repressed
in B. microti, possibly due to ion permeability when the
channel is open (Supplementary Table 3). Due to the intricate
regulation of osmotic and acid stress responses, characterized
by the overlapping functions of molecules involved in both
responses such as KT, glutamate and other osmolytes, pH-
regulating mechanisms can have an impact on osmotic pressure
through membrane permeability changes, denaturation of
proteins and generation of metabolites such as ammonia, urea,
GABA, etc. These variations, possibly resulting in osmotic
imbalance, may activate the adequate systems to cope with this
additional stress.

The identification of certain pseudogenes in B. suis may also
give some clues about metabolic and physiologic differences
between both Brucella species, looking at the examples of
the genes encoding thioredoxin reductase and D-lactate
dehydrogenase DId (Supplementary Table 7). Thioredoxin
reductase, whose expression was downregulated at pH
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4.5 in B. microti, is involved in ribonucleotide reduction.
Hence, its lack in B. suis may imply the use of alternative
pathways to produce deoxyribonucleotides. The D-lactate
dehydrogenase (DId), activated by B. microti early at pH 4.5 but
downregulated later, may play a role in electron transfer during
anaerobic conditions. The loss of the D-lactate dehydrogenase
expression in B. suis in addition to less efficient denitrification
suggests a better adaptation of B. microti to anaerobic or
microaerophilic conditions. Interestingly, in opposition to
the situation observed in B. suis with 15 pseudogenes which
were acid-stress regulated in B. microti, none of the acid
stress-regulated genes found in B. suis were pseudogenes in
B. microti, despite the fact that a total of 79 pseudogenes are
present in B. microti versus 109 pseudogenes in B. suis (NCBI
Genome database; Audic et al,, 2009). It is conceivable that
the loss of certain genes during host-adaptation impairs B. suis
acid stress resistance, when compared to the more ancestral
and free-living species B. microti. These results therefore give
additional evidence that gene mutations shape the physiology of
Brucella species.

In our study, genes encoding the type IV secretion system
components were not characterized by increased rates of
expression under acid conditions (Supplementary Table 3),
which was unexpected, since acid stimulation and nutrient-poor
medium are known to trigger virB expression (Boschiroli et al.,
2002). virBI and virB6 were significantly less expressed at pH 4.5
in B. microti at both time points, while virB7 was less expressed
under acid conditions in B. suis at 20 min The low ratios of
transcription at pH 4.5 versus pH 7.0 may be explained by the
fact that the virB operon is induced at pH 4.5 at later time
points only.

Interestingly, three genes corresponding to cold shock
proteins (csp), including cspA, showed higher expression at pH
4.5 in B. microti, two of them specifically. In line with the
described cold shock responses (Zhang et al., 2018), two helicases
and a VacB/RNAse II exoribonuclease, possibly the RNAse R
described to act with CspA, also presented increased expression
(Supplementary Table 8). In addition, the B. melitensis homolog
of the csp gene BMI_I1528 was reported to play an important role
in Brucella virulence and stress adaptation (Wang et al., 2014).

The sulfur mobilization (suf) operon, considered as essential
in Brucella (Sternon et al., 2018), was also more expressed in
B. microti at pH 4.5. It is required for the assembly of Fe-S
clusters, acting as cofactors in diverse metabolic reactions, as
electron carriers in redox reactions, and in gene regulation and
DNA repair and replication. It is activated during iron limitation
or oxidative stress (Blahut et al, 2020). Due to protonation
and denaturation induced by acid stress, Fe-S cluster-containing
proteins as well as DNA are likely to be damaged, explaining the
increased expression under acid conditions of the suf operon
in B. microti (Supplementary Table 9). Moreover, the ATPase
function of SufC may also have a role as a proton pump
in acid stress, suggesting different ways for the Fe-S clusters
in the bacteria to cope with redox state disturbances. Under
acid stress, expression profiles of B. microti and B. suis were
different for iron and sulfur acquisition pathways, including
higher expression in B. microti of genes coding for certain iron

transporters, sulfur-containing amino acid metabolism and the
ferritin-like protein Dps.

Brucella suis-Specific Acid-Responsive Genes

The identification of different groups of genes specifically
regulated in B. suis sheds light not only on the mechanisms
this pathogen has set up to respond to acid stress, but also
on the physiological alterations the species may be exposed to.
The higher rates of expression at pH 4.5 of genes participating
in purine biosynthesis (purE, purH, purC, purL), peptidoglycan
biosynthesis (nagB, mraY, murE, murD, murF) and lipid A
biosynthesis (IpxL) suggested increased levels of structural
damages of the DNA, cell wall and outer membrane, when
comparing to the expression rates of the same sets of genes in
B. microti, and could be a clue to the observed reduced survival
of B. suis in vitro at pH 4.5 (Supplementary Table 3).

DNA damage, known to be one of the harmful effects
of acid stress profoundly altering normal cell physiology, is
mediated by DNA depurination, with rates increasing as the pH
decreases (Raja et al., 1991). Increased expression of the purine
biosynthesis operon pur may therefore contribute to generate
nucleotides for the repair of damaged DNA. In line with this
observation was the increased expression of genes at pH 4.5
in B. suis encoding the ribonucleotide-diphosphate reductase
(RNR), involved in the synthesis of deoxyribonucleotides from
ribonucleotides required for DNA synthesis during replication
or repair processes (Torrents, 2014). Under our experimental
conditions, B. suis increased the expression of the genes encoding
the RNR subunits alpha (nrdE) and beta (nrdF) at pH 4.5,
whereas B. microti showed a higher rate of expression of these
genes at pH 7.0 (Supplementary Table 3). Since this system plays
an essential role, its operon must be tightly regulated to ensure
correct RNR concentrations and balanced ANTP levels (Torrents,
2014), a fact that adds to the biological relevance regarding
different expression levels observed in both Brucella species. In
the absence of growth of Brucella in minimal medium at pH 4.5,
increased expression of nrdE and nrdF suggested an active DNA-
repairing process in B. suis, as a response to increased sensitivity
to acid stress at pH 4.5.

Genes involved in the peptidoglycan-recycling pathway
and in peptidoglycan (PG) synthesis also showed increased
expression specifically in B. suis at pH 4.5, among which nagB,
encoding glucosamine-fructose-6-phosphate aminotransferase,
and genes encoding the three main ATP-dependent amino acid
ligases MurD, MurE, MurF and phospho-N-acetylmuramoyl-
pentapeptide transferase (MraY) (Supplementary Table 3). The
potential acid-related damage to PG in B. suis may affect bacterial
physiology and hamper Brucella survival. PG plays a crucial
role in maintaining bacterial shape and turgor pressure while
allowing nutrient transport. In addition, the movement of the
bacterial cytoskeleton-like elements has been shown to be tightly
interdependent with PG synthesis, which is also regulated by
lipoproteins anchored to the inner layer of the outer membrane,
suggesting that PG synthesis is governed by internal and external
signaling (Typas et al., 2011). These links may give clues about
possible envelope rearrangements during acid stress, when the
outer membrane is damaged by high HT-concentrations. The
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stronger expression of purine and peptidoglycan biosynthesis
genes at acid pH in B. suis was consistent with studies performed
in E. coli (Shayanfar et al., 2018), suggesting their participation in
a general acid-stress response in certain Gram-negative bacteria.
In the outer membrane, acid pH induces loss of stabilization of
LPS as a consequence of increased phosphorylation of lipid A (Li
etal,, 2020). Therefore, the increased expression of IpxL encoding
lauroyl acyltransferase and participating in lipid A biosynthesis
may represent, alongside with PG and purine synthesis, an
attempt to maintain cellular integrity during acid stress in B. suis.

Furthermore, a significant increase in expression of entC
encoding isochorismate synthase was observed at pH 4.5 in B. suis
(Supplementary Table 3). This enzyme participates in the 2,3-
dihydroxybenzoic acid siderophore synthesis pathway, catalyzing
the conversion of chorismate to isochorismate and it is responsive
to environmental iron availability. The increased expression of
a gene of the enterobactin operon suggested an important need
for iron in B. suis during acid stress, which can be explained by
the fact that iron is an essential cofactor for the assembly of Fe-S
cluster proteins and ribonucleotide reductases.

The increased expression of the erythritol metabolism-related
genes under acidic conditions only in B. suis is remarkable, since
this sugar alcohol is a major substrate in brucellae. Erythritol
feeds the pentose phosphate pathway and is considered as one
of the determinants for the tissue tropism of Brucella toward the
host’s reproductive tract (Barbier et al., 2014). In addition, genes
eryB and eryC are necessary for intramacrophagic growth (Kohler
etal., 2002). This acid pH-mediated differential expression of ery
genes may reflect specific metabolic adaptation and mechanisms
of regulation, possibly having an impact on the within-the-host
life of Brucella.

Function-Based Expression Analysis, Independent of
Species-Specificities
The identification of acid-dependent genes encoding factors
interacting with the bacterial envelope added information on
the strategies the pathogen has set up to create an efficient
barrier against adverse effects of low pH. Some of these genes
have already been presented above. To assess the possibility of
an eventual acid stress-induced activation of repair processes
in the outer membrane, a survey of acid stress-regulated genes
potentially associated to such processes was carried out with
the threshold-selected 1376 genes. Eleven of them encoded
factors involved in LPS or outer membrane proteins biosynthesis
(Supplementary Table 10). The modulation of outer membrane
compound synthesis may have significant impacts on bacterial
survival at acid pH and on infection biology. The LPS, major
component of the outer membrane, is well-recognized to be
crucial for host-pathogen interactions, and microorganisms
adapt the LPS structure in response to the environmental
conditions, including acid stress (Li et al, 2020). Regarding
the outer membrane proteins and their function as permeable
channels as well as their role in sensing, the increased expression
of Omp31-1, Omp31-2 and the OmpW family protein may be an
indicator of additional repair mechanisms in both species.
Remarkably, in B. suis the acid stress induced, at the early time
point of analysis, an almost species-specific, significant increase

in the expression of 14 genes belonging to the flagellar machinery
(Supplementary Table 11). A heatmap of the expression profiles
of the genes assigned to COG N for both B. suis and B. microti
is shown in Supplementary Figure 1A, giving a comparative
overview of differential expression of functionally related genes
for all experimental conditions applied. Most genes encoding
flagella components showed a significantly higher expression
at pH 7.0 in B. microti at 120 min, whereas a transient trend
for increased expression at pH 4.5 was observed for the same
genes in B. suis at 20 min. Brucella species normally do not
display a motile phenotype, with the exception of B. melitensis
and bullfrog and Pac-Man frog isolates, where a flagellum was
reported (Fretin et al., 2005; Soler-Llorens et al., 2016; Al Dahouk
et al., 2017). The biological function of these genes in Brucella
is still unknown, however, the bacterial flagellum contains a
transmembrane Type III secretion system, including the ATPase
encoded by flil, evolutionarily related to the F;Fo-ATPase. This
suggested that this apparatus or part of it may function as an
additional proton-pump under acid stress in B. suis.

In addition, 17 genes encoding proteins of the classical
heat shock response showed higher expression at acid pH
(Supplementary Table 12). Ten of these were specifically more
expressed in B. suis, suggesting that the classical pathogen was
activating more chaperone- and protease-dependent mechanisms
of protein degradation or re-folding. Increased expression of
the genes encoding the chaperone pairs DnaK/] and GroEL
strongly suggested that acid stress-mediated protein misfolding
or damaging occurred in a more significant way in B. suis than
in B. microti. Genes encoding heat shock-induced proteases,
important in degradation of aggregated or denatured proteins
and in the removal of potentially toxic degradation products, also
showed an increased expression under acid stress in B. suis. In
bacteria, Lon is the major protease participating in degradation of
misfolded proteins under stress conditions, but as a player in the
protein quality-control system, it also degrades proteins under
physiological conditions. Exemplified by ClpB, DnaK, and Dna],
proteases can also assist chaperones unfolding and renaturing
protein aggregates. Other genes more expressed at pH 4.5 encode
the ATP-dependent protease Hsl forming a proteasome-like
degradation complex (Supplementary Table 12). Presented as
a heatmap, the divergence between B. suis and B. microti in
acid-dependent regulation of these COG O-associated genes
encoding factors involved in posttranslational modification,
protein turnover and chaperones, was evident: At 120 min, 11
of the 47 differentially expressed genes were regulated in an
opposite manner in the two pathogens, with a clear domination
of higher expression at pH 4.5 in B. suis, whereas the majority
of the genes more expressed at pH 7.0 were found in B. microti
(Supplementary Figure 1B). General increase of expression of
genes involved in protein turnover and in chaperone biosynthesis
at low pH in B. suis gave rise to the speculation that under
these conditions, this pathogen was more exposed to harmful
protein denaturation than B. microti. Increased expression of
certain heat shock factors (GroEL, DnaK) during acid stress
has been previously reported for Brucella (Kohler et al., 1996;
Teixeira-Gomes et al., 2000). Remarkably, expression of heat-
shock response sigma factor-encoding rpoH and rpoE genes was
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not increased under acid conditions in B. suis, while B. microti
showed an increase already during early exposure (see above).
Our results showed that the acid stress-induced response in
B. suis has the traits of a marked heat shock response, with
several factors shared by the responses to different stress types:
DnaK, related to heat and hyperosmotic stress; HslO, known
to be redox-regulated and to participate, together with LbpA,
in oxidative and heat stress; Lon, involved in the heat-shock
response and in drug resistance processes. These findings are
in agreement with a previous report on the induction of a heat
shock-like response by pmf dissipation in E. coli (Gage and
Neidhardt, 1993), fitting also with the hypothesis of increased
envelope damage in B. suis at pH 4.5.

Furthermore, RNA-Seq results revealed that transport
functions of Brucella were highly impacted by acid stress,
and species-dependent specificities of transport activities may
influence acid stress responses. A total of 180 genes encoding
transporters had an altered expression profile under acidic
conditions. Among those, a vast majority of 154 genes were
found to be associated to ABC-transporters, with more than
50% of them affected, and 142 out of the 180 genes belonged
to 71 predicted operons (Supplementary Table 13). 67 genes
were significantly regulated in B. microti only. Interestingly,
a general tendency of increased expression of genes encoding
branched-chain amino acid transporters was observed in
B. microti at pH 4.5 after 120 min of exposure. Similarly, 3 genes
of a glycine betaine/L-proline transport system described for
Brucella, as well as a sulfate ABC transporter and the permease
component of a taurine transporter, were more expressed in
B. microti under these conditions (Jenner et al., 2009). The
activation of the glycine betaine/L-proline system reflected
a potential need for these osmolytes, since pH homeostasis
is interconnected with osmoregulation and the redox state
of the cell: HT extrusion has to be compensated to maintain
osmotic and redox homeostasis. Higher expression of sulfate
and taurine transporters suggested a more active sulfur
metabolism in B. microti during acid stress. Taurine, an amino
acid-like organosulfonate, is an osmolyte that also participates
in osmoregulation. ABC transporters have been associated
with diverse physiological processes from DNA-repair to gene
regulation, and are related to virulence (Jenner et al., 2009). 10 of
the identified ABC transporter-encoding genes are listed in the
PHIDIAS Victors database as virulence-associated. Finally, the
general induction of ATP hydrolysis-based transporters might
contribute to bacterial pH homeostasis through proton expulsion
by the ATPase components of these systems. In some cases, when
the transported molecule is an osmolyte or compatible solute
(sugars, polyols, amino acids), the process may result in a double
win situation for the cell, expelling protons and importing a
neutral molecule.

Eighty-one genes encoding transcriptional regulators
and two-component systems (TCS) were identified as
being differentially regulated in the two Brucella species
(Supplementary Table 14). A lower expression of most
transcriptional regulators was observed under acid stress with
only 26 genes being more expressed at pH 4.5, of which 13
were specifically regulated in B. microti, 4 in B. suis and 9 in

both species. The most represented regulator families were
GntR and AsnC, followed by AraC, ArsR, MarR, and LysR.
In addition, betI (BMI_I553/BR0554) was more expressed in
B. suis but less expressed in B. microti after 120 min. Betl is
a repressor of the glycine betaine synthesis pathway and of a
choline transporter.® This difference may reflect species-specific
osmoregulation, with an increase of glycine betaine synthesis
and transport in B. microti (see above). The genes with higher
expression under acid conditions in B. suis encoded members of
the DeoR, GntR and AsnC families. In Brucella, DeoR and GntR
regulators are linked to host-pathogen interactions, but also
involved in sugar metabolism and control of carbon and amino
acid metabolism, or fatty and organic acids concentrations.
In B. microti, genes coding for transcriptional regulators
with increased expression under acid stress belonged to the
ArsR, AsnC, IclR, LysR, OmpR and Ros/Muc families. The
homologs of the B. microti Ros/MucR transcriptional regulator
(BMI_I569) have been associated with virulence in B. melitensis
and B. abortus, since their inactivation impairs intracellular
growth and results in strong attenuation (Caswell et al., 2013).
Despite the fact that these data must be interpreted with
caution, because most of these regulators belong to large families
with a wide array of possible functions in interconnected
networks, such a difference between B. suis and B. microti in
transcriptional regulation goes well with an earlier activation
of virulence mechanisms in B. microti. Among the TCS, we
identified two pairs of candidates with increased expression at
pH 4.5 (Supplementary Table 14): BMI_I1225/BMI_II226, the
latter being a pseudogene in B. suis; BMI_I1535/BMI_I1537 at
120 min in B. microti only, encoding OmpR/EnvZ originally
described as a porin regulator, controlling the outer membrane
proteins OmpF and OmpC linked to acid stress response. In
Salmonella and E. coli, OmpR/EnvZ participate in sensing of
environmental signals such as osmotic and acid stress, and the
intracellular acidification promoted by OmpR is necessary for
T3SS expression (Chakraborty and Kenney, 2018). The genes
BMI_I1231 and BMI_II615, encoding potential TCS members
with GGDEF-domains related to diguanylate cyclase- and
phosphodiesterase-mediated biosynthesis and degradation,
respectively, of the bacterial second messenger c-di-GMP, were
acid pH-induced in B. microti, possibly indicating species-
specific activation of the c-di-GMP second messenger functions
linked to virulence, stringent response, motility, proteolysis, cell
cycle and cell-cell communication (Rémling et al., 2013). The
complex functions of transcriptional regulators identified here
necessitate specific transcriptomic studies to deepen knowledge
on their biological roles under these environmental conditions.

Virulence-Related, Acid-Stress Responsive Genes

Several acid-responsive genes of Brucella have been previously
reported as virulence-related, according to PHIDIAS Victors
and VFBP databases. In our work, 69 virulence genes listed
in these databases were identified as acid-stress responsive
(Supplementary Table 15), out of 159 virulence-associated
genes reported for B. suis. From the 69 genes, 28 were

Chttps://www.uniprot.org/uniprot/Q2YMS6
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regulated in both species, 19 and 22 specifically in B. suis
and B. microti, respectively. Altogether, 25 of the virulence-
related genes were down-regulated, while 39 were more
expressed under acid conditions, and 5 showed up- or down-
regulation, depending on time-points or species. Species-
specifically regulated virulence genes with increased expression
under acid conditions were more numerous in B. suis (14/19)
than in B. microti (10/22), indicating specific gene expression
signatures, possibly in the species’ interactions with the host cell.
The most represented COGs were the groups E (amino acid
transport/metabolism), C (energy production/conversion) and G
(carbohydrate transport/metabolism). As an example of genes
listed in both databases, rfbD encodes the LPS O-antigen export
system permease. It was more expressed at pH 4.5 in B. microti,
suggesting that B. microti may preserve structural integrity of the
envelope by activation of specific repair mechanisms, while B. suis
engages into a larger response involving chaperones, proteases
and potential DNA-repairing mechanisms.

Recently, Salmon-Divon et al. reported 773 B. melitensis 16M
genes differentially expressed (fold change > 2) between normal
and low-pH conditions in TS broth at pH 4.4 after 4 h of
incubation. Despite the differences in experimental conditions,
25 of these genes were also identified in our analysis as being
differentially expressed simultaneously for both B. suis and
B. microti (fold change > 2.8), including 15 that were upregulated
and 10 that were downregulated under acid-pH conditions.
Another 12 and 6 genes were identified as being specifically
regulated in B. suis and B. microti, respectively (Supplementary
Table 16). The common induction of genes of the respiratory
chain points out the importance of this system comprising proton
pumps which maintain physiological conditions in the cytosol
of Brucella species. Other highly conserved mechanisms of acid
protection were induction of histidine degradation via hut genes

generating protective ammonia and glutamate, and increased
expression of urease-associated genes.

Selection of Acid Stress-Induced
Brucella Genes and Evaluation of Their
Participation in Acid Stress Resistance at

pH 4.5 and in Intramacrophagic Survival
Based on their predicted biological functions, their acid stress-
induced expression rates, and their potential relationship to
virulence or acid resistance mechanisms, 16 genes were selected
for inactivation by homologous recombination (Table 1).
All mutants were constructed in B. microti, aiming at the
identification of factors contributing to the increased acid
resistance of this atypical species versus B. suis, and then tested for
in vitro acid stress resistance in minimal medium at pH 4.5 and
for intracellular growth in J774 murine macrophages. Fourteen
of the mutants, affected in the genes BMI_11066, BMI_I1893,
BMI_I1677, BMI_I1226, BMI_II385, BMI_I1460, BMI_II847,
BMI_I1652, BMI_I1679, BMI_I733, BMI_I686, BMI_II580,
BMI_I1225, and BMI_II898, did not show any reduction in
survival as compared to the wild-type strain in minimal medium
at pH 4.5 over an incubation period of 24 h (not shown). In
the J774 murine macrophage infection model, characterized by
transient acidification to pH 4-4.5 during the first phase of
Brucella infection (Porte et al., 1999), none of the 16 mutants
showed attenuation, and intracellular survival and replication
profiles were identical to that of the wild-type strain for all
time points [data not shown; (Jiménez De Bagiiés et al., 2010)].
In addition, mutants in genes BMI_I426 and BMI_I2170 were
also studied in human monocyte-derived macrophages from
peripheral blood mononuclear cells, and intracellular replication
profiles were identical to those in J774 cells (not shown).

TABLE 1 | Genes selected for mutation in Brucella microti.

Gene ID (Bs/By.) Function/Protein

Deletion (nt/total)

BR1061/BMI_I1066
BR0423/BMI_I426
BRA0899/BMI_II893
BR1655/BMI_I1677
BRA0229/BMI_I1226
BRA0O388/BMI_II385
BRA0463/BMI_I1460
BRA0853/BMI_lI847
BR1634/BMI_|1652
BR1657/BMI_I1679
BR0O735/BMI_I733
BR0691/BMI_I686
BRA0586/BMI_II580
BR2149/BMI_I2170
BRA0228/BMI_I1225
BRA0904/BMI_II1898

Zn-containing alcohol dehydrogenase

Cold Shock Protein CspA (Pseudogene in Bs)

Ornithine cyclodeaminase ArcB

Sensor histidine kinase

Two-component response regulator (Pseudogene in Bs)

Heme-thiolate monooxygenase

HIyD family secretion protein

Hypothetical protein (putative permease of DMT family)

Hypothetical protein (T4SS effector VceA)

Two-component response regulator

Hypothetical protein (TIR domain-containing protein; T4SS effector BtpB)
Hypothetical protein (T4SS effector BspB)

Hypothetical protein (virulence protein VirJ)

DNA starvation/stationary phase protection protein Dps

Sensor histidine kinase

RNA-binding S1 domain-containing protein/Transcriptional accessory protein

766/984
169/210
890/1077
705/936
481/669
1006/1164
634/945
246/420
197/318
694/795
731/834
193/255
1014/1161
389/498
1132/1341
2238/2304

Bs: B. suis.
Bu: B. microti.
nt: nucleotides.
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FIGURE 6 | Participation of CspA in survival of B. microti (A) and B. suis (B) in GMM at pH 4.5. Survival of B. microti wild-type strain (black bars), B. microti AcspA
(red bars), B. microti AcspA complemented with pBBR1-cspA (cyan bars), and of B. suis wild-type with pBBR1-AMP (black bars) or complemented with
pBBR1-AMP-cspA (red bars) containing functional cspA of B. microti. Values are shown as means of 7 experiments + SD. **: P < 0.01; **: P < 0.001.
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Cold Shock Protein A and DNA-Binding
Protein From Starved Cells Contribute to
Brucella microti Acid Resistance at

pH 4.5

In contrast to the 14 mutants described above, inactivation of
genes BMI_I1426 and BMI_I2170 significantly affected B. microti
mutant survival in the in vitro acid stress model at pH 4.5.
BMI_1426 encodes the cold shock protein CspA, previously
studied in E. coli (Jiang et al., 1997), and BMI_I2170 codes for
the “DNA-binding protein from starved cells” (Dps), also called
DNA starvation/stationary phase protection protein, a nucleoid-
associated protein (NAP) that participates in the arrangement of
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FIGURE 7 | Participation of Dps in survival of B. microti in GMM at pH 4.5.
Survival of B. microti wild-type strain (black bars), B. microti Adps (red bars),
and of B. microti Adps complemented with pBBR1-dps (cyan bars). Values
are shown as means of 6 experiments £+ SD. ***: P < 0.005.

the bacterial chromosome (Calhoun and Kwon, 2011). Both cspA
and dps have been originally related to other types of stress and
can now be associated to acid stress response in B. microti.

The CSP are multifunctional, highly conserved, RNA-/DNA-
binding small proteins of 65-70 amino acids in size, whose
expression is mainly induced by temperature decrease. The
cold shock domain contains 2 nucleic acid-binding motifs,
directly interacting with DNA or RNA. Despite their designation,
CSP are present under physiological conditions and, as other
stress-related proteins, have been linked to osmotic, oxidative,
starvation and acid stress (Keto-Timonen et al.,, 2016). The
B. microti cspA gene was identified as a promising candidate in
resistance to pH 4.5 because of its higher expression under acid
conditions at both time points with a RNA-Seq-based log2-fold
change > 3.0, and its pseudogene character in B. suis due to a
frameshift mutation.

Deletion of ¢spA in B. microti reduced its survival in GMM
at pH 4.5 approximately 4.5-fold at 24 h (Figure 6A). No
effect was noticeable at the earlier time point of 6 h, explaining
the lack of phenotype in the macrophage model of infection.
Complementation of the B. microti AcspA strain with the native
gene cloned in vector pBBRIMCS restored a level of resistance
not significantly different from that of the wild-type, confirming
a role of CspA in acid stress resistance at pH 4.5. To investigate
if the pseudogene character of cspA in B. suis 1330 was related
to the increased acid sensitivity of the classical species after
24 h at pH 4.5, B. suis was complemented with the intact gene
from B. microti on the replicative plasmid pBBR1-AMP, and
survival was compared to that of the wild-type. Survival of B. suis
expressing cspA of B. microti was more than 6-fold increased
(P < 0.01) at pH 4.5 after 24 h (Figure 6B). Although this gain
of viability under these environmental conditions correlated well
with the degree of loss of survival of the B. microti AcspA mutant
strain as compared to the wild-type, general impact on survival of
both species remained limited: CspA is obviously only one factor

Frontiers in Microbiology | www.frontiersin.org 113

December 2021 | Volume 12 | Article 794535


https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/microbiology#articles

de la Garza-Garcia et al.

Acid Stress in Brucella sp.

FIGURE 8 | Morphological characterization of B. microti CCM4915 in GMM pH 7.0 and pH 4.5 by Atomic Force Microscopy (AFM). (A) AFM topographic images of
B. microti at both pH values. (B) Topographical profile plots measured along the longitudinal axis of the cells, indicated by solid lines in (A). (C) Length, width and
height measurements of bacteria at pH 7.0 (n = 46) and pH 4.5 (n = 53). (D) Average roughness R, of the bacteria at pH 7.0 (n = 42) and pH 4.5 (n = 33), based
on recorded surface roughness. Cell height analysis was carried out using the height (measured) channel of the QI mode, which corresponds to the height at 80% of
the setpoint force determined on the reference force-distance curve. Height was calculated as the topographical maximal central height on each cell using the
section tool of the analysis software. The average roughness (Ra) was calculated on the z channel values using a 400 x 400 nm area for each cell. Statistical
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amongst others in acid resistance of B. microti. As expected, the
causes of increased survival of B. microti observed in GMM at
pH 4.5 are multifactorial, involving genes inactive in B. suis as
described above and, most likely, genes differentially regulated
in both species.

Besides CspA, the nucleoid-associated protein Dps played
an important role in B. microti acid resistance. In E. coli, it
participates in resistance to oxidative, UV, y-radiation, metal ion
toxicity and acid stress, and variations of nucleoid conformation
have an important influence on bacterial physiology (Calhoun
and Kwon, 2011). Brucella microti dps (BMI_I2170) was chosen
for mutagenesis because of the potential biological roles of the
encoded protein and its specific, higher differential expression at
both time points, with a RNA-Seq-based log2-fold change > 2.0,
validated by RT-qPCR (Supplementary Table 4). At 24 h,
inactivation of dps in B. microti resulted in a strong reduction
of survival in GMM at pH 4.5, with an approximately 34-
fold decrease in the number of viable bacteria, when compared

to B. microti wild-type (Figure 7). Complementation of the
B. microti Adps mutant with the intact dps gene expressed in
plasmid pBBRIMCS restored wild-type survival, confirming Dps
participation in acid stress resistance at pH 4.5. As for the AcspA
mutant, no effect was measurable after 6 h of exposure to pH
4.5 (Figure 7).

The Dps protein has three intrinsic properties that determine
its important physiological roles: DNA-binding, resulting in
DNA compaction and crystallization; iron sequestration; and
ferroxidase activity, responsible for resistance to oxidative stress
and protecting the DNA against ROIs. These properties play
a central role in iron and hydrogen peroxide detoxification
and in acid resistance. As the pH drops, interactions of Dps
with DNA may become stronger, and this ability to aggregate
DNA at acid pH, results in increased protection (Jeong et al.,
2008). In B. suis, concentration of Dps increases under extreme
nutrient starvation (Al Dahouk et al., 2013), evidencing together
with the here-described results the important role of Dps in
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FIGURE 9 | Schematic representation of the highlighted common and species-specific responses for both Brucella species. For the experimental time points
chosen, genes with higher expression at pH 4.5 are shown in the upper half, those with higher expression at pH 7 in the lower half of the scheme.

countering harmful environmental conditions. Moreover, dps
expression is reported to be controlled by RpoE (Kim et al., 2014),
fitting to the B. microti-specific increased transcription of sigma
factors in our RNA-Seq study. Dps has also been detected in
culture supernatants and in outer membrane vesicles (OMVs)
produced by Brucella, alongside with other oxidative stress-
related factors (Avila-Calderon et al., 2012; Lee et al., 2014), of
which GroES also showed higher expression in B. microti at pH
4.5. This may suggest potential extracellular and pathogenesis-
related functions, since both culture supernatants and OMVs
have been reported to induce cytotoxic and immunogenic
responses in infection models. Therefore, a possible role of Dps in
pathogenesis of Brucella cannot be excluded and further studies
would be of interest, as Dps has been linked to virulence in other
pathogens (Martinez-Sanguiné et al., 2021).

In conclusion, the involvement of CspA and Dps in acid stress
resistance in GMM at pH 4.5 after 24 h of exposure and the
lack of phenotype in a cellular model of infection indicated that
these genes may play a role in resistance of the atypical species
B. microti to out-of-the-host conditions, such as strongly acidified
soils. The lack of CspA in B. suis due to pseudogenization
contributed to increased acid sensitivity in vitro but did not
affect the capacity of intracellular replication of the pathogen,
confirming that this gene has become dispensable in the course
of adaptation to the host organism.

As mentioned earlier, neither AcspA nor Adps of B. microti
showed phenotypes different from that of the wild-type strain
in the J774 murine macrophage model of infection. A likely
explanation is, that the duration of exposure to pH 4.5 in the
BCV lasts only for a few hours, too short for an impact on
viability of the mutant strain. Redundancy of gene functions
and/or of acid stress-protective systems is also conceivable. An
additional factor to be taken into consideration resides in the
differences between the in vitro acid stress models and the
intramacrophagic vacuole. GMM at pH 4.5 mimics the low
nutrient and acidic environment of the phagocytic vacuole,
but variability of certain parameters such as oxygen and metal
ion concentrations is not considered. During the maturation
process of the Brucella vacuole, it is likely that adaptation
to acid stress is a dynamic process with variable expression
profiles corresponding to the momentary conditions, and our
data reflect the initial stage of this response, prone to change
over time.

Brucella Cell Morphology Is Affected by
Acidic pH 4.5 in Gerhardt’s Minimal

Medium
The impact of GMM pH 4.5 on Brucella cell morphology has
been studied for B. microti using atomic force microscopy (AFM).
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At acidic pH, bacteria are significantly shorter and “flatter” than
at pH 7, resulting in volume reduction (Figure 8). In addition,
cell surface roughness is considerably increased at low pH,
indicating potential acid-mediated damage on proteins and/or
LPS (Figure 8). Bacterial shape is dependent on peptidoglycan
and on the bacterial cytoskeleton, whereby cellular localization of
components of the latter is controlled by the membrane potential
(Jones et al., 2001; Strahl and Hamoen, 2010). As a consequence,
acid stress, altering this potential, may induce the morphological
changes observed. Furthermore, due to the interconnection of
osmoregulation and pH homeostasis, a sudden modification in
one of the systems may create an imbalance, affecting also the
other and possibly bacterial morphology.

GENERAL CONCLUSION

An overview of major results presented above is given in Figure 9,
which illustrates the highlighted common and species-specific
responses for both Brucella species.

Most central elements in the core response to pH 4.5
during the early phase of acid stress are the increased rates
of expression of genes for cytochrome oxidases, the F;F-
ATPase/ATP-synthase, and the histidine metabolism together
with the urease system. These systems have in common
proton neutralization or extrusion from the cytosol, maintaining
physiological intracellular pH values. In addition, species-specific
mechanisms were identified that resulted in the conclusion that
both species faced acid stress in distinct ways. At pH 4.5,
B. microti increased expression of: (1) key elements of the general
stress response; (2) genes of all denitrification steps, favoring
rapid adaptation to acid-induced low oxygen conditions; (3)
methionine metabolism genes, involved in DNA-methylation
and in sulfur metabolism participating in redox homeostasis
through biosynthesis of thiol antioxidants; (4) genes involved
in Fe-S-cluster assembly, countering redox-state disturbance;
(5) cold shock proteins, possibly acting as RNA chaperones;
(6) nucleoid-associated protein Dps, playing a protective role
in stress resistance by increased DNA aggregation. Altogether,
these observations revealed rapid physiological adaptation of
B. microti to acid stress, anticipating potential damage to cellular
components and critical energy conditions.

On the other hand, at pH 4.5, B. suis increased expression
of genes participating in: (1) purine and ribonucleotide-
diphosphate reductase, (2) peptidoglycan, and (3) lipid A
biosynthesis, indirectly suggesting increased levels of structural
damages of the DNA, cell wall and outer membrane; (4) erythritol
metabolism, possibly reflecting specific metabolic adaptation
to the within-the-host life; (5) siderophore biosynthesis,
indicating an important need for iron during acid stress; (6)
flagella assembly, potentially contributing to proton export;
(7) heat shock response, suggesting significantly increased acid
stress-mediated protein misfolding or damaging in B. suis. The
classical species therefore set up an array of repair strategies
aiming at countering the symptoms rather than the origins of
acid stress, resulting in subsequent loss of viability.

Remarkable was the identification of 15 acid stress-induced
genes, all pseudogenes exclusively in B. suis. This loss of
functionality during the host adaptation process most likely
participated in reduced B. suis acid stress resistance when
compared to the more ancestral and free-living species B. microti,
as confirmed for the cold shock protein CspA. Dps, on the
other hand, is an example for a factor whose pH-dependent
regulation of expression in B. microti coincides with increased
resistance of this species to pH 4.5. B. microti mutants with
reduced survival at pH 4.5 in GMM showed a phenotype
only after more than 6 h of exposure, explaining why none
of the mutants tested were affected in the macrophage,
where the duration of BCV acidification is limited. This
observation was also coherent with the host adaptation-
related accumulation of pseudogenes in B. suis, not impacting
intracellular survival.

In conclusion, our work supported the hypothesis that
increased acid stress resistance of B. microti was based on
selective pressure for the maintenance of functionality of critical
genes, and on specific differential gene expression, resulting in
rapid adaptation.
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Intracellular State During
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Industrial fermentation processes strive for high robustness to ensure optimal and
consistent performance. Medium components, fermentation products, and physical
perturbations may cause stress and lower performance. Cellular stress elicits a range of
responses, whose extracellular manifestations have been extensively studied; whereas
intracellular aspects remain poorly known due to lack of tools for real-time monitoring.
Genetically encoded biosensors have emerged as promising tools and have been used
to improve microbial productivity and tolerance toward industrially relevant stresses.
Here, fluorescent biosensors able to sense the yeast intracellular environment (pH, ATP
levels, oxidative stress, glycolytic flux, and ribosome production) were implemented
into a versatile and easy-to-use toolbox. Marker-free and efficient genome integration
at a conserved site on chromosome X of Saccharomyces cerevisiae strains and
a commercial Saccharomyces boulardii strain was developed. Moreover, multiple
biosensors were used to simultaneously monitor different intracellular parameters in a
single cell. Even when combined together, the biosensors did not significantly affect key
physiological parameters, such as specific growth rate and product yields. Activation
and response of each biosensor and their interconnection were assessed using an
advanced micro-cultivation system. Finally, the toolbox was used to screen cell behavior
in a synthetic lignocellulosic hydrolysate that mimicked harsh industrial substrates,
revealing differences in the oxidative stress response between laboratory (CEN.PK113-
7D) and industrial (Ethanol Red) S. cerevisiae strains. In summary, the toolbox will
allow both the exploration of yeast diversity and physiological responses in natural and
complex industrial conditions, as well as the possibility to monitor production processes.

Keywords: fluorescence, stress, ATP concentration, oxidative stress, intracellular pH (pHi), glycolytic flux,
ribosome production

INTRODUCTION

Industrial fermentation processes use microorganisms as cell factories to convert a given
substrate to valuable products (Demain, 2000). However, complex substrates (e.g., lignocellulosic
hydrolysates), product inhibition (e.g., ethanol), and other perturbations (e.g., inhibitors or physical
constrains) are stressful for the cells, leading to suboptimal production (Deparis et al., 2017).
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Biosensor Toolbox for Real-Time Monitoring

Although efforts have been made to develop microbial
strains more tolerant to the stressors present during different
fermentation processes (Swinnen et al., 2017; Ko et al., 20205
Liu et al, 2020), achieving this at industrial scale remains a
challenge (Wehrs et al, 2019). Because controlled laboratory
conditions cannot fully mimic industrial settings, new strains
tend to perform poorly upon scaling up (Wehrs et al., 2019).
Moreover, while the extracellular environment and phenotypic
characteristics of microorganisms (e.g., titers, rates, and yields)
are easily analyzed online or via real-time sampling, little is
known about the microbes’ intracellular and metabolic responses
in these complex environments. This discrepancy in information
comes from the lack of tools to monitor parameters, such
as intracellular pH, ATP concentration, and oxidative stress.
Understanding the cellular responses and linking them to specific
environmental conditions would lead to more robust strains and
consistent production processes.

Genetically encoded fluorescent biosensors are promising
tools for evaluating the intracellular environment, as they can
sense compounds or conditions inside the cell, and thus track the
ensuing response (Carpenter et al., 2018). They have already been
used both to improve microbial production (Raman et al., 2014),
such as in the case of muconic and octanoic acids (Leavitt et al.,
2017; Wang et al.,, 2020; Baumann et al., 2021), and tolerance
to industrially relevant stresses (Alvarez-Gonzalez and Dixon,
2019). However, some constraints limited the application of
biosensors in real-time strain or process diagnostics. For example,
acidic environments, often found in bioprocesses, should be
taken into account when choosing a fluorescent protein as pH
affects the fluorescence output (Shinoda et al., 2018). Combining
multiple fluorescent proteins in the same cell is hampered by
overlap of excitation/emission spectra (Botman et al, 2019).
Tagging up to four different proteins in separate organelles with
four distinct fluorescent probes was shown not to cause spectral
overlap or organelle malfunction (Higuchi-Sanabria et al., 2016).
A more recent study confirmed the possibility of tagging multiple
proteins in different organelles with non-overlapping fluorescent
probes, although it led to some protein disfunctions (Zhu et al.,
2019). In Escherichia coli, efforts have been made to develop a
platform for real-time detection of metabolites using fluorescent
proteins (Rogers et al., 2015). However, testing and monitoring
the physiological performance of yeasts with biosensors remain
uncommon for the risk of affecting productivity, particularly if
multiple biosensors are combined in the same cell.

Saccharomyces cerevisiae is one of the most studied and used
microorganisms in the laboratory and bioindustry (Kampranis
and Makris, 2012). Owing to its wide range of applications,
industrial strains of S. cerevisiaze have been developed to
address specific requirements, such as higher ethanol or biomass
production (Parapouli et al., 2020). Moreover, S. cerevisiae strains
with interesting features for industrial purposes are being isolated
from natural habitats (da Concei¢do et al., 2015; Liti, 2015).
In spite of this wide diversity, only an accurate assessment of
cell physiology and the intracellular environment will reveal the
mechanisms responsible for greater tolerance and robustness
and, hence, drive a more targeted, faster, and cost-effective
development of industrial strains (Molinet and Cubillos, 2020).

The present study aimed to select various genetically encoded
fluorescent biosensors capable of sensing key intracellular
parameters (e.g., pH, ATP concentration, ribosome production,
oxidative stress, and glycolytic flux) and implement them in
a toolbox for real-time monitoring of yeast strains (Figure 1
and Table 1). Owing to its easy and versatile build-transform-
assess workflow (Figure 1B), this toolbox could facilitate the
exploration of yeast metabolism during industrial processes
and help monitor production. First, we demonstrated that the
toolbox could be integrated in the genome by an easy, efficient,
and marker-free method, compatible with different S. cerevisiae
strains. Second, we showed that the selected biosensors did
not affect key yeast performance indicators of growth and
metabolism, thus proving reliable monitoring of the intracellular
state. Third, we demonstrated the simultaneous function of
multiple biosensors in the same cell by using non-overlapping
fluorescence spectra. Finally, we applied the toolbox for real-
time monitoring under stressful conditions mimicking industrial
fermentation and demonstrated that different S. cerevisiae strains
elicited different stress responses.

MATERIALS AND METHODS

Strains and Media Composition

All yeast strains used in this study are listed in Table 2.
The S. cerevisiae strains bearing fluorescent biosensors were
constructed from the laboratory strain CEN.PK113-7D (MATa
URA3 HIS3 LEU2 TRP1 MAL2-8c SUC2) (Entian and Kotter,
2007) and the commercial bioethanol-producing strain Ethanol
Red (Société Industrielle Lesaffre, Division Leaf). Chemically
competent E. coli DH5a were used for plasmid construction and
selection (Seidman and Struhl, 1998).

For transformation and for curing the Cas9-bearing plasmid
used in genome integration, yeast strains were grown in YPD
medium (10 g/L yeast extract, 20 g/L peptone, and 20 g/L
glucose, plus 15 g/L agar for plates), supplemented with 200 mg/L
G418 sulfate when required. For flask and BioLector I (M2p-
labs GmbH) screening, synthetic defined minimal Verduyn
(“Delft”) medium adjusted to pH 5 was used. The medium
contained 20 g/L glucose, 5 g/L (NH4)2SO4, 3 g/L KH,POy4, 1 g/L
MgS0O4-7H,0, 20.4 g/L K-phthalate, 1 mL/L trace metal solution,
and 1 mL/L vitamin solution (trace metals and vitamin solution
compositions are listed in Supplementary Table 1).

When assessing oxidative stress and intracellular pH under
specific stressors typically released during pre-treatment of
lignocellulosic hydrolysates, acetic acid (4.5 or 6 g/L), furfural (1
or 3 g/L), vanillin (0.5 g/L), or xylose (20 or 40 g/L) were added
to Delft medium.

To mimic wheat-straw hydrolysate, a second-generation
bioethanol production substrate, a selection of key compounds at
specific concentrations was added to Delft medium (Table 3) and
pH was adjusted to 5. To serve as growth substrate, this synthetic
wheat-straw hydrolysate (SWSH) was diluted at 50 and 80% using
Delft medium without any carbon source.

Competent E. coli DH5a were grown in LB medium (10 g/L
bacto-tryptone, 5 g/L yeast extract, and 10 g/L NaCl, plus 15 g/L
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FIGURE 1 | Toolbox overview and workflow. (A) Environmental perturbations in a bioprocess directly affect the intracellular environment of a yeast cell. The
biosensors present in the toolbox enable real-time monitoring of changes in intracellular parameters, such as glycolytic flux (with GlyRNA), oxidative stress (with
OxPro), ribosome production (with RibPro), intracellular pH (with sfoHIuorin), and ATP concentration (with QUEEN-2m). (B) The workflow for generating the toolbox
can be summarized in three steps: (1) building the desired biosensor, (2) transforming yeast, and (3) assessing the biosensors’ output under different conditions.
Once selected, the biosensors can be assembled into plasmids or amplified by PCR to obtain marker-free constructs used for genome integration via CRISPR-Cas9
editing technology. Positive transformants are confirmed by colony PCR, followed by curing of the Cas9 plasmid to remove the selection markers. Finally, the new
strains can be used for population or single-cell studies. Alternative plasmid assembly or genome integration methods can be easily fitted in the workflow.
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TABLE 1 | Summary of biosensors in the toolbox.

Biosensor Intracellular Detection of Fluorescent protein Optimal Lex Optimal \em References
parameter (s) (nm) (nm)
QUEEN-2m  ATP concentration ATP QUEEN-2m 410 and 480 520 Takaine et al., 2019
sfpHIuorin Intracellular pH pH SfpHluorin 390 and 470 512 Reifenrath and Boles, 2018
GlyRNA Glycolytic flux Fructose-bisphosphate mTurquoise2 436 488 Ortega et al., 2021
mCherry* 587 610
OxPro Oxidative stress YAP1 activation YmYPET 516 526 Zhang et al., 2016
response
mCherry* 587 610
RibPro Ribosome RPL13A production mTurquoise? 436 488 Janssens and Veenhoff, 2016
production
mCherry* 587 610

List of the biosensors included in the toolbox and characterization of the fluorescent proteins used in this study. *Refers to a fluorescent protein used for normalization,

not for the detection of the intracellular parameter.

TABLE 2 | Yeast strains.

Strain Description References

CEN.PK113-7D* Haploid laboratory strain Entian and Kotter, 2007

S288C* Haploid laboratory strain Mortimer and Johnston, 1986

Ethanol red* Diploid industrial strain Société industrielle lesaffre, division leaf

Red star* Industrial strain Red star yeast company, LLC

Thermosacc* Industrial strain Lallemand biofuels and distilled spirits, United States
PE-2* Diploid industrial strain Fermentec, brazil

CCUG 53310* Industrial strain Purwadi et al., 2007

LARS* Industrial strain Our laboratory collection

X218-1A* Haploid wild-type strain Raschke et al., 1973

LBCM1001*, 1003*, 1008*, 1013*, 1014, 1017*, 1030%,
1037*, 1046*, 1067*, 1079, 1095*, 1097, 1099*, 1103*,
1106*, 1109*

Saccharomyces boulardii CNCM |-745

Saccharomyces bayanus FM361
Saccharomyces castellii FM476
Saccharomyces kluyveri FM479
Saccharomyces kudriavzevii FM527
Saccharomyces mikatae FM356
Zygosaccharomyces bailii CBS 1170
Candida intermedia CBS 2044
Kluyveromyces marxianus NCYC 179

Wild-type isolates from LBCM collection, which

da Conceicéo et al., 2015

includes 138 strains isolated from cachaga

distilleries located in Brazil

Commercial probiotic strain, purchased from

Moré and Swidsinski, 2015

PRECOSA (Biocodex, France)

Wild-type strain
Wild-type strain
Wild-type strain
Wild-type strain
Wild-type strain
Wild-type strain
Wild-type strain
Industrial strain

Cliften et al.,
Cliften et al.,
Cliften et al.,
Cliften et al., 2001
Cliften et al., 2001

Suh et al., 2013

Pham et al., 2011
Steele and Miller, 1974

2001
2001
2001

Yeast strains used in this study. *Refers to Saccharomyces cerevisiae strains.

agar for plates) with the required antibiotic (ampicillin 100 mg/L
or neomycin 50 mg/L). Plates were incubated at 30°C, and liquid
cultures at 30°C and 220 rpm, in order to limit the possibility
of recombination events when repeated regions were presents
in the plasmids.

Cloning, Yeast Transformation, and Gene
Amplification

Cloning

Plasmids used for genome integration and bearing either the
CRISPR-Cas9 system or single/pairs of biosensors were generated
using the MoClo Modular Cloning System Plasmid Kit (Lee et al.,
2015). Constructs not included in the kit, such as promoters
or coding sequences, were ordered from Twist Bioscience' and

Lwww.twistbioscience.com

contained suitable flanking restriction sites that could be excised
with Eco31I and Esp3l. Alternatively, they were amplified by
PCR and inserted in the entry vector pYTK001 (Supplementary
Table 2; Lee et al., 2015). The complete list of plasmids generated
in this study is provided in Supplementary Table 3.

Plasmid assembly was carried out by mixing 50 ng of each
desired plasmid, 1 pL T4 Ligase Buffer 10 x (Thermo Fisher
Scientific), 0.5 pL T4 DNA Ligase (Thermo Fisher Scientific),
0.5 pL FastDigest Esp3I or FastDigest Eco311 (Thermo Fisher
Scientific), 0.5 pL dithiothreitol 20 mM (if needed), and
MilliQ-H,O up to 10 L. Reactions proceeded as follows: 4 min
at 37°C, 40 cycles of 1 min at 37°C, 2 min at 16°C, 4 min at
37°C, and final 10 min at 65°C. Next, 5 pL of the assembly
reaction was used to transform competent E. coli DH5a, which
were plated on LB agar with suitable antibiotics. White colonies
were then verified by colony PCR. The correct clones were
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TABLE 3 | Composition of synthetic wheat-straw hydrolysate.

Compounds g/L References
Mannose 1 Lopez-Abelairas et al., 2013
Glucose 68.8 van Dijk et al., 2019
Xylose 36.4 van Dijk et al., 2019
Arabinose 4 Baroi et al., 2015
Galactose 0.6 Lopez-Abelairas et al., 2013
Acetic acid 4.7 van Dijk et al., 2019
Formic acid 1.2 van Dijk et al., 2019
Levulinic acid - van Dik et al., 2019
Furfural 3 van Dijk et al., 2019
5-(Hydroxymethyl)furfural 0.6 van Dijk et al., 2019
Vanillin 0.03 Almeida et al., 2007

The amounts refer to 100% medium.

cultured overnight in suitable LB medium and the target plasmid
was purified using the GeneJET Plasmid Miniprep Kit (Thermo
Fisher Scientific).

Yeast Transformation

Genome integration in yeast was performed using the
LiAc/salmon sperm carrier DNA/polyethylene glycol method
(Gietz, 2014) and CRISPR/Cas9 for improved integration
efficiency (Akhmetov et al., 2018). The backbone Cas9 plasmid
was YN2_1_Cas9_exp, developed in a previous study in
our lab (Cdmara et al., 2020), in which suitable single guide
RNA (sgRNA) was inserted to target the desired sequences
(Supplementary Table 3).

The sgRNA-targeting regions were identified using CRISPR-
ERA (Liu et al., 2015), Yeast CRISPRi (Smith et al., 2016), and
CHOPCHOP (Labun et al., 2019). The following parameters were
checked: (i) an ATAC-seq value close to 1; (ii) a nucleosome
presence value close to 0; (iii) absence of poly-N and oft-
targets; (iv) CG content between 40 and 60; and (v) presence
of the sgRNA in multiple databases. Single-stranded (forward
and reverse) oligonucleotides for sgRNAs were ordered from
Eurofins and contained sticky ends suitable for assembly in
the YN2_1_Cas9_exp vector (Supplementary Table 4). Double-
stranded oligonucleotides were generated by combining 20 iL of
each single-stranded oligonucleotide (100 uM) and 10 pL 5 x T4
Ligase Buffer. The mixture was incubated at 98°C for 5 min to
denature the oligonucleotides, followed by a gradual decrease of
1°C/30 s over 86 cycles to allow for oligonucleotide annealing.

To insert the sgRNA target sequence in the plasmid,
YN2_1_Cas9_exp (~1 pg) and the annealed sgRNA sequence
(0.5 L of the above reaction) underwent the same MoClo steps
as described in section “Cloning” using FastDigest Esp3I.

Prior to transformation in yeast, plasmids harboring the
donor DNA were linearized with FastDigest NotI (Thermo Fisher
Scientific) for 2 h at 37°C, followed by 5 min at 80°C for
enzyme inactivation. For each restriction reaction (20 L), the
following reagents were used: 2 pL 10 x FastDigest Buffer, 1 pL
FastDigest NotI, 1 wL Fast AP (Thermo Fisher Scientific), ~1.5
ng of the desired plasmid, and MilliQ-H,O up to 20 pL. The
restriction reaction was then mixed with 500 ng of suitable Cas9
plasmid (YN2_1_LT58 or YN2_1_LT84), 5 nL salmon sperm
DNA (10 mg/mL), and MilliQ-H,O up to 75 pL, and used for

subsequent yeast transformation. In the case of RPL13A tagging,
plasmid pYTKO032 bearing mTurquoise2 (Lee et al., 2015) was
used as template for PCR amplification of the donor DNA using
oligos LT174_F and LT174_R. In this case, 1 g of purified PCR
product was used in the transformation mixture.

Transformation was carried out as described previously
(Gietz, 2014), with an 18-min heat-shock. Cells were plated on
YPD + G418 plates and incubated for 3 days at 30°C. Colonies
were then verified by colony PCR using oligos LT183_F and
LT183_R for integration at the X2 site, or LT87 and LT88 for
RPL13A tagging (Supplementary Table 4). Positive clones were
re-streaked twice on YPD plates with no antibiotic to cure
the Cas9 plasmid.

To test genome integration efficiency, the linearized plasmid
LT1_33 (pTEFmut8-mCherry) was used as donor DNA. Ten
colonies from each strain were tested by colony PCR using oligos
LT183_F and LT183_R.

PCR and Sequencing
The PCR oligos used in the present study are listed in
Supplementary Table 4. All PCR and colony PCR products
were amplified as instructed by the manufacturer. Phusion High-
Fidelity DNA Polymerase (Thermo Fisher Scientific) was used in
50-pL reactions to amplify constructs to be used for cloning the
plasmids or the X2 site to be sent for sequencing (colony PCR).
Phire Hot Start II DNA Polymerase (Thermo Fisher Scientific)
was used in 20-pL reactions to verify either successful cloning in
bacteria or genome integration in yeast. When performing colony
PCR, a small lump of cells from the selected colony was diluted
in 20 pL MilliQ-H,O, microwaved for 5 min at 800 W (yeast
colonies only), and 1 pnL of the solution was used as template.
The PCR products were run on 1% agarose gels, with 0.5 x TAE
buffer, and at 80 mV for 40 min. GeneRuler 1 kb DNA Ladder
(Thermo Fisher Scientific) was used to estimate product length.
When required, PCR products were purified using the GeneJET
PCR Purification Kit (Thermo Fisher Scientific).

The X2 fragment from various strains was amplified with
oligos LT185_F and LT185_R and sent for sequencing to
Macrogen.” Sequences were then aligned for comparison.

Cultivation Conditions and Analytical
Methods

Cultivation in Flasks and High-Performance Liquid
Chromatography

For strain characterization, a two-step preculture was employed.
Specifically, cells were inoculated from a cyostock in 5 mL Delft
medium and grown in a 50-mL tube for 24 h. Then, 100 pL
were re-inoculated into 10 mL Delft medium and incubated
in 100-mL baffled flasks for 16 h. The characterization was
performed in 500-mL screw-top shake flasks (Duran), with
a one-way valve for CO, release and a swabable valve for
sterile sampling connected to the cap (Eppendorf). The working
volume was 150 mL, initial optical density at 600 nm (ODggo)
was 0.1, rotation was 140 rpm, and temperature was set to
30°C. N, was flushed for 10 s after cell inoculation to create

Zhttps://dna.macrogen-europe.com
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a microaerobic environment. ODgpp was measured every 2 h
using 1-mL samples. Additional 1-mL samples were taken at 0,
12, and 15 h for yields determination and were centrifuged at
4,000 rpm for 5 min. The supernatant was filtered through 0.2-
pwm nylon membrane filters (VWR) and extracellular metabolites
(glucose, ethanol, acetic acid, and glycerol) were analyzed using a
high-performance liquid chromatography system equipped with
a refractive index detector (Jasco) and a Rezex ROA-Organic
Acid H column (Phenomenex). Separation was carried out at
a flow rate of 0.8 mL/min, 80°C, and using 5 mM H,SOy4 as
eluent. The pellet was used for cell dry weight determination
upon resuspension in 1 mL distilled water and filtration through
a pre-dried and weighed 0.45-pum polyether sulfone membrane
(Sartorius). The membrane was dried for 24 h at 70°C and the
weight checked again.

Biomass, ethanol, acetic acid, and glycerol yields were
expressed in g/ 8glucose> and calculated using Equation 1:

[Compound],,, ,, 5 — [Compound]
[Glucose] 0~ [Glucose]

1

YieldCompound =
t12 or t15

Where 10 refers to the sample taken at 0 h, £12 at 12 h, and
t15 at 15 h from the start of the screening. The specific growth
rate was computed by calculating the linear regression of the
natural logarithm of the ODggy value between 4 and 10 h (at
least 4 time points).

Cultivation in the BioLector |

Yeast cells from a cryo-stock were inoculated the day prior the
screening in 5 mL Delft medium and grown overnight at 30°C in
50-mL tubes. Cells were then inoculated in a suitable medium to a
final volume of 200 pL using CELLSTAR black clear-bottom 96-
well microtiter plates (Greiner bio-one) and sealed with AeraSeal
films (Sigma-Aldrich). Initial ODggp was 0.2 for wells containing
SWSHs and 0.1 for all other samples. The temperature was set
to 30°C with 85% humidity, shaker frequency was 900 rpm, and
cycle time was 30 min. Filter properties are described in section
“BioLector I Filters and Analysis” and Supplementary Table 5.
All cultivation conditions were investigated in triplicates.

Intracellular pH Calibration

Parental yeast strains and those bearing sfpHluorin were taken
from a cryo-stock and grown overnight in Delft medium. In the
morning, cells were re-inoculated at an ODgyo of 0.4 in 100-
mL baffled flasks containing 15 mL Delft medium and grown
at 30°C and 200 rpm. A fresh 10 x digitonin stock solution
(10 mg/mL in MilliQ-H,O) was prepared by mixing at 70°C
until a clear solution was obtained. Upon reaching an ODggg of
~1, 10 mL of culture was harvested and centrifuged for 3 min
at 3,000 rpm. The cell pellet was washed once with phosphate-
buffered saline (PBS) at pH 5, resuspended in 10 mL PBS (pH
7.4) containing 100 pg/mL digitonin, and incubated for 10 min
at room temperature with shaking at low rpm. Cells were then
centrifuged, washed once with PBS (pH 7.4), and resuspended
in PBS (pH 7.4) to an ODgq of 20. Cells were added to citric
acid/NayHPOy buffer, whose pH ranged from 4.5 to 8, to a final
ODggo of 0.5 and in a final volume of 200 L. Fluorescence was

measured in a BioLector I using CELLSTAR black clear-bottom
96-well microtiter plates. Measurements were taken 30 min after
the addition of cells. Fluorescence was plotted against pH and
calibration curves were generated.

BioLector | Filters and Analysis

The emission/excitation filters used in this study are summarized
in Supplementary Table 5. At each time point, background
fluorescence from the parental strain was subtracted from the
fluorescence signal of strains bearing a biosensor. The signals
from OxPro (ymYPET), GlyRNA (mTurquoise2), and RPL13A-
mTurquoise2 (mTurquoise2) biosensors were normalized to the
mCherry fluorescence of the pTEFmut8-mCherry construct.
Instead, for QUEEN-2m and sfpHluorin, the ratio between the
filters E-OP-341 and E-OP-304 was computed. In all cases,
samples were analyzed in triplicates, and the mean and standard
deviation among replicates were computed after calculating the
ratio. When selecting the fluorescent proteins, we considered
the following aspects: spectrum overlap, brightness, monomeric
structure, and pKa < 5. Further details can be found in section
1.1 of Supplementary Material.

Statistical Analysis

Pairwise comparisons were carried out in R (R Core Team,
2020), using unpaired Student’s ¢-test. Statistical significance was
defined as follows: ™p > 0.05; *p < 0.05; **p < 0.01, and
% < 0.001.

Deposition to Addgene
Plasmids will be available from the Addgene repository’ using IDs
(177705-177712) or by contacting the corresponding author.

RESULTS

Five Biosensors Are Selected to Monitor
the Yeast Intracellular Status During
Stress

Five biosensors already proven to function in yeast and
capable of detecting key intracellular parameters were selected
from the literature (Figure 1A, Table 1, and Supplementary
Table 5). They included ratiometric biosensors (pH and
ATP concentration) and intensiometric biosensors (ribosome
production, oxidative stress, and glycolytic flux), also selected on
the need to match different fluorescent spectra if combined.

ATP is a crucial molecule in the energetic balance of the cell
and exploring its fluctuations over time would reveal the energy
fluxes associated with stress responses. Therefore, QUEEN-2m
was selected as biosensor for this parameter (Yaginuma et al.,
2014; Takaine et al., 2019). QUEEN-2m is biosensor based on a
circularly permutated GFP, whose fluorescent intensity changes
upon binding of ATP.

The intracellular pH biosensor sfpHluorin (Reifenrath and
Boles, 2018) represents an improved version of the more

3https://www.addgene.org
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commonly used pHluorin (Nygéird et al., 2014). Owing to its
greater pH stability, it is more suitable for industrial applications,
as the elevated amount of weak acids in those substrates leads to
acidification of the cytosol (Guldfeldt and Arneborg, 1998).

Furaldehydes and phenolic compounds in lignocellulosic
biomass are often associated with redox imbalance because
their detoxification requires NAD(P)H as a cofactor (Deparis
et al., 2017; Liu, 2018). OxPro (Oxidative stress Probe) was
selected as an oxidative stress sensor (Zhang et al., 2016). This
biosensor is based on a synthetic promoter driving the expression
of a fluorescent protein dependent by the activation of the
transcription factor YAP1, the main oxidative stress mediator
in yeast (Estruch, 2000). This construct formed part of a circuit
capable of regenerating NADPH when the cell required it
(Zhang et al., 2016).

In many fermentation processes, end products are synthesized
starting from sugars (Francois et al., 2020; Maicas, 2020; Sharma
et al,, 2020). GlyRNA (Glycolytic RNA probe) was selected as an
aptameric sensor for glycolytic flux, because degradation of its
mRNA is sensible to the intracellular concentration of fructose-
bisphosphate (Ortega et al, 2021). Given that the sensor’s
response decreases with an increasing concentration of fructose-
bisphosphate, a negative peak denotes maximum glycolytic flux.

Lastly, ribosomes have been suggested to control the lifespan
of cells and might improve tolerance to growth inhibitors (Steffen
et al., 2008; Gonskikh and Polacek, 2017). Therefore, to monitor
ribosome production, RPL13A, one of the proteins in the 60S
ribosomal subunit, was tagged with a fluorescent protein as done
previously to correlate lifespan and ribosome levels (Janssens
and Veenhoff, 2016). This biosensor, referred to as RibPro
(Ribosome Probe), with the tagging of the endogenous RPL13A
with a fluorescent protein, offered two important advantages.
First, it avoided the need to introduce an additional tagged
copy of the same gene, which might have led to unwanted
overexpression. Second, it allowed a more accurate readout, as
using the promoter activity of a ribosomal protein might have
overlooked post-transcriptional regulation of the corresponding
mRNA (Roy et al., 2020).

In the case of intensiometric biosensors GlyRNA, OxPro,
and RibPro, a constitutively expressed fluorescent reporter
(constructed in plasmid LT1_33_pTEFmut8-mCherry) was
added to normalize the biosensor output; thus ensuring reliable
readouts and minimizing the effect of population heterogeneity
(see section 1.2 of the Supplementary Material). As both
QUEEN-2m and sfpHluorin are ratiometric probes, they did not
require this addition.

The Highly Efficient X2 Integration Site Is
Conserved in Saccharomyces cerevisiae

Strains

The proposed biosensor toolbox offers a simple and marker-
free integration method that allows: (1) easy investigation of
multiple yeast strains, (2) the possibility to avoid selection
markers, and (3) stable expression of the fluorescent biosensors.
In S. cerevisiae, the HO site is a common target for genome
integration of a desired construct/pathway as it does not affect

growth (Baganz et al., 1997). To allow use of the toolbox even in
strains with HO-integrated constructs/pathways, we explored the
possibility of integrating the biosensors in another site. Fourteen
other safe-to-use sites offering elevated and stable expression
have been described in S. cerevisiae (Mikkelsen et al., 2012).
One of the most used ones is the X2 site on chromosome X.
Owing to its location between two essential genes, GCD14 and
CCT7, we hypothesized that this site could be conserved across
yeast species and genera. Therefore, the presence of the X2 site
was checked by colony PCR in laboratory, industrial, and wild-
type S. cerevisiae strains, as well as in other Saccharomyces and
non-Saccharomyces strains (Table 2). The X2 site was present in
all 28 S. cerevisiae strains and Saccharomyces boulardii CNCM
I-745, which shares 95% genome homology with S. cerevisiae
(Khatri et al., 2017), but was absent from the remaining eight
yeasts tested (Figure 2A). The sequence of the locus was blasted
in NCBI to confirm that the missing band was not caused by
primer mismatch. Given the above result and the dominant role
of S. cerevisiae in bioindustry (Kampranis and Makris, 2012), this
site seemed a good candidate for genome integration and for
exploring the diversity within this genus.

CRISPR-Cas9 editing technology has been shown to improve
genome integration efficiency (Akhmetov et al., 2018). Therefore,
we used the construct LT1_33_pTEFmut8-mCherry to test
genome integration efficiency in 13 of the 29 X2-positive strains.
First, we designed a sgRNA (oligos LT58) targeting the region
of interest and inserted it in a Cas9-expressing vector (final
plasmid YN2_1_LT58_X2site, Addgene ID: 177705). Integration
efficiency was > 80% for all laboratory and industrial strains
tested, but between 60 and 80% for several Brazilian wild-
type strains (Figure 2B). However, strains LBCM1037 and
LBCM1106 showed no integration success even after repeating
the transformation procedure 3 times. To determine the cause of
such low efficiency, the X2 site was sequenced in the 13 strains
harboring it (Supplementary Figure 1). The sequence for 12
of the 13 strains was very similar to that of CEN.PK113-7D;
whereas the sequence of LBCM1106 was substantially different,
including in the target sgRNA region. Therefore, optimization of
the sgRNA sequence might be sufficient to improve integration
efficiency. Prior any integration into a yeast strain not presented
in this study, assessment of the presence of the X2 site should
be performed. In addition, the presence of conserved single
nucleotide polymorphisms and deletions in the three different
yeast types (laboratory, industrial, and wild-type) pointed to
possible similarities between strains (Supplementary Figure 1).

Genome-Integrated Biosensors Do Not
Affect the Central Metabolism of Yeast

To test the biosensors in the toolbox, we decided to continue
the experiments using S. cerevisiae CEN.PK113-7D and Ethanol
Red, as representatives of laboratory and industrial strains,
respectively. All biosensors were first constructed as plasmids
using the MoClo Modular Cloning System Plasmid Kit (Lee et al.,
2015). No yeast selection markers were necessary as a dummy
sequence containing STOP codons in different shift-frames
was employed instead (oligos LT179_F and LT179_R). Then,
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FIGURE 2 | Presence of the X2 site and genome integration efficiency. (A) Presence of the conserved X2 site (band at 765 bp) was verified by colony PCR in multiple
yeast strains, including 28 Saccharomyces cerevisiae (blue), six other Saccharomyces (violet), and three non-Saccharomyces (green) strains (see Table 2 for a full list
of yeast strains). (B) Assessment of genome integration efficiency in 13 of the 29 Saccharomyces (28 S. cerevisiae and 1 S. boulardii) strains that harbored the X2
site was carried out using CRISPR-Cas9 genome editing technology. The red line represents 80% integration efficiency and the value for each strain is reported

after linearization, yeasts were transformed using CRISPR-Cas9
genome editing technology. Cells bearing the Cas9 plasmid were
selected on medium containing G418, as it was assumed that
they had most likely integrated the linearized donor DNA with
the desired biosensor (see Supplementary Table 3 for a list of
constructs). After selection of the correct clones by colony PCR,
the Cas9 plasmid was cured to obtain the marker-free strains.

As the selected biosensors would monitor the intracellular
environment, their presence should not cause any significant

alteration in cellular metabolism. CEN.PK113-7D strains bearing
single biosensors were cultured anaerobically in 500-mL flasks
in Delft medium (minimal defined synthetic medium) to
quantify their growth performance. Neither the growth curves
(Figure 3A) nor the maximum specific growth rates (Table 4)
of strains bearing single biosensors showed any significant
difference with respect to the parental strain. The same trend was
observed also for the yields of key metabolites at the beginning
of incubation and during stationary phase; only the acetic acid
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yield of the strain carrying sfpHluorin differed from that in the
parental strain (Table 4).

To allow detection of several intracellular parameters
simultaneously, multiple biosensors were integrated in the same
cell. Again, neither the growth curves (Figure 3B) nor the
performance parameters of strains bearing multiple biosensors
(GlyOx, RibOx, and QueenRib) differed from those of the
parental CEN.PK113-7D strain (Table 5). Overall, the selected
biosensors did not affect yeast growth and could reliably convey
the cells’ physiological state during different growth conditions.
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Carbon Sources Gives a Reliable
Fluorescence Output

Simultaneous detection of multiple intracellular parameters
could point to correlations among them. To this end, we
combined pairs of biosensors with non-overlapping spectral
properties in the same cell and assessed their fluorescent signal.
As in the case of singular biosensors, paired biosensors were
all introduced into the X2 site, together with the normalization
construct. The GlyRNA-OxPro (GlyOx) combination allowed
simultaneous detection of oxidative stress and glycolytic flux
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TABLE 4 | Physiological rates and yields of yeast strains harboring singular biosensors.
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(LT2_14_GlyOx as plasmid for integration, Supplementary
Table 3); whereas the RibPro-OxPro (RibOx) pair allowed
simultaneous detection of ribosome production and oxidative
stress (RPL13A-mTuquoise2 Tag plus LT2_7_OxPro as plasmid
for integration, Supplementary Table 3). The cells carrying
either single or paired biosensors were grown on two distinct
carbon sources, glucose and ethanol, to determine if different
metabolic pathways affected the fluorescent response (Figure 4
and Supplementary Figure 2). Under aerobic batch conditions,
S. cerevisiae consumes all the glucose through glycolysis and
fermentation, converting it into ethanol. Once glucose is
exhausted, ethanol can be used as an alternative carbon source
through the tricarboxylic acid cycle (Pfeiffer and Morley, 2014).
If ethanol is used as the sole carbon source, only the tricarboxylic
acid cycle is activated.

During growth on glucose, the signal from the GlyRNA
biosensor was low in exponential phase, but increased as
the glucose was exhausted (Figure 4A and Supplementary
Figures 2A,B). In contrast, when grown solely on ethanol, the
GlyRNA signal increased from the start, indicating no active
glycolytic flux (Figure 4A and Supplementary Figures 2A,B).
Oxidative stress fluctuated over time in glucose-grown cells, with
a minor increase of OxPro biosensor fluorescence during the
diauxic shift (Figure 4B and Supplementary Figures 2C,D);
whereas ethanol resulted in a continuous decrease (Figure 4B and
Supplementary Figures 2C,D). The same trend was observed
for ribosome production (Figure 4C and Supplementary
Figures 2E,F). The bump in RibPro fluorescence detected
during the diauxic shift can be explained by the switch from a
fermentative to a respiratory metabolism, which coincides with
more protein synthesis. For the same reason, activation of the
tricarboxylic acid cycle during the diauxic shift coincides with
an increased release of reactive oxygen species (Balaban et al.,
2005), which yeast cells need to acclimate to. In the case of
ethanol-grown cells, this adaptation is missing, and the trends
are comparable with the second growth on ethanol of glucose-
grown cells.

Overall, we showed that the fluorescent outputs from both
single (Figures 4A-C) and combined (Figures 4D-F) biosensors
displayed comparable trends (Supplementary Figure 2).
Considering that the use of these biosensors should be qualitative
and for the comparison of trends, we confirm a reliable readout
from the strains with combined biosensors.

Tight Regulation Between ATP

Production and Intracellular pH

ATP production and intracellular pH are two key indicators of
the state and activity of cells. To study the correlation between
them, CEN.PK113-7D strains bearing sfpHluorin and QUEEN-
2m were cultured in Delft medium and spiked or not with
2-deoxy-D-glucose (2DG, final concentration of 0.5 g/L) at 6 h
to inhibit the glycolytic flux, ATP production, and exponential
growth (Figure 5A) (Ortega et al., 2020). At 30 h, the medium
in spiked and non-spiked cultures was replaced with fresh Delft
medium (Figure 5A). The QUEEN-2m biosensor revealed that
ATP was produced when cells grew exponentially on either
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FIGURE 4 | Growth of strains on different carbon sources and biosensor combination. CEN.PK113-7D strains bearing biosensors were grown in synthetic minimal
Delft medium containing either 20 g/L glucose (black bars) or 20 g/L ethanol (blue bars) as sole carbon source. Mutants with (A-C) a single biosensor or (D-F) pairs
of biosensors were tested to determine the reliability of the fluorescence output. The tested intracellular parameters included (A,D) glycolytic flux (via GlyRNA and
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denote lag phase (1 h), exponential phase (6 h), diauxic shift (12 h), and stationary phase (24 h). With growth on ethanol, time points denote lag phase (1-12 h) and
active growth (24 h).

glucose (6 h) or ethanol (18 h) (Figures 5A,B). At the same
time, the sfpHluorin biosensor revealed that intracellular pH
was maintained between 6 and 6.5 during growth, but dropped
below 6 when ATP was no longer produced (12 and 30 h)
(Figure 5C). Eventually, if glucose was added during stationary
phase (36 h), new ATP was produced and pH stabilized around 6
again (Figures 5B,C).

When 2-deoxy-D-glucose was added to the medium at
6 h, ATP production decreased, and intracellular pH dropped

below 5 (time points 12-30 h) (Figures 5B,C). Upon medium
replacement at 30 h, both ATP production and intracellular pH
were restored (Figures 5B,C). This finding highlights the link
between intracellular pH and ATP production. Intracellular pH
regulation needs high amounts of ATP to power membrane
pumps. Hence, in the absence or limitation of ATP, pH regulation
cannot function properly and intracellular acidification ensues, as
confirmed by a decrease in cytoplasmic pH following inactivation
of an ATP-driven proton pump (Isom et al., 2018).
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Activation of the Oxidative Stress
Response and Correlation With
Intracellular pH in the Presence of

Stressors

Oxidative stress is very common in industrial bioethanol
production plants due to the elevated amount of furaldehydes
and phenolics released from the degradation of sugars and lignin
(Sjulander and Kikas, 2020). Moreover, substrate pre-treatments
release also weak acids (affecting the intracellular pH) and sugars
(Deparis et al., 2017). To investigate changes in intracellular pH
(using sfpHluorin) and activation of the oxidative stress response
(using OxPro) under industrial-type settings, cells were subjected
to four individual stressors commonly found in lignocellulosic
hydrolysates, namely acids, phenolics, furaldehydes, and sugars
(Figure 6 and Supplementary Figures 3, 4).

Acetic acid is a common and abundant weak acid in
lignocellulosic hydrolysates, where it is generally found in its
protonated form (Cunha et al., 2019). Upon diffusing into the
cell, it releases a proton, acidifying the cytosol (Ullah et al.,
2012). When cultured in acetic acid at 4.5 and 6 g/L, the cells

did not show any activation of the stress response (Figure 6A
and Supplementary Figures 3A, 4A). Intracellular pH remained
stable until the end of exponential phase (Supplementary
Figures 3B, 4B), but dropped thereafter more than with any of
the other stressors tested (Figure 6B), probably due to an ATP
shortage (see section “Tight Regulation Between ATP Production
and Intracellular pH”). Note that acetic acid (pKa = 4.75)
increase its inhibitory effect on growth as the pH in the medium
(Pampulha and Loureiro-Dias, 1989).

Furfural and vanillin are known for causing a redox imbalance
due to NAD(P)H depletion (Liu, 2018). Indeed, furfural elicited
a strong oxidative stress response (Figure 6A), especially in
lag phase (Supplementary Figures 3C, 4C). The timing of the
response can be explained by the need for yeast cells to detoxify
the medium prior to starting exponential growth (Liu, 2018). In
contrast, vanillin did not activate the oxidative stress response
(Figure 6A) and intracellular pH remained constant (pH 5)
during the entire period (Supplementary Figures 3D, 4D).

Finally, xylose, which cannot be metabolized by any of the two
strains, was used to induce osmotic stress, a common event with
lignocellulosic substrates (Deparis et al., 2017). The oxidative
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FIGURE 6 | Oxidative stress activation and drop in intracellular pH during growth in the presence of lignocellulosic inhibitors. CEN.PK113-7D cells were grown in the
presence of lignocellulose-derived stressors, including acetic acid (AcAcid) at 4.5 and 6 g/L, vanillin (Van), xylose (Xyl) at 20 and 40 g/L, and furfural (Furf) at 1 and
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stress response showed moderate activation during exponential
growth (Figure 6A and Supplementary Figures 3E, 4E) while
intracellular pH was stable over the growth period (Figure 6B and
Supplementary Figures 3F, 4F).

Capturing and Correlating Physiological

Responses in an Industrial Setup

To demonstrate application of the toolbox under typically harsh
industrial settings (Deparis et al., 2017), the biosensor-containing
strains were tested in synthetic wheat straw hydrolysate (SWSH).
Wheat straw is an abundant residue of low commercial value
(Talebnia et al., 2010). SWSH was tested in aerobic conditions
at 50 and 80% of total compound concentration (Table 3) to
assess dose-dependent effects. Both laboratory (CEN.PK113-7D)
and industrial (Ethanol Red) S. cerevisiae were used to highlight
differences and similarities in the stress response. SWSH was
expected to cause elevated oxidative stress and pronounced redox
imbalance due its high furfural, 5-(hydroxymethyl) furfural, and
vanillin content (Liu, 2018). At the same time, its production
of fermentable (e.g., glucose, mannose, and galactose) and non-
fermentable (e.g., xylose and arabinose) sugars was expected to
cause moderate osmotic stress (Wang et al., 2013).

As highlighted in previous experiments, intracellular pH and
ATP were strictly interconnected in both CEN.PK113-7D and
Ethanol Red cells (Figure 7). Intracellular pH remained stable
if ATP was produced from hexoses or ethanol (Figures 7A,B),
but its baseline was seen to decrease with increasing harshness
of the medium (Figures 7C,D). Ribosome production (detected
with RibOx) remained generally stable in CEN.PK113-7D in
both Delft medium and different types of SWSH (Figure 8A).
Instead, ribosomes of Ethanol Red cells grown in SWSHs
became more abundant during exponential phase, peaked at
the diauxic shift, and started to decline thereafter (Figure 8B).
Even though SWSH50 and SWSH80 were similar, ribosomes
remained more numerous in cells grown on SWSHS80, probably
due to a prolonged diauxic shift, which extended beyond 36 h.
The glycolytic flux (detected with GlyOx) in CEN.PK113-7D

rose sharply during exponential phase but came to a halt at
the beginning of the diauxic shift (Figure 8C). In Ethanol Red,
the glycolytic flux rose slowly during exponential phase, started
declining during the diauxic shift, and stabilized in stationary
phase (note that in SWSHB80, the diauxic shift was not over at
36 h) (Figure 8D). Lastly, the oxidative stress pattern (monitored
with GlyOx) differed between the two strains. In CEN.PK113-
7D grown in SWSHS80, oxidative stress peaked first in lag phase,
then decreased, peaked again upon diauxic shift, and stabilized
in stationary phase (Figure 8E). Oxidative stress in Ethanol Red,
instead, kept increasing over time, peaked in exponential phase,
and stabilized thereafter at a higher level with respect to the
control condition (Figure 8F). These differences seen between the
two strains might rely on the fact that being an industrial strain,
Ethanol Red’s stress response is more adapted to face industrial
conditions, while laboratory CEN.PK113-7D is not.

DISCUSSION

Bioindustries are constantly on the lookout for more robust
and efficient microbial strains. On-line monitoring of
physicochemical parameters in bioreactors (e.g., gas exit,
pH, oxygen levels, and pressure) and analytical methods for
quantifying various compounds already allow for performance
estimations. However, tools capable of providing real-time
information about the cell physiological or metabolic status
are still inadequate. Their development would offer new
insights on yeast physiology, thereby improving cell factories
and providing new means for monitoring and controlling
such processes. To this end, biosensors capable of detecting
changing parameters in real time, represent a key resource
(Alvarez-Gonzalez and Dixon, 2019).

In this study, we combined five genetically encoded
fluorescent biosensors, monitoring intracellular ATP, pH,
oxidative stress, ribosome production, and glycolytic flux,
into a toolbox. All constructs were created using the MoClo
Modular Cloning System Plasmid Kit (Lee et al., 2015), which
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allows for easy implementation of new biosensors (i.e., sensing
other parameters) and adjustment of already existing ones
(e.g., replacement of fluorescent proteins). A safe-to-use site
situated on chromosome X was chosen for genome integration
(Mikkelsen et al., 2012), which appeared to be conserved in all
tested S. cerevisiae strains plus a commercial S. boulardii strain
(Figure 2). For integration, an efficient and marker-free workflow
using CRISPR-Cas9 genome editing technology was designed.
Such an approach will favor the exploration of natural diversity
in S. cerevisiae strains collected from nature, whose features
might be of interest to the industrial sector. Indeed, the genetic
and phenotypic variation in industrial strains has been shown to
be low and the implementation of new improved genetic stocks
might be the next step for bioindustries (Molinet and Cubillos,
2020). Moreover, we proved that the presence of these biosensors
inside the cell did not affect the specific growth rate and yields
of key intracellular metabolites (Tables 4, 5), allowing to use the
system for quantitative and real-time monitoring.

By combining distinct biosensors in the same cell, we
investigated possible correlations between different intracellular
parameters. For example, we showed a tight connection between
ATP concentration and intracellular pH, as well as followed

simultaneously the oxidative stress response and variations in
intracellular pH of cells grown in the presence of lignocellulose-
specific stressors. Using SWSH-containing medium to mimic
industrial conditions, we highlighted how the laboratory
CEN.PK113-7D and industrial Ethanol Red S. cerevisiae strains
responded differently to oxidative stress. In the laboratory strain,
the response peaked during lag phase and then decreased
over time; whereas in the industrial strain, the peak was seen
during exponential growth. Therefore, this toolbox proves to
be an instrument to study strain-specific and time-resolved
differences in physiological responses. Implementing such multi-
sensing tool together with high-throughput technology enables
the parallel investigation of the intracellular status in known
or newly identified candidate microorganisms. This approach
would guide strain characterization ahead of more detailed high-
resolution omics studies.

Some limitations of the toolbox remain unsolved. One is
the impossibility to combine more than two biosensors in
the same cell due to emission/excitation spectral overlap. If
single-cell analysis such as flow cytometry is performed, one
solution would be the co-culture of strains harboring different
biosensor combinations to create a fluorescent footprint. For
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FIGURE 8 | Oxidative stress, ribosome production, and glycolytic flux during growth in synthetic wheat-straw hydrolysate (SWSH). (A,B) Growth curves and
ribosome production for (A) CEN.PK113-7D and (B) Ethanol Red strains harboring the RibOx biosensor. (C,D) Growth curves and glycolytic flux for

(C) CEN.PK113-7D and (D) Ethanol Red strains harboring the GlyOx biosensor. (E,F) Growth curves and oxidative stress for (E) CEN.PK113-7D and (F) Ethanol
Red strains harboring the GlyOx biosensor. Cells were grown in Delft medium (black line), SWSH diluted at 50% with Delft medium (SWSH50; orange line), and
SWSH diluted at 80% with Delft medium (SWSH80; red line).

example, by co-culturing strains carrying either sfpHluorin, Then, among the mCherry" subpopulation, ymYPET ™ cells
RibPro or GlyOx, it is possible to first filter mCherry™ cells (RibPro) can be separated from ymYPET™ cells (GlyOx).
(sfpHluorin) from mCherryt cells (GlyOx and RibPro). This strategy would enable the simultaneous detection of
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multiple intracellular parameters in the same bioreactor
using flow-cytometry. Importantly, as the performance of
different strains is not affected by the biosensor, co-culture
does not lead to any bias. Real-time monitoring is attractive,
but although some high-throughput instruments (such as the
BioLector I) allow for detection of growth and fluorescence
in real time, such measurements are not implemented in
industrial bioreactors. Sampling of cells during the process is still
possible, but additional fluorescence-detecting instrumentation,
such as a fluorescent microscope or a flow cytometer, as
well as subsequent analysis are necessary. Although this
problem affects laboratory-scale yeast studies only in a
limited way, it can be a stumbling block for industrial
applications, where on-line measurements are common for
process monitoring and control.

Although only examples and applications of the toolbox
in population studies were presented, normalization to
an additional fluorescent protein (see section 1.2 of the
Supplementary Material) enables better single-cell analysis,
an area of increasing interest in research and application.
For instance, this toolbox could shed a light on unresolved
and peculiar phenomena happening in industrial processes,
such as the drop in productivity during certain high-
gravity fermentations (Koppram et al, 2012) or near-zero
growth (Boender et al., 2011; Vos et al, 2016). Moreover,
the physicochemical gradients formed during large-volume
fermentation processes cause the emergence of subpopulations
within the cultures (Wehrs et al., 2019). Even within the same
bulk population, different cells might behave differently and
possess different characteristics (Heins and Weuster-Botz, 2018).
These phenomena are referred to as population heterogeneity
(Heins and Weuster-Botz, 2018). For example, flow cytometry
studies have highlighted how cells at different growth stages and
exposed to a varying external pH, have different intracellular
pH and form subpopulations (Valli et al., 2005). Another single-
cell study unveiled the increased tolerance to lignocellulosic
inhibitors of cell populations harvested in early-stationary
phase (Narayanan et al, 2017). Bioreactor subpopulations
have been studied thanks to the use of propidium iodide and
a fluorescent reporter expressed under the promoter of the
ribosomal gene RPL22A, whose transcription has shown to be
correlated with cell growth (Carlquist et al., 2012; Delvigne et al,,
2015). Microfluidic devices and product biosensors revealed
different production phases and subpopulations during L-valine
generation in bacteria (Mustafi et al., 2014). The study focused
on the subpopulations arising during bioprocesses can be the
key to improve consistency of existing bioprocesses, understand
and implement new robustness features, and direct the next
generation of cell factories.

The here presented toolbox offers two main opportunities.
First, it allows for the investigation and the acquisition of
a deeper knowledge on the intracellular state of cells during
bioprocesses. Second, it has the potential to be a tool for monitor
of industrial bioproduction processes, especially when coupled
with biosensors able to detect the desired product (Marsafari
etal,, 2020; Zhang and Shi, 2021). The easy implementations into
the toolbox of newly developed or already-existing biosensors

able to sense additional intracellular parameters of interest would
further promote the comprehension of microbial behaviors in
such processes. For instance, a recently developed biosensor
able to detect the unfolded protein response might be useful
in the development of the new generation of yeast expressing
heterologous proteins (Peng et al, 2021). The design of the
YAP1-based biosensor for oxidative stress has been improved
and showed potential applications also in the probiotic yeast
S. boulardii (Dacquay and McMillen, 2021). Acid stress resulting
from acids in the substrates and/or products used in bioindustries
can be sensed with HAA1-based or acid-responsive-promoter-
based biosensors and used for screening new acetic-acid-
producing strains (Hahne et al., 2021; Mormino et al., 2021).
New condition-specific biosensors can be developed thanks to
the use of yeast native promoters (Xiong et al., 2018). Therefore,
future studies using biosensors should focus both on the single-
cell aspect and on the performance comparison of industrially
relevant and newly isolated strains in different substrates and
conditions to point out robustness features.
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