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Learning to read, and to spell are two of the most important cultural skills that must be acquired 
by children, and for that matter, anyone learning a second language.  We are not born with an 
innate ability to read.  A reading system of mental representations that enables us to read must 
be formed in the brain.  Learning to read in alphabetic orthographies is the acquisition of such 
a system, which links mental representations of visual symbols (letters) in print words, with 
pre-existing phonological (sound) and semantic (comprehension) cognitive systems for language.

Although spelling draws on the same representational knowledge base and is usually correlated 
with reading, the acquisition processes involved are not quite the same.  Spelling requires the 
sequential production of letters in words, and at beginning levels there may not be a full degree 
of integration of phonology with its representation by the orthography.  Reading, on the other 
hand, requires only the recognition of a word for pronunciation.  Hence, spelling is more diffi-
cult than reading, and learning to spell may necessitate more complete representations, or more 
conscious access to them. 

The learning processes that children use to acquire such cognitive systems in the brain, and 
whether these same processes are universal across different languages and orthographies are 
central theoretical questions.  Most children learn to read and spell their language at the same 
time, thus the co-ordination of these two facets of literacy acquisition needs explication, as 
well as the effect of different teaching approaches on acquisition.  Lack of progress in either 
reading and/or spelling is also a major issue of concern for parents and teachers necessitating 
a cross-disciplinary approach to the problem, encompassing major efforts from researchers in 
neuroscience, cognitive science, experimental psychology, and education. 

The purpose of this Research Topic is to summarize and review what has been accomplished so 
far, and to further explore these general issues.  Contributions from different perspectives are 
welcomed and could include theoretical, computational, and empirical works that focus on the 
acquisition of literacy, including cross-orthographic research.
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Reading and writing are fundamental to full participation in our societies, yet how children
acquire such a large system of interconnected representations of print words, their meanings, and
phonology in the brain remains unclear. As the teaching of literacy takes up a large proportion
of classroom time in the early years, increasing knowledge about children’s learning processes
should result in better approaches to the teaching of reading and spelling. These insights would
be particularly useful from a clinical perspective for the treatment of developmental disabilities,
such as dyslexia and dysgraphia.

Important questions need to be addressed, and given the many different influences and
overlapping processes on literacy learning, the answers are not straightforward. What are the
learning processes? Are they the same across different orthographies, or do different orthographies
require different skills and learning processes? What is the relationship between reading and
spelling? How do they interact and augment each other? What is the effect of different teaching
approaches on children’s emerging reading system? Do early reading comprehension problems
disappear over time? What are the predictors of children’s reading attainment?

This E-Book responds to some of these general questions in the form of original research and
opinion articles. Taken together the articles contribute new perspectives and challenges to current
reading acquisition theories, and present new research on early reading skills, reading instruction,
and spelling.

Thompson (2014a) claims that most reading acquisition theories are limited by their
specification of letter-sound requirements to a particular class of teaching approaches.
Acknowledging such limitations is an important step in the development of reading acquisition
theories that are potentially more useful. Fletcher-Flinn (2014) merges ideas from dynamic systems
theory with developmental data from a precocious reader. Reference is made to Knowledge Systems
theory, which offers a more varied range of theoretical applicability.

Share (2014) asserts that there is a general belief in the superiority of alphabetic writing
systems that has hindered progress in the development of a universal model of learning to
read. Some counterevidence is presented, and in the context of a more general question
on “optimality,” Share proposes a universal model of reading based on a broader novice-to-
expert dualism. Nag (2014) maintains that specification of the learning mechanisms involved
in reading akshara units, the symbols used in many writing systems (alphasyllabaries) of
Southern Asia, present a challenge to alphabet-based theories of reading acquisition. The akshara
units, unlike alphabet letters, map onto multiple sublexical levels of phonology determined
by context. In order to ensure the development of an inclusive reading science, and a more
comprehensive and universal theory of literacy learning, Nag argues that consideration of these
orthographic-specific features of reading are needed. At the same time, it is possible that
some general cognitive features of information processing, as they relate to reading acquisition,
may be orthography-independent. Colé et al. (2014) provides evidence that early progress
in young French children in both word reading and reading comprehension was related to
cognitive flexibility in the coordination of orthographic, phonological, and semantic information.
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How early, and in what form does SES as a distal predictor of
reading achievement manifest itself? Robins et al. (2014) found
that lower SES parents of preschoolers asked fewer questions
about letters, and focused more on memorizing sequences
of the alphabet than higher SES parents. The persistence
of a conversational focus on letters within the child’s name
also differentiated the groups. These differences could put
lower SES children at a disadvantage when entering school,
resulting in poor rates of literacy. Tse and Nicholson (2014)
addressed the performance gap of low SES children in New
Zealand schools with an intervention comparing three teaching
approaches: Big Book (shared reading), explicit instruction in
phoneme awareness and phonics, and a combined approach. The
latter produced better results on a range of literacy measures
compared with the combined averaged scores of the other two
groups. Thompson (2014b) took the opportunity to comment
on ambiguities that are often unrecognized but affect the
validity of such intervention research, and Nicholson and Tse
(2015) provide a rebuttal. These discussions are thoughtful
contributions to methodological issues in intervention research.

How do fluent readers distinguish between words that look
similar but whose meaning differ? Using masked form priming,
Bhide et al. (2014) found no evidence that increases in print
vocabulary size predicted precise orthographic representations,
and suggested spelling skill might be more important. Ouellette
and Tims (2014) examined whether this “spelling advantage”
might be due to the motoric component of writing. There was
no effect of modality (printing or typing) for Grade two children,

suggesting that stored orthographic detail is independent of
input. Of interest, pre-existing keyboard skills affected learning.

With regard to literacy impairments, Critten et al. (2014)
found no difference for the spelling of words with inflectional
morphemes by children with specific language impairment (SLI)
and spelling-matched controls. However, the SLI group was
less accurate when spelling words with derivational morphemes.
The authors conclude that this indicates a specific impairment
when making orthographic and phonological shifts from base
words. This outcome has useful teaching applications for SLI
children. Ricketts et al. (2014) showed that children identified at
9 years with poor reading comprehension had lower educational
achievement at 11 and 16 years than a reading (decoding and
comprehension), and non-verbal reasoning matched group, and
were below national performance norms. They point out that
these children are at risk from an early age of a compromised
future with regard to further training and employment.

This E-Book contains an excellent collection of cutting edge
scientific research and opinions at the frontiers of literacy
acquisition. The reader will find new perspectives and questions
derived from the reported findings, and these can serve as a
springboard for new research in this field.
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More attention to the discovery of the
limitations of current theories of word
reading acquisition would enable progress
in development of theories with a wider
and more varied range of valid and useful
applications. This general opinion is illus-
trated here with work that makes such an
attempt.

There have been recent occasional
attempts to apply computational connec-
tionist models of adult word reading in
simulations of children’s normal progress
in word and pseudoword reading (Hutzler
et al., 2004; Powell et al., 2006), but
they failed unless modifications were made
that included adding “context-free” letter-
sound correspondences to the initial train-
ing of the model. Taught phonics sounds
for letters are such, as they are not bound
to features within a word, such as position
and/or the context of other (adjacent or
otherwise) letter-sound correspondences
of the word. Adding the phonic sounds
was justified as a representation of the
way children learnt because it was how
they were taught reading. This introduces
a major potential limitation in applica-
tion of the model, in so far as it was
improved for only one type of teaching,
that with phonics. A new multiple-route
theory (Grainger et al., 2012) of learning to
read words has been proposed which may
appear to avoid that problem but much of
the learning of the beginner reader is mod-
eled as in the theory of Share (1995). This,
however, also requires full knowledge of
“context-free” letter sounds for the initial
development of word reading (Share, p.
164), as does the widely recognized theory
of Ehri (1999, 2005, 2012). The illustration
for my opinion focuses on the discovery of

the limitations of this feature common to
these theories, and on development of the-
ory that accounts for evidence beyond the
limitations.

FAILURE IN APPLICATION OF
LETTER-SOUND REQUIREMENTS FOR
DEVELOPMENT
There has been a claim (Thompson and
Johnston, 1993; Ramus, 2004) of poten-
tial limitations of testing theories of read-
ing acquisition on mainly those children
receiving teaching in just the tradition in
which the theory was developed. We cite
data of participants from a teaching tradi-
tion very different from that in which the
Share and Ehri theories were developed.
A tradition has been common across New
Zealand (since the late 1960’s) in which
neither context-free letter sound knowl-
edge or explicit phonics were taught, and
the emphasis was on text-centered teach-
ing (Thompson, 1993) with individual-
ized provision of multiple brief story texts
at finely adjusted difficulty levels. In that
country a sample with normal word read-
ing progress, and 9 months of reading
instruction, obtained a mean accuracy of
83% for names of the lower-case alphabet
letters, 76% accuracy for the context-free
phonic letter sounds of the 9 letters (b,
d, j, k, o, p, t, v, z) with a name having
the initial pronunciation element compat-
ible with that phonic letter sound, but 51%
accuracy for the sounds of the other 16 let-
ters without such compatibility with the
letter name. (Calculated from Thompson
et al., 1999, that specifies the range of pro-
nunciations obtained, and those accept-
able as letter sounds, among these children
who were not taught them. The letter q was

not included due to the high rate of visual
confusion with p.) A sample of 11-year-
olds with normal progress (relative to both
local and U.S. norms) in the same school
system and tradition of teaching obtained
a mean accuracy of 99% for the letter
names, 90% for the sounds of the 9 letters
compatible with the letter name, but 62%
for the sounds of the 16 not compatible
(Fletcher-Flinn and Thompson, 2004, p.
315). Moreover, a sample of adult univer-
sity students with above average reading
skill (relative to U.S. norms), who as chil-
dren had been taught in that tradition in
this school system, showed a similar result
(Thompson et al., 2009). The conclusion is
that successful readers in this teaching tra-
dition did not meet the requirement of the
theories (cited above) for full knowledge
of context-free letter sounds for success in
acquiring word reading.

WHAT ACCOUNTS FOR THIS FAILURE
IN APPLICATION?
Aside from letter-sound knowledge, it may
be that knowledge of letter identities per
se can be acquired within the context
of words, as children begin learning to
read. In a series of studies relating to let-
ter identities, 5-year-old children, after 9
months of reading instruction with nor-
mal progress, could cope fully with the
substitution of upper case for lower case
in their knowledge of identities of letters
out of the context of words. The children
responded to upper-case letters compris-
ing those eight that were visually dissimilar
to the corresponding lower-case form (Aa,
Bb, Dd, Ee Gg, Hh, Nn, Rr) with accuracy
as high as the lower case and very close to
ceiling (Thompson and Johnston, 2007).
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But, in reading identification of famil-
iar print words comprising these upper-
case letters, the children were much less
accurate than their high accuracy for the
same words in lower case. Moreover, these
results were replicated across children in
the New Zealand teaching tradition and
that in Scotland with explicit phonics.
Other evidence in the study showed that
these children were using some form of
letter identities to read the words, rather
than global visual features of the words.
In another study, an experiment with
training initially unknown and similarly
constructed lower case words had simi-
lar effects in which gains in lower case
accuracy were large but transfer gains
for upper case were much smaller. This
was despite equal proficiency in knowl-
edge of identities of the letters in the two
case forms when out of the context of
words (Thompson et al., 2008). Hence,
the processes for letter identities that are
bound to word context for identification
of words can function differently from
those for “context-free” letter identities
(Thompson, 2009).

Such a difference in processes may also
be expected to occur for the beginner
reader’s use of letter-sound knowledge. In
a sample of normal-progress New Zealand
5- and 6-year-olds there was evidence
they had some knowledge of letter-sound
relations that was bound to a sublexical
function of their emerging reading vocab-
ulary (which is the stored knowledge of
the letters of the word, i.e., the lexical
orthographic representation, along with
the associated phonological and lexical-
semantic representations). The children’s
relative accuracy of letter-sound relations
in their reading of simple pseudowords
(e.g., ob, bu, et, . . . that simulate new print
words) was predicted from the distribu-
tion of occurrence of within-word posi-
tions of these sublexical relations among
the vocabularies of the children’s reading
books. For example, these small vocabu-
laries rarely included words with a final b
letter, although an initial b was common,
whereas t in both final and initial posi-
tions was common. The children’s pseu-
doword reading accuracy reflected these
(and similar) distributions of the posi-
tional sublexical letter-sound relations in
their print word experience. They gave no
segmented pronunciation of component

letters, contrary to what would be expected
in an explicit phonics response. Moreover,
a replication of the task was conducted,
and also confirmation by a successful pre-
diction of positive effects (relative to con-
trols) on pseudoword reading accuracy
from experimental training that intro-
duced words with final b into the chil-
dren’s reading vocabularies (Thompson
et al., 1996). For children receiving explicit
phonics instruction there has not been a
complete replication involving the training
experiment. The pseudoword reading task,
however, was presented to such a sam-
ple of children in the U.S. who were of a
comparable reading level, with the result
showing no significant within-word posi-
tional effects (Fletcher-Flinn et al., 2004).
Context-free letter sounds have no cod-
ing of position or other contextual feature
of words. Hence, this result was expected
for their phonological decoding of the
pseudowords, if they were often using
taught context-free letter sounds, rather
than knowledge of letter-sound relations
bound to a sublexical function of their
emerging reading vocabularies.

These results are consistent with the
Knowledge Sources theory that was devel-
oped to include different sources of knowl-
edge to account for the acquisition of
word reading in a tradition of text-
centered teaching as well as a tradi-
tion with explicit phonics (Thompson
et al., 1996; Fletcher-Flinn and Thompson,
2004; Thompson and Fletcher-Flinn, 2006,
2012). In this theory, as soon as the child,
with support from parent or teacher, has
acquired reliable reading of a few words,
and has attended to “the relationship in
which letters of words often match sound
units of the spoken word” (Thompson
and Fletcher-Flinn, 2012, p. 254), they
can independently extract from their
emerging reading vocabulary some letter-
sound information coded with sublexi-
cal features. This coding can commence
for position within the word and then
expand to include the contexts of other
letter-sound correspondences within the
word (Thompson et al., 1996; Thompson
and Fletcher-Flinn, 2006). Such sublexical
information is available for a frequently
implicit form of “phonological recoding”
(involving generation of responses to new
print words) that does not require full
knowledge of context-free letter sounds, as

in the theories of Share or Ehri. This form
of phonological recoding assists the child
in acquiring representations of new or
unfamiliar print words, thus extending the
child’s reading vocabulary, which in turn is
a basis for extracting more advanced sub-
lexical letter-sound knowledge. It implies
a recursive process that can start very early
in the child’s development of reading. The
theory, however, also accounts for chil-
dren’s successes in using, as in explicit
phonics, the other form of phonological
recoding that is initially dependent on full
knowledge of context-free letter sounds.

There are other studies, which exam-
ine samples of beginner readers who
have reached the same developmental
level of word reading but have differ-
ences in processes of word reading acquisi-
tion according to whether they are receiv-
ing teaching with explicit phonics or
text-centered teaching (Connelly et al.,
2009). In a study involving three coun-
tries (Thompson et al., 2008) the teach-
ing with explicit phonics produced begin-
ner readers who had much higher accu-
racy in pseudoword reading than those
receiving text-centered teaching, although
both had reached the same level of word
reading accuracy. Nevertheless, for read-
ing text, the context in which most useful
word reading occurs, teaching with explicit
phonics produced a much slower speed
of text reading (for equal word reading
accuracy). This was apparently not due
to their slower responses to the unfamil-
iar words but mainly to their lower level
of practice with words in text, and hence
with the lexical-semantic and syntactic
relations among the words. It is consis-
tent with the Knowledge Sources theory to
infer that the corresponding greater num-
ber of exposures to print words from text,
along with the associated orthographic-
phonological, orthographic-lexical, and
lexical-semantic/syntactic relations, red-
uces the need for developing a high level
of expertise in a form of phonological
recoding initially based on knowledge of
context-free letter sounds.

The specific focus here has been on
success and failure of several theories
in accounting for differences in begin-
ner learning processes arising from varied
traditions for initial teaching of reading.
Knowledge Sources theory, however, has
been discovered to have valid applications
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beyond that. The theory has been applied
to a form of alphabetic orthography very
different from English. Within Japanese
hiragana there is a secondary phonemic
function for which there are 36 yoo-on
symbols, which are formed from some
of the basic symbols that otherwise rep-
resent syllables (Coulmas, 2003). Beyond
the application limits of other theories,
Knowledge Sources theory accounted for
results from training experiments on the
initial learning of both Japanese beginners
and second-language learners, as well as
evidence from skilled hiragana readers on
the generalization limits of their implicit
knowledge of the formation principle for
this phoneme representation within hira-
gana (Fletcher-Flinn et al., 2014). The the-
ory has also been applied to the case of
a 3-year-old precocious reader. Beyond
the limitations of the other theories, the
recursive learning processes that use sub-
lexical information from the child’s emerg-
ing reading vocabulary accounted for this
child’s underdeveloped context-free let-
ter sounds (Fletcher-Flinn and Thompson,
2000, 2004).

By discovery of one limitation of some
current theories as applied to children in
a teaching tradition outside that in which
those theories were developed, an alter-
native theory was formed that offers a
tested account of reading acquisition with
a wider and more varied range of applica-
tions. This is just one illustration. Other
limitations await discovery in these and
other theories.
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Two aspects of dynamic systems approaches that are pertinent to developmental models
of reading are the emergence of a system with self-organizing characteristics, and its
evolution over time to a stable state that is not easily modified or perturbed. The effects
of dynamic stability may be seen in the differences obtained in the processing of print by
beginner readers taught by different approaches to reading (phonics and text-centered),
and more long-term effects on adults, consistent with these differences. However, there
is little direct evidence collected over time for the same participants. In this study,
lexicalized (implicit) phonological processing, and explicit phonological and letter-sound
skills are further examined in a precocious reader whose early development at 3 and
5 years has been extensively described (Cognition, 2000, 2004). At ages 10 and 14 years,
comparisons were made with these earlier reports and skilled adult readers, using the
same tasks for evidence of changes in reading processes. The results showed that along
with an increase of reading accuracy and speed, her pattern of lexicalized phonological
responses for reading did not change over time. Neither did her pattern of explicit
phonological and letter-sound skills, aspects of which were inferior to her lexicalized
phonological processing, and word reading. These results suggest dynamic stability of
the word reading system. The early emergence of this system with minimal explicit skill
development calls into question developmental reading theories that require such skills
for learning to read. Currently, only the Knowledge Sources theory of reading acquisition
can account for such findings. Consideration of these aspects of dynamic systems raise
theoretical issues that could result in a paradigm shift with regard to best practice and
intervention.

Keywords: dynamic systems, dynamic stability, theories of reading, reading acquisition, precocious reading,

phonological recoding

INTRODUCTION
Children learn to read by forming links between mental repre-
sentations of visual symbols (letters) in print words, and their
pre-existing phonological (sound) and semantic (comprehension)
representations for spoken language. The challenge for develop-
mental theories of reading is to propose how such a reading system
of connected representations might be formed. The purpose of
this study was to consider learning to read as the formation of a
dynamic system, and to test the concept of “dynamic stability” by
examining behavioral data from a precocious reader for changes
in her processing of print over time. Although such cases in the
population are somewhat rare (1-3.5%, Jackson, 1992), it does
not necessarily follow that the cognitive processes of learning to
read in precocious readers, or their reading system components
are dissimilar to other normal-progress readers. Most theories
of reading make this “similarity” assumption and apply it to
another small population, those having reading acquisition dif-
ficulties (3 to 10%, Snowling, 2013). According to Jackson and
Coltheart (2001, p. 156), referring to precocious readers, even
a single case provides unique “. . .opportunities to test hypothe-
ses about conditions that are necessary for successful reading
acquisition.” At the very least, such cases can contribute to the

demarcation of limits on the range of application of current
theories.

CONNECTIONIST VIEWS OF READING
Current views of word reading, such as those from connection-
ist frameworks (e.g., Hutzler et al., 2004; Powell et al., 2006)
assume neural system dynamics (analogous to computation in
the brain), and address the general issue of how orthographic
(print word) inputs are mapped onto spoken language (phono-
logical) processes. These computer models (neural nets) have
been applied to simulate the formation of a reading system in
the brain through an initial architecture, and an extremely large
corpus of words, input trials (exposures), learning rules, and
error feedback. The initial architecture is changed as a result
of these experiences, and the implemented reading model is
compared with predictions from theories that are based on behav-
ioral studies, and neuropsychological evidence on brain function.
Although these connectionist models are purported to repre-
sent children’s capacities and knowledge of reading at specific
points in their learning, they are at best only approximations
(Seidenberg, 2007, p. 3), and perhaps, not surprisingly, they have
been criticized for lacking in developmental plausibility (Cassidy,
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1990; but see Seidenberg, 2007), and ecological validity (Hutzler
et al., 2004).

Notwithstanding skepticism about their utility, several theo-
retical aspects of these connectionist models may be relevant for
gaining a deeper understanding and contribute to an explanation
of how children learn to read. The basic notion of an emergent (or
self-organizing) process based on the interaction of simple compo-
nents that gradually results in relatively robust complex structure
is central to connectionist theory. The initial probabilistic outputs
of connectionist reading models increasingly reflect the statisti-
cal structure of the word-training corpus as the system becomes
fully trained and implemented. Such learning occurs by modifying
the connectivity between processing units according to a weight
adjustment algorithm as a function of the word-training experi-
ence. However, due to the provision of supervised training (of the
target responses), as well as the initial pre-training on grapheme-
phoneme correspondences of some models (Perry et al., 2007),
most connectionist models are only“superficially”self-organizing,
and are embedded with theoretical assumptions about how chil-
dren learn to read. Two models (Dufau et al., 2010; Glotin et al.,
2010) more closely resemble emergent principles and use develop-
mentally appropriate lexical databases and unsupervised training.
The principle of self-organization without top-down (determin-
istic) direction has been claimed as ubiquitous in biological
development (van Geert, 2008) and in our natural (McClelland
et al., 2010) and social environments (Bronfenbrenner, 1979).

THEORIES OF LEARNING TO READ
In contrast to these connectionist theories, the focus of stan-
dard developmental theories of learning to read (e.g., Ehri, 1999,
2005) have been on the explicit skills claimed necessary for begin-
ning reading, in particular, phonemic awareness and knowledge
of letter-sound correspondences. These skills are used when a
child attempts to read an unfamiliar word through a taught
heuristic known as non-lexical (explicit) phonological recoding,
in which each letter-sound is pronounced in sequence and with
the deletion of unnecessary vowel sounds, they are recombined
into a word (e.g., “ba – aa – ga,” for bag). The degree to which
these explicit skills have been learnt forms the basis for summary
(descriptive) performance accounts of the initial stages, or phases
of the developmental theories. Share (1995) further emphasized
the importance of non-lexical phonological recoding by claim-
ing that it was a “self-teaching” device with successful attempts at
recoding enabling the acquisition of word-specific orthographic
knowledge required for skilled reading. Although concerned with
learning, standard theories of reading have little to say about the
dynamics of an emergent reading system, as children need to
be first taught (explicitly) the basic skills, which are related but
beyond the system (Jackson and Coltheart, 2001). These theories
are also limited in explanatory power as they have been devel-
oped and tested with children who are taught to read with a
phonics approach (Ramus, 2004; Fletcher-Flinn and Thompson,
2010).

An alternative reading acquisition theory, Knowledge Sources
theory, also based on behavioral evidence, does share some prin-
ciples of self-organization and implicit learning (Thompson et al.,
1996; Thompson and Fletcher-Flinn, 2006, 2012). In this theory,

it is claimed that sublexical patterns of print word input and cor-
responding information from the child’s phonological lexicon are
induced implicitly as soon as the child attends to the relation-
ship between letters and sounds within words, and a few words
are stored in an orthographic lexicon (reading vocabulary with
associated lexical meanings). These sublexical relations (ISRs)
are induced from information across the child’s emerging read-
ing vocabulary. They are used to generate responses to new words
through lexicalized (implicit) phonological recoding, and the ISRs
are continually updated as new words enter the child’s ortho-
graphic lexicon. Explicit skill learning is not necessary beyond
a very rudimentary level. However, if such explicit skills are taught
to children, they are considered another source of knowledge for
the generation of responses to unfamiliar words.

Despite some shared concepts, Knowledge Sources theory
differs from connectionist accounts in the specification of an
orthographic lexicon. In connectionist accounts word knowl-
edge is distributed and stored in the connections between the
units rather than in an orthographic lexicon, resulting in the
phenomenon of “catastrophic forgetting” (when new informa-
tion interferes with old). Share, in his developmental theory,
posits an orthographic lexicon from “self-learning,” contingent
on a later major shift from reliance on non-lexical phonologi-
cal recoding to lexical processes. This contrasts with Knowledge
Sources theory in which learning to read is viewed as an emer-
gent, dynamic and continuous process based on learning across
phonological and orthographic lexicons. The orthographic lexi-
con for direct access to word representations (of both phonology
and lexical meanings), and lexicalized phonological recoding
processes based on ISRs are available soon after reading com-
mences.

Evidence for the induction of ISRs has been accumulat-
ing and was shown experimentally for beginner readers of
English (Thompson et al., 1996; Fletcher-Flinn and Thomp-
son, 2000, 2004; Fletcher-Flinn et al., 2004), and more recently
for the acquisition of a phonemic function of hiragana, a
syllabic orthography, in beginner readers of Japanese (Fletcher-
Flinn et al., 2014). These results indicate the possibility of
a universal process of acquisition, which seems plausible
if learning to read is the formation of a dynamic system
(Seidenberg, 2011).

THE DYNAMIC STABILITY OF A READING SYSTEM

Another general property of dynamic systems, important for the-
ories of the acquisition of reading, is dynamic stability, in which
patterns once acquired, are not easily modified or perturbed.
According to Rolls (2012), recurrent (input) patterns promote
stability, and attractor networks in the brain (neurons that col-
lectively settle into stable patterns of firing) enable memories to
be stored and recalled. These “integrate-and-fire” neural nets,
when modeled in real continuous time, have the advantage of
very fast recall. The gradual incremental changes (short-term
dynamics) of the connection weights of an attractor network
determine the final steady state of the connectionist system (long-
term dynamics) (Munakata and McClelland, 2003; van Geert,
2008).
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Dynamic stability is not an aspect that is within the scope
of standard developmental theories of learning to read, inso-
far as their focus is on broad phases (e.g., Ehri, 1999, 2005)
or changes in processing (Share, 1995). However, it has been
considered by Knowledge Sources theory with regard to the
developmental continuity of lexicalized phonological recoding
for Maxine, a precocious reader who has been extensively
studied from prior to the age of 2 years (Fletcher-Flinn and
Thompson, 2000) and continued until the age of 7 years
(Fletcher-Flinn and Thompson, 2004). It was shown that her
processing of lexicalised phonological recoding was develop-
mentally stable from 3 to 5 years of age, encompassing word-
reading levels from 8 to 14 years (Fletcher-Flinn and Thompson,
2004).

With regard to normal-progress children learning to read, the
long-term effects of dynamic stability may be seen from dif-
ferences obtained when comparing the processing of print by
6-year-old beginner readers making normal-progress (Connelly
et al., 2001) with phonics and text-centered approaches, as well
as those 6- to 7-year-olds making slower progress (Thompson
et al., 2008). For the same word reading ability, these studies
showed faster text reading speed by beginners with non-phonics
approaches compared with those children taught phonics. The
latter were better able to read pseudowords, but were dis-
advantaged when reading low frequency words, and words
that were irregular (Connelly et al., 2001). The speed of text
reading advantage for non-phonics approaches was attributed
to the greater time made available for text reading. More-
over, with the speed advantage, for an equal amount of time,
beginners are exposed to more print words (and associated
meanings).

Processing differences were also found among skilled adult
readers of equivalent reading ability after nearly two decades
beyond their initial reading instruction (Thompson et al., 2009).
The adults who had initial instruction in phonics performed bet-
ter on metalinguistic and letter-sound tasks, but similar to the
children in the previous studies, they made more errors (regu-
larizations) on contextually dependent pseudowords, and some
low-frequency words than those without such instruction. It was
suggested that the initial years of phonics reading instruction left a
cognitive bias in processing associated with non-lexical phonolog-
ical recoding that did not attenuate, or become superseded over
time.

While the cross-sectional studies are intriguing because the
results suggest a degree of long-term dynamic stability in the
processing of print from different teaching approaches, they
do not directly address questions of developmental change over
time, or the stability of procedures for reading unfamiliar
words. The purpose of this study was to examine these issues
with regard to the learning and stability of lexicalized phono-
logical processing in reading acquisition during development,
alongside the learning of explicit phonological and letter-sound
skills. This study examined Maxine’s reading development at
age 10 and 14 years making comparisons with earlier pub-
lished reports with the same tasks for evidence of changes in
reading processes. Comparisons were made, where appropri-
ate, with published results of skilled adult readers (Thompson

et al., 2009) who, like Maxine, had not received explicit phon-
ics instruction as beginner readers. This reading-level match was
used to examine the extent to which the operation of compo-
nents of her reading system differed from other highly skilled
readers.

SCHOOL EXPERIENCE AND INTERESTS, WORD READING
ACHIEVEMENT, AND EXPLICIT PHONOLOGICAL SKILLS
Maxine entered a private intermediate school at the age of 8 years,
and graduated from high school at 14 years. She studied the nor-
mal New Zealand curriculum, and continued with her musical,
and other interests. She particularly enjoyed playing Pokemon on
her Gameboy, skiing, and chess. Her school report at the end of
intermediate school indicates that she was an exemplary student,
with impressive examination grades well above the median in all
major subjects. Other comments included her consideration of
others, valued contributions to group discussions, and that she
was well liked by students and staff. At her high school graduation,
she won the class award for English Literature.

Maxine was assessed at two time periods, from 10 years
10 months (10:10) to 10:11, and 13:11 to 14:0 on a range of
reading and phonological awareness tests. Informed written con-
sent was obtained from Maxine and her parents, and the study
was approved by the Auckland Human Subjects Ethics Commit-
tee, as part of a larger study on precocious readers. Standardized
word reading tests included the Wide Range Achievement Test
3 – Combined Form (WRAT-3, Wilkinson, 1993) for both oral
reading and spelling, and the Nelson-Denny Reading Test [N-
D, Brown et al. (1981)], Vocabulary subtest, to assess reading
comprehension of single words. These assessments showed that
Maxine continued her precocious word reading development,
reaching beyond high school levels by 10:11 on the WRAT-3
oral reading subtest, and by 13:11 she was equivalent to the
comparison sample of adults on the N-D Vocabulary subtest
(Thompson et al., 2009). Spelling was consistent with her reading
ability.

The phonological awareness tasks included the Rosner Test
of Auditory Analysis Skills (Rosner and Simon, 1971), and the
Yopp–Singer phoneme segmentation task (Yopp, 1988). The Ros-
ner Test, consisting of 40 items, assesses the skill of the deletion
of phonemes from various positions in words, e.g., saying man
without the “m” sound. The Yopp-Singer phoneme segmentation
task requires the pronunciation of sounds of spoken words in the
correct order, e.g., “Tell me all the sounds that you can hear in
the word ‘dog”’ (Three sounds relating to the three phonemes
comprise the correct response.) Both tests had been adminis-
tered when she was 5 and 7 years (but in a 13 item version of
the Rosner Test at 5 years, Fletcher-Flinn and Thompson, 2004).
The Rosner Test placed Maxine at the Grade 6 (U.S.) ceiling level
of the test from 7 years (Table 1). On the Yopp-Singer segmen-
tation task, for the same ages, she was within (or close to) +1
standard deviation (SD) of the norms based on children in kinder-
garten (average age of 5:10) in U.S. schools with some letter-sound
instruction. Their average score was 54% (SD 35%). Although
she attained 92% correct at 13:11, her performance on this task
continued to be underdeveloped relative to her age and reading
ability.
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Table 1 |Test age levels for phonological awareness for Maxine at chronological ages 7:3 to 13:11, and mean percentage correct on phoneme

awareness and the extended Scarborough task for Maxine and New Zealand university students without phonics instruction (standard

deviation in parenthesis).

Chronological age (years and months)

Maxine NZ university

students
7:3–7:11 10:11 13:11

Test ages

Yopp-singer phoneme segmentation 5 5 5 –

Rosner deletion 11 11 11 –

Percentage correct

Phoneme awareness (aural) –a 53 70 61 (11)

Extended Scarborough task

Graphophonemic awareness – 63 77 61 (20)

Graphophonemic segments – 43 53 39 (13)

aTests not administered.

As Maxine was reading at the same level on the N-D read-
ing test as the comparison sample of adults, the same phonemic
awareness and graphophonemic (extended Scarborough task,
Thompson et al., 2009) measures used for them were admin-
istered to her. In the phoneme awareness task 30 words were
presented in aural form and the task was to count the number
of the “smallest sounds” in each word, e.g., four for socks.
The same words from this task were used in a graphophone-
mic task in which the words were presented in print form. In
this task, the participant must read the word, note the num-
ber of sounds in the word (awareness score), and underline
the letter or letter sequence belonging to each sound (iden-
tity score). At 10:11, Maxine’s accuracy on tests of phoneme
awareness, graphophonemic awareness, and graphophonemic seg-
ments were all within 1 SD of that reported for the adults. She
showed continued development of these skills at 13:11, although
remaining within about 1 SD of the adult means for these tasks
(Table 1).

It seems fair to say that as Maxine’s word reading advanced,
her phoneme awareness skills continued to develop and were not
markedly different to skilled adults at the same reading level. How-
ever, her explicit skill at segmenting spoken words into phonemes
and to recite them in order remained underdeveloped and con-
sistent with her earlier kindergarten level performance on this
task. This is interesting because Yopp (1988) found phoneme
deletion tasks, like the Rosner Test on which Maxine performed
adequately, to be more difficult than phoneme segmentation
tasks, such as the Yopp-Singer, for his sample of 5-year-olds.
Although modeled occasionally by her parents, the “sounding-
out” response heuristic for this task was never used by Maxine
(Fletcher-Flinn and Thompson, 2000, p. 184), and is not a
skill that would have been taught to the New Zealand adults
(Thompson et al., 2009). It is, however, an explicit skill that is
required for non-lexical phonological recoding to read unfamiliar
words.

EXPERIMENT 1: EXPLICIT LETTER-SOUND SKILLS
The set of three tasks – letter naming, letter sounds, and
digraph sounds – which were employed for Maxine (Fletcher-
Flinn and Thompson, 2004), and for the comparison group of
adults (Thompson et al., 2009) were administered when Maxine
was 10:10 and 13:11 using the same procedure with com-
puter presentation in lowercase. Speeded response instructions
were given and there was no correction of responses. In scor-
ing, correct letter-sound responses were those taught in explicit
phonics instruction. For the 29 digraphs, (e.g., ee, aw, ch),
Maxine was instructed to pronounce the sound associated with
the two letters, and scoring was the same as in the earlier
studies.

Maxine’s mean accuracy (Table 2) for giving phonic sounds to
letters and digraphs from 5:8 to 13:11 was within (or close to) 1
SD of the adult comparison sample (Thompson et al., 2009). There
was no significant increase in her mean percentage accuracy over
time using the McNemar test for the significance of changes, from
5:8 to 10:10 for giving phonic sounds to letters, X2(1) = 1.54, and
digraphs, X2(1) = 1.23, p > 0.20; or, from 10:10 to 13:11 for giving
phonic sounds to letters, X2(1) = 0.0, and digraphs X2(1) = 0.16,
p > 0.68. Similarly, over the longer span of time from 5:8 to 13:11
there was no significant change in percentage accuracy for giving
phonic sounds to letters, X2(1) = 1.54, p = 0.21, or digraphs
X2(1) = 2.5, p = 0.11.

A repeated-measures ANOVA over items for Maxine’s response
times (RTs) on letter names to which she responded accurately
showed a significant change over time F(2,38) = 10.45, p < 0.0001,
η2 = 0.36. Using paired t-tests, her performance at 13:11 was
slower than at 5:8, t(19) = −5.69, p < 0.0001; and 10:10,
t(24) = −4.04, p < 0.0001. There was no change from 5:8
to 10:10, t(20) = −1.19, p = 0.25. The results were similar
for responses to letter sounds, F(2,22) = 12.01, p < 0.0001,
η2 = 0.52, with significantly slower RTs from 5:8 to 13:11,
t(12) = −4.65, p < 0.001; and 10:10, t(12) = −3.87, p < 0.002.
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Table 2 | Experiment 1: Mean percentage accuracy and response times

(RTs) for lowercase letter names, letter sounds, and digraph sounds

for Maxine at 5:8, 10:10, and 13:11, and for the NZ university students

without phonics instruction (standard deviation in parenthesis).

Letter names Letter sounds Digraph sounds

Mean percent correct

Maxine at 5:8 92 65 62

Maxine at 10:10 100 81 76

Maxine at 13:11 100 81 82

NZ university students 100 (0) 75 (12) 73 (10)

Mean RTs (ms) for correct responses

Maxine at 5:8 522 551 558

Maxine at 10:10 551 765 683

Maxine at 13:11 638 651 589

She was somewhat faster from 10:10 to 13:11, t(12) = 2.50,
p < 0.02. Responses to digraphs also changed significantly over
time, F(2,16) = 9.27, p < 0.002, η2 = 0.54, with slower RTs from
5:8 to 10:10, t(9) = −4.08, p < 0.003, but faster from 10:10 to
13:11, t(20) = 2.64, p < 0.02. There was no difference in RTs
for digraphs at 5:8 and 13:11, t(8) = −1.99, p < 0.08, although
it was in the negative direction, indicating a decrease in speed
with age.

In summary, Maxine’s mean percentage accuracy for pro-
viding phonic sounds to letters and digraphs was similar to
the comparison sample of adults, and did not change sig-
nificantly over time. Similar to Maxine, the adults had not
experienced explicit phonics instruction as beginner readers, and
their mean accuracy did not exceed 75% (SD = 12). Of inter-
est, Maxine showed a tendency for slower RTs with age for letter
names, sounds, and digraphs compared with her performance
at 5:8.

EXPERIMENT 2: NONWORD PRONUNCIATION
Two nonword pronunciation tasks were administered to Maxine.
Each task consisted of sets of Regular, body-consistent; Regu-
lar, body-inconsistent; and Irregular, body-consistent nonwords
presented in a randomized sequence. The first source of these
nonwords was from Andrews and Scarratt (1998, Experiment
2), and the second was from Coltheart and Leahy (1992, Task
2). The first category required a regular response for accuracy
(e.g., stell, dilt). The other two categories were heterophonic
nonwords. For the category of nonwords with Inconsistent lex-
ical bodies (e.g., dush which can be pronounced with –ush as
in “rush,” or “push”) either the regular, or irregular pronun-
ciation, respectively, was acceptable. The first two categories
of nonwords consisted of 40 and 20 items, respectively, from
each source. The third classification consisted of nonwords that
always have Irregular lexical bodies (e.g., thild) that occur in
several real words (e.g., child). There were 20 of these non-
words in the Coltheart and Leahy task, and 24 of them in
the other source. Andrews and Scarratt (1998) also included
24 Irregular Unique nonwords (e.g., hourt, yign) with Irregular

lexical bodies having only one real word exemplar. The pro-
cedure was the same as in the previous reported experiments
(Fletcher-Flinn and Thompson, 2000, 2004; Thompson et al.,
20091).

ANDREWS AND SCARRATT NONWORDS (1998)
Table 3 shows the percentages of regular and irregular responses
for the categories of nonwords on the Andrews and Scarratt (1998)
task. Overall mean combined accuracy scores were calculated,
which included: (1) the regular responses to the Regular Consistent
and the Inconsistent nonwords, and (2) the irregular responses to
the Irregular consistent and Irregular Unique nonwords. (The reg-
ular pronunciations to these two categories were excluded as less
accurate “regularizations.”)

The combined mean percentage accuracy for regular responses
to the Regular Consistent and the Inconsistent nonwords (Table 4)
showed that Maxine varied very little (between 92 and 91%) from
5:9 to 14:0. This was within +1 SD of the mean percentage
accuracy1 for the adults without phonics instruction. Accurate
combined mean percentage accuracy for irregular responses to the
Irregular consistent and Irregular Unique nonwords was 82% for
Maxine at both 10:10 and 14:0, and at 5:9, it was 73%. She exceeded
the mean percentage accuracy of the adults by +2.2 SD. The McNe-
mar test showed no significant change in irregular responses for
Maxine from 5:9 to 10:10 and 14:0, X2(1) = 1.22, p = 0.27.

Response times were analyzed for those response categories
above mean acceptable response rates of 33% or higher. At
5:8, 10:10, and 14:0, Maxine’s mean RTs for accurate regular
responses for the Regular Consistent nonwords were: 549, 497,
and 380 ms; and, for the Inconsistent nonwords 555, 491, and
376 ms, respectively.

For accurate regular responses to Regular consistent non-
words, a repeated-measures ANOVA by items showed a signif-
icant change in RTs over time, F(2,68) = 53.97, p < 0.0001,
η2 = 0.61. Paired t-tests indicated that Maxine was signifi-
cantly faster with each age comparison: 5:9–10:10, t(37) = 2.29,
p = 0.03; 10:10–14:0, t(35) = 8.17, p < 0.0001; and, 5:9
to 14:0, t(35) = 11.21, p = 0.0001. A similar pattern was
shown by Maxine on correct regular responses to Inconsistent
regular nonwords, F(2,52) = 46.57, p < 0.0001, η2 = 0.64
with faster RTs with age: 5:9–10:10, t(27) = 2.02, p = 0.05;
10:10–14:0, t(31) = 9.30, p < 0.0001; and, 5:9–14:0, t(29) = 11.45,
p = 0.0001.

For correct irregular responses, Maxine’s mean RTs for the
same ages, for Irregular Consistent nonwords were: 553, 534,
and 383 ms; and, for Irregular Unique nonwords: 582, 562, and
374 ms. There was a significant change in RTs over time for irreg-
ular responses to Irregular Consistent nonwords, F(2,34) = 32.24,
p < 0.0001, η2 = 0.66. She was significantly faster at 14:0 than
at 10:10, t(19) = 9.19, p < 0.0001; and, at 14:0 than at 5:9,
t(18) = 7.43, p = 0.0001. RTs were equivalent at 5:9 and 10:10,
t(17) = 1.29, p = 0.22. The irregular responses to Irregular Unique
nonwords showed a similar pattern of change, F(2,20) = 36.75,

1Only items that were acceptable in both standard New Zealand and Scottish accents
were scored in Thompson et al. (2009, p. 227), whereas all items were scored for
comparison with Maxine in this study.
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Table 3 | Experiment 2: Mean percentage of regular and irregular pronunciations for Andrews and Scarratt nonwords varying in regularity and

consistency of body spelling for Maxine at 5:9, 10:10, and 14:0, and for the New Zealand university students without phonics instruction

(standard deviation in parenthesis).

Regular consistent Inconsistent Irregular consistent Irregular unique

Regular pronunciations

5:9 years 95 88 4 25

10:10 years 98 83 0 17

14:0 years 93 90 4 21

New Zealand university students 92 (4) 84 (7) 10 (9) 37 (10)

Irregular pronunciations

5:9 years –a 10 83 63

10:10 years – 15 92 71

14:0 years – 10 88 75

New Zealand university students – 10 (6) 63 (17) 46 (8)

aDashes indicate that regular pronunciations do not exist for regular consistent nonwords.

p < 0.0001, η2 = 0.79. There was no difference in RTs at 5:9 and
10:10, t(10) = 1.208, p = 0.30, but she was significantly faster at
14:0 than at 10:10, t(14) = 6.85, p < 0.0001; and, at 14:0 than at
5:9, t(12) = 7.14, p = 0.0001.

COLTHEART AND LEAHY NONWORDS (1992)
Maxine’s mean percentage accuracy for regular responses to reg-
ular consistent and inconsistent nonwords, averaged over the two
categories of nonwords, at both 10:10 and 14:0 was 95% (Table 4),
which was within 1 SD of the comparison sample of adults at 83%.
Accurate irregular responses to the Irregular Consistent nonwords
were 80% at 3:4, and 70% at 5:5, with these changes reported not
significant (Fletcher-Flinn and Thompson, 2004). Maxine’s accu-
rate irregular responses for the same set of nonwords were 70%

at 10:10, and 75% at 14:0. She was, respectively, +1.5 SD and
+1.81 SD more accurate than the comparison sample of adults.
The McNemar test for the significance of change for each age
comparison was not significant, X2(1) < 1.

Maxine’s response times were analyzed for those categories
above mean acceptable response rates of 33% or higher. At
5:8, 10:10, and 14:0, respectively, Maxine’s mean RTs for reg-
ular responses to regular consistent nonwords were: 560, 477,
386 ms, and for ambiguous inconsistent nonwords: 609, 525,
412 ms. Her mean RTs for irregular responses to Irregular Con-
sistent nonwords were: 584, 501, and 409 ms. An ANOVA with
two factors (time, category type) over items was significant, for
time, F(2,139) = 78.76, p < 0.0001, η2 = 0.53, and category
type, F(2,139) = 4.48, p < 0.013, η2 = 0.06. There was no

Table 4 | Experiment 2: Mean percentage of regular and irregular pronunciations for Coltheart and Leahy nonwords varying in regularity and

consistency of body spelling for Maxine from 3:4 to 14:0, and New Zealand university students without phonics instruction (standard deviation

in parenthesis).

Regular consistent Inconsistent Irregular consistent

Regular pronunciations

Maxine at 3:4 100 55 10

Maxine at 5:5 100 65 30

Maxine at 11:10 100 90 10

Maxine at 14:0 100 90 5

New Zealand University students 95 (6) 71 (13) 28 (12)

Irregular pronunciations

Maxine at 3:4 –a 35 80

Maxine at 5:5 – 30 70

Maxine at 11:10 – 10 70

Maxine at 14:0 – 10 75

New Zealand university students – 21 (13) 46 (16)

aDashes indicate that irregular regular pronunciations do not exist for regular consistent nonwords.
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interaction, F < 1. Paired t-tests with Bonferroni adjustments
showed that Maxine was faster at 14:0 compared with her ear-
lier responses at 5:9 and 10:10, MSE = 4951.90, p < 0.0001;
and she gave regular responses to Regular consistent nonwords
faster than to Ambiguous inconsistent nonwords, MSE = 4770.36,
p < 0.03. There was no difference in RTs for irregular responses
to Irregular consistent nonwords compared with the regu-
lar responses for the other two categories, MSE = 4770.36,
p ≤ 1.

DISCUSSION
Although Maxine’s ceiling level of performance on the Andrews
and Scarratt nonwords from 5:9 did not leave much room for
gains in accuracy, she was equivalent to the adult compari-
son sample for regular responses to the regular consistent and
inconsistent nonwords, and she exceeded them on the irregu-
lar responses to the irregular consistent and irregular unique
nonwords. The speed of Maxine’s responses increased signifi-
cantly over time, and by 14 years her mean RT was 378 ms,
over the four categories of items, which exceeds the mean RT
of 639 ms of the university students from the Andrews and
Scarratt’s (1998, Table 8) study. Maxine’s accuracy on the Colt-
heart and Leahy (1992) nonwords showed the same pattern of
performance for regular and irregular responses, and the same
decrease in RTs with age. Similarly, by 14 years, with a mean
RT (over categories) of 402 ms, she exceeded the mean RT of
704 ms for the university students from Coltheart and Leahy (1992,
Table 4).

The results for Maxine on the two nonword tasks con-
verge to indicate a high degree of proficiency of phono-
logical recoding, relative to samples of skilled adult read-
ers. However, for the present purposes, the most important
aspect of her performance was that she retained the same
pattern of category responses over time. Lexical phonologi-
cal processing was developmentally stable from 3 to 14 years
of age, covering word-reading levels from 8 years to skilled
adult levels of performance. Concomitantly, her speed of pro-
cessing nonwords continued to increase over this period of
time.

EXPERIMENT 3: WORD NAMING AND LEXICAL SEMANTIC
INFLUENCES
Strain et al. (1995, Experiment 2) showed that for adults the degree
of imageability, which is a semantic characteristic of words, con-
tributes to word reading accuracy when the words are of low
frequency and irregular in spelling. The same result was found for
Maxine at 5:9 years and an 11-year-old matched word-reading level
comparison sample of normal progress readers without phon-
ics instruction (Fletcher-Flinn and Thompson, 2004), and for the
comparison sample of adults (Thompson et al., 2009).

At 10:10 and 14:0, the words from Strain et al. (1995) were
administered to Maxine with the same presentation and scoring
procedure as for the previous experiments with the 11-year-
olds and adults. The stimuli comprised four categories of low-
frequency words, with 16 words in each: irregularly spelt words
of high imageability (e.g., boulder, climb), irregularly spelt words
with low imageability (e.g., broader, cache), regularly spelt words

of high imageabilty (e.g., banner, cliff), and regularly spelt words
with low imageability (e.g., blessing, cleft).

Maxine showed the same ceiling level of accuracy as the adults
for regular words and for words of high imageability by 10:10
(Table 5), and for irregular words of low imageability by the age
of 14 years. Similar to Maxine’s performance at 5 years, using
McNemar’s test, regular words were read more accurately than
irregular words at 10:11, X2(1) = 4.94, p < 0.03, but not at 14:0,
X2(1) < 1. There was no effect of imageability at either age 10:11
or 14:0, X2(1) = 2.52, p = 0.11, and X2(1) < 1, respectively.
Similar to her previous performance at 5:9 and the adults, regular-
ization responses accounted for 83 and 100% of her errors on the
low imageability words with irregular spellings at 10:10 and 14:0,
respectively.

At 14:0, Maxine’s mean RTs were 1.8–2.15 SD shorter than
the adults across all four categories of words. In a 3-way ANOVA
by items, there was a significant effect of age, F(2,157) = 17.20,
p < 0.0001, η2 = 0.18, but no effect for regularity or imageabil-
ity, or any interaction (p > 0.10). Paired t-tests with Bonferroni
adjustments on the main effect of time showed that Maxine was
faster at 14:0 compared with her earlier responses at 5:9 and 10:10
(MSE = 4770.36, p < 0.0001).

These results are consistent with the standardized word reading
assessments. She reached adult (university) levels of accuracy by
14 years, with significantly faster RTs to isolated words than the
adults. Although there was similarity on this task to some aspects
of her earlier performance, the absence of any differences in accu-
racy or RTs for the effects of regularity or imageability may be
attributed to reaching ceiling levels of performance. In that case,
the phonological processing of words is too efficient to be assisted
by a word’s semantic characteristics.

GENERAL DISCUSSION
Although Maxine continued to develop greater speed and word
reading accuracy over time, her pattern of responses for categories
of nonwords did not change from when she was much younger.
According to Fletcher-Flinn and Thompson (2000), Maxine was
able to read nonwords while having underdeveloped explicit skills
for word reading when she was 3 years by inducing sublexical
relations (ISRs) between orthographic and phonological compo-
nents in words that are stored in orthographic memory. Through
a process of lexicalized phonological recoding, she was able to use
these ISRs, in turn, to read unfamiliar words. The current findings
suggest that the processes associated with lexicalized phonological
recoding apparently become stable very early in acquisition, and
are resistant to change. This long-term stability is not within the
explanatory range of the standard developmental theories of learn-
ing to read that propose phases (e.g., Ehri, 1999, 2005), or shifts
in phonological recoding processes (Share, 1995). It is, therefore,
a limitation of these theories.

As Maxine continued to develop her precocious reading skills,
both word reading and word comprehension, going well beyond
the normal attainment for her age, her phonological awareness
showed differential success. Her performance was age appro-
priate on a test of phoneme deletion, and at 10:11 and 13:11
equivalent to the comparison sample of adults without phon-
ics instruction on an aural phoneme awareness task and two

www.frontiersin.org July 2014 | Volume 5 | Article 660 | 15

http://www.frontiersin.org/
http://www.frontiersin.org/Cognitive_Science/archive


Fletcher-Flinn Dynamic system

Table 5 | Experiment 3: Mean percent correct and RTs for words varying in regularity of spelling and in imageability for Maxine at 5:9, 10:10 and

14:0, and New Zealand university students without phonics instruction (standard deviation in parenthesis).

Regular Exception

High imageability Low imageability High imageability Low imageability

Mean percentage correct

Maxine at 5:9 94 94 88 50

Maxine at 10:10 100 100 94 63

Maxine at 14:0 100 100 100 88

NZ university students 100 (0.0)a 99 (2.9) 98 (4.2) 83 (10.2)

Mean response time

Maxine at 5:9 481 506 492 493

Maxine at 10:10 493 520 454 474

Maxine at 14:0 418 409 407 444

NZ university students (without phonics instruction) 561 (79) 593 (87) 581 (81) 642 (110)

graphophonemic tasks. However, on another test (Yopp-Singer)
involving segmentation and pronunciation of phoneme com-
ponents of words, she only reached the 5-year-level of nor-
mal age controls, which is consistent with her underdeveloped
performance on this task when much younger (Fletcher-Flinn
and Thompson, 2000, 2004). It seems reasonable to conclude
that she had not learnt the explicit procedure for non-lexical
phonological recoding, and hence, it remained underdevel-
oped.

Maxine’s proficiency in providing the phonic sounds for iso-
lated letters, and sounds for digraphs was comparable to a
sample of adults without phonics instruction whose learning
was also incomplete, averaging 74% across the two categories
(Thompson et al., 2009). In contrast to an increase of speed for
word (and nonword) reading, her response to individual let-
ters tended to become slower over time. Her mean response
times for letter names, phonic sounds for letters and digraph
sounds at 13:11 were 3.67 SD, 2.13 SD, and 1.99 SD longer,
respectively, than her mean accuracy (combined over items)
for the low frequency words of Strain et al. (1995). For com-
parison, the mean RTs for Maxine’s responses to these words,
and the nonwords (combined over items) from Andrews and
Scarratt (1998) were within 0.52 SD. The significant differences
between Maxine’s response times for isolated letters, and word
and nonword reading indicate that the reading system formed
consists of word representations, and does not include explicit
responses to isolated letters, which are considered extrasystem
entities (Jackson and Coltheart, 2001, p. 103). Of more impor-
tance is the lack of any difference in response times between
real words and nonwords, indicating that the source of knowl-
edge for reading the nonwords must be lexical in the form of
ISRs.

In summary, although showing more processing efficiency,
Maxine’s pattern of performance was not different to the com-
parison group of adult readers, nor had it been different to
earlier reading-age matches (Fletcher-Flinn and Thompson, 2000,
2004). The evidence presented on the long-term stability of

lexicalized phonological recoding as shown by Maxine’s stable
performance over time is indicative of the formation of an attrac-
tor state of a dynamic system displaying very fast recall. The
reading system formed need not be underpinned by explicit
skill knowledge as claimed by standard developmental theo-
ries (e.g., Share, 1995; Ehri, 1999, 2005), as lexicalized proce-
dures appear to be sufficient for both the establishment, with
minimal skills (Fletcher-Flinn and Thompson, 2000), and the
expansion and stability of the emergent system, as shown by
these results. These findings support Knowledge Sources the-
ory and converge with earlier cross-sectional studies on the
induction of ISRs in normal-progress readers without phonics
instruction (Thompson et al., 1996; Fletcher-Flinn and Thomp-
son, 2000, 2004), those with such instruction (Fletcher-Flinn
et al., 2004), and the long-term effects of differing approaches
to reading in normal-progress readers (Connelly et al., 2001;
Thompson et al., 2008), and skilled adults (Thompson et al.,
2009).

The accumulating (see Thompson, 2014, for a review) and
converging evidence from these studies indicates that non-lexical
phonological recoding is not central to acquiring word-specific
orthographic knowledge as Share (1995) claims, although if
taught, successful recoding may contribute to the addition of
new words in the orthographic lexicon (Thompson et al., 1996;
Thompson and Fletcher-Flinn, 2006, 2012). It is interesting to
speculate that in this case, if the procedural (instructional)
heuristic is abstracted along with new word pronunciations,
it might explain the irregular word disadvantage of beginner
readers with phonics instruction (Connelly et al., 2001). Alterna-
tively, with the emergent reading system achieving early stability,
regularization of new words might be due to an excessive expo-
sure to regular words (and pseudowords) from typical phonics
programes, thus creating an initial bias in the formation of
ISRs. A combination of both would strengthen any tendency
toward the regularization of new words, leaving a long-term
cognitive bias in processing (Thompson et al., 2009). Consid-
eration of these questions and issues arising from them could
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provide the impetus for future research, and may pave the way
for changes to best optimize reading instruction and interven-
tion.

If scientific progress is to be made, then our current theories of
how children learn to read need better scrutiny, with both inten-
sive longitudinal study of single cases and population samples,
to test and delineate their range of application. Ideas from con-
nectionist theory, and more generally from cognitive science, on
the formation of dynamic systems can contribute to these new
tests.
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There has been mounting concern among
social scientists that conclusions from
studies conducted on highly educated
populations from affluent European cul-
tures may have limited applicability to
human behavior in general (Henrich et al.,
2010). Similar reservations have also been
voiced in the fields of language (Evans
and Levinson, 2009) and literacy (Share,
2008a; Frost, 2012). Reading research, in
particular, has been overwhelmingly dom-
inated by work on English, which appears
to be an outlier among European alpha-
bets (Seymour et al., 2003; Share, 2008a).
I have argued that because spelling–sound
relations are so complex in English orthog-
raphy, much of reading research has
been confined to a narrow Anglocentric
research agenda addressing theoretical and
applied issues with only limited relevance
for a universal science of reading and
literacy.

My intention here is not to reiter-
ate my 2008 arguments or even expand
them, but to move on to another major
obstacle to progress. Before moving on,
however, I would like to add a note of
optimism to the Anglocentrism debate. In
recent years, interest in other languages
has indeed begun to emerge from the
shadows probably because the scientific
community of Anglo-American reading
researchers has felt itself “come of age” as
a substantial body of well-replicated and
converging findings has coalesced in recent
years, at least on several key topics such as
word identification and dyslexia (Vellutino
et al., 2004; Snowling and Hulme, 2005;
DeHaene, 2009; Rayner et al., 2012). The
field is now witnessing important first
steps toward universal models of read-
ing (Perfetti, 2003; Perfetti et al., 2005;
Ziegler and Goswami, 2005; Frost, 2012) as

well as a growing number of linguistically
and grammatologically informed studies
emerging outside the confines of English
and other European alphabets (Nag and
Perfetti, 2014; Saiegh-Haddad and Joshi,
2014; Verhoeven and Perfetti, 2014). It is
still the case, nonetheless, that the theoret-
ical and applied frameworks developed for
English are all too frequently being applied
to other languages and writing systems
without due consideration for linguis-
tic and writing system diversity. Almost
all publications by English-language
researchers continue to omit any “. . .in
English” qualification in the titles of their
papers—“A New Whiz-Bang+++ Model
of Learning to Read”. . . in English?—as if
the results of studies conducted in English
alone enjoy the privileged status of uni-
versal applicability, unlike researchers
investigating other languages who are
obliged to qualify their findings by adding
the “. . .in Chinese/Arabic/Korean etc.” dis-
claimer which automatically demarcates
the findings as language-specific and hence
not necessarily universally applicable.

Here, I focus on yet another “-ism,”
which I call “alphabetism”; the belief
that alphabetic writing systems are inher-
ently superior to non-alphabetic sys-
tems, and which, like Anglocentrism, has
also stymied psychologists’ and educa-
tors’ thinking about learning to read
across diverse writing systems. Here too,
I join other scholars who have also
expressed concerns about “alphabetola-
try,” or alphabetic “supremacism” (e.g.,
Rogers, 1995). Looking around the globe,
it is apparent that most individuals do
not acquire literacy in a European alpha-
bet, yet in many parts of the (non-
European) world, the belief that alphabetic
orthographies are the ideal has led to calls

to alphabetize or discard non-alphabetic
scripts. Needless to say, these proposals
have profound ramifications for instruc-
tion and curriculum.

In the past, many influential Western
scholars explicitly argued that alphabets
are inherently superior to non-alphabetic
writing systems (Taylor, 1883; Gelb, 1963;
Havelock, 1982). The shelves of most
college libraries abound with volumes
whose very titles idealize the alphabet
(e.g., Diringer’s The Alphabet: A Key
to the History of Mankind; Moorhouse’s
Triumph of the Alphabet). When read-
ing researchers today seek enlightenment
on the subject of writing systems they
refer to Gelb—the founding father of
the field of “grammatology” (Gelb, 1963).
Like Taylor (1883) before him, Gelb
(1963) propounded an evolutionary view
of writing system history from “primi-
tive” pre-alphabetic systems to alphabetic.
Consistent with the “ontogeny recapitu-
lates phylogeny” idea, Gelb’s inexorable
“three great steps [logographic-to-syllabic-
to-alphabetic] by which writing evolved
from the primitive stages to a full alpha-
bet” (p. 203) was embraced by almost all
reading researchers, despite its repudia-
tion by subsequent scholarship in the field
of writing systems research (Mattingly,
1985; Olson, 1989; Daniels, 1992, in press;
Rogers, 2005; Coulmas, 2009). Foremost
among these, perhaps, was Ferreiro in her
Piagetian classic Literacy before Schooling
(Ferreiro and Teberosky, 1979) and, sub-
sequently, a series of stage-oriented theo-
ries of reading and writing development
(Piagetian and non-Piagetian alike) all
referring to pre-alphabetic and alphabetic
stages (Gough and Hillinger, 1980; Marsh
et al., 1981; Frith, 1985; Ehri, 2005). It
needs to be pointed out, however, that the
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“culture” of alphabetism, like culture in
general, is often “invisible”; its presence
more often discernible in acts of omis-
sion rather than commission. Nonetheless,
this alphabetic bias is ubiquitous and is
manifest in;

1. Unqualified generalizations about
reading “across languages” and/or
“across orthographies” in papers that
refer almost exclusively to English
or to European alphabets (Ziegler
and Goswami, 2005; Goswami, 2010;
Ziegler et al., 2010; Caravolas et al.,
2013; Ehri, 2014).

2. Implicit or explicit acceptance of Gelb’s
long-discarded evolutionary theory in
leading texts on reading development
aimed at educators,. . . “Taking the
final step toward the creation of a true
alphabetic writing system, the Greeks
assigned a symbol to each consonant and
vowel of their language. . . In many ways,
the individual development of the chil-
dren who are discovering the alphabetic
principle in English writing recapitu-
lates human history,” (Moats, 2000,
pp. 82–83).

3. Even the most up-to-date and author-
itative texts on the psychology of
reading (e.g., DeHaene, 2009; Rayner
et al., 2012) continue to regurgitate
Gelb’s views.

“[I]n an evolutionary sense, the alphabet is
the “fittest. . .” p. 37”; The history of writing
suggests a clear evolutionary trend...These
systems evolved to a logographic system,
which in turn evolved to syllabic systems
and finally to alphabetic systems...Such an
evolutionary argument suggests that alpha-
bets are fitter (in the Darwinian sense). . .
Rayner et al. (2012, pp. 46–47).

4. Reference to non-alphabetic systems as
imperfect or defective (e.g., Hannas,
2003; Rayner et al., 2012) as well
as attempts to reframe non-alphabetic
systems such as the Brahmi-derived
Indic (abugidic/aksharik) scripts as
alphabetic (Rimzhim et al., 2014).

. . .“The Semitic writing systems...and the
languages of India still incompletely repre-
sent vowels. p 36. . . In this sense, many
of these scripts are not fully alphabetic.”
Rayner et al. p. 37.

“The Phonecian system, however, was
not perfect. It failed to represent all
vowels. . . It was the Greeks who finally cre-
ated the alphabet as we know it. . . For the
first time in the history of mankind, the
alphabet allowed the Greeks to have a com-
plete graphic inventory of their language
sounds.” (DeHaene, 2009, p. 193).

“The basic difference between Western
alphabetic and East Asian syllabic writing
acts on several levels to promote or inhibit
creativity, particularly that associated with
breakthroughs in science. . . syllabic liter-
acy entails a diminished propensity for
abstract and analytical thought. . . Certain
Asian characteristics credited with block-
ing creativity, such as conservative political
and social institutions and group-oriented
behavior, derive in part from effects that
the orthography has had on the minds of
individuals,” (Hannas, 2003, p. 203).

5. The use of alphabetic terminology (e.g.,
letters, graphemes) to describe and
label the functional architecture (and
even the anatomical brain structures)
of reading (“letter detectors,” “letter-
box area,” “universal letter shapes,”
DeHaene, 2009) purported to be uni-
versal in reading. Whereas the con-
cept of a letter (or grapheme) is widely
used (but not entirely unproblematic)
in European alphabets, it has ques-
tionable applicability to many writ-
ing systems such as Chinese characters,
Japanese Kanji, Brahmi-derived Indic
aksharas or Mayan glyphs. It has even
been suggested that the notion of the
“phoneme” as the fundamental unit of
analysis of speech may be an artifact
of West European alphabetic literacy
(Daniels, in press).

Although some initial thoughts have been
offered as to when an alphabet may or
may not be the appropriate orthography
(e.g., Perfetti and Harris, 2013), this topic
is new to the agenda of reading science.
Some historical background on the alpha-
bet provides a valuable perspective on this
issue.

SOME HISTORICAL BACKGROUND
Contrary to popular belief, the alphabet
did not originate among Semitic speak-
ers, or their Egyptian neighbors, but
was a uniquely Greek creation invented

only once, and probably on the basis
of a fortuitous misunderstanding of
Phoenician writing (Daniels, 1992). An
alphabetic writing system, with full and
equal representation of consonants and
vowels, was ideally suited to the unique
features of Indo-European languages
(Diringer, 1948; Taylor, 1883). It added
vowel notation to the Phoenician abjad,
which was also a segmental/phonemic sys-
tem but represented (and only needed
to represent) consonants alone. Would
an alphabet ever have been needed had
there been no Indo-European languages
in the world? Indo-European languages
have a large inventory of complex syllable
structures, far too many for a syllabary
such as Japanese. And because vowels are
essential constituents of root morphemes
(bat/bet/bit/but/beet/bite. . . etc.) the
Semitic abjad would have been inadequate.

This uniquely European mutation was
first disseminated throughout Europe with
the spread of Christianity, then across
the globe by European colonizers, traders,
and, above all, missionaries who never
thought to question whether their own
writing systems would be optimal for
non-European languages. They took it for
granted that the ideal orthography was
alphabetic, operating on the principle of
one letter for one sound (phoneme) for
both consonants and vowels under the
motto “consonants as in English, vowels as
in Italian.” (Gleason, 1996).

But are alphabets optimal? Well, we
really don’t know. There is, however, evi-
dence suggesting that it cannot be assumed
that alphabets are inherently superior and
therefore the default choice of script. There
are at least four lines of counterevidence
converging on the conclusion that syllable-
based writing systems are, in many cases,
superior to alphabets.

1. Psychoacoustically, syllables are more
“real” than phonemes (Liberman et al.,
1967). Data from illiterates (Morais
et al., 1987), pre-literates (Liberman
et al., 1974), or persons literate in
purely morpho-syllabic or syllabic sys-
tems (Read et al., 1986) confirm that
syllables are easier to deal with than
phonemes.

2. Historically, syllabaries appeared ear-
lier and more often in ancient times
(Rogers, 2005; Gnanadesikan, 2009),
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whereas the alphabet was a relative late-
comer in the history of writing and
appeared only once (Daniels, 1992). All
new writing systems invented by non-
literates who know that writing exists
are syllabaries (Daniels, 1992).

3. Anthropologists have reported
widespread literacy among indigenous
peoples using syllabic systems in North
America (among the Cree, McCarthy,
1995; Cherokee, Walker, 1969); Africa,
(Scribner and Cole, 1981); and the
Philippines (the Hanuno’o, Kuipers
and McDermott, 1996).

4. Quasi-experimental studies suggest
that young children are able to learn
to read syllabically (abugidically) more
easily than phonemically/alphabetically
(e.g., Gleitman and Rozin, 1973; Asfaha
et al., 2009). Asfaha et al., for example,
investigated reading acquisition in four
Eritrean languages that use either syl-
labic (abugidic) (CV) Geèz (Tigrinya
and Tigre) or alphabetic Latin-based
scripts (Kunama and Saho). Instruction
in alphabetic Saho focuses on CV units,
whereas alphabetic Kunama is taught
alphabetically, i.e., phonemically.
Asfaha et al. found that first graders
learned to read the non-alphabetic
Ge’ez far more easily than the alpha-
betic scripts in spite of the larger num-
ber of signs. Moreover, the abugidic
CV-level teaching of alphabetic Saho
produced superior results compared
to alphabetic teaching of (alphabetic)
Kunama1. There are also studies show-
ing that children and adults who have
struggled to learn to read alphabeti-
cally find it easier to learn to read a
syllable-based orthography than an
alphabetic orthography (Gleitman and
Rozin, 1973; Moore et al., 2014).

My aim here is not to show that syl-
labic writing systems are superior to alpha-
betic systems, but simply that alphabets
cannot be assumed a priori to be inher-
ently superior to other writing systems.
The crucial question (as discussed by
Perfetti and Harris, 2013) is the match

1 This is by no means the first time an alphabetic
writing system has been taught syllabically (see, for
example, Cardoso-Martins, 1991; Liow Rickard and
Lee, 2004). It is worth noting that Noah Webster’s
“blue-back speller” (first published in 1785) was also
a syllable-based method of teaching English.

between language structure and writing
system, in particular the size and complex-
ity of the syllable inventory.

This issue leads to the more general
question, What makes an orthography
more or less optimal?

WRITING SYSTEM EFFICIENCY AND A
UNIVERSAL MODEL OF LEARNING TO
READ
An efficient writing system must do two
things simultaneously: represent sound
and meaning (Rogers, 1995; Share, 2008b;
Frost, 2012). This is no simple task,
because these two aspects of writing must
often be traded off against each other.
I have termed these two dimensions of
orthography decipherability and autom-
atizability/unitizability (Share, 2008b).
Orthographies can be regarded as dual-
purpose devices serving the distinct needs
of novices and experts (see Share, 2008a).
Because all words are initially unfamiliar,
the reader needs a means of deciphering
new letter strings unassisted (see Share,
1995, 2008b, for more detailed discussion,
and Ziegler et al., 2014 for an explicit com-
putational instantiation of this notion).
Here, the representation of recombinant
sub-lexical phonological elements (either
syllabic, sub-syllabic, or phonemic) is
fundamental if a script is destined to be
decipherable and learnable (Mattingly,
1985; Unger and DeFrancis, 1995). But the
essence of skilled reading (as is the case
with all human skills) is speed and effort-
lessness. To achieve fluent, automatized
reading, the expert-to-be requires unique
word-specific or morpheme-specific let-
ter configurations that can be “unitized”
and automatized for instant access to units
of meaning. Here morpheme-level (and
probably also word-level) representation
is essential2. Both morpheme distinctive-
ness (<rite/right>) as well as morpheme
constancy (<soft/soften>) are crucial for
rapid silent reading (Rogers, 1995).

The corollary to this orthographic
dualism is what goes on inside the
reader’s head. Initially unfamiliar words
and morphemes become familiar units,

2 I gloss over deep and unresolved issues regarding the
linguistic and psycholinguistic status of morphemes
and words, how these units might change in the course
of literacy development, and how they are represented
in diverse orthographies.

as the novice reader’s orthographic lexicon
begins to grow. This “unfamiliar-to-
familiar” or “novice-to-expert” dualism
highlights the developmental transition
(common to all human skill learn-
ing) from slow, deliberate, step-by-step,
unskilled performance to rapid, auto-
matic, one-step (i.e., unitized) skilled pro-
cessing. And because this broader dualism
applies to all words in all orthographies, it
seems a useful platform for developing a
universal theory of learning to read.
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An interesting area of enquiry in read-
ing science is the ways in which differ-
ent writing systems represent language.
Discussions have centered around the
adaptations seen between writing systems
and languages (Perfetti and Harris, 2013)
and the related notions of deservedness of
a writing system for a language (Halliday,
1977), optimality (Frost, 2012) and level
of orthography-language or “grapholin-
guistic” equilibrium (Seidenberg, 2011).
Among the many ideas of relative good-
ness of writing systems is also a misplaced
superiority assigned to alphabet-based
orthographies, which has been critically
labeled as “alphabetism” (Share, 2014).
Share counters the superiority claim with
psychoacoustic, historic, anthropological
and preliminary experimental evidence to
show that syllable-based writing systems
are perhaps the better system, at least for
some aspects of the orthography-language
relationship. The defining parameters for
placing symbol systems in a hierarchy are
however, as yet, unclear (see Frost, 2012 for
a discussion). It is for this very reason that
reading research (and the practice it influ-
ences) must be alert to unqualified gen-
eralizations made from studies conducted
in a single writing system. Evidence from
robust cross-orthographic experimenta-
tion is the best moderator of such univer-
salism. The burgeoning body of work from
the Chinese languages has for example

broadened the field, and perhaps snuffed
out “alphabetism” in some domains (e.g.,
neural bases of reading and the preferred
ordering of symbols as linear: Perfetti
et al., 2010). Some insights are now also
available from experimental work and sur-
veys in Japanese Hiragana (e.g., Fletcher-
Flinn et al., 2014). More recently, research
in the Indic alphasyllabaries highlights the
role of orthography-specific investigations
in the quest for a more inclusive reading
science (Nag, 2007, 2014).

The orthographies of South and
Southeast Asia descend from the ancient
script of Brahmi and together may be
referred to as the Indic alphasyllabaries.
The symbol unit of these orthographies
is the akshara. The surface organization
of each unit is typically a symbol block
with one or more phonemic markers. An
akshara may represent a vowel (/V/), a
consonant (/C/), a consonant with the
inherent vowel /a/ or other marked vowels
(/Ca/, /CV/), and consonant clusters with
either the inherent or marked vowels (e.g.,
/CCa/, /CCV/, /CCCV/). The mapping of
word level phonology to specific akshara
is decided by a rule of re-syllabification
where post-vocalic consonants form the
next akshara. To illustrate with number
names from the Indo-Aryan language of
Hindi, the akshara in shunya (zero) fol-
low the rule of re-syllabification with the
second akshara formed by a coda-open
syllable concatenation (शु य , <CV.CCa>
“shu.nya,” the coda of the first syllable is
pinned to the next syllable to make the
symbol block “nya”). The transcription
in the akshara system is typically com-
plete, though mapping to phonology is

variable. For example, nau (nine) repre-
sents an open syllable (नौ, <CV>, “nau”),
das (10) a body and coda (दस , <CV.C◦>,
“da.s”), and gyaarah (11) an open syllable,
a body and a coda ( , <CCV.Ca.C◦>,
“gyaa.ra.h”). There are further conditional
rules in Hindi such as vowel suppression
where the akshara-to-phonology repre-
sentation becomes somewhat opaque.
Thus, in bees, thees, and chalees (20, 30,
and 40) the word-final /s/ is written with
an akshara carrying the inherent vowel
/a/ but this vowel is suppressed in pro-
nunciation (i.e., <C◦>), thus बीस and

तीस, <CV.C◦>, and चालीस , <CV.CV.C◦>.
Similar schwa suppression is also seen in
the earlier examples, das and gyaarah.

Akshara-based orthographies such
as Bengali, Gujarati, Lao, Tamil, and
Sinhala each have similarly well-defined
orthographic principles. Whereas in
other phonologically-based writing sys-
tems like the alphabet and the abjad,
the orthographic representation of one
particular sub-lexical level predomi-
nates, the mapping to phonology in the
akshara-based orthographies is defined
by context. If appearing single, then the
akshara is typically an orthographic syl-
lable, but if in a string, language-specific
rules delimit orthographic representa-
tion. Thus, akshara units map to multiple
levels of phonology. Given the current
state of the science, this psycholinguis-
tic design of the akshara requires greater
examination. But what should be immedi-
ately clear is that the pre-eminence given
to the phoneme in several accounts of
orthographic representation (e.g., Katz
and Frost, 1992; Ziegler and Goswami,
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2005) is an alphabet-centric model. The
akshara based psycholinguistic tradition
has instead drawn upon the role of orality
in literacy development (Patel and Soper,
1987; Patel, 1996, 2004), the articulatory
features of single akshara and word-level
prosody (Pandey, 2007, 2014), the nature
and scope of akshara-language mapping
(Sircar and Nag, 2013; Nag, 2014), the
cognitive bases of reading acquisition
(Prakash et al., 1993; Nag and Snowling,
2012) and the profiles of impairment in
adult clinical conditions (Karanth, 2002).
What is needed for a universal theory
of reading (and spelling) development is
a delineation of the cognitive-linguistic
mechanisms associated with a writing sys-
tem that has the facility for multiple levels
of sub-lexical representation. Constructs
that have shown promise include syllable
weight and the mora. These constructs
pick out the regularities in spelling-sound
mapping and hence may be the principle
that makes learning of the orthography-
language connections secure. Ideas about
syllable weight and the mora have deep
roots in linguistic science but are yet to
inform discourse in the reading science.

The symbol set is another case in point.
The number of letters in alphabet-based
systems is small, and symbol learning is
completed within the first year of instruc-
tion. In contrast to the small set or a
contained orthography, are systems with
several thousand symbols. The characters
for a Chinese language such as Mandarin
is one example of an extensive orthography.
In the Indic alphasyllabaries, the number
of akshara that can be hypothetically con-
structed also run into thousands, with two
constraints defining the learning space.
First, a manageable set of consonant and
vowel phonemic markers aid akshara con-
struction, bringing economy to the learn-
ing task. Second, the number of akshara
that are phonotactically implausible are far
more in number, although the number
that are in use and hence encountered in
print still runs into hundreds. Not surpris-
ingly, a corollary of an extensive symbol set
is that symbol learning continues well into
middle school and beyond. If the received
wisdom is that children typically always
know the alphabet by the end of the first
year then it is not hard to see how the
pace of learning in the extensive orthogra-
phies might be perceived. “Slow” learning

then becomes one reason to invoke “alpha-
betism,” with suggestions that the local
orthographies are too difficult for fast
paced literacy learning.

Furthermore, a comprehensive theory
of literacy learning will have to factor in
the learning mechanisms involved in the
akshara languages, particularly the role of
domains such as visual memory, morphol-
ogy and syntax, and several other aspects
of the orthography. Some of these include
non-linear symbol arrangements (Vaid
and Gupta, 2002; Kandhadai and Sproat,
2010; Winskel and Perea, 2014), unmarked
and inherent symbol features (Nag, 2007;
Bhide et al., 2014), visually complex sym-
bol sets (Nag et al., 2014) and word types
differing because of symbol characteris-
tics (Nag, 2014; Wijayathilake and Parrila,
2014) or morpho-orthographic character-
istics (Rao et al., 2012). A step before the
hunt for higher-order universals would be
to bring focus in reading science on these
kinds of particularities.
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An important aspect of learning to read is efficiency in accessing different kinds of linguistic
information (orthographic, phonological, and semantic) about written words. The present
study investigates whether, in addition to the integrity of such linguistic skills, early progress
in reading may require a degree of cognitive flexibility in order to manage the coordination of
this information effectively. Our study will look for evidence of a link between flexibility and
both word reading and passage reading comprehension, and examine whether any such
link involves domain-general or reading-specific flexibility. As the only previous support
for a predictive relationship between flexibility and early reading comes from studies
of reading comprehension in the opaque English orthography, another possibility is that
this relationship may be largely orthography-dependent, only coming into play when
mappings between representations are complex and polyvalent. To investigate these
questions, 60 second-graders learning to read the more transparent French orthography
were presented with two multiple classification tasks involving reading-specific cognitive
flexibility (based on words) and non-specific flexibility (based on pictures). Reading
skills were assessed by word reading, pseudo-word decoding, and passage reading
comprehension measures. Flexibility was found to contribute significant unique variance
to passage reading comprehension even in the less opaque French orthography. More
interestingly, the data also show that flexibility is critical in accounting for one of the core
components of reading comprehension, namely, the reading of words in isolation. Finally,
the results constrain the debate over whether flexibility has to be reading-specific to be
critically involved in reading.

Keywords: reading acquisition, reading comprehension, cognitive flexibility, semantics, phonology, executive

function

INTRODUCTION
Reading acquisition has mainly been investigated from a psy-
cholinguistic perspective which has been instrumental in identify-
ing the important developmental impact of linguistic skills such as
phonological awareness (Harm and Seidenberg, 1999; Ziegler and
Goswami, 2005; Sprenger-Charolles et al., 2006). However, read-
ing can also be viewed as a complex cognitive task, which requires
the capacity for the concurrent processing of multiple aspects of
print, and which, as a result, may implicate more general cognitive
processes, such as executive function (Cartwright, 2002, 2012; van
der Sluis et al., 2007).

Executive function (EF) serves as an umbrella term for the con-
trol functions that monitor the cognitive processing involved in
complex, goal-oriented tasks (Miyake et al., 2000; Best and Miller,
2010). The “unity and diversity” view of EF (Miyake et al., 2000;
Miyake and Friedman, 2012), emphasizes a common underlying
ability to maintain task goals (unity), together with three dis-
tinguishable components (diversity), namely shifting of mental
sets, inhibition of prepotent responses and updating of working
memory representations.

The focus of the present study will be on shifting, also described
as cognitive flexibility. This refers to the ability to select adap-
tively among multiple representations of an object, perspectives or
strategies in order to adjust to the demands of a situation (Cheva-
lier and Blaye, 2009; Cragg and Chevalier, 2012; Diamond, 2013).

Cognitive flexibility is involved in the acquisition of theory of mind
(Müller et al., 2005) but it is the role that flexibility is thought to
play in academic learning skills (Bull and Scerif, 2001; Bull et al.,
2008; Yeniad et al., 2013)1 that has led to our focus on this aspect
of EF in relation to reading acquisition. At present, evidence for a
direct link to reading is mixed – although several studies that are
largely restricted to the English language have supported a posi-
tive association between flexibility and reading (Cartwright, 2002,
2007; Cartwright et al., 2010; Kieffer et al., 2013), other studies
have failed to find such a relationship among typical or disabled
readers of Dutch and French (van der Sluis et al., 2004, 2007; Mon-
ette et al., 2011). The differences between these outcomes will be
explored in the sections to follow by examining the tasks used,
the type of reading skill and the domain specificity of flexibility
skills.

Cognitive flexibility is most often examined using task-
switching paradigms, measuring the ease of switching between
different sets of sorting rules, which reveal initial successes between
the ages of 3 and 5 years (Cragg and Chevalier, 2012), and from 7
to 9 years, an increasing capacity to deal with multiple dimen-
sions in switching tasks (Anderson, 2002). The relatively late
emergence of flexibility in task switching has been attributed to
partial dependence on other EFs (Davidson et al., 2006; Garon

1However, see St Clair-Thompson and Gathercole (2006) for contrary evidence.
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et al., 2008). Authors have variously emphasized the underlying
role of: (1) inhibition, either the inhibition of the previous rule
(Kirkham et al., 2003) or the disinhibition of the previously inhib-
ited sorting rule (Müller et al., 2006; Chevalier and Blaye, 2008);
and (2) working memory, as part of goal setting and maintenance
(Marcovitch et al., 2007).

Other measures of flexibility such as fluency in producing
multiple uses for a single object (Diamond, 2013) and matrix
classification tasks (e.g., Piaget and Inhelder, 1958), reveal a
more specific aspect of flexibility, which is conceptualized the-
oretically as the difficulty in processing two or more dimensions
simultaneously. In the revised Cognitive Complexity and Con-
trol model (Zelazo et al., 2003), the processing of dimensions
simultaneously is regarded as more complex than switching
between dimensions and is thought to be constrained devel-
opmentally by the conscious (meta-cognitive) control required
(Zelazo, 2004)2.

Finally, it is evident that considerable overlap exists between
cognitive flexibility and the Piagetian concept of decentration in
concrete operational thinking (Miller, 2010), since both depend
on the ability to focus on more than one dimension of a problem.
This comparison with the more intensively researched Piagetian
concept highlights interesting questions, in particular, whether
flexibility can be considered to be domain-general versus domain
specific, a question to which we return in our experimental
work. An initial investigation of this question suggests that EF
skills do not generalize between verbal and non-verbal stim-
uli, at least among the kindergartners studied (Foy and Mann,
2013).

Several authors have presented a case for the involvement of
cognitive flexibility in the development of reading and reading-
related skills. The emergence of meta-linguistic awareness, a
key component of beginning reading, has been linked to con-
crete operational thinking, which shares features with cogni-
tive flexibility (as discussed above). Meta-linguistic awareness
entails the switching of attention from word meaning to con-
sider other properties of language such as phonology. Tun-
mer et al. (1988) reported that Grade 1 phonological awareness
was partly dependent on level of operativity in tasks such as
matrix classification and class inclusion. More recently, Blair
and Razza (2007) used an item-selection task (Jacques and
Zelazo, 2001), requiring item representation along two dimen-
sions, to reveal correlations between flexibility and both phono-
logical awareness and letter knowledge among kindergartners.
Pre-school associations have also been found between flexibil-
ity (Dimensional Change Card Sort task) and emergent literacy
skills such as phonological and print awareness (Bierman et al.,
2008), as well as between theory of mind (Unexpected Loca-
tion/Contents and Mistaken Identity tasks), flexibility (Wisconsin
Card Sorting task), and rhyming skill (Farrar and Ashwell,
2012).

Flexibility, as measured by matrix classification, has also
been found to correlate directly with early word reading and

2See Kloo and Perner (2003) and Kloo et al. (2010) for a related account in which
flexibility is associated with the realization that a single object can be redescribed in
a number of different ways.

reading comprehension (Arlin, 1981; Hogan and Whitson, 1984).
Berninger and Nagy (2008) account for such findings by proposing
that flexibility may be required to establish cross-modal connec-
tions between spoken and written language and to acquire and
coordinate multiple features of print (phonology, morphology,
syntax, semantics) during the development of word recogni-
tion. If so, flexibility may also underpin reading comprehension
which is thought to be the product of word recognition and
oral language comprehension (Simple View of Reading, Gough
and Tunmer, 1986; Tunmer and Chapman, 2013). Cartwright
(2002, 2007) has further argued that cognitive flexibility will
play an even more direct role in reading comprehension due to
the requirement to process phonological codes for written word
recognition simultaneously with the semantic information for
comprehension.

Cartwright (2002) provided evidence for this latter claim by
studying the cognitive flexibility of English-speaking second to
fourth graders in relation to their reading comprehension. A
general flexibility task (Bigler and Liben, 1992) was adminis-
tered, requiring double classification of sets of line drawings of
objects into a 2 × 2 matrix using visual (same color) and seman-
tic (same superordinate category) dimensions simultaneously.
Cartwright also examined a form of reading-specific flexibility,
which involved classification of written words into a 2 × 2 matrix
according to phonological (same initial phoneme) and seman-
tic (same superordinate category) criteria. The results indicated
that reading-specific flexibility contributed unique variance to
reading comprehension beyond the (significant) contributions
of age, general flexibility, pseudo-word naming and oral lan-
guage comprehension. A second experiment, demonstrated that a
group receiving a short training in reading-specific flexibility using
the matrix classification task exhibited a significant improvement
in reading comprehension at post-test, which was not observed
among groups receiving training in general flexibility or in a
control task (dominoes).

In a later study, Cartwright et al. (2010) showed that general
and reading-specific flexibility both improved between 1st and 2nd
grades and that this improvement was not explained by increases
in decoding ability. While each type of flexibility correlated with
reading comprehension, reading-specific flexibility again proved
to be a robust and independent predictor of reading comprehen-
sion among these younger children, whereas general flexibility
contributed no additional variance beyond reading-specific flex-
ibility. Altogether, Cartwright argues that this set of findings
constitutes evidence that cognitive flexibility plays an important
role in reading development, and further, that the component
most crucial to progress is domain-specific.

Recently, Kieffer et al. (2013) found that flexibility in the Wis-
consin Card Sorting Test correlated with reading comprehension
but not with performance in a task measuring letter and word
identification among their Grade 4 readers from low-income back-
grounds. The results of path analyses indicated that flexibility
was a significant and independent predictor of reading compre-
hension beyond the control variables (letter/word identification,
language comprehension, working memory, processing speed,
phonological awareness). Flexibility also made an indirect con-
tribution to reading comprehension via language comprehension,

Frontiers in Psychology | Cognitive Science June 2014 | Volume 5 | Article 565 | 27

http://www.frontiersin.org/Cognitive_Science/
http://www.frontiersin.org/Cognitive_Science/archive


Colé et al. Flexibility and reading skills

which the authors interpreted as indicating that higher levels of
flexibility may confer advantages in reading for meaning.

However, relations between flexibility and reading have proved
more equivocal in other studies, especially those of reading acqui-
sition in languages other than English. Monette et al. (2011)
assessed flexibility among French-speaking kindergarteners’ with
two tasks: a card sort task requiring a switch between two sort-
ing rules and an adapted version of the Trail-making test (Trails
P; Espy and Cwik, 2004). They found that flexibility failed to
predict a composite measure of the children’s reading and writ-
ing skills in Grade 1. Although van der Sluis et al. (2007) did
observe that flexibility scores from measures of task-switching
efficiency were related to Dutch forth- and fifth-graders’ accu-
racy in a timed word reading task, the relationship found was
negative.

Further exploration of this topic is clearly required given the
failures to replicate evidence that cognitive flexibility is posi-
tively associated with reading progress. Our first objective is to
determine whether the flexibility required in considering two
dimensions simultaneously primarily applies to learning to read in
opaque orthographies like English (Cartwright, 2002; Cartwright
et al., 2010). Berninger and Nagy’s (2008) analysis points to a
greater need for flexibility when mappings between the features
of print are complex. Opaque orthographies have many-to-one
or one-to-many mappings between orthography and phonol-
ogy which slows the development of word reading (Seymour
et al., 2003) and renders the activation of phonology from print
difficult (Share, 2008). This may encourage beginning readers
of English to make early use of the variety of information at
their disposal (orthographic, phonological, semantic, contextual)
and could account for the observed influence of reading-specific
flexibility on reading comprehension (Cartwright et al., 2010).
French has a more transparent system of grapheme–phoneme
correspondences than English (Ziegler et al., 1996; Peereman
et al., 2007; Moll et al., 2014), and French second-graders are
known to make extensive use of phonological decoding in read-
ing (Sprenger-Charolles et al., 2003). Hence, there may be less
need for them to resort to other sources of information, raising
the question of whether flexibility is critical for early read-
ing comprehension in more transparent orthographies such as
French.

A second, and related, objective is to test whether flexibil-
ity influences the reading of words in isolation as suggested by
Berninger and Nagy (2008). Developmental models of reading
comprehension give a central role to recognition of the writ-
ten words that make up the sentences, paragraphs and text to
be understood (Gough and Tunmer, 1986; Perfetti et al., 2005).
Text reading comprehension is engaged by accessing the semantic
code of words via visual recognition and the language processing
mechanisms assemble these words into messages. The quality of
access to word representations is critical within this framework
and this dependence on the activation and manipulation of differ-
ent codes (phonological, orthographic, semantic) makes it seem
plausible that flexibility could play a role in this key aspect of
reading comprehension. In our study, we attempt to answer this
question with a single word reading task that requires activation
not only of formal codes (phonological, orthographic) but also

semantic codes. Our word reading task, therefore, allows examina-
tion of whether flexibility contributes to reading comprehension
via the recognition of words in isolation and access to their
meanings,

In relation to our third objective, an important question raised
by Cartwright’s (2002, 2007) research bears on the domain-
specificity of flexibility. Although most developmental research
on flexibility does not consider the question of specificity, a
few studies demonstrate that flexibility in matching tasks is
highly dependent on the conceptual domain in question (Bia-
lystok and Martin, 2004; Blaye et al., 2007; Maintenant and Blaye,
2008; Foy and Mann, 2013). While Cartwright’s results could
be considered as support for this view, the contrast between
her reading-specific and general flexibility tasks were not entirely
conclusive. In the general cognitive flexibility task, participants
had to sort line drawings of objects by color and by the super-
ordinate category that the objects referred to, whereas in the
reading-specific flexibility task, they had to sort words by their
initial phoneme and by the superordinate category that the words
referred to. That is, two potential sources of difference were
confounded: the tasks differ both in terms of sorting crite-
ria (perceptual/semantic versus phonological/semantic) and the
kind of stimuli to which these criteria are applied (written
words versus pictures). Hence, previous work remains incon-
clusive about which of the two features (stimuli versus criteria)
is related to reading. To overcome this limitation, our study
manipulates stimuli while keeping criteria equivalent (phonolog-
ical/semantic).

In sum, the present study aims to investigate three important
questions: (1) Is flexibility necessary in learning to read orthogra-
phies that are less opaque than English? (2) Does flexibility play
a role in word reading as well as reading comprehension? and (3)
Is the flexibility that is associated with reading, domain specific or
domain-general?

MATERIALS AND METHODS
PARTICIPANTS
The participants were 60 second-graders (36 girls and 24 boys)
from five schools with a middle-class catchment area in Aix-en-
Provence in France (mean age: 7.63 years; SD = 0.30 years). In
line with French Institutional and National regulations, four types
of authorization were obtained for participation in this study:
(1) written consent from the school authorities (the Inspector of
National Education in France) in response to a written description
of the research objectives and procedure of the study to be con-
ducted with the child at school; (2) the consent of the head-teacher
of the elementary school on the basis of information about the
experimental procedure; (3) written informed consent from the
child’s parents or guardians, in which it is explicitly explained that
they can refuse to allow their child to participate without conse-
quence for them or their child; and (4) children’s final enrollment
was based on their own voluntary participation.

There were three additional inclusion criteria: (1) native speak-
ers of French; (2) a reading level at least at chronological age
on the French standardized test, “l’Alouette” (Lefavrais, 1967);
and (3) non-verbal reasoning skills above the 25th percentile
using the Raven’s Colored Progressive Matrices (PM47, Raven
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et al., 1995). The Alouette test is standardized for children aged
from 5 to 14 years and involves reading aloud a text of 265
words as quickly and accurately as possible. The text contains
real words in meaningless but grammatically correct sentences.
Performance is converted into a reading age according to a stan-
dardized procedure taking account both of total reading time and
accuracy.

MATERIALS
Reading tasks 3

Pseudo-word decoding. Sixty pseudo-words between 2 and 6 let-
ters in length (e.g., pirda) were presented on a sheet of paper (10
pseudo-words per line). All were regular with regard to grapheme–
phoneme correspondences but 20 contained graphemes whose
pronunciation was context-dependent (i.e., s = /s/ or /z/; g = /g/
or /j/; c = /k/ or /s/). The number of pseudo-words read aloud
correctly within one minute was recorded.

Word reading. Both the recognition and comprehension of words
was assessed by asking children to read a list of 108 words
silently and to circle any animal names (n = 50). Items were
selected from the 1000 most frequent words in Manulex (Lété
et al., 2004) and distractors came from semantic categories such
as fruits, vegetables, modes of transport, clothes, etc. (e.g.,
hibou, fusée, balai, loup, zèbre, tapis [English translation:
owl, rocket, broom, wolf, zebra, carpet]). The word list was
distributed across 18 lines of text (six words per line, each con-
taining 2–4 animal names). Animal names increased in difficulty
according to length and regularity of grapheme–phoneme corre-
spondences. The number of animal names circled correctly within
one minute was recorded. The error rate was negligible (M = 0.05;
SD = 0.02).

Passage reading comprehension. Performance was averaged
across two tests. The first assessed the comprehension of short pas-
sages of text. Children read each sentence aloud and then traced
a route on a map (e.g., Je vais du garage à la poste en passant par
le parc [English translation: I go from the garage to the post office
through the park]). Children could return to the text as often as
they needed to. In the second task, children read aloud sentences
referring to action sequences and then mimed what they had just
read (e.g., Avec l’autre main, je prends le plus petit rond et je le
mets sur le sol [English translation: With the other hand, I take
the smallest circle and put it on the ground]). This test evaluated
comprehension of anaphors (e.g., Je prends le grand carré avec une
main et je le mets dans la boîte [English translation : I take the big
square with one hand and I put it in the box]) and spatial terms
(e.g., Je le pose ensuite entre les deux ronds puis sous la boîte
[English translation : Next I put it between the two circles then
under the box]). For each of these two tasks, a score was computed
as a ratio of the number of correct actions to total time taken (in
seconds).

3The authors would like to express their gratitude to Liliane Sprenger-Charolles
(personal communication) for generously allowing them to use her tests of word
and non-word reading and passage-reading comprehension.

Flexibility tasks
Two double classification tasks were derived from those used by
Cartwright (2002), with the constraint of avoiding the potential
confusion between the two types of differences that were present
in the original versions of the tasks: (i) Word Flexibility – this
was reading-specific as it involved the classification of printed
words; and (ii) Picture Flexibility – this required classification
of drawings and did not involve reading. Both tasks demanded
the simultaneous processing of two dimensions: phonology and
semantics. The experimenter first demonstrated the sorting of a
set of 12 stimuli into a 4-cell matrix, explaining that sorting could
be accomplished in two ways: According to what can be heard
at the beginning of the picture name/word (phonological crite-
rion) and according to the sorts of things the drawings/words
referred to (semantic criterion). She then double-classified the
12 cards into the matrix, commenting on her performance: As
you can see, I’m putting all the things starting with /p/ (pear,
peach) into this row; and all the things starting with /b/into this
row . . .. But look, in this column, I’m putting all the fruits . . . and
in this one, I’m putting all the animals. Children then sorted five
new sets of 12 cards and were asked to comment on each double
classification.

Two points were awarded for each correct double classifica-
tion with both criteria described verbally; 1 point for evidence
of double classification in either card sorting or verbal justifi-
cation; and 0 for any other performance4. Response time (in
seconds) for each sorting trial was also computed. Performance
was averaged across the five stimulus sets for each task and a flexi-
bility score was computed as a ratio of accuracy to response time:
(Acc/RT)∗10.

PROCEDURE
The children were tested in a quiet room within their schools
over four sessions as follows: (1) Alouette reading, PM47; (2)
word reading, passage reading comprehension; (3) word flexibility,
pseudo-word decoding; and (4) picture flexibility. The order of the
last two sessions was counterbalanced.

RESULTS
Table 1 describes participant characteristics and performance on
the reading and cognitive flexibility tasks. Although z-scores are
used in the regression analyses, untransformed scores are pre-
sented here for ease of interpretation. The children’s mean reading
age (M = 94.65 months; SD = 7.34; Range = 85–119) was ahead
of chronological age [t(59) = 2.89, p = 0.005].

Correlations between variables are also reported in Table 1.
As no significant correlations were observed involving chronolog-
ical age or PM47, these variables were not entered in the final
regression analyses. A preliminary series of regression analyses
was also conducted, which established that inclusion of PM47

4Cartwright’s (2002) procedure for item scoring is given here to ease comparison
with her work : score = 3, child sorted correctly and provided a correct verbal justifi-
cation; score = 2, child sorted incorrectly but provided a correct verbal justification
for the Experimenter’s sort; score = 1, child sorted correctly but gave an incorrect
(or no) verbal justification; and score = 0, child sorted incorrectly and gave an
incorrect (or no) verbal justification. Note that the scoring system differs slightly in
the present study because the Experimenter did not demonstrate the correct sort if
a child made an error during the experimental trials.
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Table 1 | Pearson product-moment correlations, means, standard deviations and range for age, PM47 (raw scores), pseudo-word decoding, word

reading, passage reading comprehension, picture and word flexibility scores (N = 60).

Measures 1 2 3 4 5 6 7

1. Chronological age − 0.178 −0.134 −0.001 0.031 0.174 0.202

2. PM 47 − 0.059 0.101 0.243 0.020 0.204

3. Pseudo-word decoding − 0.533∗∗ 0.482∗∗ 0.210 0.305∗

4. Word reading − 0.469∗∗ 0.325∗ 0.470∗∗

5. Passage reading comprehension − 0.293∗ 0.530∗∗

6. Picture flexibility − 0.642∗∗

7. Word flexibility −

M 91.55 29.07 39.15 15.95 23.10 0.56 0.67

SD 3.59 4.39 7.2 3.06 5.90 0.30 0.34

Range 84–100 16–35 22–53 8–22 13–41 0.07–2.08 0.16–1.90

*p < 0.05, two-tailed; **p < 0.01, two-tailed.

scores did not alter the pattern of results reported in the final
analyses. Word flexibility scores correlated positively not only
with word reading and passage reading comprehension but also
with pseudo-word decoding; whereas picture flexibility scores
did not correlate significantly with pseudo-word decoding, but
showed a positive association with the two reading measures that
involved the processing of meaning (word reading, passage reading
comprehension).

Two hierarchical regression analyses were conducted with
passage reading comprehension as the criterion variable. The
traditional linguistic predictors, pseudo-word decoding and
word reading were entered on the first two steps. In Anal-
ysis A (Table 2A), word flexibility scores were entered on
the third step and picture flexibility on the fourth step.
In Analysis B, the flexibility tasks were entered in the
reverse order. Altogether these four variables accounted for

Table 2 | Hierarchical regression analyses predicting passage reading

comprehension with (A) word flexibility entered before picture

flexibility; and (B) with picture flexibility entered before word

flexibility.

Predictors � R2 β

(A)

Step 1 Pseudo-word decoding 0.232*** 0.482

Step 2 Word reading 0.063* 0.297

Step 3 Word flexibility 0.110** 0.377

Step 4 Picture flexibility 0.005 −0.094

(B)

Step 1 Pseudo-word decoding 0.232*** 0.482

Step 2 Word reading 0.063* 0.297

Step 3 Picture flexibility 0.018 0.144

Step 4 Word flexibility 0.097** 0.436

*p < 0.05, **p < 0.01, ***p < 0.001.

nearly 40% of the variance in passage reading comprehension
(Table 2B).

In each analysis, Word flexibility explained approximately 10%
of the concurrent variance in passage reading comprehension
over and above the more traditional linguistic predictors, and
critically, after controlling for picture flexibility in Analysis B. In
contrast, picture flexibility failed to explain any additional variance
regardless of entry position.

Two new regression analyses were conducted with word read-
ing as the criterion variable (Tables 3A,B). Decoding was entered
as the first predictor, accounting for more than 28% of the
variance. Picture flexibility contributed 4.8% of additional vari-
ance when entered before word flexibility, however, did not
add any explanatory variance when entered after word flexi-
bility. Word flexibility explained an additional 10.4% of the
variance when entered before picture flexibility and 5.7% of
the variance when entered on the final step; hence, confirm-
ing the critical role of the reading-specific, word flexibility
task.

Table 3 | Hierarchical regression analyses predicting word reading

with (A) word flexibility entered before picture flexibility; and (B)

picture flexibility entered before word flexibility.

Variables � R2 β

(A)

Step 1 Pseudo-word decoding 0.284*** 0.533

Step 2 Word flexibility 0.104** 0.339

Step 3 Picture flexibility 0.000 0.029

(B)

Step 1 Pseudo-word decoding 0.284*** 0.533

Step 2 Picture flexibility 0.048* 0.223

Step 3 Word flexibility 0.057* 0.321

*p < 0.05, **p < 0.01, ***p < 0.001.
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DISCUSSION
Our exploration of the concurrent relationship between cog-
nitive flexibility and early reading had three main objectives:
(1) to investigate whether flexibility is involved in learn-
ing to read an orthography that was more transparent than
English, namely, the French orthography; (2) to examine
the type of reading skills that are associated with flexibil-
ity, word reading and/or reading comprehension; and (3)
to clarify whether domain-general or domain-specific cogni-
tive flexibility mediates any such relationship with learning to
read.

Our results show that reading acquisition in French is related
to cognitive abilities that are not exclusively language-based. This
extends Cartwright et al.’s (2010) findings from English to the
French orthography. In other words, the flexible handling of
orthographic, phonological, and semantic codes appears impor-
tant even when reading a more transparent orthographic system.
Word reading skills are acquired more rapidly in French (Sey-
mour et al., 2003), which is thought to reflect a greater reliance
on phonological decoding due to the level of consistency in
the grapheme-to-phoneme mappings present in the orthogra-
phy (Ziegler et al., 1996; Sprenger-Charolles et al., 2003). While
it will be important to confirm this finding in orthographies with
even higher levels of transparency such as Spanish or Finnish,
our findings imply that flexibility has a role that extends beyond
dealing with the complexities surrounding orthographic depth.
This outcome is consistent with the growing number of studies
that implicate cognitive abilities in reading acquisition (Conners,
2009; Sesma et al., 2009; Kendeou et al., 2014).

Our use of word reading as a predictor of passage reading
comprehension allowed direct assessment of the consequences
of the activation of semantic information about words dur-
ing reading. Interestingly, word reading contributed more than
6% of the variance in passage comprehension beyond that con-
tributed by pseudo-word decoding. This is consistent with Perfetti
et al.’s (2005) hypothesis that reading comprehension is engaged
by accessing the semantic code of words via visual recognition,
and is supported by evidence that word meaning participates
in single word reading from the initial phases of acquisition
(Nation, 2008; Nation and Cocksey, 2009). Nevertheless, flexibil-
ity in coordinating phonological and semantic information made
a contribution to the prediction of reading comprehension over
and above the individual contribution of basic phonological and
semantic processing skills. The critical influence of the simultane-
ous processing of dimensions is in keeping with the importance
that has been placed on the coordination of multiple features of
print in reading (Cartwright, 2002; Berninger and Nagy, 2008;
Conners, 2009).

A novel and interesting result from our study is that flexibil-
ity predicts second grade reading for comprehension not only
of texts but also of isolated words beyond the classic influ-
ence of decoding skills (e.g., Ouellette and Beers, 2010). A
small but significant part of word reading was explained by
general (picture) flexibility when it was entered before reading-
specific (word) flexibility in the regression analysis. The picture
flexibility task involves the coordinated use of phonological and
semantic information about referents as does word reading.

However, the reading-specific flexibility task, based on written
words, still accounts for additional variance in word reading
over and above general (picture) flexibility; whereas the reverse
is not true. It was also reading-specific (word) flexibility rather
than general (picture) flexibility that predicted passage reading
comprehension beyond the influence of pseudo-word decod-
ing and word reading. Together these findings support the
interpretation that it is not only phonological-semantic rather
than perceptual-semantic flexibility that operates in word and
passage reading comprehension (Cartwright et al., 2010), but
phonological-semantic flexibility in the specific context of written
words.

In the present study, steps were taken to be precise about
the nature of the link between cognitive flexibility and reading
comprehension, especially in relation to the question of domain-
specificity. In future work, it will be important to introduce
controls for any non-executive demands that were imposed by
the matrix classification tasks used as van der Sluis et al. (2004,
2007) have argued that the effects of any EF can only be fully
understood after taking into account the implications of “task
impurity.”

Indeed, the variety of tasks used to measure cognitive flexibility
[see Introduction for a brief overview, and Diamond (2013) for
a more thorough review], point to possible reasons for incon-
sistency in the findings regarding a role for flexibility in the
development of reading skills. The task used to measure flexi-
bility is one of the major differences between the present study
and the other study of the French language by Monette et al.
(2011). Monette et al. (2011) chose to use a card sort task and
an adapted version of the Trail-making test, both tasks that
require children to make a switch between two sorting crite-
ria. This type of demand differs critically from the flexibility
required by matrix classification tasks, such as those used in
the present study, which require the simultaneous processing of
two dimensions. Therefore, in line with the views of Cartwright
(2002, 2007) and Berninger and Nagy (2008), our contention
is that this simultaneous maintenance of two perspectives may
be a critical component of developing reading skills due to the
need to coordinate the multiple types of information contained in
print.

Of course, in order to conclude that this task difference
is critical, it will be important to rule out the influence
of other differences between the two studies. Other differ-
ences include the reading measures used. Monette et al. (2011)
employed a composite score based on word reading, spelling,
and reading comprehension items from the French version
of the WIAT-II administered in a group setting, whereas
our reading tasks were administered individually and included
the standardized Alouette reading test and separate assess-
ments of specific literacy skills, namely word reading, pas-
sage reading comprehension, and decoding. Our intention
was to obtain as accurate a picture as possible of the lit-
eracy skills that were related to flexibility and to exert con-
trol for other more well-known predictors of word reading
and reading comprehension such as decoding ability; however,
how far this objective was achieved remains to be established
empirically.
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As cognitive flexibility develops relatively late, our future
work will include a longitudinal component to examine the
coordination of phonological and semantic information in read-
ing in relation to emerging flexibility at key points through-
out preschool and elementary school, which should offer
some causal insight into the role of flexibility in reading
acquisition.

CONCLUSION
Overall, these data contribute to the recent and rapidly growing
field investigating the role of EF in reading acquisition. Flexibil-
ity in coordinating the processing of phonological and semantic
information emerged here as a significant correlate of second
grade word reading and passage reading comprehension in French.
However, cognitive flexibility had greatest power as a predictor
of comprehension, over and above traditional linguistic skills,
when the matrix classification measures involved the manipu-
lation of written words rather than pictures. Further research
is required to explore our conclusion that the predictive value
of this type of flexibility is a consequence of the need for an
orthographic reading procedure that simultaneously generates
phonological and semantic codes for subsequent processing to
achieve comprehension.
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When formal literacy instruction begins, around the age of 5 or 6, children from families
low in socioeconomic status (SES) tend to be less prepared than children from families
of higher SES. The goal of our study is to explore one route through which SES may
influence children’s early literacy skills: informal conversations about letters. The study
builds on previous studies (Robins and Treiman, 2009; Robins et al., 2012, 2014) of
parent–child conversations that show how U. S. parents and their young children talk about
writing and provide preliminary evidence about similarities and differences in parent–child
conversations as a function of SES. Focusing on parents and children aged three to five,
we conducted five separate analyses of these conversations, asking whether and how
family SES influences the previously established patterns. Although we found talk about
letters in both upper and lower SES families, there were differences in the nature of these
conversations. The proportion of letter talk utterances that were questions was lower in
lower SES families and, of all the letter names that lower SES families talked about, more
of them were uttered in isolation rather than in sequences. Lower SES families were
especially likely to associate letters with the child’s name, and they placed more emphasis
on sequences in alphabetic order. We found no SES differences in the factors that
influenced use of particular letter names (monograms), but there were SES differences
in two-letter sequences (digrams). Focusing on the alphabet and on associations between
the child’s name and the letters within it may help to interest the child in literacy activities,
but they many not be very informative about the relationship between letters and words
in general. Understanding the patterns in parent–child conversations about letters is an
important first step for exploring their contribution to children’s early literacy skills and
school readiness.

Keywords: home literacy environment, parent-child conversations, socioeconomic status (SES), letter knowledge,

Preschool children

INTRODUCTION
The early years of formal schooling are devoted to teaching chil-
dren how to read and write. There are differences among children
in their preparedness for this instruction, with some children
entering school with more knowledge about letters and print than
others. In particular, children from families low in socioeconomic
status (SES) tend to be less well prepared for literacy instruction
and to perform less well in school than children from more priv-
ileged backgrounds (Duncan et al., 1998; McLoyd, 1998; Arnold
and Doctoroff, 2003; Ryan et al., 2006). The goal of our study is
to explore one route through which SES may exert its influence
on children’s early knowledge about letters and writing: infor-
mal conversations about letters that occur at home. We provide
a detailed description of the talk about letters that occurs between
U.S. parents and their preschool children, asking whether and
how patterns in this talk differ as a function of family SES.

Previous studies have found some SES differences in the
early home literacy environment of U.S. children. Much of
this research focuses on books and book reading, showing that

children in lower SES households have less exposure to books
in the home (Vernon-Feagans et al., 2001; Roberts et al., 2005)
and are less likely to be read to by their parents (Feitelson
and Goldstein, 1986; Lee and Burkam, 2002). Even when book
reading does occur between lower SES parents and children,
there are differences in the quality of parent behavior dur-
ing this activity (Whitehurst and Lonigan, 1998; Phillips and
Lonigan, 2009). However, a range of activities—beyond book
reading—contribute to the home literacy environment and could
contribute, in turn, to children’s ability to benefit from the
reading instruction that is provided at school. Indeed, Phillips
and Lonigan (2009, p. 147) recommended that measures of the
home literacy environment be expanded to include “literacy
artifacts, functional uses of literacy, verbal references to liter-
acy, library use, parental encouragement and value of reading,
parental teaching of skills, child interest, parent modeling of liter-
acy behaviors, parental education, and parental attitudes toward
education.” The present study is a response to that request. We
select one of those recommended activities—verbal references
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to literacy—and examine whether it differs across families with
different SES backgrounds.

We focus on parent–child conversations about letters, in part
because previous studies have shown that activities that pro-
mote children’s focus on letters improve their early literacy skills
(Sénéchal et al., 1998; Evans et al., 2000; Hood et al., 2008; Martini
and Sénéchal, 2012). Conversations about letters, which can occur
across a range of everyday activities, may be an important means
by which such activities have their influence. Although parents
and children may talk about letters while reading books, they
may also do so during activities that are not directly focused on
literacy, for example while making dinner or doing chores.

We are encouraged in this line of inquiry by studies show-
ing that patterns in parent speech influence children’s learning
in domains outside of literacy. For example, when three is used
in reference to apples, days of the week, and toys, it can prompt
children to search for how these disparate sets are similar, encour-
aging them to think about numerical equivalence and thereby
improving their mathematical knowledge once they arrive at
school (Mix et al., 2002; Levine et al., 2011). A further moti-
vation for the present study is that interventions designed to
promote talk about letters appear to improve children’s under-
standing of written language. For example, when parents and
teachers are trained to include more explicit references to print
during literacy-related activities, like book reading and joint writ-
ing, children’s overall letter knowledge improves (Lovelace and
Stewart, 2007; Justice et al., 2008).

General differences in the conversational patterns of families
differing in SES prompt us to consider whether these patterns will
influence how parents and their young children talk about letters.
Previous studies have shown differences in both the quantity and
quality of mothers’ talk to children as a function of SES (Hart and
Risley, 1995; Hoff and Naigles, 2002). For example, higher SES
parents are more likely to talk to their children in ways that elicit
and encourage conversation from the child, whereas lower SES
parents are more likely to speak to their children in ways that are
focused on directing behavior (Farran and Haskins, 1980; Heath,
1983).

For the present study, our interest is in whether there are fur-
ther differences in parent–child conversations as a function of
SES, specifically, differences in the kind of information that is pro-
vided in talk about letters. To explore this question, we must first
establish the nature of these conversational patterns. Studies that
describe the role of parent–child conversations in the home lit-
eracy environment tend to employ one of two methods. Some
studies use questionnaires, asking parents about the frequency
of certain conversational topics, such as rhyming and alphabet
games (Phillips and Lonigan, 2009), or about their approach to
talking with their child (Umek et al., 2005). The parents in such
studies report that they engage their young children in conversa-
tions about letters and print (Phillips and Lonigan, 2009). Other
studies document patterns in parent–child talk about letters more
directly, carrying out case studies with a single family or a small
number of families (Neumann et al., 2008; Edwards, 2012). Such
studies reveal that parents offer informative statements about
letters such as That’s the letter M for MILK. The letter M makes
a MMM sound (Neumann et al., 2008) or Both words purple

and pink begin with P; those are both P words (Edwards, 2012).
Although studies using questionnaire methods tend to have large
samples, parents’ responses may reflect, in part, the behaviors
they think they should engage in. Even if parents’ responses are
honest, they may not be aware of or remember many of the rel-
evant conversations. Case studies provide more detail about the
content of conversations, but only for a restricted set of fami-
lies. Many case studies, like the ones mentioned above, focus on
families of high SES, raising questions as to whether these results
generalize to families of preschool children more broadly.

In a series of recent studies (Robins and Treiman, 2009;
Robins et al., 2012, 2014), we developed a method for describ-
ing parent–child conversations that combines the advantages of
each of the above approaches and minimizes their respective lim-
itations. To provide a direct and detailed account of the patterns
found in literacy-relevant conversations across a wide range of
families with preschool age children, we have examined parent–
child conversations available in CHILDES: an online repository
of spoken language transcripts (MacWhinney, 2000). CHILDES
transcripts—most of which were collected, initially, for studies
of children’s spoken language development—provide an excellent
resource for identifying whether and how parents and children
talk during everyday activities. Our studies demonstrate that
preschool children and their parents talk about letters and writing
and that the ways in which they do so change across the preschool
years.

Our interest in the present study is to determine whether there
are differences in patterns of talk about letters as a function of
SES. CHILDES, again, serves as a resource for asking this ques-
tion. A number of the researchers who submitted transcripts to
CHILDES provided information about the SES of their partici-
pants, as determined by parent education and income. For exam-
ple, one set of transcripts came from the Home-School Study
of Literacy and Language Development (Dickinson and Tabors,
2001), which focused exclusively on low-income families. Menn
and Gleason (1986), in contrast, recruited their participants from
“middle-class families in the Boston area,” while other researchers
included parent–child conversations from both lower and higher
SES families (e.g., Hall et al., 1984). Because the researchers who
contributed data to CHILDES differed somewhat in the stan-
dards they used for classifying families, our inquiries about SES in
CHILDES rely on a general distinction between higher and lower
SES that is applicable across corpora. Even using such a basic dis-
tinction between demographic groups, there is reason to believe
that at least some group differences can be detected. Specifically,
a previous exploratory analysis of SES differences found some
differences in how parents and children talked about letters and
pictures as a function of SES (Robins et al., 2012).

More recently, we have conducted detailed investigations of
patterns in talk about letters that occurs between U.S. parents
and their preschool age children (Robins et al., 2014). This
study showed that parents talked to their young children about
letters, questioning them about various features of letters, com-
bining letters into sequences, and associating letters with words.
Children, too, talked about letters, displaying in their utterances
at least a rudimentary understanding of some aspects of letters.
Having identified these patterns in parent–child conversations
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about letters, we now ask whether the patterns differ as a function
of SES. The present study thus extends the analyses presented in
Robins et al. (2014), tailoring them to the subset of corpora for
which we have information about participant SES. While other
studies have focused on differences in the quantity of literacy-
related interactions across SES groups (e.g., Vernon-Feagans et al.,
2001; Umek et al., 2005), our approach focuses on the quality of
these interactions, asking about the nature of these conversational
patterns in lower and higher SES families.

Specifically, the present study documents patterns in parent
and child talk about letters when children are between the ages
of 3;0 (years; months) and 5;0, as found in transcripts of parent–
child conversations that are available in CHILDES (MacWhinney,
2000). Our study consists of five separate analyses, each of which
explores one conversational pattern. We selected patterns that
were previously identified in our studies of CHILDES (Robins
et al., 2014) and that we hypothesize may differ as a function
of family SES. Analysis 1 explores questions asked about letters.
Analysis 2 examines utterances that mention associations between
letters and words, and Analysis 3 looks at utterances that feature
letters in sequence. In our final two analyses we look at the letter
names used in these conversations in greater detail, asking about
the frequency with which individual letters (monograms) and
two-letter combinations (digrams) are used and whether patterns
in their use are predicted by the SES of the speakers.

ANALYSIS 1: QUESTIONS
Our first analysis focuses on one highly interactive form of con-
versation: questions about letters. Previous studies have shown
that parents and children sometimes ask questions about letters
and print (Yaden et al., 1989), and studies of preschool classrooms
have shown that teachers vary the type and complexity of ques-
tions posed to students (Massey et al., 2008). Our previous survey
of parent–child conversations in CHILDES (Robins et al., 2014)
revealed that parents and children asked a number of questions
about letters, using these questions to inquire about many features
of the letters. Here we ask whether the quality of these questions
varies as a function of SES.

METHODS
Utterances for analysis
For this and all subsequent analyses, we used the same 12 corpora
of parent–child transcripts that were included in the previous SES
analyses described in Robins et al. (2012). The previous study by
Robins et al. (2012) used these transcripts to compare talk about
writing and about drawing; here our focus is on talk about letters.
All 12 corpora included conversations recorded at home between
U.S. parents and children, although two of them also included ses-
sions that occurred in a laboratory setting. Families were classified
as either lower SES or higher SES, using the demographic data
made available by the researchers in CHILDES (MacWhinney,
2000). Given the lag between collecting data and making it avail-
able on CHILDES, many of the corpora include conversations
that took place before 2000. Date of transcription could not be
included in the formal analyses, however, because individual cor-
pora differed in how they reported it (e.g., by date of recording or
date of publication). We included all transcripts of conversations

from these corpora that took place between parents and children
between the ages of 3;0 and 5;0.

For Analysis 1, we examined all parent and child utterances,
defined as a line in the recorded transcript, which included the
word letter or a specific letter name (as indicated by an @l code in
the transcript—e.g., that’s a T@l). We excluded utterances of letter
that referred to mailed correspondence. We found utterances that
met these criteria in the transcripts from 111 of the 158 parent–
child pairs in the 12 corpora. Our searches yielded a total of 3074
utterances—1481 for higher SES families (533 for parents, 948 for
children) and 1593 for lower SES families (550 for parents, 1043
for children).

Coding
For each statement in the transcript that included the word letter
or a letter name, we asked whether it was a question. We then dis-
tinguished between questions that asked about letter-related skills
and those that did not. Non-skill questions included those that
mentioned letters while asking about some other topic (e.g., Do
you like your ABC soup?). Skill questions were in turn coded as
either elaborative or basic. Elaborative questions were those that
required the respondent to provide letter name or sound, identify
a letter shape, complete a sequence, or some combination of these
skills. Basic questions required only a yes or no answer. For exam-
ple, what is the letter that your name starts with? was coded as an
elaborative question, whereas Is this an A? was coded as basic.

For this and the following analyses, a second coder analyzed
approximately 5% of the utterances, randomly selected from the
full set. Inter-rater agreement was never below 88% for any fea-
ture, and the two coders agreed 94% of the time overall. To ensure
that this agreement was higher than expected by chance, we cal-
culated the Cohen’s κ coefficient for each coding. All κ scores were
above 0.75.

Statistical analysis
As in Robins et al. (2012) and Robins et al. (2014), analyses were
carried out with multilevel models, using the lme4 software pack-
age (Bates, 2009). By treating corpus and child as random factors,
we were able to determine whether patterns in questions were
predicted by variables of interest while statistically controlling for
the undue influence of any particular corpus or parent–child pair.
We ran two multilevel models for each of the coded features of
an utterance, as described above (i.e., whether the utterance as a
question, whether the question was a skill question, and whether
the skill question was elaborative). The first or non-SES model
included the factors of child age (in months) and speaker (child or
parent), as well as the interaction of these two factors. The second
or SES model included the variables from the first model, as well
as SES (higher or lower) and the interaction of SES with the previ-
ous variables. Child age was centered in each model. Each model
included a random intercept for each child and for each corpus.
The two models were statistically compared to determine whether
the second accounted for significantly more variance than the
first. When the SES model predicted significantly more variance
and included a significant main effect or interaction involving
SES, we report the results of this model. Otherwise, we report
results from the non-SES model.
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RESULTS
The results of our question analyses are displayed in Table 1.
Although age was treated as a continuous variable in the analy-
ses, the results are broken down into 2 year-long age groups in
Table 1 in order to illustrate the findings. A first statistical analy-
sis was carried out to examine the factors that may help to predict
whether an utterance that included a letter name was a question.
The SES model performed significantly better than the non-SES
model (p < 0.001). Overall, 16% (487 of 3074) of all statements
including letter names or the word letter were questions. The
percentage of utterances that included a letter name that were
questions was lower for lower SES parents and children than for
higher SES parents when children were younger. The percentage
of questions increased for lower SES families as children grew
older, such that the SES groups showed similar percentages of
questions when children were between 4;0 and 5;0. These trends
were confirmed by the main effect of SES (p < 0.001) and an
interaction between age and SES (p < 0.001) in the SES model.
All other effects were non-significant.

Nearly all questions—95% (463 of 487)—were classified as
skill questions. An analysis designed to predict whether a ques-
tion was a skill question showed no significant effects in either
the non-SES or SES models, and the SES model did not perform
significantly better than the non-SES model (p = 0.244).

There were, however, differences between SES groups in the
types of skill questions asked. In analyses designed to predict
whether a skill question was an elaborative question, the SES
model predicted more variance than the non-SES model (p <

0.001). Overall, 36% (168 of 463) of skill questions were elabora-
tive, requiring the respondent to say something beyond yes or no
in order to answer the question. The percentage of skill questions
that were elaborative was higher in parents, 49%, than in chil-
dren, 27%. Collapsing across parents and children, the percentage
of skill questions that were elaborative was substantially larger
in higher SES families, 53%, than in lower SES families, 17%.
Also, higher SES families tended to ask more elaborative ques-
tions at the older child ages, whereas lower SES families tended
to ask fewer. These trends are supported by the SES model, which
showed an interaction between child age and SES (p = 0.005), as
well as main effects of age (p < 0.001), speaker (p = 0.002), and
SES (p = 0.039).

DISCUSSION
The results of Analysis 1 confirm previous observations that
parents and children sometimes ask questions about print (Yaden

Table 1 | Proportion of letter statements in analysis 1 that included

different types of questions, by SES and child age.

Letter questions as a Elaborative letter questions as a

proportion of all proportion of all

letter utterances letter skill questions

Child age Lower SES Higher SES Lower SES Higher SES

3;0–4;0 0.07 0.18 0.25 0.50

4;0–5;0 0.19 0.18 0.14 0.55

Overall 0.14 0.18 0.17 0.53

et al., 1989; Robins et al., 2014). In the later preschool years, a
number of these questions not only mention letters but ask about
the features of letters directly. There are differences in this highly
interactive form of conversation as a function of family SES. Of
the letter names they uttered, lower SES parents and children
had a smaller proportion that were in questions, and the ques-
tions that they asked tended to require less detailed responses.
The overall difference in proportion of questions is consistent
with previous studies that suggest there are SES differences in
the kinds of conversations parents have with their young chil-
dren (e.g., Farran and Haskins, 1980; Heath, 1983). The further
discovery that lower SES families have a smaller percentage of
elaborative questions than higher SES families do tempers our
previous finding (Robins et al., 2014) that, across the preschool
years, the questions that parents ask their young children change
from simple questions such as Where is the I? to more complex
ones such as Dog starts with D—what letter comes next? While
some parents do this, a change toward more elaborate questions
may not happen equally for all children. Given studies that stress
the importance of questions for promoting children’s interest in
and understanding of letters and print (Justice et al., 2008; Massey
et al., 2008), our results suggest that lower SES children may be at
a disadvantage by having fewer of these interactions.

ANALYSIS 2: ASSOCIATIONS
Even when parents and their preschool children are not ask-
ing questions about print, their conversations may still promote
young children’s knowledge about print if they involve statements
about the connections between letters and words. Case studies
suggest that parents make such letter–word associations, as when
the parent in the Neumann et al. (2008) study said that’s the let-
ter M for MILK, or when the parent in the Edwards (2012) study
said Both words purple and pink begin with P. In our previous
study using CHILDES (Robins et al., 2014), we found that associ-
ations between letters and words were common for both parents
and children, but that the types of words used in these associa-
tions differed as a function of the child’s age. Specifically, parents
of younger children focused on associations between letters and
proper names, and the majority of these letter–name associations
involved the child’s name.

A child’s own name may serve as an important entry point
for directing the child’s attention toward letters. Given children’s
interest in their own names, focusing on this association when
children are younger may give them an incentive to learn about
the connections between letters and words more broadly (Aram
and Levin, 2004; Both-de Vries and Bus, 2010). We asked in
Analysis 2 whether there were differences in the relative frequency
of associations with the child’s name between lower and higher
SES families.

METHODS
Utterances for analysis
All utterances of individual letter names and all utterances of
the word letter that came from both parents and the target child
were included in this analysis. This yielded a total 6169 utterances
of letter names and letter—1804 from parents and 4365 from
children.
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Coding
First, we coded each utterance of letter or individual letter name
for whether it was associated with a word. To qualify as associ-
ated, both the letter and the word to which it referred needed to
be explicitly stated in the same line of the transcript. For exam-
ple, D is for dog and This is the first letter of your name were
coded as associated, but d-o-g was not. For all of the utterances
that involved associations, we distinguished between those that
were associated with the child’s name and those that were asso-
ciated with other words. Name associations included statements
like Your name starts with J and J is for Jason. Not all corpora
provided the first names of the children involved in the study, so
this coding method may not have identified all associations with
names.

Model
The analyses were carried out on each individual utterance of a
letter name. Corpus and child were incorporated into the model
as random factors, and non-SES and SES models were compared,
as described in Analysis 1.

Results
A first analysis was carried out to examine the factors that may
help to explain whether a letter was associated with a word.
There were no influences of SES, as confirmed by comparison
of the SES and non-SES models (p = 0.276). Parents and chil-
dren often associated letters with words throughout the age range
studied; approximately 3 out of every 10 utterances (1876 of
6169) of letters were associated with a word. Letters were more
likely to be associated with words as the child grew older, and
parent utterances of letters were more likely to be associated
with words than children’s. Further, parents’ proportion of letter–
word associations remained fairly constant across the 3;0–5;0 age
range, whereas children’s proportion of letter–word associations
increased after age 4;0. The model showed main effects of age
(p < 0.001) and speaker (p < 0.001), as well as an interaction
between age and speaker (p < 0.001).

Of particular interest were the types of words with which the
letters were associated. For this analysis of the proportion of asso-
ciations that were made with the child’s name, the SES model
predicted more variance than the non-SES model (p < 0.001).
Associations of a letter with the child’s name constituted 22% of
all letter-word associations (409 of 1876). There were SES influ-
ences on the proportion of associations that involved the child’s
name, as Table 2 shows. Specifically, we found a higher propor-
tion of child name associations in lower SES families than in
higher SES ones. The focus on associations with the child’s name
was especially strong for lower SES families at the younger ages.
These trends were supported by the SES model, which showed
an interaction between child age and SES (p < 0.001), and main
effects of child age (p = 0.042) and SES (p < 0.001). Collapsing
across SES groups, there was a higher proportion of letter–word
associations with the child’s name for parents than for children.
Parents’ relative proportion of these associations decreased across
the 3;0–5;0 age range more quickly than children’s did, as reflected
in the main effect of speaker (p = 0.002), which was modified by
an interaction between child age and speaker (p < 0.001).

Table 2 | Proportion of child name associations out of all letter–word

associations in analysis 2, by SES, speaker, and child age.

Lower SES Higher SES

Child age Parent Child Overall Parent Child Overall

3;0–4;0 0.66 0.52 0.59 0.36 0.65 0.47

4;0–5;0 0.23 0.35 0.32 0.05 0.46 0.38

Overall 0.54 0.41 0.46 0.21 0.48 0.40

DISCUSSION
The results of Analysis 2 confirm our previous finding that par-
ents often talk to their young children about letters as being
associated with words (Robins et al., 2014). In the present study,
more than a third of parent utterances of letters involved associ-
ations between letters and words. For both parents and children,
many of these associations featured the child’s name. The empha-
sis on the child’s name was particularly strong in lower SES
families. That is, while the proportion of letter–word associations
was similar for lower and higher SES families, lower SES families
were particularly likely to make associations with one particu-
lar word: the child’s name. While this association may draw the
child’s interest, serving as a critical starting point for making
letter–word associations more broadly, persisting with this par-
ticular association may not be highly informative. For example,
some studies have suggested that children may treat their own
names as special, failing to generalize from this association to
others (Drouin and Harmon, 2009).

ANALYSIS 3: SEQUENCES
One important feature of letters is that they come in sequences.
Uttering letters in sequence may provide information that let-
ters form a class of symbols. Some sequences of letters, however,
are more informative than others. The alphabetic sequence helps
children learn the letter names, but the order of this sequence is
unrelated to the order with which letters appear in words or to
other characteristics of the letters, such as the nature of the sounds
that they symbolize. Our previous study (Robins et al., 2014)
showed that parents and children often used letters in sequences
and that during the later preschool years—which are the focus of
the present study—parents and children increasingly focus on the
sequences of letters that make up words over those that make up
the alphabetic order sequence.

Questionnaires surveying parents about the home literacy
environment indicate that many parents consider reciting the
alphabet to be an important literacy-related activity and that do
this often (e.g., Phillips and Lonigan, 2009). There may, how-
ever, be differences among families in the extent and duration of
this focus on alphabetic order. In our previous analyses of SES
effects in CHILDES (Robins et al., 2012), we found preliminary
indications that lower SES families emphasized the alphabetic
sequence more than higher SES families. Lower SES families were,
for example, more likely to talk about the letters A, B, and C as
belonging to children (e.g., asking do you know your ABCs?). As
the Robins et al. (2012) study focused on comparisons between
writing and drawing, the possibility of SES differences in letter
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sequences was not explored further in those analyses. In the
present analysis, we asked which utterances of letter names were
made as part of a sequence, and further, what kinds of sequences
were used. We asked whether lower and high SES families differed
in these regards.

METHODS
Utterances for analysis
This analysis included only uses of individual letter names, leav-
ing out use of the word letter. There were yielded 5899 uses of
individual letter names—1654 for parents and 4245 for children.

Coding
Each letter name was first coded for whether it was part of a
sequence. A sequence was defined as any instance of two or more
symbols in a row, where symbols could be either letters or num-
bers, separated at most by and. For example the letter names in the
utterances 2L, AB and C, XX42J, and D-O-G would all be coded
as being in a sequence, whereas the letters in the utterances I put
A on top of B and I see two Ds would not. Then, we asked about
the length of each sequence, counting each letter name or number
as a token. Then, for all of the letters that were in a sequence, we
asked whether the sequence was in alphabetic order. All sequences
featuring consecutive letters of the alphabetic order sequence met
this criterion, even if they began in the middle of the alphabet
(e.g., lmnop).

Model
The analyses of letter sequences were carried out on individual
uses of letter names. Corpus and child were incorporated into the
model as random factors, as in Analyses 1 and 2.

RESULTS
In an analysis designed to predict whether a letter occurred in a
sequence, the SES model predicted more variance than the non-
SES model (p < 0.001). Letters were more likely to be uttered
in sequence than not—65% (3813 of 5899) of all letter names
were said as part of a sequence. The proportion of letter names
in sequence for the different groups is shown in Table 3. The
children had more sequences than parents and, while children’s
proportion of sequences remained relatively constant across the
3;0–5;0 age range, parents’ proportion of sequence utterances
increased at the older child ages. Collapsing across parents and
children, there were also SES differences in the frequency of
sequence utterances. Higher SES families had a higher propor-
tion of letter sequence utterances than lower SES families, and this
was especially due to the relatively small proportion of sequences
for lower SES families from 3;0–4;0. These results are supported
by main effects of child age (p = 0.025), speaker (p < 0.001),
and SES (p = 0.020) in the SES model, as well as interactions
between child age and speaker (p < 0.001) and child age and SES
(p < 0.001).

Overall, 42% (1212 of 2918) of children’s sequences were
in alphabetic order, whereas only 27% (239 of 895) of parent
sequences were in alphabetic order. There were influences of SES
on the proportion of sequences that were in alphabetic order, as
reflected in the better performance of the SES model relative to
the non-SES model (p < 0.001). These results are displayed in

Table 3 | Proportion of letter names that occurred in sequences in

analysis 3, by SES, speaker, and child age.

Lower SES Higher SES

Child age Parent Child Overall Parent Child Overall

3;0–4;0 0.38 0.66 0.58 0.51 0.72 0.66
4;0–5;0 0.61 0.67 0.65 0.64 0.71 0.69

Overall 0.50 0.66 0.62 0.58 0.71 0.68

Table 4 | Proportion of letter sequences that are alphabetic order

sequences in analysis 3, by SES and child age.

Child age Lower SES Higher SES

3;0–4;0 0.48 0.56
4;0–5;0 0.36 0.20

Overall 0.41 0.35

Table 4. Lower SES families had a higher proportion of alphabetic
order sequences than higher SES families, and this effect was par-
ticularly due to the use of such sequences after age 4;0. That is,
while higher SES families showed a decline in the proportion of
sequences that were in alphabetic order at the older child ages,
lower SES families did not. These trends were supported by the
SES model, which showed main effects of speaker (p = 0.004)
and SES (p < 0.001), modified by an interaction between child
age and SES (p < 0.001).

There were no differences across speaker or SES in the length of
sequences that were uttered, and the SES model did not perform
better than the non-SES model in predicting sequence length
(p = 0.233). Overall, the average sequence length was 4.43 letters.
Sequences tended to be shorter at the older child ages, shrink-
ing from an average length of 4.79 from 3;0–4;0 to 4.20 from
4;0–5;0, as supported by a main effect of age (p = 0.015). The
shortening of sequences and the lack of a difference between par-
ents and children, while initially surprising, may reflect changes
in the type of sequence uttered across the 3;0–5;0 age range. At
the younger ages, many of the sequences uttered were alphabetic
order sequences, and children had a higher relative proportion of
alphabetic order sequences than parents.

DISCUSSION
Analysis 3 confirms our previous findings (Robins et al., 2014)
that U.S. parents and their young children often use letters in
sequences and that many of these sequences feature letters in
alphabetic order. The present study also extends and refines those
results, showing an influence of SES on both letter sequence
utterances. While all parents used sequences of letters, lower SES
parents uttered a lower proportion of letters in sequences than did
higher SES parents and more letters individually. Moreover, of the
letter sequences that parents used, lower SES parents had a higher
proportion of alphabetic order sequences, especially when their
children were older than 4 years of age. Our finding that lower
SES families place more emphasis on memorizing the alphabet in
order supports and extends the results of previous studies (Baker
et al., 1998; Robins et al., 2012).
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Learning the alphabetic sequence is enjoyable for young chil-
dren, particularly when it is done through songs. It may help
to draw children’s attention to letters, promoting an interest in
learning to read and write. But learning how to read and write
requires an understanding of how letters combine to form words,
and this is not information that can be gleaned from memorizing
letter names in alphabetic order. The fact that lower SES children
hear many alphabetic sequences, even during the later preschool
years, suggests that they may be at an informational disadvantage
relative to higher SES children.

ANALYSIS 4: MONOGRAMS
The previous three analyses establish SES differences in the ques-
tions that parents and children ask about letters, the types of
associations they make between letters and words, and how they
combine letters into sequences. Having established these differ-
ences between SES groups, we use the present analysis to step
back and ask a more basic question: Are there differences in the
individual letters that are used? Using a method developed in our
previous study of parent–child letter talk (Robins et al., 2014),
we asked whether some individual letter names (monograms) are
used more often than others and whether these differences in
frequency of use reflect various features of a letter, such as its posi-
tion in the alphabet and frequency in English words. In our initial
study, we found that parents and children often used the letters
A, B, and C, but that with older children the frequency of letters
used increasingly reflected the frequency with which individual
letters occur in English words. We build on that earlier analysis in
Analysis 4, asking whether these general patterns in frequency of
monogram use differ as a function of SES.

METHODS
Utterances for analysis
This analysis used the same 5899 uses of individual letter names
identified in Analysis 3.

Coding and analysis procedure
Letter name utterances were pooled into 2 year-long age groups:
3;0–4;0 and 4;0–5;0. We ran separate regression analyses to pre-
dict the number of utterances of each letter name by parents
and by children. The dependent variable was the frequency of
each letter’s use, log transformed in order to make the distri-
bution more normal. The predictor variables included child age
group, SES, position in the alphabet, and frequency in words. Our
position measure, which we label ABC, distinguished the three
letters at the beginning of the alphabet—the ones that are often
used to label the sequence—from the remaining 23 letters. The
frequency variable reflects how often particular letters occur in
English words. It was measured here as the number of occurrences
of the letter across the 6231 words that appear in Zeno et al. (1995)
survey of written materials for kindergarten and first-grade chil-
dren. Because this variable showed moderate positive skew, we
performed a square root transformation. In addition to the vari-
ables of child age, ABC, and letter frequency, the analyses included
the interactions between child age and ABC and between child age
and letter frequency. All continuous variables were centered in the
analyses.

RESULTS
Parents
There were no SES influences on parent monogram utterances,
nor did SES interact with any of the other variables. For par-
ent utterances we found a significant effect of ABC (p < 0.001).
Parents used the letter names A, B, and C significantly more often
than expected on the basis of other factors. Indeed, 24% (394 of
1654) of parents’ monogram utterances were one of these three
letters. Parents’ rate of A, B, and C utterances did not differ across
the age range studied, as indicated by the lack of an interaction
between the child age and ABC variables. Parent monogram utter-
ances were also predicted by the frequency of these monograms in
English words (p < 0.001), and this variable also did not interact
significantly with child age.

Children
There was no effect of SES on children’s monogram utterances.
The results for children’s monogram utterances were similar to
those for parents: we found significant effects of ABC (p < 0.001)
and the frequency of the letter in English words (p < 0.001). The
first three letters of the alphabet constituted 22% (954 of 4.245)
of children’s monogram utterances throughout the 3;0–5;0 age
range. The emphasis on A, B, and C continued across this period,
as indicated by the lack of an interaction between child age and
ABC. The frequency of the letter in English words was also a sig-
nificant predictor of children’s monogram use, and there were no
interactions with child age.

DISCUSSION
The letters that U.S. parents and children most often talk about
are those at the beginning of the alphabet, which are the ones that
are often used as a label for the alphabet sequence, and those that
frequently occur in English words. These results align with those
of our previous study of monogram use (Robins et al., 2014).
Given that the present study examines a subset of the corpora
used in that initial analysis, the similarity of these findings is to
be expected. What is of interest is that we found no differences
in the frequency of monogram use as a function of SES. Given
that Analyses 1–3 demonstrate several ways in which the patterns
of letter talk differ between higher and lower SES families, one
might have suspected that these differences would extend to basic
letter use as well. While families of different SES backgrounds
differ in the questions that they ask about letters, the ways in
which they associate letters with words, and the sequences of let-
ters that they use, there were no effects of SES—as a main effect
or interaction—for parents or for children in the individual letters
that they used.

ANALYSIS 5: DIGRAMS
Analysis 3 revealed differences in the sequences of letters that par-
ents and children use as a function of SES, but Analysis 4 revealed
no influence of SES on the factors that influence use of individ-
ual letter names. For our final analysis, we explore the possibility
of SES differences in the factors that influence the frequency of
letter use at an intermediate level—two-letter combinations, or
digrams. Our previous study of parent–child letter use (Robins
et al., 2014) revealed that digrams can serve as an informative
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unit of analysis. In that study we found that parents and chil-
dren used some pairs of letters more often than others and,
further, that these differences reflected properties of the digrams
themselves, above and beyond properties of the individual let-
ters within them. Here we take that inquiry a step further, asking
whether there are SES differences in the letters that parents and
children combine into basic sequences.

METHODS
Coding and analysis procedure
For Analysis 5, we used the set of letter name sequences iden-
tified in Analysis 3 and identified each digram in the sequence.
For example, if a child said D-O-G, the utterance was coded
as involving two digrams, D-O and O-G. The 26 letters of the
alphabet can be combined to create 676 distinct digrams, and
we kept track of how often each digram occurred in parent
and child speech for each year group. The transcripts ana-
lyzed contained 2960 digrams—671 from parents and 2289 from
children.

Our analysis of the factors that influence parent and child
digram use includes 12 factors. First, we used the monogram
variables from Analysis 4, applied separately to each letter in
the digram (Letter 1, Letter 2): child age, SES, Letter 1 ABC,
Letter 2 ABC, Letter 1 frequency, and Letter 2 frequency. We
then added the set of digram-level variables used in Robins
et al. (2014): digram ABC, digram alphabet, digram frequency,
and digram repeat. The digram ABC variable distinguished the
digrams involved in the ABC sequence—A-B and B-C—from the
remaining 674 digrams. The digram alphabet variable coded each
digram for whether the two letters were in alphabetic order, as
in A-B, J-K, and X-Y. Digram frequency was calculated using the
same set of words from children’s books used to analyze mono-
grams in this and the previous analysis. Finally, the digram repeat
variable distinguished between digrams that repeated the same
letter (e.g., J-J and P-P) and those that did not (e.g., E-F, B-L).

RESULTS
Parents
The results of the regression analyses for parent digram utterances
are shown in Table 5. Parent digram utterances were influenced
by a range of factors, many of which echo the findings of Robins
et al. (2014). First, parent utterances of two-letter sequences were
influenced by several features of the individual letters in those
sequences, including the frequency of each letter in English words
(Letter 1: p < 0.05, Letter 2: p < 0.01) and whether the first letter
of the digram was A, B, or C (p < 0.05). Parents showed a ten-
dency to use digrams that were in alphabetic order (p < 0.001),
and of the alphabetic order digrams, parents were most likely to
utter A-B or B-C (p < 0.001). Further, parents’ digram use was
predicted by repetition (p < 0.01) and by the frequency of the
digram in English words (p < 0.001). There was, in addition, a
main effect of age (p < 0.001), reflecting the presence of more
letters uttered in combination after child age 4.

SES alone did not predict the digram use for parents, but it did
interact with some of the other variables. There was an interaction
between SES and digram frequency (p < 0.01). Higher SES par-
ents were more likely than lower SES parents to utter digrams that

reflected pairs of letters found in English words. There was also an
interaction of SES and alphabetic order digrams (p < 0.001), but
this trend was in the opposite direction: parents from lower SES
families were more likely than parents from high SES families to
utter alphabetic digrams.

Children
The results of children’s digram utterances are also displayed
in Table 5. There were several monogram-level influences on
children’s digram utterances, echoing the patterns identified in
Robins et al. (2014)—the frequency of each letter in words of the
language (Letter 1: p < 0.001, Letter 2: p < 0.001) and whether
the first letter of the digram was A, B, or C (p < 0.01). At
the digram level, there were main effects of each variable: fre-
quency (p < 0.001), digram ABC (p < 0.001), alphabetic order
(p < 0.001), and repeat (p < 0.001). Many of children’s digram
utterances involved the sequences at the beginning of the alpha-
bet. Children’s digram utterances were also significantly predicted
by the child’s age (p < 0.001), with more digram utterances for
children after age 4.

There was no main effect of SES on children’s digram use. SES
did, however, interact with another variable of interest: digram
repeat (p < 0.05). This interaction qualifies the main effect of
repeated digrams identified above. Children were significantly
more likely to utter the same letter twice than would have been
expected on the basis of other factors, and this was especially true
for lower SES children.

DISCUSSION
The results of this final analysis provide further insight into SES
differences in talk about letters. Although there are no differences
among parents and children of higher and lower SES backgrounds
in the factors that influenced their use of individual letter names,
there are SES differences in how they put letters together. Most
of the differences we identified came from the parents’ use of let-
ters. Although many of the parents we studied used sequences of
letters in their conversations with their young children, the kinds
of sequences they used differed as a function of SES. Lower SES
parents had a higher proportion of alphabetic order sequences. In
contrast, higher SES parents showed a stronger tendency to use
sequences of letters that that are common in words of the lan-
guage. This marks an important difference in the input children
receive about how letters go together.

We identified only one influence of SES on children’s digram
use: lower SES children were more likely than their higher SES
peers to repeat the same letter. While letters are occasionally dou-
bled in the spelling of words, this tendency to repeatedly say a
single letter name may reflect a focus on naming letters rather
than combining them to spell words.

GENERAL DISCUSSION
There are well-established differences in children’s preparedness
for reading and writing instruction at the beginning of formal
schooling as a function of SES. Children from lower SES back-
grounds arrive at school with less understanding of letters and
how they can be combined to form words, and this gap only
widens over the subsequent years (Duncan et al., 1998; Arnold
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Table 5 | Summary of regression analyses for predictors of child and parent digram utterances in analysis 5.

Child Parent

Predictor B SE B B SE B

SES 0.027 0.120 −0.014 0.082

Child age 0.114*** 0.024 0.065*** 0.016

× SES 0.002 0.034 0.014 0.023

LETTER 1 PREDICTORS

Letter ABC 0.105** 0.038 0.067* 0.026

× SES −0.007 0.054 0.026 0.037

Frequency 0.0005*** 0.00009 0.0001* 0.00006

× SES −0.00007 0.0001 −0.00004 0.00009

LETTER 2 PREDICTORS

Letter ABC 0.066 0.038 0.044 0.026

× SES −0.070 0.054 −0.009 0.037

Frequency 0.0005*** 0.0001 0.0002** 0.00007

× SES 0.00003 0.0001 −0.00005 0.00009

DIGRAM PREDICTORS

Letter ABC 1.382*** 0.235 1.215*** 0.162

× SES −0.263 0.332 −0.059 0.229

Frequency 0.021*** 0.004 0.016*** 0.003

× SES 0.012 0.006 0.012** 0.004

Alphabetic order 1.781*** 0.066 0.832*** 0.046

× SES 0.098 0.094 −0.586*** 0.064

Repeat 0.701*** 0.062 0.125** 0.042

× SES −0.225* 0.088 −0.020 0.060

N = number of utterances. Overall model for children, F(19,2684) = 143, p < 0.001, R2 = 0.500. Overall model for parents, F(19,2684) = 57.99, p < 0.001, R2 = 0.286.
*p < 0.05. **p < 0.01. ***p < 0.001.

and Doctoroff, 2003; Ryan et al., 2006). There is thus a strong
interest in understanding the nature of the child’s home envi-
ronment prior to formal schooling and in identifying factors that
may contribute to these differences. Previous studies have found
general differences in the conversational patterns of parents and
children as a function of SES (e.g., Hart and Risley, 1995; Hoff
and Naigles, 2002), as well as differences in the quantity and
quality of literacy-related activities such as book reading (Vernon-
Feagans et al., 2001; Roberts et al., 2005). The present study
examined a feature of the home literacy environment at the inter-
section of these two activities: parent–child conversations about
letters.

The present study builds on a prior investigation of parent–
child conversations about letters in CHILDES (Robins et al.,
2014) which identified five general patterns in these conversa-
tions: questions about letters, associations between letters and
words, types of letter sequences, as well as the frequency with
which individual letters (monograms) and two letter sequences
are used. In that previous study, we found that parents and
their young children asked questions about letters, made associ-
ations between letters and words, and used letters in sequences,
although the kinds of questions, associations, and sequences
changed across the preschool years. In the current study, we
used demographic information about the parent–child pairs—
made available by the researchers who submitted their transcripts
to CHILDES—to explore whether these previously established

patterns differed as a function of SES. We found some impor-
tant influences of SES on the previously established patterns.
While parents and children in both higher and lower SES groups
talk about letters during everyday activities, there are SES dif-
ferences in the features of these conversations that influence
how engaging and informative the interactions are for young
children.

One way that parents can engage their young children is by
asking them questions. Questions are considered a highly inter-
active form of conversation (Massey et al., 2008), and we found
differences in the prevalence of this form of conversation as a
function of family SES. When lower SES parents and children
talked about letters, a smaller proportion of those utterances were
questions than was the case for higher SES parents and children.
Further, of the questions lower SES families asked, a lower pro-
portion required a detailed response. By using a lower proportion
of their utterances about letters to query their children about the
letters’ features, lower SES parents may do less to draw their chil-
dren’s attention to print in environment. This, in turn, may lead
children to be less inquisitive about the letters and words that they
see printed on such things as toys, signs, and food boxes. Higher
SES parents appear to take better advantage of impromptu oppor-
tunities to incorporate information about letters into everyday
activities.

Parents can, of course, engage their children in other ways,
for example by focusing on topics of interest to the child. With
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regards to reading and writing, two such topics are the alpha-
betic sequence and the child’s name. Singing the alphabet song
and writing or orally spelling the child’s name are enjoyable activ-
ities that may help to motivate children to attend to print (Aram
and Levin, 2004; Both-de Vries and Bus, 2010). Our study shows
that both activities occur in the parent–child pairs we examined.
Although these activities are valuable, understanding how letters
function to produce words requires going beyond these initial
activities to discuss sequences other than the alphabet and words
other than the child’s name. We found SES differences in how
parents extend their discussions of letter sequences and associ-
ations. Lower SES parents appear to persist in the focus on the
alphabetic sequence and simple associations between the child’s
name and letters of the alphabet for longer than their higher
SES counterparts. So, although both high and low SES children
receive information about sets of letters and connections between
letters and words, the information they can glean from these
conversations differs. Higher SES children appear to have more
opportunities to learn about how letters can combine to form a
range of words. Our findings are consistent with those of previous
studies in which lower SES mothers report believing that helping
children with basic letter-related skills is important (Fitzgerald
et al., 1991; DeBaryshe, 1995). Lower SES parents may be get-
ting the message that it is important to teach their young children
about letters, but they may need further guidance on the range of
content these interactions should include.

Documenting features of the home literacy environment and
how they vary across families is important because it can sug-
gest routes via which we could intervene to improve the literacy
outcomes for lower SES children. As ours was a descriptive
study, and because it did not follow children as they entered
school, we are unable to draw conclusions about the relation-
ship between the conversational patterns we identified and the
later literacy achievements of this specific group of children.
A further limitation of our approach is that we could only
make a brute distinction between higher and lower SES fam-
ilies. Although we found significant differences between these
two groups, we encourage further studies that explore finer-
grained distinctions between SES groups and seek to disentangle
the various demographic factors that contribute to SES clas-
sification. Moreover, because recording and transcribing con-
versations for inclusion in CHILDES takes time, there is the
potential for a gap between the patterns observed and cur-
rent home literacy practices. Nonetheless, we are confident that
our study offers important insight into how parent–child con-
versations can be studied and into the nature of those con-
versations. By taking advantage of the information available in
CHILDES, we were able to examine a much larger sample of
conversations, everyday activities, and families than we could
have otherwise. Our sample was larger than that of most previ-
ous studies of the home literacy environment, and our analyses
more detailed. Our study provides an important and previ-
ously unavailable baseline for further studies that explore the
nature of the home literacy environment in the U. S. and other
countries, how it varies across families, and how it influences
children’s progress when formal literacy instruction begins at
school.
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The purpose of this study was to improve the literacy achievement of lower socioeconomic
status (SES) children by combining explicit phonics with Big Book reading. Big Book
reading is a component of the text-centered (or book reading) approach used in New
Zealand schools. It involves the teacher in reading an enlarged book to children and
demonstrating how to use semantic, syntactic, and grapho-phonic cues to learn to read.
There has been little research, however, to find out whether the effectiveness of Big Book
reading is enhanced by adding explicit phonics. In this study, a group of 96 second graders
from three lower SES primary schools in New Zealand were taught in 24 small groups of
four, tracked into three different reading ability levels. All pupils were randomly assigned
to one of four treatment conditions: a control group who received math instruction, Big
Book reading enhanced with phonics (BB/EP), Big Book reading on its own, and Phonics
on its own. The results showed that the BB/EP group made significantly better progress
than the Big Book and Phonics groups in word reading, reading comprehension, spelling,
and phonemic awareness. In reading accuracy, the BB/EP and Big Book groups scored
similarly. In basic decoding skills the BB/EP and Phonics groups scored similarly. The
combined instruction, compared with Big Book reading and phonics, appeared to have
no comparative disadvantages and considerable advantages. The present findings could
be a model for New Zealand and other countries in their efforts to increase the literacy
achievement of disadvantaged pupils.

Keywords: spelling, phonemic awareness, reading comprehension, Big Book reading, phonics, achievement gap,

shared book, math

INTRODUCTION
The main reason for this study was to address the literacy needs
of lower socioeconomic status (SES) pupils. These students start
school with lower levels of pre-reading skills (Nicholson, 1997,
2003; Foster and Miller, 2007; Reardon, 2011, 2013), make slower
gains in reading skills in their first years of school (Nicholson,
1997, 2003; Claessens et al., 2009), and make up more of those
pupils who receive remedial tuition in Reading Recovery, 18% in
lower SES schools as against 11% in higher SES schools (Cowles,
2013). Since this is the case, an important goal is to teach read-
ing more effectively in lower SES schools so that pupils in those
schools make more progress than they do at the moment.

The idea behind this study was to find out if the present text-
centered or book reading approach used in most classrooms in
New Zealand schools could be modified to increase its effec-
tiveness. The text centered approach includes Big Book reading,
reading of a wide range of graded readers, shared book reading
with the teacher in small groups, as well as oral language and
writing activities. One way to enhance the effectiveness of the text-
centered approach would be to combine Big Book reading with
explicit phonics to find out if this combination would be more
effective in raising achievement than Big Book reading or phonics

on its own. Enhancing Big Book reading with explicit phonics
and phonemic awareness, both well known for their effectiveness
(Gough, 1996; National Reading Panel, 2000; Ezell and Justice,
2005; Tunmer and Nicholson, 2011) could add an additional
source of information to classroom instruction that helps dis-
advantaged pupils learn to read more quickly and increase their
reading achievement.

BIG BOOKS
Big Book reading (Holdaway, 1982) is a technique to enable the
teacher to interact with the class so that they pay more attention
to text print as well as attending to illustrations and enjoying the
story. Big Book reading involves enlarging the size of the reading
material so that a whole class can see the print clearly and engage
with it not just in terms of meaning but also in terms of looking
at printed words and mentally figuring out how letters in words
correspond to sounds in speech.

With Big Books (Ministry of Education, 2003) the teacher
reads an enlarged copy of a graded reader so that a whole class
can see the print clearly and engage with it not just in terms of
meaning but also in terms of word reading. When Big Books first
started, teachers made their own books, copying the text onto
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large pieces of paper but nowadays Big Books are produced com-
mercially. Following the initial reading, pupils may re-read the
Big Book with the teacher either that day or during later readings
(Ministry of Education, 2003) based on the principle of teachers
reading books to the class, then with the class, and finally the class
reading the book by themselves.

The teacher reads the same book aloud to the class usually
once a day from Monday to Thursday before moving to a new
Big Book the following week. To encourage pupils to focus more
on the text and less on illustrations, the teacher, while reading to
beginner pupils, often follows the line of text with their finger or
with a pointer and stops the reading at times to explain language
features including unfamiliar vocabulary, punctuation (such as
upper case letters or speech marks), or to discuss with the class
some decoding aspect of the text, such as a consonant blend.

A feature of Big Book reading is that it does not teach explicit
phonics. Pupils learn phonological recoding implicitly and inci-
dentally in the context of reading. The teacher points out letter
sound relationships, e.g., sun starts with s but phonological recod-
ing is not taught explicitly as in “s-u-n.” Instead the teacher
usually encourages pupils to use the initial letter or letters of the
word plus sentence cues or illustrations to work out the unfamil-
iar word. Big Book reading therefore does not teach phonics as
sounding out words in full as most phonics handbooks suggest
(for example, see Nicholson, 2005) but it does encourage use of
initial letter sounds and consonant blends (e.g., gr, st, sp) in con-
junction with other contextual cues to predict unknown words
without focusing on letter-by-letter sounding out. In this way,
pupils are given hints as to how to decode words with phonics
but are not directly taught to sound out the entire word (Ministry
of Education, 2003). The theory is that pupils use the initial let-
ters of the word plus contextual cues and illustrations to work
out the meaning of the word but as they continue with reading
of Big Books they will infer the phonological rules of decoding
especially through acquisition of sub-lexical knowledge through
frequent exposure to text. For a review of the acquisition of word
reading and implicit phonological recoding in a text-centered way
of teaching reading, see Fletcher-Flinn and Thompson (2010) and
Thompson (2014).

VOCABULARY
Big Book reading also seems to improve vocabulary. Students
learn new words when listening to stories (Elley and Mangubhai,
1983; Nicholson and Dymock, 2010). They also learn words when
reading stories on their own (Suggate et al., 2013). There are indi-
vidual differences in vocabulary learning from Big Book reading
in that there are greater vocabulary gains for those pupils who
are from higher socioeconomic (SES) backgrounds (McBride-
Chang, 2012; Reese, 2012), or who have higher initial vocabulary
knowledge (Robbins and Ehri, 1994), or who are better readers
(Nicholson and Whyte, 1992).

PHONICS AND PHONEMIC AWARENESS INSTRUCTION
The value of phonemic awareness and phonics instruction is
well known. The results of meta-analyses indicate that phone-
mic awareness (Bus and Ijzendoorn, 1999; Ehri et al., 2001b) and
phonics are effective especially for lower SES pupils (National

Reading Panel, 2000; Ehri et al., 2001a; Jeynes, 2008; Hattie, 2009;
Suggate, 2010; Arrow and Tunmer, 2012).

A theoretical rationale for teaching phonemic awareness and
phonics is code-cipher theory. Gough and Hillinger (1980)
argued that beginner readers will learn to read if they have: (a)
alphabet knowledge, (b) phonemic awareness, (c) cipher intent,
that is, where the pupil attempts to recode letters in words accord-
ing to their phonemes, and (d) data, that is, printed-spoken
pairings of words where the pupil sees the word and hears it at
the same time. Phonemic awareness and phonics instruction pro-
vides a, b, and c and may provide d if the teacher uses text material
for pupils to read. Big Book reading definitely provides d but a,
b, and c are not taught explicitly so that pupils who lack skill in
these areas may not learn to read as quickly as those who have
these skills when they start school, skills that higher SES pupils do
tend to have more of when they begin school (Nicholson, 2003).

COMBINED INSTRUCTION
Pressley (2006) has been an influential voice in favor of balanced
reading instruction that combines text centered reading instruc-
tion (including Big Books) with phonics and phonemic awareness
skills. To illustrate the value of balanced instruction, Pressley
made an analogy with two different ways of training children to
play little league baseball. Learning to read with the book reading
approach would be like training for Little League only by play-
ing games. The downside of learning to play baseball by playing
games is that if pupils go into games not knowing the skills of how
to grip a bat, how to connect with the ball, or what direction to
run, then playing games will not make them better players. On the
other hand, training for Little League only by practicing batting,
fielding, and running will not help unless pupils get a chance to
play real baseball games. A little league player will do better with
a combined training strategy, that is, by learning skills and then
applying them in match practice.

READING ABILITY
The present study took reading ability into account in that pre-
vious researchers have found that the effects of reading programs
are different depending on reading ability. Juel and Minden-Cupp
(2000) and Connor et al. (2004) found that the impact of the
classroom reading program depended on the reading level of the
pupil in that pupils with lower levels of decoding skill did better
with a phonics emphasis while pupils who had higher levels of
decoding skills did better in classrooms that had a text-centered
reading focus.

AIMS
In the present study the benefit of balanced instruction was tested
empirically by comparing Big Book reading on its own, phon-
ics on its own, and Big Book reading enhanced with phonics
(BB/EP). Pressley (2006) and Pressley and Fingeret (2007) argue
that text-centered reading instruction and explicit phonics on
their own are not enough and that balanced instruction is more
likely to benefit pupils yet there is little research that directly com-
pares a combination of Big Book reading and phonics with Big
Book reading and phonics on their own. The present study aimed
to fill this gap.
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The aims were twofold, first to discover whether enhancing
Big Book reading with phonics and phonemic awareness activities
leads to measurable improvements in reading, spelling, phone-
mic awareness, and receptive vocabulary over and beyond that
achieved with either Big Book reading or phonics on their own,
and second, to measure whether phonics-enhanced Big Book
reading achieves greater changes across different levels of read-
ing ability compared with phonics and Big Book reading on
their own.

Thus, there were two research questions:

1. Would a group of children who received combined instruction
(BB/EP) make more progress than a group who received only
Big Book reading, a group who received only explicit phonics,
or a control group who received only math instruction?

2. Would the effects of each reading treatment, BB/EP, Big Book
(BB) reading, and explicit phonics (P) vary for children with
different levels of reading ability?

MATERIALS AND METHODS
PARTICIPANTS
Participants were 96 grade 2 (6-year-old) pupils who attended
three low- SES primary schools in South Auckland, New Zealand
(children in New Zealand start school when they turn five). The
schools in the study had a decile 1 rating which is the low-
est SES classification (Norris et al., 1994) used by the Ministry
of Education in New Zealand. The Ministry uses census data
to rank schools on a 1–10 basis (called deciles) based on SES
related variables, such as household incomes and occupation
of parents. Schools in the lowest categories receive government
assistance.

There were 55 boys and 41 girls. Average age at the start of
the study was 6 years and 3 months. Nearly all pupils in the
study were Maori (42.7%) or from the Pacific Islands (56.3%).
English-only was spoken at home by nearly half of the partici-
pants (46.9%). Other languages spoken at home in addition to
English were Maori (15.6%), Pacific Island languages (36.5%),
and for one child, Vietnamese (1%). None of the students received
Reading Recovery tuition during the study, which is individ-
ual reading tuition available from the government for 6-year-
old students not responding to the regular classroom program.
All students had already completed a year of formal reading
instruction.

RESEARCH DESIGN AND PROCEDURE
Design
The research plan employed a mixed factorial design. The
between-subjects factors included two fixed-effect factors, Ability
(High, Middle and Low), and Treatment (Combined, Phonics,
Big Book, and Math Control). Within each of these combinations
were two Teaching Groups of four students each. Teaching Group
is a random-effect factor nested within Ability and Treatment,
with Students a random-effect factor nested within Teaching
Group. The between-subjects design is shown in Table 1. Pre-Post
was a repeated-measure factor crossed with the between-subjects
design.

Table 1 | Design of the experiment showing the number of children in

each subgroup according to conditions and level of reading ability

(N = 96).

Reading Teaching Conditions Total

Ability subgroups n = 96
Control Big Book Big Book Phonics

(Math) and phonics n = 24 n = 24

n = 24 n = 24

Higher Group1 4 4 4 4 32

Group2 4 4 4 4

Middle Group3 4 4 4 4 32

Group4 4 4 4 4

Lower Group5 4 4 4 4 32

Group6 4 4 4 4

Total 24 24 24 24 96

Procedure
The 96 students were divided into three ability groups based on
their scores on the Burt Word Reading Test (Gilmore et al., 1981).
Within each ability group, pupils were randomly assigned to four
treatment groups: Combined (BB/EP), Big Book only, Phonics
only, and Control (this group received alternative instruction
in math). Within each treatment-by-ability combination, pupils
were divided into two teaching groups.

There was no difference in chronological age among the
four treatment groups. Chronological age for each group was:
Combined (6.29 years), Phonics (6.28 years), Big Book (6.25
years), and Control (6.31 years), F(3, 92) = 0.27, p > 0.05.

Burt word reading ages for the three ability groups were:
higher (6.46 years); middle (5.75 years); lower (5.29 years).
Only students in the higher ability group were reading at their
chronological age.

All students completed pretest and posttest assessments of
word reading, reading accuracy, reading comprehension, basic
word decoding skills, phonemic awareness, receptive vocabu-
lary, word spelling and math computation. One of the authors
administered all the assessments. It took 4 weeks to complete
the pre-assessments in May and 5 weeks to complete the post-
assessments in November. All scoring was cross-checked with
another marker until there was 100% agreement.

Teaching interventions ran for 12 weekly sessions, with one
30-min lesson each week taught to each of the 24 subgroups of
four students, a total of 24 lessons per week. The tutor always
taught the students in small groups of four. As each subgroup
consisted of students with either lower, middle, or higher reading
ability levels, the phonics lesson plan, the Big Books, and the Math
exercises were different for each ability level. All groups received
the same amount of time for instruction.

At the end of the study each subgroup had received 12 lessons.
There were two school holidays during the training period (a total
of 4 weeks) which lengthened the intervention time period.

Within each of the four training groups, there were three dif-
ferent levels of ability for reading or math and each of these
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subgroups received a different package of lessons. The Phonics
group worked on a different phonics rule each week. The Big
Books group worked on four Big Books over the 12 lessons,
re-reading each Big Book across three lessons. The first author
was the tutor for all lessons. Figure 1 shows the differences in
instruction for the three reading groups.

Phonics (P). Students learned and revised letter-sound rules for
25 min (Nicholson, 2005). The lessons followed the sequence
of rules of Anglo-Saxon words in English (Calfee and Patrick,
1995)—Table 2 indicates the scope and sequence of phonics rules
covered. Pupils were taught how to analyze printed words accord-
ing to their sound patterns—for an example of phonics work
during the lesson see Figure 2. There was no book reading in the
lessons. Each lesson also included letter sound training based on
the strategy of Turtle Talk (Gough and Lee, 2007). Turtle Talk
involves stretching out the sounds in a word to make them more
salient, e.g., “s-u-n.” The Turtle Talk activity involved the tutor
saying the individual sounds in a word slowly, one after the other,
with students attempting to guess the word. It was explained to
pupils that turtle talk was a way of saying words slowly just as
a turtle walks slowly. This activity is called Turtle Talk because
the tutor talks slowly at the speed of a turtle, which was the
hypothetical explanation given to pupils.

In addition to the oral language form of Turtle Talk the tutor
also printed words on a whiteboard and pointed to the letters in
the words while the pupils were turtle talking. The tutor was mod-
eling how to decode words according to their letter-sounds. This
was not part of the original Turtle Talk activity but was added to
the lesson to get a message across to pupils that they can apply
Turtle Talk to the decoding of words.

Big Book (BB). The students in the Big Book only group read Big
Books that were slightly above their instructional reading level—
Table 2 shows the scope and sequence of Big Book lessons. Ten of
the Big Books were published by the Ministry of Education and
two by a commercial publisher. Big Books are almost 40 cm high
and 30 cm wide in dimension, and illustrated with large print.

The tutor used concepts and ideas from Ready to Read: Teacher
support materials (Ministry of Education, 2001). Each story lasted
for three reading sessions. During the lesson, the tutor read the
Big Book several times to and with the students. The tutor read
the text with the students as choral reading in the first and second
reading. In the third reading, the tutor drew students’ attention to
one or two of the following areas: phonics (e.g., the gr for greedy in
the Greedy Cat story), punctuation (e.g., speech marks, full stops,
and capital letters), language features (e.g., opposites - little and
big, old and new), or asked interactive questions after the reading
about the overall meaning of the story including aspects of the
text structure such as plot or character. Over the 12 weeks, the
tutor read twelve different Big Books, that is, four different Big
Books for each ability group.

Big Books enhanced with explicit phonics (BB/EP). In the com-
bined group, pupils covered the same Big Books as for the Big
Books group and the same phonics and phonemic awareness
lessons as for the phonics group but with less depth because it
was a shorter time frame to do both sets of activities. Table 2
shows the scope and sequence of the 12 lessons for the combined
group which covered the same phonics rules as the phonics group
and the same Big Books as the Big Book group. The Appendix
shows an example of a silent e lesson given to the combined Big
Book/Phonics reading group where explicit phonics enhanced the
Big Book reading (for examples of other BB/EP lessons from this
study, see Nicholson and Dymock, 2014).

The tutor started the lesson with a decoding rule and worked
on the Big Book that had examples of this rule. The scope and
sequence was the same as for the phonics and Big Book lessons
but the instruction for each was condensed so as to use both kinds
of instruction. As with the phonics lessons, students in the three
reading ability groups also engaged in Turtle Talk using words
from the story. After the Turtle Talk activity, the tutor wrote on the
whiteboard a short list of words that followed decoding rules. The
task for students was to associate Turtle Talk phonemes spoken by
the tutor with their written representations on the whiteboard.
An example of phonics words taken from the Big Book is shown

Phonics
- Explicit phonics 
- Turtle Talk
- No books

Big Book reading
- Big Books 

- Incidental phonics 
- No Turtle Talk 

Phonics and Big 
Book Combined 
- Big Books
- Explicit 
phonics
-Turtle Talk

FIGURE 1 | Diagram of differences among phonics, Big Book, and combined (BB/EP) strategies.
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Table 2 | The scope and sequence of lesson plans for the combined group (1, first reading; 2, 2nd reading; 3, 3rd reading).

Lesson Lower Middle Higher

1 Alphabet chart
Story: Car shopping
(1st reading)

Blends and digraphs
Story: Keep trying (1)

Silent e rule (lesson 1)
Story: The hole in the King’s sock (1)

2 Consonant blends
Story: Car shopping
(2nd reading)

Silent e (lesson 1)
Story: Keep trying (2)

Silent e rule (lesson 2)
Story: The hole in the King’s sock (2)

3 Vowels + silent e (lesson 1)
Story: Car shopping (3rd reading)

Silent e (lesson 2)
Story: Keep trying (3)

R-affected vowels
Story: The hole in the King’s sock (3)

4 Silent e (lesson 2)
Story: What does Greedy Cat like? (1)

R- affected vowels
Story: Lunch for Greedy Cat (1)

L-affected vowels
Story: A good idea (1)

5 R-affected vowels
Story: What does Greedy Cat like? (2)

L-affected vowels
Story: Lunch for Greedy Cat (2)

Vowel digraphs
ai/ay and oi/oy
Story: A good idea (2)

6 L-affected vowels
Story: What does Greedy Cat like? (3)

Vowel digraphs
ai/ay and oi/oy
Story: Lunch for Greedy Cat (3)

ee
Story: A good idea (3)

7 Vowel digraphs
ai/ay and oi/oy
Story: Greedy Cat’s door (1)

ee
Story: Hissing Bush (1)

ie
Story: Earthquake (1)

8 ee
Story: Greedy Cat’s door (2)

ie
Story: Hissing Bush (2)

oa and ew
Story: Earthquake (2)

9 ie
Story: Greedy Cat’s door (3)

oa and ew
Story: Hissing Bush (3)

au and aw
Story: Earthquake (3)

10 oa and ew
Story: Keep Trying (1)

au and aw
Story: Magnetic Max (1)

ea
Story: Firefighter (1)

11 au and aw
Story: Keep Trying (2)

ea
Story: Magnetic Max (2)

oo and ou
Story: Firefighter (2)

12 ea
Story: Keep Trying (3)

oo and ou
Story: Magnetic Max (3)

Syllable breaking (CVC/CVC)
Story: Firefighter (3)

in Figure 3. The tutor wrote the words her, after, purr, lunch, gave,
home, came, and still on the whiteboard. As in the phonics lessons,
when doing the phonemic awareness activity the tutor asked stu-
dents to listen carefully when she slowly said the sounds in the
word, e.g., “keh-ay-m” (for came), to blend the sounds together in
their minds, then to say the word aloud, and point to the correct
answer on the whiteboard. Students also performed this activity
in reverse (e.g., what word is “m-ay-keh”).

Control group (M). Students in the control group received Math
instruction and the same amount of instructional time as the
other treatment groups. This condition controlled for placebo
effects, that is, the effects of receiving special attention. Students
learned about numbers and the quantities they stand for, specif-
ically, counting, comparing numbers, addition, subtraction, and
multiplication. All students practiced and computed math ques-
tions at different ability levels. For example, the lower ability

reading group learned basic one-digit addition, the middle abil-
ity reading group learnt one- and two-digit addition, and the
higher ability reading group learned at a more advanced level for
addition.

Weekly quizzes
The purpose of having quizzes was to assess learning of phonics
rules for the Phonics and Combined groups—see Table 3 for the
scope and sequence of quizzes and Figure 4 for an example of a
quiz. The quizzes were given to all four groups each week, at the
end of each lesson, except for the first lesson. Each quiz had five
questions. The paper-and-pencil quiz took 5 min to complete and
tested different decoding patterns, for example, the silent e rule,
consonant blends/digraphs, and vowel digraphs. The quizzes cov-
ered phonics rules taught in the BB/EP and Phonics group lessons
with different quizzes for each reading ability group. The lower
group were assessed on single letter sounds, consonant blends
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FIGURE 2 | A segment from a phonics lesson with word patterns

written on the whiteboard to illustrate the sounds of r-affected vowels

(ar, er, ir, or, ur).

and digraphs, short vowel sounds as in hop, the split digraph rule
(silent e) as in hope, r- and l-affected vowel sounds as in car, wall,
and single-sound vowel digraphs such as ai, ay as in rain and ray.
The middle group was assessed on similar rules but with an addi-
tional two-sound vowel digraph tested, ea as in beach and bread.
The higher group was assessed on similar patterns to those of
the lower and middle groups but with the addition of two-sound
digraphs oo as in book and roof and ou as in soup and mouse.

Measures
Word reading. The Burt Word Reading Test (Gilmore et al., 1981)
is a norm-referenced test standardized in New Zealand which
assesses the ability to read words out of context. Students read
words presented on a test card with 110 words printed in differ-
ent sizes of type and graded in approximate order of difficulty
from easy words like to and big to difficult words like ingratiating
and poignancy. In this test, students read as many words as they
can and stop when they make 10 consecutive errors (or miscues).
They then look over the remaining words to see if they recog-
nize any other words. The test manual reports high test- retest
reliability (r > 0.95) and high internal consistency (r > 0.96).
The reason for using this test is that it is the only New Zealand
norm-referenced word reading test standardized for use with 6-
year-old pupils. The test-retest correlation in the current study
was r = 0.86, N = 96.

Passage reading. The Neale Analysis of Reading-3rd Edition
(Neale, 1999) is a norm-referenced test for pupils aged 6 to 12

FIGURE 3 | A segment from a Big Book/Phonics combined lesson

(BB/EP) with word patterns from the Big Book written on the

whiteboard to illustrate the sounds of r-affected and l-affected vowels,

and the silent e pattern.

years which has two parallel forms. The test assesses passage oral
reading accuracy, ability to comprehend passages, and rate of
reading. We did not assess rate of reading in this study mainly
because children in the lower groups at pretest were reading
hardly any words. Pupils completed the green form (Form 2) in
the pretest and the yellow form (Form 1) in the posttest. Each
form consisted of six passages graded in difficulty. The pupil
reads the passages aloud and then answers comprehension ques-
tions asked by the examiner. Students cannot look back at the
story when answering comprehension questions. The test has a
high level of internal consistency with correlations ranging from
0.71–0.96. We chose this test because it is the only available norm-
referenced measure for 6-year-olds that assesses reading accuracy
and comprehension of passages with norms for a similar popula-
tion to New Zealand (the test was standardized in Australia). The
test-retest correlations for this measure were r = 0.88, N = 96 for
accuracy and r = 0.67, N = 96 for comprehension.

Basic decoding skills. The Bryant Test of Basic Decoding Skills
(Bryant, 1975; reprinted in Nicholson, 2005) is a list of 50
pseudowords read aloud by the student. The test starts with one-
syllable consonant-vowel-consonant (CVC) combinations such
as buf, then moves to silent-e patterns such as fute, conso-
nant digraphs such as thade, vowel digraphs such as groy, and
ends with multisyllabic pseudowords such as vomazful. Pupils
had to pronounce the word correctly as a whole word, not just
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Table 3 | Scope and sequence of the 10 quizzes for ability groups.

Quiz Lower Middle Higher

1 Single sounds* Consonant blends and digraphs* Short and long vowels/silent e [split digraphs]a*

2 Consonant blends and digraphs Short and long vowels/silent e [split digraphs]a Short and long vowels/silent e [split digraphs]b

3 Short and long vowels/silent e [split digraphs]a Short and long vowels/silent e [split digraphs]b r-affected vowels

4 Short and long vowels/silent e [split digraphs]b r-affected vowels l-affected vowels

5 r-affected vowels l-affected vowels ai-ay and oi-oy

6 l-affected vowels ai-ay and oi-oy ee and ie**

7 ai-ay and oi-oy ee and ie** oa and ew

8 ee and ie ** oa and ew au and aw

9 oa and ew au and aw ea

10 au and aw ea oo and ou

*Quiz 1 started in Week 2 of the intervention.
**Lessons on ee and ie combined in one quiz.
a,b The silent e pattern is called a split digraph in England.

FIGURE 4 | Example of pupil answers for a quiz about the ai-ay and

oi-oy phonics patterns.

sounding out each letter. When students made 10 consecutive
errors, testing stopped and students were encouraged to look
at the rest of the list to check if they could read any other
words. Juel (1988) reported reliabilities between 0.90 and 0.96
for this test. This test is not norm-referenced. We chose this test
because it assessed basic decoding skills and because its scope and
sequence of difficulty matched with phonics rules taught in the

study (e.g., the pseudoword fute targeted knowledge of the silent
e rule). The test-retest correlation in this study was r = 0.72,
N = 96.

Phonemic awareness. The Gough-Kastler-Roper (GKR) Test of
Phonemic Awareness (Roper, 1984; reprinted in Nicholson, 2005)
has 42 items divided into six categories of seven items each
assessing a different aspect of phonemic awareness: phonemic
segmentation, blending, deletion of initial and final phonemes,
and initial and final phoneme substitution. This is an oral assess-
ment measure where students do not see the items. The assessor
reads out the questions and the students respond to them ver-
bally (e.g., what are the two sounds in “up”?). The assessor stops
after 10 consecutive errors. Roper (1984) reported reliabilities
greater than r = 0.7 for all subtests of this measure. This test is
not norm-referenced. We chose this test because it has been suc-
cessfully used in other New Zealand studies and it has a range of
difficulty. The test-retest correlation in this study was r = 0.77,
N = 96.

Receptive vocabulary. The British Picture Vocabulary Scale
(BPVS II) (Dunn et al., 1997) is a norm-referenced receptive
vocabulary assessment. For example, one of the test pages has
four pictures: butterfly, baby, bed and shoe. The pupil points to
the picture that represents the word spoken by the examiner (e.g.,
“bed”). There are 168 target words. The median reliability accord-
ing to the examiner manual is 0.90. The reason for choosing this
measure is that it is suitable for the age group and we wanted to
know if the Big Book reading experience had a positive effect on
vocabulary learning. The test-retest reliability in this study was
r = 0.67, N = 96.

Spelling. The Schonell Spelling Test (Schonell, 1951) is a series
of words graded in difficulty. The assessor says the word, says it
in a sentence, and says the word again. The pupil then spells the
word. The test starts with three-letter words (e.g., net, can, fun)
and extends to multi-syllabic words (e.g., irresistible, hydraulic,
anniversary). Stevenson et al. (1993) reported high reliability, r =
0.97 for the test. The test was suitable for use with young pupils
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Table 4 | Descriptive statistics showing pretest, posttest, and prepost differences for higher, middle, and lower ability pupils in the control,

combined, Big Book, and phonics training groups (with minimum and maximum scores indicated for each measure) (N = 96).

Reading level Math control Combined Big Book Phonics

Pre- Post- Diff Pre- Post- Diff Pre- Post- Diff Pre- Post- Diff

WORD READING (BURT)

Min-Max (0–110)

Lower M 3.4 14.6 11.3 2.5 19.4 16.9 4.1 11.6 7.5 4.0 11.5 7.5

SD 4.2 6.3 5.7 2.2 5.7 5.4 3.4 5.0 2.4 3.5 8.1 6.4

Middle M 12.0 20.6 8.6 11.6 26.9 15.3 13.8 25.0 11.3 10.5 16.9 6.4

SD 4.7 5.8 3.8 5.4 5.8 3.5 6.6 4.9 5.6 5.2 5.8 6.3

Higher M 23.3 31.4 8.1 22.8 36.8 14.0 24.6 36.6 12.0 27.3 39.3 12.0

SD 8.3 9.7 5.7 7.2 6.8 2.6 6.3 7.7 5.3 3.7 8.6 8.2

Across level M 12.9 22.2 9.3 12.3 27.7 15.4 14.2 24.4 10.3 13.9 22.5 8.6

SD 10.1 10.1 5.1 9.9 9.3 4.0 10.1 11.9 4.9 10.8 14.3 7.2

PASSAGE ACCURACY (NEALE)

Min-Max (0–100)

Lower M 0.6 6.1 5.5 0.1 5.3 5.1 0.1 3.3 3.1 0.6 4.6 4.0

SD 1.8 4.8 3.9 0.4 5.4 5.2 0.4 3.2 3.2 1.2 5.6 4.9

Middle M 4.1 12.4 8.3 3.1 14.6 11.5 3.9 16.1 12.3 1.9 7.5 5.6

SD 4.1 7.7 4.9 2.9 6.0 4.4 4.2 3.9 3.3 1.9 4.5 3.7

Higher M 12.1 23.9 11.8 12.9 28.6 15.8 14.5 28.9 14.4 16.5 29.0 12.5

SD 9.2 13.4 4.6 10.1 10.1 2.8 8.2 8.9 5.5 9.5 9.5 9.4

Across level M 5.6 14.1 8.5 5.4 16.2 10.8 6.2 16.1 9.9 6.3 13.7 7.4

SD 7.5 11.7 5.0 8.0 12.1 6.0 8.0 12.1 6.4 9.1 12.9 7.2

PASSAGE COMPREHENSION (NEALE)

Min-Max (0–36)

Lower M 0.6 1.3 0.6 0.3 2.3 2.0 0.4 1.8 1.4 0.1 1.6 1.5

SD 1.1 1.4 1.2 0.5 1.2 1.1 1.1 1.8 2.0 0.4 1.2 1.3

Middle M 2.0 2.5 0.5 1.5 4.4 2.9 1.4 3.0 1.6 2.4 2.3 −0.1

SD 1.2 2.0 1.4 1.4 2.1 2.4 0.9 1.5 1.4 1.4 1.2 1.0

Higher M 3.5 5.0 1.5 3.5 8.4 4.9 4.1 6.1 2.0 3.9 7.1 3.3

SD 2.5 3.9 3.0 1.8 2.1 1.6 2.0 2.2 2.5 2.9 3.7 3.2

Across level M 2.0 2.9 0.9 1.8 5.0 3.3 2.0 3.6 1.7 2.1 3.7 1.5

SD 2.0 3.0 2.0 1.9 3.1 2.1 2.1 2.6 1.9 2.4 3.4 2.4

PHONEMIC AWARENESS (ROPER)

Min-Max (0–42)

Lower M 1.4 3.4 2.0 0.1 10.4 10.3 2.3 6.5 4.3 0.0 2.9 2.9

SD 2.9 4.3 2.2 0.4 5.4 5.4 4.5 7.9 7.4 0.0 2.5 2.5

Middle M 1.5 11.0 9.5 5.4 22.1 16.8 1.5 6.1 4.6 3.1 12.1 9.0

SD 2.0 11.2 10.4 8.0 11.2 8.7 2.8 3.8 4.1 3.6 9.4 6.1

Higher M 15.8 21.8 6.0 19.6 32.1 12.5 22.0 27.1 5.1 17.3 29.8 12.5

SD 14.1 10.4 9.6 9.0 5.1 6.2 9.2 9.3 10.5 15.4 8.6 9.1

Across level M 6.2 12.0 5.8 8.4 21.5 13.2 8.6 13.3 4.7 6.8 14.9 8.1

SD 10.6 11.7 8.5 10.7 11.7 7.1 11.3 12.2 7.5 11.6 13.4 7.4

BASIC DECODING SKILLS (BRYANT)

Min-Max (0–50)

Lower M 0.5 1.9 1.4 0.0 5.8 5.8 0.1 0.1 0.0 0.0 1.8 1.8

SD 1.4 3.2 3.2 0.0 7.5 7.5 0.4 0.4 0.5 0.0 3.3 3.3

Middle M 0.0 3.1 3.1 0.1 12.9 12.8 0.1 1.0 0.9 0.4 4.4 4.0

SD 0.0 3.2 3.2 0.4 6.2 6.0 0.4 2.1 2.1 0.7 5.3 5.3

Higher M 9.4 16.0 6.6 6.9 19.5 12.6 10.1 13.3 3.1 9.5 22.3 12.8

SD 12.9 15.4 5.7 6.9 4.9 3.6 7.4 7.6 10.7 9.8 11.1 7.7

Across level M 3.3 7.0 3.7 2.3 12.7 10.4 3.5 4.8 1.3 3.3 9.5 6.2

SD 8.4 11.0 4.6 5.0 8.3 6.6 6.3 7.5 6.2 7.0 11.7 7.3

(Continued)
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Table 4 | Continued

Reading level Math control Combined Big Book Phonics

Pre- Post- Diff Pre- Post- Diff Pre- Post- Diff Pre- Post- Diff

SPELLING (SCHONELL)

Min-Max (0–100)

Lower M 1.9 3.1 1.3 0.1 5.3 5.1 0.6 1.6 1.0 0.1 3.3 3.1

SD 5.3 5.2 2.9 0.4 5.5 5.5 1.8 2.6 1.4 0.4 4.4 4.3

Middle M 2.1 8.9 6.8 3.0 12.1 9.1 0.9 7.0 6.1 4.0 4.4 0.4

SD 2.5 7.2 5.7 4.7 4.1 5.9 2.1 4.7 4.0 3.5 4.6 3.6

Higher M 14.3 20.9 6.6 12.5 23.5 11.0 13.1 24.6 11.5 12.9 22.5 9.6

SD 12.6 13.7 5.8 8.4 7.5 3.8 7.1 8.6 7.1 6.5 5.6 5.8

Across level M 6.1 11.0 4.9 5.2 13.6 8.4 4.9 11.1 6.2 5.7 10.0 4.4

SD 9.7 11.7 5.4 7.6 9.5 5.5 7.3 11.5 6.3 6.8 10.2 6.0

BRITISH PEABODY VOCABULARY TEST (BPVT)

Min- Max (0–168)

Lower M 44.5 52.3 7.8 41.0 49.6 8.6 45.4 50.3 4.9 42.5 51.3 8.8

SD 11.4 14.6 9.6 3.7 7.2 6.8 10.9 6.8 12.2 6.3 8.0 9.0

Middle M 55.1 59.1 4.0 50.1 56.0 5.9 45.1 52.9 7.8 48.4 53.3 4.9

SD 5.9 9.6 6.9 12.2 12.2 9.8 10.2 9.0 7.7 9.6 8.7 7.0

Higher M 49.3 52.8 3.5 52.1 60.8 8.6 50.9 50.9 0.0 53.5 62.4 8.9

SD 14.2 10.3 8.6 10.6 5.3 12.1 5.9 7.8 9.4 6.6 11.0 8.2

Across level M 49.6 54.7 5.1 47.8 55.5 7.7 47.1 51.3 4.2 48.1 55.6 7.5

SD 11.5 11.6 8.3 10.4 9.6 9.5 9.3 7.7 10.0 8.6 10.2 8.0

MATHEMATICS (WRAT 3)

Min-Max (0–55)

Lower M 10.3 15.6 5.4 11.5 13.8 2.3 10.3 12.8 2.5 9.5 11.0 1.5

SD 3.3 4.1 3.2 2.6 2.4 2.1 1.5 2.2 2.3 2.1 1.7 2.7

Middle M 12.8 20.6 7.9 12.8 15.4 2.6 11.1 12.3 1.1 12.6 13.8 1.1

SD 1.8 2.1 3.6 1.5 2.2 2.6 2.2 3.5 3.6 2.0 2.8 3.2

Higher M 14.3 20.8 6.5 12.5 16.9 4.4 14.4 16.6 2.3 14.4 17.4 3.0

SD 2.7 2.3 1.8 2.4 1.6 1.8 2.6 4.5 2.5 2.2 1.6 2.2

Across level M 12.4 19.0 6.6 12.3 15.3 3.1 11.9 13.9 2.0 12.2 14.0 1.9

SD 3.0 3.8 3.0 2.2 2.4 2.3 2.7 3.9 2.8 2.9 3.3 2.8

in that the words slowly increase in difficulty. The test-retest
correlation in this study was r = 0.84, N = 96.

Math. The WRAT 3 Wide Range Achievement Test (Wilkinson,
1993) is a norm-referenced test of math computation. The test
divided into 2 parts. Part 1 was given orally with 15 questions
involving counting, identifying numbers, and solving simple oral
problems, such as “Read these numbers out loud” and “Which
number is more, 9 or 6?” Part 2 was a pencil and paper test with
40 math problems, with questions suitable for this age group,
such as 2 + 1 =, 5 − 3 =, 4 × 2 =. Students answered as many
questions as they could in 15 min. Raw score is the number of
questions answered correctly in parts 1 and 2 of the test. The
test manual reported reliabilities from 0.87–0.96. We chose this
test because it started with very simple calculations and it did
not involve reading. The test-retest correlation in this study was
r = 0.56, N = 96.

DATA ANALYSIS
The pre-post battery and the quizzes were both analyzed by
standard factorial ANOVA techniques, augmented by orthogonal

contrasts to assess specific questions for the Ability and Treatment
factors. For Ability, orthogonal polynomials were used to eval-
uate the linear and quadratic trends across the three levels. For
Treatment, Helmert contrasts (Keppel and Wickens, 2004), also
orthogonal, served to answer the following questions from the
research problem:

1. Does performance of the Math Control group (C) differ from
the average of the other treatment groups?

2. Does performance of the Combined group (BB/EP) differ
from the average of the two single-treatment groups?

3. Do the two single-treatment groups, Big Book (BB) and
Phonics (P) differ from one another?

The analyses of all measures were based on N = 96 except for
the spelling and basic decoding skills measures where for each
measure one of the children did not complete the assessment as
intended. For these measures the analyses were based on N = 95.

Effect sizes were measured using the partial omega square
statistic (ω2) which suited the contrast analyses. Keppel and
Wickens (2004) recommend this statistic as most suitable for
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orthogonal contrasts. Omega square statistics report the amount
of variance accounted for by the contrast. A small effect captures
about 1% of the variance, a medium effect about 6% of the vari-
ance and a large effect about 15% of the variance. Only the omega
square statistics for each contrast are reported in Table 5 since
these are the most important effects for this study.

RESULTS
The pretest, posttest, and difference mean scores, and standard
deviations for the eight dependent measures are shown in Table 4.
The statistical analyses are shown in Table 5. The prepost dif-
ference raw scores for the four treatment groups are shown in
Figure 5 to make comparisons clearer. The difference scores for
ability are presented in Figures 6, 7 as percent scores in order
to show trend differences with a common metric. The percent
score was the difference score divided by the maximum score for
each measure. We report the findings for the treatment groups
first.

GROUP RESULTS FOR PRETEST AND FOR PRE-POST DIFFERENCE
SCORES
At pretest there were no significant group effects not as main
effect or as a contrast. This showed that the treatment groups
were equivalent at pretest. The results for the pre-post difference
scores showed a different pattern altogether. In presenting the pre-
post difference results we focus on the questions relating to the
contrasts since they were most important in terms of the analysis.

Question 1. Does performance of the Math Control group dif-
fer from the average of the other treatment groups (C vs. BB/EP,
BB, P)? As can be seen in Table 5 and Figure 5, the contrast
between the control group and the other groups (Math/Other)
for the language and literacy measures were sometimes not sig-
nificant mainly due to the control group scoring more highly than
the phonics and Big Book groups so that the average of the three
groups was similar to the control group. The exceptions were two
significant Math/Other effects for reading comprehension and
basic decoding skills where the math group scored significantly
below the average of the other treatment groups.

The control group (Math/Other) contrast was highly signif-
icant for the math measure and with a substantial effect size
showing that the control group performed much better than the
average of the three reading groups. This was because the control
group received alternative math instruction and the other groups
did not.

Question 2. Does the performance of the Combined group
(BB/EP) differ from the average of the Big Book (BB) and Phonics
(P) groups? As shown in Table 5 and Figure 5, the BB/EP group
had significantly higher scores than the average mean score of
the BB and P groups for word reading, reading comprehension,
basic decoding skills, phonemic awareness and spelling. Two of
the effect sizes were substantial (word reading and basic decoding
skills). For reading accuracy, the BB/EP group was not signif-
icantly different to the average mean of the BB and P groups
though it was nearly so [p = 0.053: BB/EP mean(diff) = 10.8,
BB mean(diff) = 9.6, P mean(diff) = 7.4]. There was no signifi-
cant effect for the contrast of the BB/EP group and the other two
groups in relation to the vocabulary and math measures.

Table 5 | Results of Three-Way ANOVAs for pretest and prepost

difference data for each measure with polynomial contrasts for

ability and helmert contrasts for group, using a random effects

general linear model and partial omega square effect sizes.

Pretest Prepost difference

Variables df F ω2 F ω2

BURT WORD READING

Ability 2 117.50** 0.41

Linear 1 232.26** 0.78 0.34 0.00

Quadratic 1 2.86 0.03 0.49 0.00

Group 3 0.62 8.37**

Math/other 1 0.20 0.00 2.92 0.04

Combined/BB,P 1 1.61 0.00 20.98** 0.29

BB vs. phonics 1 0.03 0.00 1.19 0.00

Ability × group 6 0.54 1.81

In group team 12 0.61 1.42

MS error 72 (30.31) (26.84)

NEALE ACCURACY

Ability 2 47.34** 35.36**

Linear 1 85.19** 0.57 70.56** 0.52

Quadratic 1 9.49** 0.12 0.17 0.00

Group 3 0.14 2.89*

Math/other 1 0.06 0.00 0.71 0.00

Combined/BB,P 1 0.35 0.00 3.88# 0.06

BB vs. phonics 1 0.01 0.00 4.08* 0.06

Ability × group 6 0.49 1.47

In group team 12 0.63 2.98**

MS error 72 (34.87) (19.01)

NEALE COMPREHENSION

Ability 2 33.67** 7.15**

Linear 1 67.08** 0.51 9.61** 0.12

Quadratic 1 0.42 0.00 4.67* 0.05

Group 3 0.22 6.25**

Math/other 1 0.06 0.00 7.56** 0.12

Combined/BB,P 1 0.49 0.00 11.16** 0.17

BB vs. phonics 1 0.12 0.00 0.05 0.00

Ability × group 6 0.38 1.33

In group team 12 0.48 1.11

MS error 72 (2.77) (3.89)

PHONEMIC AWARENESS

Ability 2 45.89** 3.97*

Linear 1 76.21** 0.54 4.67* 0.05

Quadratic 1 15.52** 0.18 3.28 0.03

Group 3 0.50 5.67**

Math/other 1 0.79 0.00 2.37 0.03

Combined/BB,P 1 0.12 0.00 12.25** 0.19

BB vs. phonics 1 0.58 0.00 0.05 0.03

Ability × group 6 0.48 0.85

In group team 12 0.37 0.37

MS error 72 (65.87) (59.99)

SPELLING

Ability 2 40.17** 19.83*

Linear 1 69.06** 0.51 39.44* 0.38

Quadratic 1 11.22** 0.14 0.18 0.00

(Continued)
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Table 5 | Continued

Pretest Prepost difference

Variables df F ω2 F ω2

Group 3 0.19 3.60**

Math/other 1 0.34 0.00 2.04 0.02

Combined/BB,P 1 0.00 0.00 7.18** 0.11

BB vs. phonics 1 0.22 0.00 1.56 0.01

Ability × group 6 0.24 2.09

In group team 12 0.47 2.18*

MS error 71 (36.21) (20.21)

BASIC TEST OF DECODING SKILLS (NON-WORDS)

Ability 2 22.22** 20.89**

Linear 1 33.52** 0.34 41.34** 0.39

Quadratic 1 11.36** 0.14 0.50 0.00

Group 3 0.15 14.38**

Math/other 1 0.26 0.00 5.90* 0.09

Combined/BB,P 1 0.36 0.00 29.05** 0.37

BB vs. phonics 1 0.02 0.00 8.29** 0.13

Ability × group 6 0.11 1.81

In group team 12 0.17 2.57**

MS error 71 (33.91) (20.37)

BRITISH PEABODY VOCABULARY TEST

Ability 2 6.31** 0.52

Linear 1 11.42** 0.14 0.90 0.00

Quadratic 1 1.23 0.00 0.14 0.00

Group 3 0.30 0.82

Math/other 1 0.76 0.00 0.38 0.00

Combined/BB,P 1 0.00 0.00 0.62 0.00

BB vs. phonics 1 0.13 0.00 1.46 0.01

Ability × group 6 0.92 0.67

In group team 12 0.83 0.52

MS error 72 (91.96) (89.13)

MATHEMATICS

Ability 2 19.76** 1.52

Linear 1 39.44** 0.38 2.79 0.03

Quadratic 1 0.15 0.00 0.23 0.00

Group 3 0.21 16.18**

Math/Other 1 0.34 0.00 45.43** 0.48

Combined/BB,P 1 0.14 0.00 2.99 0.04

BB vs. phonics 1 0.15 0.00 0.01 0.00

Ability × group 6 1.63 1.11

In group team 12 1.36 1.11

MS error 72 (4.98) (7.24)

*p < 0.05; **p < 0.01; #p = 0.053.

Math, control group; Combined, Big Book enhanced with phonics; Other,

Combined, Big Book and Phonics; BB, Big Book; P, Phonics; In Group Team,

small groups.

Question 3. Did the two single-treatment groups differ from
one another? As shown in Table 5 and Figure 5, the final contrast
between the BB and P groups showed a mixed picture for read-
ing accuracy and decoding. For reading accuracy the BB group
performed better than P and had similar scores to the BB/EP
group. Thus, for reading accuracy we can infer that the BB/EP

and BB groups made similar progress. For decoding the P group
performed better than the BB group and had similar scores to
the BB/EP group. Thus, we can infer that for basic decoding
skills the BB/EP and P groups made similar progress. On all
other measures (word reading, reading comprehension, phone-
mic awareness, spelling, vocabulary, and math) there was no
difference between the BB and P groups.

To summarize the pre-post results for the treatment groups,
the Combined BB/EP instruction was more effective than Big
Book reading for all literacy measures except reading accuracy
where there was no difference between the Combined and Big
Book groups. Combined instruction was more effective than
phonics for all literacy measures except basic decoding skills
where it was equally effective. The control group who received
math instruction made significantly more progress in math than
the other three groups who did not receive math teaching. In
Figure 8 the results for word reading, reading accuracy, and read-
ing comprehension are expressed as reading ages and spelling as
a spelling age to give a more meaningful interpretation of the
results. These graphs show that for reading comprehension, word
reading, and spelling, the BB/EP instruction brought the reading
and spelling ages of these children closer to their chronological
age. For reading accuracy, BB/EP and BB instruction both moved
children closer to their chronological age.

ABILITY RESULTS AT PRETEST AND FOR PRE-POST DIFFERENCE
SCORES
Pretest
A trend analysis of pretest scores for word reading, reading com-
prehension, receptive vocabulary and math showed that the linear
coefficient made a significant contribution in explaining the trend
(effect sizes were from 0.14 to 0.78) but the quadratic coefficient
did not (effect sizes 0.00 to 0.03). As can be seen in Figure 6, mean
percent score (percent of maximum possible score) decreased
similarly in line with reading ability (word reading: high = 22%,
middle = 11%, low = 3%; reading comprehension: high = 10%,
middle = 5%, low = 1%; vocabulary: high = 31%, middle =
30%, low = 26%; math: high = 25%, middle = 22%, low = 19%).

A trend analysis of pretest scores for reading accuracy, phone-
mic awareness, spelling, and basic decoding skills, showed that
the linear coefficient (effect sizes were from 0.34 to 0.57) and
quadratic coefficient (effect sizes were from 0.12 to 0.18) both
made a significant contribution in describing the trend of the
data, though the linear trend accounted for most of the vari-
ance. Although students’ scores did decrease in a linear way from
the higher group to the middle group, this pattern did not con-
tinue for the lower group. As can be seen in Figure 6, the middle
and lower groups had similar percent scores that were well below
those of the higher group (reading accuracy: high = 14%, mid-
dle = 3%, low = 1%; phonemic awareness: high = 44%, middle =
7%, low = 2%; spelling: high = 13%, middle = 2%, low = 1%;
decoding skills: high = 17%, middle = 1%, low = 1%).

Posttest
A trend analysis of prepost gain scores for reading accuracy,
phonemic awareness, spelling, and basic decoding skills showed
that the linear coefficient made a significant contribution to
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FIGURE 5 | The pre-post difference raw scores for the four treatment groups for each measure.

explaining the trend (effect sizes were from 0.05 to 0.52) and that
the quadratic coefficient did not (effect sizes were from 0.00 to
0.03). As can be seen in Figure 7, mean percent gains decreased
similarly in line with reading ability (reading accuracy: high =
14%, middle = 9%, low = 4%; phonemic awareness: high = 21%,
middle = 24%, low = 11%; spelling: high = 10%, middle = 6%,
low = 3%; decoding: high = 19%, middle = 10%, low = 4%).

A trend analysis of gains for reading comprehension showed
that the linear coefficient (effect size was 0.12) and the quadratic
coefficient (effect size was 0.05) both made a significant contribu-
tion to explaining the trend. As can be seen in Figure 7, there was
a linear decrease in prepost comprehension gain from the higher
to middle group but this pattern did not continue for the lower
group whose percent gain was similar to that of the middle group
(reading comprehension: high = 8%, middle = 3%, low = 4%).

A trend analysis of prepost difference scores for word read-
ing, receptive vocabulary, and math showed no significant linear
or quadratic trends. As can be seen in Figure 7, the three abil-
ity groups made similar percent gains for these measures (word
reading: high = 10%, middle = 9%, low = 10%; receptive vocab-
ulary: high = 3%, middle = 3%, low = 4%; math: high = 4%,
middle = 6%, low = 5%).

INTERACTIONS
Pretest scores showed no significant ability × group interactions,
indicating that the treatment groups were equivalent in ability
at pretest. Prepost difference scores (gains) showed no signifi-
cant ability × group interactions, indicating that the three ability
groups made similar gains across the four treatment groups.

IN GROUP TEAM EFFECTS
There were no significant in-group team effects at pretest, indi-
cating that the subgroup teams were equivalent. For pre-post
measures there were significant in-group team effects for read-
ing accuracy, spelling and basic decoding skills, indicating some
differences among the subgroups. These were random effects,
however, and not the focus of this design.

PHONICS QUIZZES
All groups completed the 10 weekly phonics quizzes. Each quiz
had five questions and was marked out of 5. The marks for the
10 different quizzes were averaged to be out of 5 (see Table 6 for
means and standard deviations). Each ability group did different
quizzes. The analysis was the same ANOVA design as for the test
battery except that it was not possible to include ability as a fixed
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FIGURE 6 | The pretest scores for the three ability groups expressed as percentage of maximum score for each measure.

FIGURE 7 | The pre-post difference scores for the three ability groups expressed as percentage of maximum score for each measure.
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FIGURE 8 | Mean scores for each of the significant results for each of the training groups pretest to posttest. Mean Burt and Neale results reported as
reading ages; spelling reported as spelling age. Other results reported as raw scores.
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Table 6 | Average quiz scores: Means and Standard Deviations.

Reading Control Combined Big Phonics

level (Math) (BB/EP) Book

Lower M 1.39 2.51 1.40 2.16

SD 0.72 0.45 0.45 1.87

Middle M 1.79 2.64 2.21 1.84

SD 0.70 0.78 0.66 0.81

Higher M 2.26 2.79 2.35 2.48

SD 1.20 1.37 0.93 0.82

Across levels M 1.81 2.65 1.99 2.16

SD 1.20 1.37 0.93 0.82

Table 7 | Average quiz scores: separate ANOVAs for Lower, middle,

and higher reading ability groups.

Variables df F ω2

READING ABILITY

Lower

Group 3 9.08**

Math/other 1 8.70** 0.32

Combined/BB,P 1 10.18** 0.36

BB vs. phonics 1 8.35** 0.31

In group team 4 0.57

MS error 24 (0.28)

Middle

Group 3 2.80#

Math/other 1 2.66 0.09

Combined/BB,P 1 4.49* 0.18

BB vs. phonics 1 1.28 0.02

In group team 4 2.68

MS error 24 (0.44)

Higher

Group 3 0.33

Math/other 1 0.35 0.00

Combined/BB,P 1 0.58 0.00

BB vs. phonics 1 0.05 0.00

In group team 4 0.58

MS error 24 (1.30)

*p < 0.05; **p < 0.01; #p = 0.06.

Math, control group; Combined, Big Book enhanced with phonics; Other,

Combined, Big Book and Phonics; BB, Big Book; P, Phonics; In Group Team,

small groups.

effects factor because each ability group received different quizzes
to match their ability level. The ANOVA results are shown in
Table 7.

The results for the lower reading ability group showed that
the contrast between the control group and the average of the
means of the other groups (Math/Other) was significant. The
control group mean was considerably below the other groups.
The contrast between the combined BB/EP group and the aver-
age of the other two reading groups was significant. Inspection of

the mean scores showed that the BB/EP group was higher than the
other groups. The contrast between Big Books and Phonics means
scores was significant, showing that the Phonics group scores were
higher than those of the Big Book group.

The results for the middle group showed that the contrast
between the control group and the average of the means of
the other groups (Math/Other) was not significant. The control
group had the lowest score of the four groups but the Phonics
group also had a similarly low score and this probably made the
difference non-significant. The contrast between BB/EP and the
average mean of the Big Book and Phonics groups was signif-
icant. The contrast between Big Books and Phonics means was
not significant. From this we can infer that the combined BB/EP
group had a higher mean score than did the other two reading
groups.

The results for the higher ability group were not significant for
any of the three contrasts. This indicated that the treatments did
not have differential effects for the higher ability group.

In summary, inspection of the mean scores in Table 6 confirm
the ANOVA results showing that for the lower ability group, the
combined BB/EP and Phonics groups had significantly better quiz
scores than the Big Book and control groups. For the middle abil-
ity reading group the combined group had better quiz scores than
the other three groups. For the higher ability group, quiz scores
were not significantly different among the four treatment groups.

DISCUSSION
The model that drove this study was that combining Big Book
reading with explicit phonics would have benefits across the board
for a range of literacy skills, more so than Big Book reading or
explicit phonics on their own. This is what the study found. The
findings highlight the importance of combining necessary skills
with authentic reading experience to increase literacy achieve-
ment for disadvantaged children.

The current study cuts new ground in our understanding of
the impact of Big Book reading and phonics on children’s literacy
development. While many studies have compared Big Book (or
shared book) reading with phonics none to our knowledge have
compared Big Books enhanced with explicit phonics (BB/EP)
with Big Book reading or phonics on their own. Many experi-
enced researchers, such as Pressley (2006), have concluded, based
on their reading of the research for each kind of instruction, that
balanced instruction using both practices must be more effective
than either on their own. This study is the first to show that this
conclusion is correct.

THE LITERACY GAP
A relevant question for this study was whether the treatments
were closing the reading ability gap, that is, whether they were
increasing the learning rate for the lower/middle ability groups
relative to the higher reading ability group. This did not happen.
There was no interaction between treatments and reading ability
for any of the measures. The lower reading ability groups did
not outpace the higher reading ability group in relative gains
for any of the treatment groups. Future research could look at
refinements to the present study that might help to close the
literacy gap.
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SPECIFIC RESULTS
Word reading
The Combined group did better than the other groups includ-
ing the control group. In relation to the Big Books and Phonics
groups this may have been because of the explicit phonics being
applied to particular words from the Big Book text as part of the
combined lessons (see the Appendix sample lesson). The com-
bined instruction showed children how to use explicit phonics
to help them decode words from their books. Children could see
the practical application of phonics to reading in that the lessons
would cover phonics aspects of some words from the Big Books
before the teacher and the children began to read the Big Books.
This focus on words from the books was not addressed in the Big
Books group except in an incidental way and was not addressed
at all in the Phonics group.

Reading accuracy
The Combined group did as well as the Big Books group in pas-
sage reading accuracy and better than the Phonics and control
groups. The results for the control group are explainable in that
they did not receive reading instruction. A possible explanation
for the phonics group results is that the combined group and the
Big Books group both engaged in Big Book reading whereas the
explicit phonics group did not engage in reading of text. Thus,
the phonics group did not get the opportunity to apply their skills
to book reading. Research on phonics indicates that teaching skills
in isolation without opportunities to apply these skills while read-
ing will not help them improve in book reading (Compton et al.,
2014).

Reading comprehension
The Combined group did better than the Big Books and Phonics
groups in reading comprehension and this may have been because
the explicit phonics in the combined instruction improved the
word reading skills of children (as can be seen in their improved
Burt word reading results) which in turn made the comprehen-
sion process easier by enabling the combined group children to
focus more of their mental energy on comprehending what they
read. There is support for this idea from other research (Tan and
Nicholson, 1997) showing that improved word reading skills in a
trained group produced better reading comprehension compared
with a control group even though there was no difference in pas-
sage reading accuracy between the two groups. In other words the
combined group did better than the other groups in comprehen-
sion because their superior word reading skills enabled them to
process words more easily thus releasing more cognitive resources
for comprehension.

Phonemic awareness
The Combined group made better progress in phonemic aware-
ness than the other groups. This was understandable for the Big
Books group in that they did not receive any instruction in phone-
mic awareness. A possible explanation why the combined group
did better than the Phonics group who also received phonemic
awareness instruction might be that using the Turtle Talk strat-
egy to learn phonemic awareness in the combined group lessons
may have been more effective because the phonemic training

was on words from the Big Book stories they had read and this
may have been more impacting in terms of learning how to read
words when reading compared with the phonics phonemic exer-
cises which were on unrelated words that were not part of book
reading.

Basic decoding skills
The Combined and Phonics groups made similar progress in
basic decoding skills and made better progress than did the Big
Books group. This was understandable in that Big Book reading
allows for incidental phonics learning but does not teach basic
decoding skills in detail except to make use of initial consonant
blends.

Spelling
The Combined group made better progress than did the other
groups. This was understandable for the control group and Big
Books group who received no explicit instruction in spelling
though the Big Books group may have picked up spelling skills
implicitly through reading of Big Books. The phonics group did
learn skills useful for spelling but these words may not have been
stored as well in memory as compared with the combined group
because the words covered in the phonics lessons were not part of
a Big Book whereas with the combined group the spelling activ-
ities involved words from a Big Book and these words may have
been more memorable in terms of storing their component letters
in memory.

Vocabulary
There were no differences among the four groups in receptive
vocabulary. It was understandable that there would have been few
gains in vocabulary for the phonics and control groups because
they did not receive instruction in vocabulary. However there
was the possibility that the Combined and Big Books groups
might have improved vocabulary since they both focused on
meaning and there is a strong body of research to indicate that
reading books aloud to pupils improves vocabulary (McBride-
Chang, 2012). The reason for the lack of an effect on vocabulary
for the Combined and Big Books groups might have been that
the Big Book lessons did not have enough complex vocabu-
lary or there might not have been enough discussion of unfa-
miliar words. To address this issue, future research could look
at the effects of adding activities that build more vocabulary
and general knowledge instruction into the combined and Big
Book lessons (Nicholson and Dymock, 2010; Compton et al.,
2014).

Math
The results for the control group in math showed that small group
instruction in mathematics had significant benefits for them in
their learning of math skills as compared with the other groups
in the study who did not receive this instruction. It was under-
standable that the other groups would not make similar gains
because they received no math instruction. The math result was
the strongest in the whole study. In hindsight it would have been
interesting to combine math instruction with Big Book reading to
see if this would also improve math skills. There are a number of
children’s books that have a math aspect to them and these could
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have been used to teach computation. Future research could look
at this possibility.

CONCLUSION
The findings reveal that we do not have to teach disadvantaged
children in an either-or fashion, using either Big Book reading
or phonics but we can combine the instruction, integrating them
in a meaningful way, and produce better readers and spellers.
If teachers included explicit phonics in their Big Book lessons
even on a once-weekly basis, the present results indicate that this
would have greater long-term benefits across more literacy mea-
sures than would Big Book reading or explicit phonics instruction
on their own.

The big picture was that the combined instruction was as effec-
tive as Big Books for reading accuracy and was superior to Big
Books for word reading, reading comprehension, spelling, basic
decoding skills, and phonemic awareness. Likewise, the combined
instruction was as effective as explicit phonics for basic decod-
ing skills and was superior to phonics for all other measures of
literacy.

To conclude, the present study found that Big Books enhanced
with phonics, as compared with Big Book reading and phonics
on their own, seemed to have no disadvantages and considerable
advantages across a range of literacy measures. This type of bal-
anced instruction could be a model for New Zealand and other
countries wanting to find more effective ways to teach literacy to
disadvantaged children, who are the ones we are very concerned
about.
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APPENDIX
Lesson plan example – Lesson 1 for higher reading ability pupils, Combined group (BB/EP), 1st reading of Big Book The Hole in the
King’s Sock, phonics rule was silent e.

Introduction

1. Focus: Silent e rule
2. Story: The Hole in the King’s Sock (Level-Orange)

Teacher (T): Hello, we are going to learn a rule which is called the silent e rule, and then read the story about the King who found a
hole in his sock.

T: Do you know what a vowel is? In English, we have 5 letters with vowel sounds and each letter stands for two sounds, one long and
one short. First of all, the 5 vowels are written as: a, e, i, o, u and sometimes y is also included as well. The sounds of the vowels usually
change when there is an e at the end of the word, and we call this the silent e rule. (Then recap that the short sounds are the actual
sounds of the letters and the long sounds are the names of the letters).

Lesson: (using whiteboard)

T: The silent e rule for a_e means that when you see the word spelled ate it says “ate”- the special e makes the vowel says its name. I am
going to underline the vowels.

a   t   e 

T: Remember, the letter e is silent in “ate”, and this e is going to make the other vowel “ay” say its name. Let’s say this word together.

T: Well done! Let’s have a look at some other examples on the whiteboard.
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Short vowel Long vowel
mat mate
hat hate
pet Pete
pin pine
cop cope
cut cute

T: Let’s have a look at these words from the story - you are going to see them in the story later.

came gave made

wove stitched dough

knit knitting wriggled

gold learn thread

Students look at the word as a whole first, sounding them out if they do not know the word. They repeat and read the words 2 times.

came: c-a-me (silent e) gave: g-a-ve (silent e)

made: m-a-de (silent e) wove: w-o-ve (silent e) past tense of weave

stitched: st-i-tch-ed (tch =“ch” sound) d-ough: irregular word

knit: kn-i-t (silent k) knitting: kn-i-tt-i-ng

wriggled: wr-i-gg-l-ed (silent w) g-o-l-d

l-ear-n th-r-ea-d

Activity: Turtle Talk (researcher selects 5–6 words from chart above)

The students listen to the phonemes of the words provided by the researcher e.g., “m-ay-deh” and they have to point out the correct
word on the whiteboard. Pupils get a chance to Turtle Talk and say the word and the teacher has to guess what it is.

The teacher explains the silent e rule again when reading words from the story that had the silent e pattern - came, gave, made, wove.
The word dough from the story is an irregular word. The -tch in stitched has the ch sound because ch is spelled tch after a short vowel
sound. Explain that knit and knitting both have a silent k; wriggled has a silent w.

T: Great, I am going to read you the story of The Hole in the King’s Sock, and I am going to ask you some questions about what
happened in the story afterwards. Before we start, what are socks? Yes, they are covers we put on our feet. Where do you buy your
socks from?

Pupils say: the warehouse, the supermarket, two-dollar shop.

T: Well, we will see what happens to the King’s sock. Now, please listen carefully to the story (during the reading, encourage students
to predict what might happen next).

Comprehension questions (orally)

1. What was the King’s problem?
2. Did he find a solution? What was that?
3. Did it work? If not, why did it not work?
4. Was the problem solved at the end?
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Tse and Nicholson (2014) have tested
a small-group instructional interven-
tion that they propose as a modification
to enhance reading progress among
low attainment 6-year-olds in a “text-
centered” teaching approach. The authors
(T&N) cite a Ministry of Education (2003)
handbook to describe this approach. It
has four main components (pp. 91–101):
(i) Teacher Reading of texts to listening
children, (ii) Shared Reading in which
the children engage in watching the text
print (“Big Books”) as the teacher shows
how it matches the spoken text, (iii)
Guided Reading in which there is detailed
teacher support of the individual children’s
attempts at reading a text (e.g., for “using
word-level information to decode new
words” p. 97), (iv) Children’s Independent
Reading of texts (with minimal errors)
by themselves for individual levels and
interests. This report of T&N, however,
lacked evidence about what the children
received of each of these components prior
to, and concurrent with, the intervention
study. Without such evidence we cannot
tell in what way the instructional interven-
tions were the same, different from, or in
conflict with other instruction received.

T&N’s proposed modification to the
Shared Reading component was to com-
bine it with systematically taught explicit
phonics (a “sounding out” procedure in
which the child pronounces successive
sounds of letters of a word to generate
an oral reading response). For theoreti-
cal justification of this modification, T&N
cited some of the claims of Gough and
Hillinger (1980) but omitted others, that
phonics “gives the child artificial rules
. . . . . . to learn the real rules” (p. 192),
which “are unconscious and implicit”
(p. 187). This implies that phonics is
a heuristic procedure for initial instruc-
tion but subsequently discarded without
any disadvantage [although Thompson
et al. (2009) found evidence to the con-
trary]. Neither T&N nor their citation
of Gough and Hillinger provide justifica-
tion for the particular phonics rules (e.g.,
final e-marker of “long” vowels) and corre-
sponding sounds (e.g., for vowel digraphs)
selected for instruction (T&N, Table 2) of
these 6-year-olds with word reading test
ages in the lower half of the normative
distribution, and a mean aural vocabulary
test age of 4 years 8 months (determined
from BPVT norms using raw scores in
T&N, Table 4). T&N found no effect of
their intervention on the children’s aural
vocabulary but were silent on why the
overall text-centered approach, with their
modification, would be suitable for chil-
dren with an apparent large developmental
lag in understanding spoken English.

T&N gave no report of the oppor-
tunities that the items of the pre-and
post-test measures provided for children

to use the taught phonics procedures.
Interpretation of results for each measure
depends upon the extent to which these
opportunities were provided; and for com-
parison between measures, whether such
opportunities were equal or different. For
each reading measure the writer deter-
mined the percentage of word items that
provided this opportunity among items
in the applicable reading-level range. For
example, this was 34% of items providing
opportunities in the decoding skills mea-
sure. It was, however, 16% in the isolated
word reading, and in this there were also
16% that provided conflicting opportuni-
ties because the taught procedures could
not work (e.g., final-e marker of “long
vowels” in the words one, love). The decod-
ing skills items had no conflicting oppor-
tunities. Hence, any superior score gains
for this measure could be just an artifact of
more (workable) opportunities. Another
unbalanced feature of the design is noted.
The phonics procedures demonstrated to
the children were followed up by their
individual attempts at weekly “quizzes”
(T&N, Table 3; Figure 4). There were no
similar individual opportunities involving
text reading, which could disadvantage
performance on that measure.

The pre- to post-test performance gain
of the intervention that combined phon-
ics with shared reading was compared
with the mean of the gains of shared
reading and explicit phonics interventions,
each taught separately. In these compar-
isons of performance gains, oral reading
of isolated words and decoding skill (pseu-
dowords) had substantially greater gains
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for the combined intervention than the
separate interventions. In contrast, the
gain in word accuracy in oral text reading
was not greater for the combined inter-
vention, failing to reach a statistically sig-
nificant difference (T&N, Table 5). This
orthogonal contrasts analysis, although
relevant to the purpose of the study,
was not sufficient for this randomized
treatments-versus-control design. It also
required statistical comparisons between
the performance gains of the combined
intervention sample and the (math-only)
sample that controlled for gains in reading
performance from influences external to
the intervention. Without these there is no
basis to confirm the T&N interpretation
that the combined instructional treatment
had some significant effects.

Speed of reading was a score in
the test of text reading but was not
reported, although relevant to comparison
of phonics and text-centered instruction
(Thompson et al., 2008). And critically,
there was no report of the extent to
which the children made successful use
of the taught explicit phonics in their
word responses in text reading, or any
of the other reading outcomes. Without
this information we are left to specu-
late whether T&N’s claimed (but uncon-
firmed) positive intervention effects for
isolated words and pseudowords could
have been an outcome of the chil-
dren acquiring implicit sublexical pro-
cesses (Thompson and Fletcher-Flinn,
2012; Thompson, 2014) from the isolated

word exemplars for the taught phon-
ics rather than the children’s use of the
phonics.

Apart from omission of the required
statistical comparisons, the design and its
implementation in this study may rate
above average on a list of validity crite-
ria such as Troia (1999) but our focus has
been mainly on ambiguities in validity not
often recognized in research on instruc-
tional interventions. Included in these are
lack of information and evidence for (i)
the context of both prior and concurrent
instruction, (ii) how the intervention fits
wider teaching goals and other instruc-
tional needs of the participants, (iii) the
extent, and balance, of opportunities in
the outcome measures to use procedures
that were taught, and (iv) children’s use
of those procedures in such opportuni-
ties, (v) testing contrary predictions from
alternative theories.
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A commentary on

Unrecognized ambiguities in validity of intervention research: an example on explicit phonics

and text-centered teaching

by Thompson G. B. (2015). Front. Psychol. 5:1535. doi: 10.3389/fpsyg.2014.01535

Thompson (2015) has raised several validity issues about our study (Tse and Nicholson, 2014) while
acknowledging that it would score well in terms of Troia’s (1999) criteria for “What makes a good
study?” A response to the critique is detailed briefly below.

Thompson’s first point was that the study lacked evidence about what instruction children
received prior to and concurrent with the intervention study. Interactions with teachers and the
principals of the schools however indicated that reading instruction was similar from one school to
the next. Any differences among schools and classroomswere also controlled for in that participants
were randomly assigned to groups thus spreading possible effects of differences in instruction across
all groups.

The second point was the absence of justification for the phonics rules taught however the article
explained that the taught Anglo-Saxon decoding rules were from Calfee and Patrick’s (1995) well-
known explanation of Anglo-Saxon letter-sound patterns. The intervention followed their scope
and sequence in the study. It is not clear why this might be a validity problem in that the study did
reference the source of the phonics rules.

The third point was that participants’ vocabulary age was low at 4.8 years compared with
chronological age of 6.3 years and thus Big Books may have been inappropriate. Their standard
score was 86 which is close to the average range (90–110) and there are studies to support Big Book
reading with lower SES children such as these (Nicholson and Whyte, 1992; Valdez-Menchaca and
Whitehurst, 1992; Whitehurst et al., 1994). The Big Books were also selected so as to be at the
reading level of the children who were being taught and given that their reading level was in the
beginner range the language should have been understandable for them.

The fourth point was that the article did not discuss whether children had opportunities
to use their decoding skills to process the items of the pre and post-test measures.
Although not reported our data did confirm that the combined group scored better
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on regular words (e.g., went) than irregular (e.g., love). The
Bryant Test of Basic Decoding skills also gave opportunities to
use decoding skills.

The fifth point was that the phonics group practiced phonics
quizzes but the Big Book group did not practice reading of text.
This was not completely the case. Children in the Big Book group
did get opportunities to practice reading of text through the Big
Book lessons. They did three readings of each text and read along
with the teacher.

The sixth point was that the orthogonal analysis was not
sufficient and needed to compare the performance gains of the
combined group with those of the treatment control group
(math-only). To do this however risked statistical error so instead
of carrying out all possible comparisons among the four groups
the decision was to use Helmert contrasts which were pre-
planned orthogonal contrasts. This approach offered protection
against statistical error (Kwon, 1996; Keppel andWickens, 2004).
As Kuehne (1993) has pointed out, using post-hoc comparisons
increases the chance of type 1 error (in the study, to do
six post-hoc comparisons across four groups would increase
the possibility of type 1 error to 26%). The Helmert contrast
procedure is common in other disciplines but less common in
education. The way the Helmert contrasts worked in the study
was that the control group mean was first compared with the
overall mean score for the other three groups. Then the phonics
enhanced Big Books group mean was compared with the overall
mean for the two remaining groups (Big Book and phonics).

Finally the means of the Big Book and phonics groups were

compared. It was like peeling an onion. The logic was that if
the control group was not better than the mean of the other
three groups and if the phonics enhanced group was better than
the mean of the combined Big Book and phonics groups, and if
there was no difference in the contrast between the Big Book and
phonics groups, then it can be inferred that the phonics enhanced
group was superior to the other groups. The orthogonal contrast
worked just as well as all possible contrasts with less risk of type 1
and 2 error.

The seventh issue was that speed of reading was not reported.
Thompson’s previous research would suggest a slower reading
speed for the phonics enhanced Big Book group but it could
counter-wise be argued that they would have gained similar
fluency to the Big Book group because they also read Big Books.
To answer this question, fluency would be a useful variable for
future studies to find out which approach is more effective for
fluency.

To conclude, one reviewer commented that the present study
could be “a model for how such work might be conducted
on a larger scale, which might lead New Zealand and other
nations to progress in dealing with the [achievement] gap issue.”
Replicating and scaling up the present study will clarify further
whether enhancing Big Book reading with explicit phonics brings
disadvantaged children closer to their expected reading and
spelling age in a short time with only a small adjustment to Big
Book instruction.
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As children develop into skilled readers, they are able to more quickly and accurately
distinguish between words with similar visual forms (i.e., they develop precise lexical
representations). The masked form priming lexical decision task is used to test the
precision of lexical representations. In this paradigm, a prime (which differs by one letter
from the target) is briefly flashed before the target is presented. Participants make a
lexical decision to the target. Primes can facilitate reaction time by partially activating the
lexical entry for the target. If a prime is unable to facilitate reaction time, it is assumed
that participants have a precise orthographic representation of the target and thus the
prime is not a close enough match to activate its lexical entry. Previous developmental
work has shown that children and adults’ lexical decision times are facilitated by form
primes preceding words from small neighborhoods (i.e., very few words can be formed
by changing one letter in the original word; low N words), but only children are facilitated
by form primes preceding words from large neighborhoods (high N words). It has been
hypothesized that written vocabulary growth drives the increase in the precision of the
orthographic representations; children may not know all of the neighbors of the high
N words, making the words effectively low N for them. We tested this hypothesis by
(1) equating the effective orthographic neighborhood size of the targets for children and
adults and (2) testing whether age or vocabulary size was a better predictor of the
extent of form priming. We found priming differences even when controlling for effective
neighborhood size. Furthermore, age was a better predictor of form priming effects than
was vocabulary size. Our findings provide no support for the hypothesis that growth in
written vocabulary size gives rise to more precise lexical representations. We propose
that the development of spelling ability may be a more important factor.

Keywords: priming, vocabulary, lexical precision, reading, developmental

INTRODUCTION
Learning to read, unlike learning to speak, requires explicit
instruction. Models of reading attempt to account for reading
performance across development. However, several unresolved
questions prevent models of reading skill acquisition from being
further refined. Specifically, what are the mechanisms that allow
fluent readers to distinguish between words that are visually
similar but have different meanings?

Masked priming paradigms (Forster et al., 1987) provide a
means for studying developmental changes in orthographic pro-
cessing. In masked priming paradigms, a prime is presented
briefly (c. 50 ms) and is masked by a row of hash marks that pre-
cedes it and a target word that follows it (typically in a different-
case font). Participants are typically unaware of the primes
because of their rapid and masked presentation, and hence can-
not use different strategies for processing the primes. Therefore,
this paradigm is particularly useful for studying developmental
changes because it can distinguish age-related differences from
differences in strategic processing.

Form priming, where the prime and target differ by a single
letter (e.g., clee-FLEE), provides a way to measure the precision
of orthographic representations. Form priming in adults varies as
a function of orthographic neighborhood size (N), the number of
words that can be formed from a target word by changing a single
letter. For example, the word echo has no orthographic neighbors,
whereas the word yell has 9 orthographic neighbors including yelp
and cell. For adults, masked non-word form primes significantly
facilitate lexical decision times relative to unrelated primes (e.g.,
pilk-FLEE) when the target word has few orthographic neighbors,
but not when the target word has many neighbors (Forster, 1987;
Segui and Grainger, 1990; Forster and Davis, 1991; Castles et al.,
1999).

Competing hypotheses have been proposed regarding the
mechanisms underlying neighborhood size effects on adult form
priming. The first hypothesis, an entry-opening search model
(Forster and Davis, 1984; Forster, 1989), is predicated on the idea
that word detectors are more sharply tuned for high than low N
words, to minimize confusion with other visually similar words.
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This sharper tuning may be accomplished by recoding words into
their bodies and antibodies (Forster and Taft, 1994). According
to this hypothesis, form primes are not sufficiently close matches
to high N words to facilitate response times, resulting in less prim-
ing for high than low N words. Another hypothesis, a network
framework model based on Rumelhart and McClelland’s (1982)
interactive activation model, posits that greater levels of com-
petition or inhibition between neighbors for high than low N
targets offset the facilitatory effect of the prime. A recent study
from Andrews and Hersch (2010) found that for adults who were
“above average” spellers, form primes preceding high N targets
led to a significant slowing of lexical decision response time (i.e.,
the prime inhibited rather than facilitated response times). Such
inhibitory effects are not reconcilable with search models, but can
be accommodated by models postulating inhibitory links.

Masked form priming for high N words has been shown to
vary across development, suggesting experience, maturation, or
an interaction between the two alters the mechanisms that yield
this behavioral effect. Unlike adults, children show masked form
priming for both low and high N words (Castles et al., 1999, 2003,
2007). Castles et al. (1999) initially hypothesized that written
vocabulary growth, and its effects on either lexical tuning or lexi-
cal competition (Castles et al., 2007), is related to developmental
differences in neighborhood density effects on form priming.
Since children have smaller written vocabularies than adults, they
may not know all of the neighbors of a high N target, rendering
the target effectively low N. As neighbors of a particular word are
learnt, vocabulary growth would either initiate the recoding of
high N words or increase the number of inhibitory links associ-
ated with that particular word. Some studies support this theory,
documenting attenuation of form priming with age (Castles et al.,
2007). Other studies have continued to show large priming effects
during developmental periods when written vocabulary was pre-
sumed to increase. For example, Castles et al. (1999) reported that
children continued to show facilitation from 2nd grade until 6th
grade, when vocabulary testing revealed that the high N targets
were effectively high N for the 6th graders. This finding led to
the hypothesis that a neighborhood density threshold has to be
reached before lexical detectors begin to narrow their tuning. This
hypothesis was supported by the observation that the 6th graders
with the highest sight vocabularies showed no form priming for
high N targets (Castles et al., 1999).

The purpose of this paper is to test the hypothesis that differ-
ences in written vocabulary size underlie developmental differ-
ences in form priming. To test this hypothesis, we controlled for,
and quantified, effective N. We used very low N (0–1 neighbors)
and very high N (≥10 neighbors) targets, which afforded us two
potential advantages. First, the use of very high N stimuli pro-
vided an opportunity to test whether we could replicate Andrews
and Hersch’s (2010) finding of significant inhibition for high N
form priming in adults, as such high N stimuli would be expected
to generate substantial lexical competition. Second, the use of very
high N stimuli increased the likelihood that these stimuli would
be high N for young children, who might know only a fraction of
the neighbors. We measured children’s knowledge of these neigh-
bors to determine whether individual differences in form priming
related to individual differences in neighbor knowledge, as would

be expected if vocabulary size related to high N form priming. As
a final test, we created a “matched” set of stimuli whose average N
equaled the estimated effective N for the youngest children. These
matched stimuli were shown only to the adults to control for
potential differences in effective N between children and adults. If
significant differences were seen between the matched N stimuli
in adults and the high N stimuli in children, then the likelihood
is markedly reduced that vocabulary differences are the cause of
developmental differences in priming. In the first analysis, we
used linear mixed effects modeling to calculate the expected reac-
tion time to stimuli that were preceded by different prime types as
a function of age. We expected everyone to show facilitation due
to repetition primes (e.g., flee-FLEE) and form primes preceding
low N targets. However, we expected only the younger partici-
pants to show facilitation when form primes preceded high N
targets. The second analysis also entailed a linear mixed effects
model, but the matched N targets were inputted for the adults to
control for effective neighborhood size. If we found no differences
between the adults’ matched N words and the children’s high
N words, then the results would support the written vocabulary
growth hypothesis. In contrast, if we found significant differences
between the two age groups, wherein children were facilitated in
the high N form priming condition but adults were not facili-
tated in the matched N form priming condition, then the results
would not support the written vocabulary growth hypothesis. In
our final analysis, we tested whether age or vocabulary size was a
better predictor of high N form priming effects in children and
adolescents. Vocabulary being the better predictor would support
the written vocabulary growth hypothesis, whereas the opposite
result would not.

A second goal of this study was to map the developmen-
tal trajectory of form priming. Previous studies have primarily
examined discrete age groups (e.g., testing children in 2nd, 4th,
and 6th grade, as well as adults). This study is the first priming
study, to our knowledge, to test age as a continuous variable from
childhood through adulthood.

METHODS
PARTICIPANTS
Twenty-seven adults (18–27 years old, 11 males), 26 adoles-
cents (13–17 years old, 13 males), and 38 children (7–12 years
old, 15 males) were recruited from Washington University in St.
Louis and the St. Louis metropolitan area. All participants were
monolingual, native English speakers, with normal or corrected-
to-normal vision and no history of neurological or psychiatric
disorders. Adult participants and parents of child and adolescent
participants provided informed consent and child and adoles-
cent participants provided informed assent. Participants were
compensated $15/h. All aspects of the study were performed
with the approval of the Washington University Human Studies
Committee.

Subject data were included in the study if: (1) accuracy in each
condition of the lexical decision task was above chance (50%), and
(2) the participant did not report being able to read the primes.
Thirteen children and 2 adolescents did not meet the accuracy
criteria. One adult reported being able to see the primes. The
final sample comprised 26 adults (18–23 years old, 11 males),
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24 adolescents (13–17 years old, 13 males), and 25 children
(8–12 years old, 12 males). Although we did not collect IQ and
reading measures from all children, the available IQ and reading
data did not differ between included and excluded participants.
Additional demographic and psychometric data are reported in
Table 1.

Thirteen out of 38 children had to be removed from the analy-
sis due to low accuracy. This issue does not appear unique to our
cohort. For example, Castles et al. (1999) stated that “a number”
of grade 2 children (mean age = 7 years, 10 months) needed to be
removed from the analysis due to low accuracy, but did not state
how many. Fifteen percent of the grade 3 children (mean age = 8
years, 6 months) tested in the Castles et al. (2007) study had to be
removed due to low accuracy. The neighborhood size of stimuli
used in the present study may explain why this experiment was
more challenging than previous studies. Low N words and high
N non-words are the most challenging stimuli to correctly clas-
sify. The low N word targets in the Castles et al. (1999) study had
a mean N of 1.3, whereas in the present study they had 0 neigh-
bors. The high N non-words in the Castles et al. (1999) study had
a mean N of 8.9, whereas in the present study they had a mean N
of 12.7 (range: 10–19).

DESIGN AND STIMULUS MATERIALS
Design
The lexical decision task contained both word and non-word
stimuli; only words were analyzed. The words and non-words var-
ied by Orthographic Neighborhood Size (high, low) and Prime
Type (repetition, form, unrelated). An additional Orthographic
Neighborhood Size condition (matched N) was presented to adult
participants as a control condition. Children and adolescents
completed a neighbor knowledge test to measure their effective
Ns. Adolescents also completed psychometric testing; children
and adults did not, but some psychometric data were available
from previous studies in the lab. We describe three discrete age
groups in the Methods section, as the testing procedures were
slightly different for each age group. However, in the analyses, age
is treated as a continuous variable.

Table 1 | Participant information.

N Age in N Age in IQ Reading

years years standard

score

Children 38 10.31 (1.39) 25 10.57 (1.14) 124* 118.62*

Adolescents 26 15.10 (1.24) 24 15.22 (1.20) 111 103.25

Adults 27 20.98 (1.21) 26 20.91 (1.18) 126* N/A

Bold values pertain to all tested participants. Non-bold data pertain to the partic-

ipants who met the inclusion criteria. The asterisk (*) signifies that the data is

an estimate based on a subset of the included population. The Vocabulary and

Matrix Reasoning Subtests of the Wechsler Abbreviated Scale of Intelligence

were used to calculate the IQ scores. The Letter-Word ID, Word Attack, and

Reading Fluency subtests of the Woodcock Johnson (WJ) Tests of Achievement

were used to calculate the reading standard scores. Data are presented as

means with standard deviations (SD) in parentheses, except where noted.

Stimulus materials: lexical decision task
Stimuli were white letter strings displayed in the center of the
screen in Courier font on a black background. Stimuli subtended
0.57 visual degrees vertically and up to 1.64 visual degrees hor-
izontally. The mask had a contrast value of 0.47 and the other
stimuli had similar contrast values.

Target items were 210 4–5 letter English words and 210 4–
5 letter legal non-words compiled using the e-Lexicon database
(Balota et al., 2007). All the word targets shown to children and
adolescents had a 3rd grade frequency ≥ 1 (Zeno et al., 1995). The
target words had one of three orthographic neighborhood sizes:
70 were high N (10–19 orthographic neighbors), 70 were low N (0
orthographic neighbors), and 70 were matched/medium N (8–9
orthographic neighbors) (Balota et al., 2007). The target non-
words had the same characteristics, save that the low N non-words
had 1 orthographic neighbor. The orthographic neighborhood
size for the matched N stimuli, shown to adults as a control for
children’s smaller vocabularies, was selected to approximate the
expected effective N of the high N list for the youngest chil-
dren. Specifically, stimuli in matched N list had 8–9 orthographic
neighbors, which corresponded to the average number of neigh-
bors per high N word target with a 3rd grade frequency ≥ 1 (Zeno
et al., 1995).

Lexical properties of the target stimuli are displayed in Table 2.
There were no effects of Orthographic Neighborhood Size or
Lexicality on letter string length, and no effect of Orthographic
Neighborhood Size on HAL (Hyperspace Analog to Language)
frequency (Lund et al., 1995)1, HAL log frequency, and number of
syllables for words, all ps > 0.10. The HAL frequency of the ortho-
graphic neighbors for the matched N words and high N words did
not differ, p = 0.92. The 3rd grade frequency of the high N and
low N words also did not differ, p = 0.39.

Each trial began with a forward mask consisting of a row
of Xs, matched in length to the number of letters in both the
prime and target (e.g., XXXX for a four-letter prime/target).
Although an “x” is an English letter, it was only found in three
targets. The forward mask was presented for 800 ms. Next, a
prime was presented in lowercase font for 66.66 ms. This prime
duration was chosen to closely approximate the prime dura-
tion in Castles et al. (1999) (57 ms) given our monitor refresh
rate of 13.33 ms. Although the prime duration is slightly longer
than usual, all of our participants except one reported either
being completely unaware of the prime or of simply seeing a
flicker on the monitor. Despite suggestions that prime visibil-
ity has a minimal impact on behavioral effects (Schmidt, 2013),
we elected to exclude that participant because she occasionally
made lexical decisions to the prime instead of the target stim-
ulus. Then, a target was presented in uppercase font for 800 ms
or until a lexical decision was made. Participants were instructed
to determine whether the target was a real English word or a
“made-up” word and to indicate their response by either the
left or right button on a button box with the corresponding
index finger. Response mappings were counterbalanced across
participants.

1The HAL frequency was derived using a corpus of words from Usenet, which
includes all newsgroups using English dialog.
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The number of letters in the prime and target was equal for
each trial. Repetition primes were characterized by the same item
appearing in lowercase font as a prime and uppercase font as a
target. Form primes were characterized as differing by one let-
ter position from the target. All letter positions were changed an
equal number of times. Unrelated primes shared a maximum of
one letter in the same position as the target. The lexicality of the
prime was selected to give no indication of the lexicality of the
target item. For repetition prime trials, word primes always pre-
ceded word targets (e.g., rice-RICE) and non-word primes always
preceded non-word targets (e.g., deat-DEAT). For form prime
trials, non-word primes preceded word targets (e.g., ruce-RICE)
and word primes preceded non-word targets (e.g., dean-DEAT).
For unrelated prime trials, half of the targets were preceded by
non-word primes and half were preceded by word primes (e.g.,
lunt-RICE or epic-RICE; tond-DEAT or milk-DEAT). All unre-
lated non-word primes were orthographically legal. Non-word
form primes were created by replacing consonants with other
consonants and vowels with other vowels. The prime lexicality
was chosen to replicate the Castles et al. (1999) experimental
design to facilitate cross-study comparisons.

For each target, three primes (repetition, form, and unre-
lated) were created. Initially, 12 lists (6 for adults, 6 for chil-
dren/adolescents) were created with different combinations of
the 3 prime types, so that every participant viewed each tar-
get once but, across the sample, every target was preceded by
every prime type. Each list was then pseudorandomized with
the constraint that no more than 6 examples of a particular
response type were presented sequentially. Two pseudorandom-
ized versions were generated for each list, yielding a total of 24
stimulus lists (12 for adults, 12 for children/adolescents) (see
Supplementary Material for a list of stimuli).

Stimulus materials: neighbor knowledge test
The neighbor knowledge test served as our in-house vocabu-
lary test and was used to measure the children’s and adolescents’
knowledge of the neighbors of the high N stimuli. Stimuli were
white letter strings displayed in Courier font on a black back-
ground. Stimuli subtended 0.573 visual degrees vertically and up
to 1.637 visual degrees horizontally. The possible targets were the
605 unique neighbors of the word targets from the lexical deci-
sion task. The foils were 195 orthographically legal non-words.

Lexical properties of the target stimuli are displayed in Table 3.
The targets and foils were randomly divided into 5 lists of 160
items. 20–30% (M = 24.38%) of each list consisted of non-word
foils. Each list was pseudorandomized, with the constraint that
no more than 6 examples of a particular response type were
presented sequentially.

Each trial began with a centered row of Xs presented for
800 ms, matched in length to the number of letters to the tar-
get/foil (e.g., XXXX for a four-letter item). Then, a centered target
or foil was presented in lowercase font until the participant made
a lexical decision. Response mappings were kept constant from
the priming experiment.

Adults did not take the Neighbor Knowledge Test because we
assumed that the adults knew most of the neighbors. The neigh-
bors were fairly frequent [Hyperspace Analog of Language (HAL)
mean: 26639.6, range: 16–1060831], and the adults were of high
ability (estimated IQ = 126, all but one adult participant were
students at Washington University in St. Louis).

PROCEDURE
Participants were tested individually in a dark, quiet, and win-
dowless room. Stimulus presentation and response collection was
controlled by PsyScope X (Carnegie Mellon University, Build
53) scripts running on an Apple OS X computer. Stimuli were
displayed on a Trintron PC monitor. Participants’ heads were
held in place by a chin rest positioned 70 cm from the display
monitor. Child and adolescent participants completed the prac-
tice trials, the lexical decision task, and the neighbor knowledge
test. Adolescent participants also completed psychometric testing.

Table 3 | Lexical properties of neighbor knowledge test stimuli.

Length Freq. HAL Log freq. Number of Number of

HAL orthographic syllables

neighbors

Words 4.51 (0.5) 26640 (85148) 8.01 (2.2) 10.09 (4.2) 1.10 (0.3)
range: 1–24

Non-words 4.34 (0.5) 8.04 (2.7)
range: 0–22

Properties of the target stimuli expressed as mean (standard deviation).

Abbreviations and conventions as in Table 2.

Table 2 | Lexical properties of target stimuli.

Length (no. No. of Freq. HAL Log freq. 3rd grade Range of No. of HAL freq.

of letters) syllables HAL freq. neighbors neighbors of neighbors

W
or

ds

Low N 4.76 (0.4) 1.13 (0.3) 50796 (163900) 8.75 (2.0) 102.83 (299.6) 0 0.00 (0.0)
Matched N 4.73 (0.4) 1.09 (0.3) 45884 (156600) 8.88 (1.8) 8–9 8.59 (0.5) 7.96 (0.8)
High N 4.66 (0.5) 1.06 (0.2) 36436 (71635) 9.08 (1.9) 67.23 (177.5) 10–19 13.06 (2.8) 7.97 (0.8)

N
on

-w
or

ds Low N 4.74 (0.4) 1 1.00 (0.0)
Matched N 4.73 (0.4) 8–9 8.59 (0.5)
High N 4.66 (0.5) 10–19 12.70 (2.6)

Properties of the target stimuli expressed as mean (standard deviation). Frequency (freq.) measures were identified from the Hyperspace Analog to Language (HAL)

estimates in the e-Lexicon database. Coltheart’s N was used to identify neighbors.
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Adult participants completed the practice trials and the lexical
decision task.

Participants were instructed to determine whether each stim-
ulus was a real word or a “made-up” word. Participants were told
to respond as quickly and accurately as possible, and not to worry
if they made an occasional mistake.

Additional instructions were given to children and adolescents
to reduce the high false alarm rate seen during pilot testing. They
were told that all of the words were fairly easy words, which they
might have read before in books and whose meaning they knew.
Additionally, if something looked like a word, but they hadn’t read
it before or did not know what it meant, it probably was a made-
up word.

Practice trials
After receiving instructions, child and adolescent participants
viewed 10 flashcards, with different example stimuli, and were
asked to determine whether each stimulus was a word or a non-
word. The experimenter gave feedback, pointing out that some
of the non-words looked or sounded like real words. All partici-
pants were given 10 practice trials on the computer (with the same
procedure as the lexical decision task trials).

Lexical decision task
Adults completed 420 experimental trials, with five breaks.
Children and adolescents completed 280 experimental trials, with
four breaks. The difference in the number of trials was due
to adults also seeing the medium N stimuli. The task lasted
approximately 20–30 min.

Neighbor knowledge test
Child and adolescent participants completed 160 experimental
trials, with 1 break. The task lasted approximately 10 min. This
task was always presented after the lexical decision task.

Participants were instructed that accuracy was more important
than speed on this task. To reduce guessing, they were told to only
answer “word” if they were sure that they had read the item before
and knew what it meant.

Psychometric testing
Adolescent participants completed the Vocabulary and Matrix
Reasoning subsets of the Wechsler Abbreviated Scale of
Intelligence (WASI, Wechsler, 1999) and Letter-Word ID, Word
Attack, and Reading Fluency subtests of the Woodcock Johnson
(WJ) Tests of Achievement (WJ III-R COG; Woodcock et al.,
2001). Although adults and children did not complete this test-
ing, some of their IQ and reading ability measures (calculated
using the same assessments) were available from prior studies.
We believe that the subset is representative of the entire sam-
ple, as there was no systematic variation on the experimental
task between the participants for whom scores were and were not
available.

RESULTS
NEIGHBOR KNOWLEDGE TEST
For child and adolescent participants, the effective N of the high
N word stimuli was estimated from the neighbor knowledge test.

Each child was not tested on every neighbor; estimates of each
child’s effective N were generated using the sample of neigh-
bors on which he/she was tested. First, each neighbor word was
weighted by the number of word targets (henceforth, “points”)
from the lexical decision task for which it was a neighbor (e.g.,
“cases” was worth 5 points because it was a neighbor of 5 high
N targets including “cages” and “bases”). A weighted estimate
of the proportion of neighbors of the high N targets that each
child or adolescent knew was computed to estimate their effec-
tive Ns (see Equation 1). First, we summed the points for each
hit (i.e., each real word that the child identified as such). This
sum was called the number of points earned. Then, we summed
together the total possible points (# possible points). We multi-
plied the number of possible points by the false alarm rate to
estimate the number of points the child earned through ran-
dom guessing. We then subtracted this product from the number
of points earned to calculate the number of points the child
earned by knowing the vocabulary words, rather than by ran-
domly guessing. We then divided this amount by the number
of possible points to calculate the proportion of points the child
earned by knowing the vocabulary words. This proportion was
multiplied by the average N of the high N target words (13.06)
to calculate the average number of neighbors that each child or
adolescent knew. A weighted estimate was used because there was
a great range in the number of targets (1–5) for which a given
item was a neighbor. This weighted calculation allowed us to
give more credit when known words were neighbors of multiple
targets.

(
# points earned

) − [
(false alarm rate) ∗ (

# possible points
)]

(
# possible points

)

(1)
On average, children knew 9.38 neighbors (SD = 1.03) of each
target word and adolescents knew 9.98 neighbors (SD = 1.20)
out of 13.06. Although this difference is small, the correlation
with age was significant (r = 0.36, p = 0.01). Neighbor knowl-
edge test scores strongly correlated with WASI raw vocabulary
scores (r = 0.62, p < 0.01), but not WASI matrix reasoning raw
scores (r = 0.30, p = 0.07)2, suggesting that the neighbor knowl-
edge test tapped into an aspect of children’s general vocabulary
knowledge.

The neighbor knowledge test confirmed that target words were
fairly high N for the children and adolescents. Furthermore, the
“matched N” list (where N = 8.59) shown to the adults closely
approximated, or slightly underestimated, the effective N for the
children (i.e., 9.38). It is preferable for the matched N condition
to slightly underestimate the average effective N for the children,
because it is over-correcting for most children and very closely
matching the effective N for the youngest children [the average
effective N of the three youngest children (mean age = 8.95 years)
was 8.65]. The matched N condition was therefore used in sub-
sequent analyses as a control for differences in effective N across
development by determining whether similar results were seen for

2These correlations are based on the data from all of the adolescents and 13
children. The scores from the 13 children included in the correlation analyses
were obtained within a year of participation in the present study.
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adults with the matched N list and children and adolescents with
the high N list.

LEXICAL DECISION TASK
The adults, adolescents, and children were 93, 90, and 82% correct
on all trials respectively.

We conducted mixed linear analyses using the lme4 package
(Bates et al., 2010). The analysis methodology replicated that
of Andrews and Lo (2012). First, we filtered the responses to
examine only correct responses to word targets. Then we calcu-
lated the mean and standard deviation RT for each participant.
Outlier RTs more than two standard deviations from a partici-
pant’s mean were removed from the analysis (see Table 4). The
negative inverse RTs were calculated as visual inspection showed
that this best approximated a normal distribution and this trans-
formation was used in similar studies (Andrews and Lo, 2012).
The analyses treated participants and targets as crossed random
effects. We assessed the effects of target neighborhood size and
prime type with two orthogonal normalized contrasts compar-
ing (a) average priming (mean of repetition and form primes
as compared to unrelated primes) and (b) form and repetition
primes. A generalized matrix inversion was then conducted on the
contrast weights to yield interpretable main effects. To facilitate
comparison with previous evidence of form priming, a second
set of models tested generalized matrix inverted normalized con-
trasts that separately compared the form and repetitions primes
with the unrelated primes. Higher order interactions of these con-
trasts with neighborhood size were included as fixed effects. Since
the t-values obtained using linear mixed effects models are not
conventionally associated with degrees of freedom, Markov-chain
Monte Carlo simulations with 10,000 simulations were used to
obtain the associated p-values.

We were interested in testing the three-way interaction
between target orthographic neighborhood size (categorical
high/low), participant age (continuous), and prime type (using
the contrasts described above). The most straightforward sup-
port of our main hypothesis would be a significant interaction
between age, neighborhood size, and the contrast between form
and unrelated primes. This finding would suggest that the extent
of form priming (as compared against the unrelated baseline, the
typical calculation) to high N words changes with age. However,

Table 4 | Reaction time on lexical decision task.

Children Adolescents Adults

Low N Repetition 799 (281) 649 (157) 551 (109)
Form 836 (273) 677 (160) 582 (91)
Unrelated 857 (244) 700 (165) 594 (91)

Matched N Repetition – – 543 (97)
Form – – 583 (97)
Unrelated – – 584 (89)

High N Repetition 799 (258) 626 (153) 535 (94)
Form 822 (259) 672 (166) 582 (93)
Unrelated 836 (268) 665 (144) 577 (89)

The trim reaction time (ms) to correct word targets displayed as mean (standard

deviation).

our hypothesis would also be supported if there were a signifi-
cant interaction between age, neighborhood size, and the contrast
between form and repetition primes. Repetition and form primes
only differ by one letter. The significant interaction would sug-
gest that the way participants respond to partially and fully
matching primes preceding high N targets changes with age. We
also regressed out factors which can affect reaction time: fre-
quency, length, number of syllables, bigram mean, RT on the
preceding trial, and accuracy on the preceding trial (see Table 5

Table 5 | The coefficients and their significances in the model using

the high N targets in adults.

B Std. Error t pMCMC

Intercept −1.623 0.0189 −85.62 0.0001
Log freq. −0.0218 0.0033 −6.62 0.0001
Prev. RT 0.1225 0.0084 14.54 0.0001
Bigram mean −0.0001 0.0001 −1.42 0.1502
Length 0.0179 0.0145 1.24 0.1996
No. of syllables 0.0395 0.0222 1.78 0.0684
Prev. accuracy 0.0431 0.0088 4.90 0.0001
Age −0.0409 0.0040 −10.17 0.0001
N −0.0287 0.0124 −2.31 0.0160
Age*N −0.0010 0.0011 0.87 0.4120
UNRELATED/REPETITION & FORM CONTRAST; FORM/REPETITION

CONTRAST

U/R&F −0.0759 0.0055 −13.90 0.0001
F/R −0.0984 0.0062 −15.77 0.0001
Age* U/R&F −0.0017 0.0012 −1.35 0.1866
Age* F/R −0.0081 0.0014 −5.81 0.0001
N* U/R&F −0.0333 0.0109 3.05 0.0018
N* F/R −0.0414 0.0125 −3.31 0.0008
Age*N* U/R&F −0.0010 0.0024 −0.42 0.6706
Age*N*F/R −0.0074 0.0028 −2.65 0.0112
UNRELATED/FORM CONTRAST; UNRELATED/REPETITION

CONTRAST

U/F −0.0267 0.0063 −4.22 0.0001
U/R −0.1251 0.0063 −20.02 0.0001
Age*U/F 0.0024 0.0014 1.70 0.0952
Age*U/R −0.0057 0.0014 −4.09 0.0001
N*U/F 0.0540 0.0127 4.26 0.0001
N*U/R 0.0127 0.0125 1.01 0.3096
Age*N*U/F 0.0027 0.0028 0.95 0.3548
Age*N*U/R −0.0047 0.0028 −1.69 0.0924
RANDOM EFFECTS

Variance Stdev.

Target 0.0042 0.0650
Ordering by participant <0.0001 0.0003
Participant 0.0226 0.1504

pMCMC is the p-value obtained using Markov-Chain Monte Carlo simulations.

N is an abbreviation for orthographic neighborhood size. U, F, and R are abbre-

viations for unrelated, form, and repetition priming respectively. Therefore, U/F

represents the contrast between the unrelated and repetition priming conditions

and U/R & F represents the contrast between the unrelated condition and both

the repetition and form priming conditions, etc. All continuous variables are cen-

tered. Previous accuracy is a categorical variable, with a correct response being

the baseline. Orthographic neighborhood size is a categorical variable with 2

levels. A contrast code was used to compare orthographic neighborhood size.
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and Figure 1). As one can see from the figure, RT decreased with
age. For Low N targets, the effects of the three prime condi-
tions were relatively constant across age: repetition primes were
more beneficial than form primes which were more beneficial
than unrelated primes. However, for high N targets, the effects of
the three priming conditions varied with age. Although repetition
primes were always the most beneficial, the benefit derived from
repetition primes (as compared to unrelated primes) increased
with age. In contrast, the benefit derived from form primes (as
compared to unrelated primes) decreased with age. In fact, for
the oldest participants, form primes had a slight inhibitory effect.

Log frequency, orthographic neighborhood size, accuracy
on the previous trial, and age were negatively correlated with
RT, whereas RT on the previous trial was positively correlated
with RT. Consistent with our key hypothesis, the three-way
interaction between age, neighborhood size, and the contrast
between form and repetition priming was significant, t = −2.65,
pMCMC = 0.01. In the low N condition, form and repetition
priming decreased slightly with age; in the high N condition,
form priming greatly decreased with age whereas repetition prim-
ing increased with age (Figure 1). This interaction can be further
unpacked by examining the predicted values. For low N targets,
the amount of benefit derived from both repetition and form
primes preceding low N targets decreased by about 20 ms between
the ages of 9 and 22. After controlling for confounding variables,
a hypothetical 9 year old (corresponding to the average age of
the three youngest participants) would yield a 63.79 ms repeti-
tion priming effect and a 38.58 ms form priming effect; whereas a
hypothetical 22 year old would yield a 44.25 ms repetition prim-
ing effect and a 15.04 ms form priming effect. A different pattern
of results emerges for high N targets. For children, priming is

more beneficial in the low than high N condition. A hypothet-
ical 9 year old would yield a 32.26 ms repetition priming effect
and a 19.49 ms form priming effect. In adults, however, repetition
priming is equally beneficial in the high N condition (45.54 ms).
Furthermore, although form primes benefited children in the
high N condition, they actually inhibited adults (−6.3 ms).

We repeated the analysis using the matched N words for the
adults. If the models using the high and matched N words were
similar, it would suggest that development differences in prim-
ing effects are not solely due to vocabulary acquisition, as the
effective N is controlled for in the matched N model. Target-
specific random effects were excluded from matched N model
since the adults and children/adolescents saw different items. The
pattern of results seen in the matched N and high N models
were very similar (see Table 6). All significant effects replicated,
save that the three-way interaction between age, neighborhood
size, and the contrast between form and repetition priming was a
trend t = −1.78, pMCMC = 0.08. We re-ran the analyses with
a slightly different method of cleaning outliers; replacing out-
liers with a boundary value rather than replacing them (fence
method). Using this method of data cleaning, the three-way inter-
action between age, neighborhood size, and the contrast between
form and repetition priming was significant, t = −2.33, pMCMC
= 0.02. Although the interaction was only significant using one
of the methods of cleaning outliers, it is important to remember
that we over-corrected for effective N in this analysis. Therefore,
we were able to find marginally significant effects even when
the stimuli the adults saw had fewer neighbors than the chil-
dren’s effective N. Presumably, a closer matching of N would
yield significant results. The coefficients for length, number of
syllables, and bigram frequency were significant in the matched

FIGURE 1 | The predicted (based on our models) average reaction time to targets preceded by the three different prime types as a function of age (in

years). This model used the high N targets in adults.
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Table 6 | The coefficients and their significances in the model using the matched N targets in adults.

Trim Fence

B Std. Error t pMCMC B Std. Error t pMCMC

Intercept −1.626 0.0184 −88.33 0.0001 −1.605 0.0184 −87.17 0.0001
Log Freq −0.0230 0.0015 −15.53 0.0001 −0.0264 0.0016 −16.87 0.0001
Prev. RT 0.1172 0.0087 13.55 0.0001 0.1178 0.0088 13.37 0.0001
Bigram mean −0.0001 <0.0001 −2.36 0.0210 0.0001 <0.0001 −2.39 0.0160
Length 0.0153 0.0063 2.41 0.0140 0.0203 0.0067 3.01 0.0026
No. of Syllables 0.0458 0.0095 4.84 0.0001 0.0523 0.0099 5.27 0.0001
Prev. Accuracy 0.0356 0.0089 3.98 0.0001 0.0505 0.0093 5.42 0.0001
Age −0.0406 0.0041 −9.95 0.0001 −0.0406 0.0041 −9.96 0.0001
N −0.0190 0.0054 −3.53 0.0004 −0.0156 0.0057 −2.74 0.0060
Age*N 0.0010 0.0012 0.81 0.4114 0.0021 0.0013 1.67 0.0918
UNRELATED/REPETITION & FORM CONTRAST; FORM/REPETITION CONTRAST

U/R&F −0.0771 0.0057 −13.62 0.0001 −0.0817 0.0060 −13.71 0.0001
F/R −0.0926 0.0065 −14.30 0.0001 −0.0973 0.0068 −14.23 0.0001
Age* U/R&F −0.0018 0.0013 −1.39 0.1594 −0.0028 0.0013 −2.06 0.0380
Age* F/R −0.0073 0.0014 −5.02 0.0001 −0.0083 0.0015 −5.39 0.0001
N* U/R&F 0.0260 0.0114 2.29 0.0214 0.0396 0.0119 3.32 0.0008
N* F/R −0.0295 0.0130 −2.27 0.0230 −0.0319 0.0137 −2.33 0.0180
Age*N* U/R&F −0.0015 0.0025 −0.58 0.5430 0.0011 0.0027 0.43 0.6694
Age*N*F/R −0.0051 0.0029 −1.78 0.0754 −0.0071 0.0031 −2.33 0.0214
UNRELATED/FORM CONTRAST; UNRELATED/REPETITION CONTRAST

U/F −0.0308 0.0066 −4.69 0.0001 −0.0331 0.0069 −4.79 0.0001
U/R −0.1234 0.0065 −19.05 0.0001 −0.1304 0.0068 −19.06 0.0001
Age*U/F 0.0019 0.0015 1.28 0.1946 0.0014 0.0015 0.89 0.3690
Age*U/R −0.0054 0.0014 −3.72 0.0004 −0.0069 0.0015 −4.49 0.0001
N*U/F 0.0407 0.0131 3.10 0.0014 0.0556 0.0148 4.02 0.0001
N*U/R 0.0112 0.0130 0.86 0.3868 0.0237 0.0137 1.73 0.0838
Age*N*U/F 0.0011 0.0029 0.37 0.7296 0.0047 0.0031 1.52 0.1304
Age*N*U/R −0.0040 0.0029 −1.39 0.1646 −0.0024 0.0031 −0.79 0.4270
RANDOM EFFECTS

Variance Stdev. Variance Stdev.

Ordering by participant <0.0001 0.0003 <0.0001 0.0004
Participant 0.0233 0.1526 0.0232 0.1524

Abbreviations and conventions as in Table 5. Trim refers to the data cleaning method in which outliers are removed, whereas fence refers to the data cleaning

method in which outliers are replaced with a boundary value.

N model although they were not in the high N model, possi-
bly due to the exclusion of target-specific random effects in the
current model. The matched and high N model similarity can
be discerned by comparing Figures 1, 2. Inspection of the pre-
dicted values reveals that even when the effective neighborhood
size was matched, a hypothetical 22 year old adult showed more
repetition priming (44.77 ms) and less form priming (−0.76 ms,
again revealing slight inhibition) than the hypothetical 9 year
old child did (repetition priming: 34.52 ms; form priming:
16.88 ms).

Next, we tested whether the developmental trajectory was bet-
ter explained by age or by the neighbor knowledge test. We
restricted our test to children and adolescents because adults did
not take the neighbor knowledge test. We used a linear mixed
analysis, but instead of using Age as a factor in the three-way inter-
action, we used (Age + Neighbor Knowledge). This analysis was
appropriate because the correlation between age and neighbor

knowledge (r = 0.36) is well below accepted cutoffs for collinear-
ity. Since the three way interaction was of main interest, we only
ran the first pair of contrasts (unrelated/repetition&form; repe-
tition/form). The results are displayed in Table 7 and Figure 3.
In the interest of space, only factors involved in the three-way
interaction are reported. The interaction between age, N, and
the form/repetition priming contrast was significant, t = −2.50,
pMCMC = 0.01. Furthermore, the interaction between Neighbor
Knowledge, N, and the form/repetition priming contrast was
non-significant, t = 0.59, pMCMC = 0.57. This analysis suggests
that age, and not vocabulary, drives developmental differences in
priming.

DISCUSSION
Previous studies have shown that children are facilitated by both
repetition and form primes preceding both low and high N tar-
gets. In contrast, adults do not show facilitation when form
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FIGURE 2 | The predicted (based on our models) average reaction time

to targets preceded by the three different prime types as a function of

age (in years). The trim method was used to clean outliers. This model used

the medium N targets in adults. Note that the graph for the Low N words is
slightly different than Figure 1 because the item-specific random effects are
not included in this model.

primes precede high N targets (Castles et al., 1999). However, it
was unclear whether increases in written vocabulary size underlie
these developmental changes. This study sought to replicate pre-
vious findings and test the hypothesis regarding vocabulary across
a broader range of ages than had been previously studied. Our
study replicated previous findings in that children were facilitated
by repetition and form primes, but adults were facilitated in three
conditions (high and low N repetition priming; low N form prim-
ing) but inhibited by form primes preceding high N targets. When
we examined whether written vocabulary growth could explain
this developmental differences, we found that it could not. Our
models predicted developmental differences when controlling for
effective N (using a matched N stimulus set). They also indicated
that vocabulary size, measured using the neighbor knowledge test,
could not predict priming effects.

Treating age as a continuous variable also allowed us to identify
a previously unreported trend: the benefit derived from repetition
primes preceding high N targets slightly increased over the course
of development. Although previous developmental studies have
not shown changes in repetition priming with age (Castles et al.,
1999), there is evidence that more skilled adults (as measured
by faster RTs in a lexical decision task) showed more repetition
priming than low skilled adults (Kliegl et al., 2010). Since our
adults responded much faster than our children, our results nicely
dovetail with these findings.

Since written vocabulary does not seem to be related to
developmental differences in priming, another mechanism must
be at play. Andrews and Hersch (2010) identified a candidate
mechanism: lexical precision. In an adult study, they found that
spelling skill, but not written vocabulary size, was able to predict

individual differences in masked form priming. Poor spellers were
facilitated by form primes preceding high N words, whereas good
spellers were slightly inhibited. Since spelling ability is a mea-
sure of orthographic precision, these results suggest that it is
differences in lexical precision, rather than the number of neigh-
bors known (i.e., written vocabulary size), which determine form
priming effects. Although these effects were reported with adult
participants, it is possible that a similar mechanism underlies
developmental differences in priming. Children may show more
facilitation due to form primes preceding high N targets because
their orthographic representations are less precise.

Precise representations are fully specified so that a written
word can fully determine the lexical representation to be acti-
vated, and this lexical representation can be quickly activated
with minimal activation of its neighbors. Let us quickly summa-
rize how an increase in the precision of lexical entries accounts
for both our expected and rather surprising findings, before
discussing the mechanism by which the lexical entry achieves this
precision. The first finding is that adults derive equal benefit from
repetition primes preceding both low and high N targets, whereas
children derive more benefit in the low N condition. When a
person with high quality lexical representations (presumably an
adult) sees a repetition prime, the prime will quickly and cor-
rectly activate its corresponding lexical entry and nothing else.
The correct activation of its lexical entry will make response time
to the target faster. Therefore, adults will display equal repeti-
tion priming to low and high N targets. When a person with
lower quality lexical representations (presumably a child) sees a
repetition prime, it will activate its corresponding lexical repre-
sentation and the lexical representations of its neighbors (if any).
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Table 7 | The coefficients and their significances in the model that

tested the predictive power of effective N.

B Std. Error t pMCMC

Intercept −1.661 0.0440 −37.76 0.0001
Age −0.0475 0.0098 −4.86 0.0001
Vocab −0.0088 0.0224 −0.39 0.6426
N −0.0428 0.0164 −2.60 0.0082
U/R&F −0.0804 0.0124 −6.46 0.0001
F/R −0.1029 0.0142 −7.23 0.0001
Age*N −0.0032 0.0026 −1.20 0.2342
Vocab*N 0.0158 0.0060 2.62 0.0092
Age* U/R&F −0.0026 0.0028 −0.94 0.3528
Age*F/R −0.0094 0.0032 −2.92 0.0046
Vocab* U/R&F 0.0018 0.0064 0.29 0.7778
Vocab*F/R 0.0040 0.0074 0.54 0.6016
N* U/R&F 0.0300 0.0250 1.20 0.2316
N*F/R −0.0846 0.0285 −2.96 0.0032
Age* N*U/R&F 0.0017 0.0056 −0.29 0.7774
Age*N*F/R −0.0162 0.0065 −2.50 0.0102
Vocab* N*U/R&F 0.0049 0.0129 0.38 0.6946
Vocab*N*F/R 0.0088 0.0149 0.59 0.5732

Variance Stdev.

Target 0.0044 0.0662
Ordering by participant <0.0001 0.0004
Participant 0.0262 0.1617

This model only included children and adolescents. Although not shown in the

table, the length, frequency, bigram mean, and the number of syllables in the

target were controlled for in the model, as was the participants’ accuracy and

RT on the preceding trial. Here, “vocab” refers to the effective N as calculated

by the neighbor knowledge test. Abbreviations and conventions as in Table 5.

If the neighbors are slightly activated, they may weakly inhibit
the correct lexical representation. Therefore, if the prime has no
neighbors, the repetition prime will be more beneficial than if the
prime has many neighbors. Therefore, children will display more
repetition priming to low than high N targets.

This mechanism can also explain why children are facili-
tated by form primes preceding high N targets but adults are
not. Target preactivation occurs because the prime and target
share many of the same letters, so the letter level activates the
target. This facilitation can be counteracted by target neigh-
bor suppression due to lateral inhibition between orthographic
neighbors at the word level. Thus, a form prime will activate
all of its neighbors via the target preactivation effect. If the tar-
get has many neighbors, as in the high N condition, the target
word and many of its neighbors will be activated. As people
with high quality lexical representations are assumed to have
more lateral inhibition, the target word would be strongly inhib-
ited by its neighbors and the target neighbor suppression would
override all facilitation from the target preactivation effect. In con-
trast, people with low quality lexical representations have less
lateral inhibition, so the target preactivation effect would remain
stronger than the target neighbor suppression. Note that in both
cases, vocabulary is equated: people with low and high qual-
ity lexical representations know the same number of neighbors
of a given target word. But, the lateral inhibition from a given
neighbor is stronger in people with high quality lexical repre-
sentations. Of course, the above argument is purely speculative
as we, unfortunately, did not acquire measures of spelling abil-
ity (i.e., lexical precision). Nonetheless, the present results do not
support the written vocabulary hypothesis. The strongest alter-
native explanation is that changes in lexical precision underlie

FIGURE 3 | The predicted (based on our models) average reaction time to targets preceded by the three different prime types as a function of age (in

years) or effective N (in number of neighbors known) for just children and adolescents. Effective N was calculated using the neighbor knowledge test.
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developmental differences in form priming. Reading experience
cannot explain the differential priming effects in adults with vary-
ing spelling abilities, because Andrews and Hersch (2010) found
an effect of spelling ability while controlling for reading experi-
ence. However, the strength of reading experience as a predictive
variable could be moderated by age, specifically, it may wane
over development. It is possible that reading experience could
be responsible for the results found in this study for children.
Alternatively, writing experience, where children have to not only
recognize, but also produce, the correct spelling could under-
lie these developmental changes. Future studies which directly
correlate spelling ability and priming across the developmental
spectrum are needed.

Before concluding, we acknowledge additional limitations of
the present study. We restricted our target word stimuli to
higher frequency, shorter words. It is unknown whether neigh-
borhood effects on the development of form priming would
persist across different word types. Second, to allow for a close
comparison to previous developmental studies, we approximated
as closely as possible the experimental timing used by Castles
et al. (1999). However, adult form priming appears sensitive to
subtle variations in experimental timing (Ferrand and Grainger,
1994). It is unknown if children display more adult-like pat-
terns at longer prime durations. An additional concern is that
the lexical decision task elicited large developmental differences
in response time. Prior studies have demonstrated that appar-
ent developmental differences in letter processing are reaction
time dependent (Lachmann and van Leeuwen, 2008). However,
after accounting for RT in a mixed linear effects model, age
was still a significant predictor (t = −3.21, pMCMC < 0.01).
In addition, it is unlikely that the developmental differences in
RT reflect a difference in speed/accuracy trade-offs across age,
as the children were both slower and more inaccurate than the
adults.

Our results suggest that age-related factors beyond written
vocabulary size underlie the developmental differences in high N
form priming. Future studies may benefit from using designs that
more closely match children’s effective N and examining other
individual differences (e.g., spelling ability) to pinpoint specific
mechanisms that lead to developmental changes in the precision
of lexical representations. Understanding why children are differ-
entially affected by orthographic neighborhood size is crucial to
understanding how children learn to distinguish between words
with similar spellings, and why some children are not able to do
so even after adequate instruction.
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Prior research has shown superior orthographic learning resulting from spelling practice
relative to repeated reading. One mechanism proposed to underlie this advantage
of spelling in establishing detailed orthographic representations in memory is the
motoric component of the manual movements evoked in printing or writing. This study
investigated this contention directly by testing the effects of typing vs. printing on the
orthographic learning achieved through spelling practice, and further evaluated whether
practice modality interacts with pre-existing individual characteristics. Forty students in
grade 2 (mean age 7 years 5 months) were introduced to 10 novel non-words. Some of
the students practiced spelling the items by printing, while the others practiced spelling
them on a keyboard. Participants were tested for recognition and spelling of these items 1
and 7 days later. Results revealed high rates of orthographic learning with no main effects
of practice modality, testing time, or post-test modality. Hierarchical regression analyses
revealed an interaction between typing proficiency and practice modality, such that
pre-existing keyboarding skills constrained or facilitated learning within the typing-practice
group. A similar interaction was not found between printing skills and learning within the
printing group. Results are discussed with reference to both prominent reading theory and
educational applications.

Keywords: orthographic learning, lexical representations, self-teaching, spelling, reading, literacy, printing, typing

INTRODUCTION
When children enter into the often arduous task of mastering
early literacy skills, they begin applying their knowledge of the
alphabet by mapping speech sounds onto letters. Such letter-
sound associations underlie early literacy as children sound out
words in learning to read, and conversely analyze the sounds in
words to create a spelling attempt. But as children progress on the
pathway to literacy, they become better able to recognize words
fluently with far less apparent effort and to spell words correctly
by conventional standards. There thus appears to be a transi-
tion in literacy acquisition from a reliance on more laborious
phonologically based sounding out strategies to the use of mem-
ory representations for longer letter patterns and entire words
(Ehri, 2005). These memory representations are referred to as
orthographic representations and the process of storing such rep-
resentations as orthographic learning. There is now considerable
evidence that orthographic representations are stored as a result
of print exposure during decoding practice, resulting in a grow-
ing corpus of representations to be used in subsequent reading
and writing activity (e.g., Share, 2004; Castles and Nation, 2006).
More recently, spelling practice has been found to result in supe-
rior orthographic learning, relative to print exposure through
reading alone (Conrad, 2008; Ouellette, 2010), although the rea-
son for this has not been established. The present study evaluates
the role of one component of the spelling process often hypoth-
esized to underlie this advantage, i.e., the manual movements

involved in printing, while also evaluating the effectiveness of
computer keyboarding for learning new orthographic represen-
tations. In the process, we further consider whether any modality
effects interact with individual characteristics to support or con-
strain orthographic learning.

This research draws on two presently distinct bodies of litera-
ture: one dealing with orthographic learning and the other with
effects of printing vs. keyboarding in establishing lexical repre-
sentations in long term memory. Indeed one goal of this research
is to bring these two areas of study together, in evaluating the
role of the modality used in spelling practice and how this may
interact with individual learner characteristics, when it comes to
learning new word representations. To the best of our knowl-
edge this has yet to be specifically tested within an experimental
orthographic learning paradigm, yet is especially important when
one considers the prominence prescribed to orthographic learn-
ing in developmental literacy theory, the possible involvement of
motor commands/patterns in establishing lexical representations,
the increasing use of computers within the home and classroom,
and the diversity seen across learners.

ORTHOGRAPHIC LEARNING AND SPELLING
As just outlined, orthographic learning allows a student to
progress from less efficient sounding-out strategies to the use
of word-specific memory representations. Much developmental
theory explains fluent reading and accurate spelling as hinging
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upon such representations. Ehri (2005) has provided a now well
cited descriptive theory for instance, that depicts the beginning
reader/speller as one who progresses through phases of profi-
ciency related to their developing alphabetic and phonological
knowledge. Through experience with print, longer and longer
letter strings become stored in memory. Children in the final
“consolidated alphabetic phase” are able to read fluently and
to spell accurately, by relying upon these stored orthographic
representations.

According to Ehri (2005), orthographic learning comes about
through experience with printed language. The importance of
sounding out words or phonological recoding in orthographic
learning is further detailed in Share’s (1995, 2004) self-teaching
hypothesis. Share proposes that it is the process of applying letter-
sound knowledge in decoding printed text that allows the reader
to store longer and more detailed representations for encoun-
tered words. It is through decoding that children in essence,
teach themselves word-specific representations, which are then
available for future encounters with these now learned words.
As in Perfetti and Hart’s (2002) lexical quality hypothesis, pro-
ficient reading and spelling are seen to rely upon such highly
refined lexical representations. While Share, along with Perfetti
and Hart, posits an item-based theory rather than one of devel-
opmental phases, the focus on orthographic learning is the same.
There have been a number of recent studies in support of Share’s
hypothesis, showing that elementary school aged children learn
word specific orthographic representations from reading both
contextual passages and isolated words (e.g., Nation et al., 2007;
Ouellette and Fraser, 2009; Wang et al., 2011). Much of this
research has employed an orthographic learning paradigm mod-
eled after Share’s (1995, 1999) earlier work. The basic paradigm
involves exposing children to ambiguously spelled non-words.
The use of non-words controls for effects of previous exposure,
and the spellings are ambiguous in the sense that the pronunci-
ation could be matched to more than one possible spelling (e.g.,
yait which could conceivably also be spelled as yate). Following a
series of practice trials in which these non-words are read, partici-
pants are tested for spelling and/or recall with a forced choice task
where one of the choices is a homophone foil (i.e., the alternate
yet plausible spelling). If a participant persists with a phonolog-
ically based approach, they would be as likely to spell or identify
the homophone as they would the practiced item. Success on
these post-tests is thus seen as reflecting orthographic learning, as
accurate identification or spelling reflects a newly stored memory
representation.

Following the lead of Shahar-Yames and Share (2008),
Ouellette (2010) modified the orthographic learning paradigm
just described to replace the repeated readings for some stu-
dents with spelling practice. English-speaking students in grade
2 were randomly assigned to either a traditional orthographic
learning condition involving reading or to one where the read-
ing was replaced with repeated spelling to dictation. The auditory
and visual exposures to the non-words were carefully controlled
across conditions, yet Ouellette found that the children in the
spelling practice group outperformed the other students on post-
tests administered 1 and 7 days after the practice session. Similar
results have been reported for Hebrew speaking grade 3 students

(Shahar-Yames and Share). It thus appears that spelling practice
provides a superior milieu for orthographic learning relative to
print exposure garnered through reading alone. This contention
is further supported by Conrad (2008) who directly compared
reading and spelling practice and the transfer between the two
skills with grade 2 students. Employing a list of real words with
shared orthographic rime units, Conrad reported that represen-
tations learned through one skill transferred to the other, as the
students were better able to spell words they had practiced read-
ing, and to read words they had practiced spelling. Importantly,
the transfer was greater from spelling practice to reading (than
from reading practice to spelling). There was also transfer within
each skill to untrained words, but this was again greater for
spelling than for reading.

The research just reviewed points to superior orthographic
learning through spelling compared to reading practice, further
establishing the relevance and importance of spelling practice in
establishing lexical representations for use in subsequent liter-
acy tasks. What remains uncertain is the mechanism behind this
effectiveness of spelling practice. In comparing the exercise of
spelling to that of reading, one salient difference is the motoric
component of the manual movement involved in writing out
words. There has long been a notion that there is something
special about the manual movements involved in printing or
writing by hand that aids in memory encoding and/or retrieval,
suggesting a possible motoric component to lexical representa-
tions (Masterson and Apel, 2006). Indeed, multi-sensory teaching
approaches are very much based on this premise (Hulme, 1983;
Hulme and Bradley, 1984).

PRINTING BY HAND vs. KEYBOARDING IN SPELLING AND
LITERACY LEARNING
The possible role of a motoric component in establishing rep-
resentations for literacy has been directly tested in the past in
a small number of studies that have compared the effects of
printing vs. keyboarding on specific learning outcomes. Research
with children just learning the alphabet for example, has shown
superior letter learning following printing practice relative to key-
boarding (Longcamp et al., 2005, 2008). This has led Longcamp
and colleagues to propose that memory representations of letters
incorporate visual and motor information across a complex neu-
ral network (Longcamp et al., 2005, 2008). Indeed, similar brain
regions, specifically Broca’s and areas of bilateral inferior parietal
lobes, have been implicated in both printing by hand and visual
letter recognition (Longcamp et al., 2005). It remains uncertain
whether a similar role of motoric knowledge exists for longer,
more refined lexical representations as there have been few studies
that have focused on modality effects for learning more complex
orthographic representations; we next turn our attention to this
limited extant literature.

The seminal study directly comparing effects of printing and
keyboarding on learning to spell and read was reported by
Cunningham and Stanovich (1990), as motivated by the earlier
work of Hulme and Bradley (1984). Cunningham and Stanovich
gave grade 1 students practice spelling 30 words over 4 con-
secutive days. The words were randomly split into two lists of
15 words, and each participant practiced each list on 2 days of
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the week (1 list Monday and Wednesday, the other Tuesday and
Thursday). Post-testing on reading and spelling was completed
on the Friday. Spelling modality was manipulated within sub-
jects, as five words on each list were spelled by printing, 5 by
typing on a keyboard, and 5 by arranging letter tiles. Post-tests
revealed superior spelling accuracy for words practiced through
printing, although there was no effect of practice modality on
reading accuracy. It should be noted that the words used in this
study varied in terms of sound-letter consistency; most could be
read by sounding out and blending and at least some of the words
could be spelled accurately by sounding out rather than relying
on orthographic representations (e.g., man, help). The partici-
pants were also only in grade 1, at an age when phonological
strategies may be more appropriate and spelling skills unstable
(Masterson and Apel, 2006). Further, the use of real words raises
concerns about previous exposure and pre-existing orthographic
knowledge. Thus it is not clear as to whether these oft cited results
can be confidently interpreted with respect to modality effects on
orthographic learning.

To address the issue of previous exposure and pre-existing
orthographic representations, Vaughn et al. (1992) replicated
Cunningham and Stanovich’s (1990) study with first graders, but
this time the children were pre-tested on the word lists and any
known words were discarded. In all, 21 of the original 30 stim-
ulus words had to be replaced as they were spelled correctly at
pre-test by at least one student. In contrast to the findings from
the original study, Vaughn et al. found no significant differences
in learning across the spelling modality conditions, leading them
to conclude that printing by hand was not a superior milieu for
learning to read and spell. Adding further support to this con-
clusion, Vaughn and colleagues completed another replication,
adding individualized feedback to increase learning, and reported
the same null results (Vaughn et al., 1993).

Although the research conducted by Vaughn et al. (1992,
1993) controlled for pre-existing word knowledge, the method-
ology still suffered from the same limitations raised earlier for
Cunningham and Stanovich’s (1990) original study. In particu-
lar, the variability in word consistency makes the results difficult
to interpret with respect to the important developmental skill of
orthographic learning. Further, all of these studies have taught
quite a large corpus of words, allowing only two practice tri-
als per word, to young grade 1 students. As result, learning
rates were quite low across studies. In addition, it is impor-
tant to note that in the methodology detailed by Vaughn et al.,
students copied the spellings rather than deriving them from
memory. This is important as the benefits of spelling practice
have been proposed to be related to the process of analyzing
a word and retrieving information from memory in generating
the spelling (Ouellette and Sénéchal, 2008; Sénéchal et al., 2012);
copying may not provide for the same deep level of processing
and this could have also contributed to the low learning rates
and null results reported in this research. When these concerns
are taken together, the present literature cannot establish whether
there are modality effects on orthographic learning beyond sin-
gle letter learning, and hence the mechanisms that underlie the
effectiveness of spelling practice in learning word forms remain
elusive.

THE PRESENT STUDY AND THE ROLE OF INDIVIDUAL
DIFFERENCES
In considering the limited research comparing the effects of print-
ing to keyboarding in learning longer orthographic representa-
tions for spelling and reading, the results are clearly equivocal.
Together this literature paints an unclear picture and most impor-
tantly, methodological concerns prevent the interpretation of
results with respect to the role of spelling modality in ortho-
graphic learning, an issue of significant theoretical and practical
significance. The present study aims to address this issue by
directly comparing the effects of spelling practice through print-
ing and keyboarding, within a carefully designed orthographic
learning paradigm as described earlier and adapted to include
spelling practice (as per Shahar-Yames and Share, 2008; Ouellette,
2010). The use of ambiguously spelled non-words allows for the
specific evaluation of orthographic learning while also controlling
for previous exposure, and the present study involves a sample
of students in Grade 2, a grade level where orthographic learn-
ing would be especially relevant in making the transition to more
fluent reading and accurate spelling (Conrad, 2008; Ouellette,
2010).

The present study also incorporates a number of other impor-
tant methodological improvements over the extant literature.
Primarily, the word set is restricted to 10 items, and each is prac-
ticed four times, allowing more opportunity for orthographic
learning to occur than what has been reported in the past.
Further, the spelling practice implemented requires the partic-
ipant to spell to dictation after being exposed to the correct
spellings rather than just copying the items, thus providing for
a more analytic process and potentially deeper level of process-
ing. We also incorporate a counterbalanced design with respect to
the modality used in post-testing. Although research with older
students has shown performance on spelling assessment not to
be affected by the modality used (printing or keyboarding) in
the administration of the test (Masterson and Apel, 2006), it is
important in research that post-test methodology not resemble
one training condition more so than another. Therefore, half the
non-words practiced are assessed at post-test in the same modal-
ity as practiced, while the others are assessed in the opposite
modality.

The present research also includes a pre-test battery to assess
baseline levels of printing, typing, reading and spelling profi-
ciency, allowing for the evaluation of the effects of pre-existing
skills in these areas on orthographic learning. Of particular inter-
est in the present study are possible interactions between indi-
vidual differences in terms of pre-existing skills and the modality
used to practice the new spellings. In other words, do partic-
ular students benefit more from practice in one modality over
the other (or conversely, are some hindered within one modal-
ity more than the other)? One area that may be hypothesized to
interact with the practice modality used for spelling is printing
and typing ability. In the research reviewed earlier that com-
pared printing with typing, children’s baseline skills for print-
ing and typing were not assessed. Yet it may be reasonable to
hypothesize that success with learning through practice in either
modality may depend at least in part upon the skills that chil-
dren bring with them into a study, especially considering that
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printing and typing skills appear to develop independently and
there is considerable variability in these skills across children
(Berninger et al., 2006).

While typing proficiency has yet to be examined with respect
to its impact on early spelling practice, some have proposed slow
or laborious printing to limit written composition and spelling
by tapping cognitive resources and straining working memory;
indeed, printing fluency has been shown to be correlated with
spelling in the early grades (Kim et al., 2014), although whether
this impacts orthographic learning specifically is not certain.
In a study evaluating modality effects on spelling for students
with spelling disabilities, Berninger et al. (1998), in accord with
the studies of Vaughn et al. (1992, 1993), reported an overall
null result in comparing effects of printing and keyboarding in
spelling instruction. Interestingly, these researchers also assessed
printing skills to evaluate a possible interaction between print-
ing proficiency and practice modality, yet did not find any such
interaction within their data. Berninger et al. did not assess key-
boarding skills however, and it is not certain if their results
apply to a general population of early learners. Further, many
of the concerns surrounding word consistency and familiarity
raised previously apply to the Berninger et al. research as well.
Accordingly, it remains uncertain if pre-existing printing and typ-
ing skills do indeed interact with practice modality when it comes
to orthographic learning.

The present study has been designed to address a prominent
gap in current research. The information garnered here stands to
add to current theory and to inform teaching practice. The topic
of study is of special relevance given the advancement of com-
puter technology and applications into the home and classroom
(see Blok et al., 2002) and the prominence of the self-teaching
hypothesis (Share, 2004).

METHODS
PARTICIPANTS
Forty-four Grade 2 students from an elementary school in a small
Canadian town participated. Three children were absent on the
day of the first post-test and were therefore excluded from the
final sample. One student was identified as both a univariate
(z-scores >3.0) and multivariate (through scatterplots) outlier
on a number of pre-test measures and was also excluded from
the final sample. Thus, a total of 40 children (18 males and 22
females) with a mean age of 7.42 years (SD = 0.26) were included
in the analysis reported here. Of these children, 27.5% had a par-
ent with a post-graduate degree, 32.5% had a parent with an
undergraduate university degree, 17.5% had a parent who had
attended college, 20% had a parent whose highest level of edu-
cation was high school, and 2.5% had a parent who had not
completed high school. All participants were English speaking
with no history of speech, language, or learning difficulties.

MATERIALS: INITIAL ASSESSMENT
Word reading and decoding
The Test of Word Reading Efficiency (TOWRE; Torgesen et al.,
1999) was administered as a measure of reading skills. This is a
timed reading test in which participants have 45 s to read a list
of words and receive a score based on how many words are read

correctly. The test is repeated using a list of non-words. Many
forms of reliability are reported, all of which are at or above 0.90.

Spelling
The Woodcock Johnson III (WJ-III; Woodcock et al., 2001)
spelling subtest was administered. Children were asked to spell
letters and words that increased in difficulty. Testing continued
until six consecutive errors were made or until the participant
reached item 59. Many forms of reliability are reported for this
test, with a median of 0.90.

Baseline printing and typing skills
To obtain baselines of printing and typing proficiency, non-
standardized tests based on previous research were administered
(Berninger et al., 2006; Masterson and Apel, 2006; Kim et al.,
2014). Children were asked to copy the passage “Are you amazed
at how much you have learned so far? Just how high to build your
speed is the next question,” by typing and by printing. This pas-
sage is often used to assess typing as it contains nearly all letters
on the keyboard. Children were also asked to produce both cap-
ital and lowercase letters of the alphabet in order by typing and
by printing (e.g., Aa, Bb, Cc). In all tasks children were given
60 s to complete the test. These tasks were scored by counting the
number of correctly produced characters to achieve a characters-
per-minute score to reflect automaticity and proficiency in these
areas. For the printing tasks, the letters had to be identifiable out
of context and only reversals that could not be confused with
other letters were accepted as correct. Inter-rater reliability was
excellent (0.97).

MATERIALS: TRAINING STIMULI
Participants were trained on 10 non-words used in previous
research (see Bowey and Miller, 2007; Ouellette, 2010). These
10 non-words are ambiguous such that there is more than one
possible spelling using a phonetic approach (see the Appendix).

PROCEDURE
Children were first administered the pre-tests to obtain informa-
tion about their skills prior to the study. This was done in a quiet,
empty room by a trained research assistant. Children were admin-
istered the tests in one individual session, in the following order:
typing passage, typing alphabet, TOWRE: Words, TOWRE: Non-
words, WJ-III: Spelling, printing passage, printing alphabet. Half
of the participants had the reverse order of the typing and print-
ing tasks (i.e., the two printing tests at the start of the session and
the typing tasks at the end).

Following completion of all individual assessments, each child
received a training session in which they practiced spelling the 10
non-words in their assigned practice modality (printing or typ-
ing). Modalities were randomly assigned within each classroom,
such that half the children from each class were assigned to each of
the two conditions. The 10 non-words were typed on index cards
and presented one at a time at the start of the practice session for
the child to read aloud (visual exposure). Each card was in view
for 5 s and any errors were corrected with a model to repeat. Once
all the words had been read, the practice trials began. The index
cards were shuffled and the child was once again shown a card and
asked to read the non-word aloud. The card was removed from
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view after 5 s; following a 5 s pause, the child was asked to spell
the same non-word in a dictation (i.e., following a pronuncia-
tion by the researcher). Children in the printing condition spelled
the non-word with a pencil on a blank index card; those in the
typing condition used a standard PC keyboard. Typed spellings
were displayed on the monitor within Microsoft Word, with the
font set at 24 point (Arial) to make the character size approxi-
mately equivalent to those produced in the printing group. If the
item was spelled correctly, the child was asked to read it aloud
once more and then the spelling was immediately removed from
view (the card flipped over for the printers and the computer
screen cleared for the typers). If the child’s spelling was incor-
rect, the original card was shown for the child to read. Regardless,
the child was then asked to spell the word a second time. Once
more, they read their spelling (if correct) or the original stim-
ulus card (if incorrect), and the spellings were removed from
view immediately. In all, children saw, read, heard, spelled, read,
heard, spelled, and read each item on each trial. This procedure
was followed until the entire deck of index cards was completed
twice. It may be most accurate to describe this practice as spelling
plus reading rather than as just spelling. Separating spelling
from reading would jeopardize ecological validity (Conrad, 2008;
Shahar-Yames and Share, 2008), and thus the spelling practice
here deliberately incorporated reading as would be the natural
occurrence.

All children were individually tested both one and 7 days later
with a multiple-choice identification test and a spelling to dicta-
tion test. The multiple-choice test involved 10 items, one for each
non-word, which included four different choices. The choices
included the target and a (pseudo)homophone, as well as two
other choices that were visually similar and/or contained the same
letters but in a different order. The child was instructed to circle
the correct spelling of the target word for each of the ten items.
In the spelling test, the researcher simply dictated the target non-
words for the child to spell. No feedback was provided in either
task.

The design was fully crossed with respect to post-test spelling
modality. This means that all participants were tested for spelling
on half the words in their trained modality and on half the
words in the other modality. The words were thus split into two
lists, with vowel patterns matched across lists (see Appendix).
Additionally, post-test modality was counter-balanced across lists,
such that children in each practice group printed List A and typed
List B, while others typed List A and printed List B. The design was
fully counterbalanced.

Results
A Principle Components Analysis was run with Direct Oblim
Rotation on the multiple measures of Printing (Alphabet and
Passage) and Typing (Alphabet and Passage) as well as the two
TOWRE subtests (words and non-words) to explore possible data
reduction by combining these into three composite scores (print-
ing, typing, reading). However, the passage measures were unable
to load on one factor and instead split between the three. The
analysis was rerun without the Printing and Typing Passage tests
(as the semantic and syntactic complexity of the phrase used was
thought to have influenced performance) and this resulted in

three factors with simple structure accounting for 97% of the vari-
ance. All loadings were >0.95. Therefore, only the Alphabet tests
were used in the following analyses as indices of printing and typ-
ing skill, and the two TOWRE tests were combined to create a
reading composite.

Descriptive statistics for the initial assessment of printing, typ-
ing, and literacy skills are provided in Table 1 along with decoding
accuracy for the first exposure to the training stimuli (from the
start of the training session). A multivariate analysis of variance
indicated no significant differences between the two groups on
any measure (all Fs < 1.01; ps ranged from 0.32 to 0.90). Thus, the
children in each group had comparable skills prior to the practice
session.

The first objective of this research was to investigate the effect
of practice modality (printing vs. typing) on orthographic learn-
ing. Table 2 presents the proportions of practiced words identified
correctly during the recognition post-tests, as a function of prac-
tice modality and post-test time (1 and 7 days). Accuracy rates
were high but not at ceiling levels, hovering around 80% across
groups and test dates. To investigate whether performance on the
recognition tasks differed between the spelling practice groups
or testing dates, a 2 (Training group: printing vs. typing) × 2
(Time: day 1 vs. day 7 post-test) repeated-measures analysis of
variance (ANOVA) was conducted. There was no significant effect
for group, F(1, 38) ≤ 1.00, p = 0.86 or for time, F(1, 38) = 1.29,
p = 0.26. The interaction between time and training group was
also not found to be significant, F(1, 38) ≤ 1.00, p = 0.62.

The second and more stringent post-test of orthographic
learning required participants to spell the practiced non-words in
a dictation. Table 3 presents the means and standard deviations

Table 1 | Initial assessment performance as a function of practice

group.

Practice group

Printing (n = 19) Typing (n = 21)

Max. Mean (SD) Mean (SD)

Reading composite 167 79.74 (26.39) 78.71 (24.93)

Spelling 59 25.26 (4.74) 24.24 (3.65)

Printing baseline 52 24.74 (9.72) 23.38 (8.57)

Typing baseline 52 16.89 (6.38) 18.43 (7.26)

Stimuli decoding 10 7.95 (2.12) 7.24 (2.85)

Note. Max., maximum score possible.

Table 2 | Proportions of target non-words selected on recognition

post-tests.

Practice group

Printing (n = 19) Typing (n = 21)

Mean (SD) Mean (SD)

Recognition Day 1 0.82 (0.17) 0.80 (0.18)

Recognition Day 7 0.78 (0.18) 0.78 (0.19)
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of the proportion of non-words spelled correctly by each prac-
tice group, across post-test days and post-test modality. Recall
that within each group half of the items were post-tested via
printing, the other half through typing. Again, accuracy rates
appear consistent across groups and time, as well as across post-
test modalities. A 2 (Training group: printing vs. typing) × 2
(Time: day 1 vs. day 7 post-test) × 2 (Post-test modality: printing
vs. typing) repeated-measures ANOVA was conducted to evalu-
ate this pattern of results. As suggested by the data presented,
there was no significant main effect for group, F(1, 38) ≤ 1.00,
p = 0.99, time, F(1, 38) ≤ 1.00, p = 0.71, or for modality used
in the post-test, F(1, 38) ≤ 1.00, p = 0.46. There were also no
significant interaction effects. Thus, groups responded similarly
across post-test modality and days, with both groups showing
impressive orthographic learning.

The next research question concerns the possible role of indi-
vidual differences in literacy, printing, and typing skills on ortho-
graphic learning. In particular, it is of interest to explore whether
skills in any of these areas interacted with the practice modality,
which would suggest one modality may be more preferable over
the other for certain students. This was addressed with multiple
regression analyses in which individual data from the pre-tested
areas served as predictor variables and performance on the post-
tested recognition and spelling tests served as criterion variables.
Given the null results reported above, data was collapsed across
test dates and also across post-test modalities for the spelling tests.
Preliminary analysis revealed that only pre-tested reading and
spelling levels directly predicted the overall orthographic learn-
ing outcomes, and hence these literacy skills were entered in the
first step of the models. Practice group was dummy- coded, and
interaction terms were created by multiplying the dummy coded
variable with each of the assessed areas. These interaction terms
were tested individually in the last step of the regression models.
All models are presented in Table 4.

In the first models presented in Table 4, the criterion variable
was performance on the recognition tasks. Entered in step 1, chil-
dren’s pre-existing literacy skills accounted for a sizeable 51.6%
of the variance in post-test recognition scores. Adding the prac-
tice group coding in step 2 did not account for any additional
variance, consistent with the ANOVA results. Adding interaction
terms separately at step 3 did not add any explanatory power to
the model, except in the case of the term involving typing skills:

Table 3 | Proportions of target non-words spelled correctly on

post-tests.

Practice Group

Printing (n = 19) Typing (n = 21)

Mean (SD) Mean (SD)

SPELLING DAY 1

Assessed via printing 0.63 (0.27) 0.65 (0.28)

Assessed via typing 0.69 (0.26) 0.62 (0.29)

SPELLING DAY 7

Assessed via printing 0.60 (0.25) 0.69 (0.24)

Assessed via typing 0.69 (0.29) 0.66 (0.29)

the addition of a term modeling the interaction between typing
ability and group assignment accounted for an additional 5.5%
of the variance in orthographic recognition, bringing the total
variance accounted for to an impressive 57.1%.

The bottom half of Table 4 shows the regression results with
total post-tested spelling performance as the criterion variable.
Pre-existing literacy skills accounted for a significant 56.5% of
variance in spelling post-test performance. Entering practice
group assignment in step 2 did not account for any additional
variance, once again consistent with the ANOVA results. The
only interaction term to make a significant contribution to the
model was again found to be one incorporating pre-tested typing
proficiency: the typing interaction term accounted for an addi-
tional 8.0% of unique variance in spelling post-tests, bringing the
total variance explained to 64.8%. The pattern of results behind
this significant interaction term is depicted clearly in Figure 1.
From these scatterplots, it is apparent that typing skills facilitated
and/or constrained learning but only within the typing practice
group. For comparison purposes, the lower panels in the Figure
show how a similar influence of printing skills was not observed
within the printing practice group1.

DISCUSSION
The present study evaluated the influence of manual printing on
establishing orthographic representations in memory, by compar-
ing practice modality effects on the orthographic learning that
occurs through spelling practice. To the best of our knowledge
we are the first to address this research question by employing a
carefully devised orthographic learning paradigm in which grade
2 students practiced spelling novel non-words either by printing
or by typing. The non-words, as used in previous research, had
ambiguous spellings and thus success in learning these new forms

1The interaction reported for the recognition task reflected a similar pattern
of results.

Table 4 | Regression analysis predicting performance on

multiple-choice and spelling post-tests.

R2 �R2 �F

CRITERION: RECOGNITION TASK

1. Literacy (Reading and spelling) 0.516 0.516 19.66***

2. Practice group 0.516 0.000 < 1.00

3. Reading × group interaction 0.517 0.001 < 1.00

3. Spelling × group interaction 0.516 0.000 < 1.00

3. Printing × group interaction 0.517 0.001 < 1.00

3. Typing × group interaction 0.571 0.055 4.51*

CRITERION: SPELLING TASK

1. Literacy (Reading and Spelling) 0.565 0.565 24.01***

2. Practice group 0.568 0.003 < 1.00

3. Reading × group interaction 0.574 0.006 < 1.00

3. Spelling × group interaction 0.576 0.008 < 1.00

3. Printing × group interaction 0.569 0.001 < 1.00

3. Typing × group interaction 0.648 0.080 7.96**

*p < 0.05, **p < 0.01, ***p < 0.001.
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FIGURE 1 | Scatterplots of the relations between pre-tested areas

and performance on the spelling post-tests, as a function of

practice group. The upper panels depict the nature of the

interaction between typing skills and practice group; the lower
panels show the absence of any interaction between printing skills
and practice group.

is seen as a clean metric of orthographic learning. This method-
ology then, makes it possible to specifically isolate the effects of
printing practice vs. typing practice on the learning of new repre-
sentations. The results indicated that spelling practice via printing
and typing led to comparable amounts of orthographic learning,
as measured by both visual recognition and spelling post-tests.
The only pre-existing participant characteristic that interacted
with practice modality in influencing orthographic learning was
found to be typing skills; printing skills did not interact with
practice modality in a similar fashion.

To measure orthographic learning, the present research exam-
ined performance on a recognition task and a spelling task. While
not at ceiling levels, performance was strong across these tasks,
both 1 and 7 days following the practice session and greater than
what has typically been reported in the past (Cunningham and
Stanovich, 1990; Vaughn et al., 1992, 1993). Thus, it appears that
the methodology employed here was successful in bringing about
orthographic learning, adding validity to the reported findings.
The present research is the first to compare the effects of printing
and typing utilizing an orthographic learning paradigm with a
constrained set of ambiguously spelled non-words; previous stud-
ies have used a larger corpus of real words varying in consistency
as well as younger participants and a procedure that included
copying rather than devising spellings from memory. All of these
factors may well have contributed to insufficient learning and the
conflicting results of past research.

While the current results (of successful orthographic learn-
ing) support the use of spelling as a self-teaching mechanism

(Share, 1995, 2004; Ouellette, 2010), they do not support the
hypothesis that spelling’s effectiveness is linked to the man-
ual movements involved in printing (Hulme, 1983). Given the
methodological care of the present study, there is reason to have
confidence that the lack of between-group differences in ortho-
graphic learning reported here is a valid and important finding
in itself and makes an important contribution to both theory
and teaching practice. That is, the null findings for any between-
group differences suggest that printing and typing bring about
equivalent levels of orthographic learning at this phase of liter-
acy acquisition, confirming the earlier (null) findings of Vaughn
and colleagues (1992, 1993) and Berninger et al. (1998) but with
a more rigorous experimental design that specifically targeted
orthographic learning. This may ease concerns of using key-
boards within literacy curricula, while also clarifying the role of
motoric knowledge and manual printing motions in learning;
while there is evidence to suggest these may be important in initial
alphabet learning where visual shape and motoric information
appear connected (Longcamp et al., 2005, 2008), the current find-
ings add to the literature showing no such connection for larger
more detailed orthographic representations. The present results,
in accord with Masterson and Apel (2006), suggest that lexical
representations utilized in spelling are modality-free in terms of
stored detail.

INDIVIDUAL DIFFERENCES IN ORTHOGRAPHIC LEARNING
The present research design importantly allowed for an
evaluation of the effects of pre-existing individual differences
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on orthographic learning, as we obtained measures of literacy,
printing, and typing proficiency at the onset of the study.
Regression analyses indicated a primary role of pre-existing
reading and spelling skills in orthographic learning. This is
consistent with other research that has found skills such as
decoding and orthographic knowledge to be significant pre-
dictors of orthographic learning (Castles and Nation, 2006;
Ouellette and Fraser, 2009). Pre-existing literacy skills very much
facilitate and/or constrain the acquisition of new orthographic
representations regardless of the practice modality employed,
highlighting the stability of early individual differences in liter-
acy and the importance of early identification and intervention
efforts.

An important novel finding of the present study was the sig-
nificant interaction between typing skills and practice modality,
such that pre-existing typing skills constrained and/or facili-
tated success in learning new words through typing practice;
the same effect was not found for pre-existing printing skills on
learning new words through printing. In other words, within
the typing group only, orthographic learning was facilitated or
constrained by pre-existing typing skills, even after controlling
for pre-existing reading and spelling levels. While keyboarding
skills have previously been found to interact with overall writ-
ing quality for older students in terms of content and style (e.g.,
Russell, 1999), this is the first study to show such an inter-
action with learning new orthographic representations. What
makes this finding all the more interesting is that a compara-
ble relation was not found between pre-existing printing skills
and performance within the printing-practice group, a find-
ing similar to that reported for spelling disabled students by
Berninger et al. (1998), but somewhat surprising given past
correlations between printing fluency and spelling (Kim et al.,
2014). In the present study, weaker printing skills did not
appear to constrain learning within the printing group and
stronger printing skills did not facilitate learning. Thus the
contention that weaker hand writers may benefit more from
keyboarding (Russell, 1999; Blok et al., 2002) may not be empir-
ically supported when it comes to learning new orthographic
representations.

These results raise a pertinent question: why would ortho-
graphic learning be influenced by typing proficiency but not
by printing skill? Printing fluency has been proposed to poten-
tially interact with spelling in so far as laborious printing would
tap cognitive resources and strain working memory (Kim et al.,
2014), yet in the present study, slower printing did not appear
to negatively impact the learning of new spellings. In con-
trast, laborious typing did have such a negative impact. This
would suggest that there is something unique to typing that
may affect cognitive and attentional resources more so than
printing fluency does. At an elementary grade level, keyboard-
ing can be more difficult than printing for some. Especially
for children unfamiliar with keyboards, the other letters may
serve as visual distracters and the child may expend more cog-
nitive energy-and time- on visual scanning to find the right
key. Anecdotally, our slower typers would often subvocalize
while searching for the letter key (i.e., repeat the letter) which
may have created even more interference within phonological

working memory as well (for remembering the subsequent
sounds). Due to the visual and phonological processes evoked
in non-fluent typing, lack of typing proficiency may cause
even more interference with attentional and cognitive resources
than would weak printing, in turn detrimentally impacting
spelling. It reasons then, that as children become more pro-
ficient with typing, they gain considerable speed, extraneous
letters/sounds become less interfering and orthographic learn-
ing benefits. It is evident within the present results that the
students varied considerably in their familiarity and comfort
with the keyboard and this impacted learning; this concern can
be traced back to when microcomputers were first introduced
into classrooms (e.g., Varnhagen and Gerber, 1984). What is
more surprising is that this concern is finding empirical support
today.

The present study adds to the growing literature showing
strong orthographic learning resulting from spelling practice
(Conrad, 2008; Shahar-Yames and Share, 2008; Ouellette, 2010).
The question remains, beyond individual modality differences,
what explains the strong orthographic learning that occurs
through spelling practice? Ouellette and Sénéchal (2008) have
suggested that the benefit of spelling lies in its highly analytical
nature that forces the child to consider each and every sound
in a word. In producing the spelling, the child then must focus
on each and every letter in their production. The result is that
children attend to both the phonology and orthography of the
word in more detail than they would need to during reading.
Consequently, orthographic learning through spelling may result
in representations that are more complete than would be cre-
ated through reading (Conrad, 2008). As discussed by Perfetti and
Hart (2002), while reading may proceed with partial representa-
tions, accurate spelling cannot. The analytic nature of spelling
also promotes student engagement which can further benefit
learning (Ouellette et al., 2013).

LIMITATIONS, APPLICATIONS AND DIRECTIONS FOR
FUTURE RESEARCH
The present study provides insight into the role of printing and
typing in orthographic learning. A grade 2 sample was chosen
as this represents a time where the transition to orthographic
learning should be of particular relevance. However, it remains
unclear whether these results are applicable at different grade lev-
els. The methodology employed here lends itself well to future
research with students at different grade levels, to trace the devel-
opmental progression of modality influences in spelling practice.
In addition, while the modest size of the present sample is com-
parable to previous orthographic learning studies and sufficient
for the number of steps in the regression models, replications
with larger samples and with students of differing learning pro-
files will further advance knowledge in this area. Further, while
the number of words per cell in our statistical analyses are mod-
est, this is consistent with (actually greater than in) previous
research that has employed an orthographic learning paradigm
(e.g., Nation et al., 2007). Still, future research may wish to
expand the non-word set and increase the orthographic com-
plexity of stimuli used within this paradigm. Finally, it may be
of interest in future research to explore word level evaluation
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of printing and typing skills. We found the complex sentence
transcription task to be too difficult or abstract for this age
group, but perhaps a task at the word level would add valu-
able insight into these developing skills; there may be as of yet
unexplored lexical influence over printing not evident in print-
ing isolated letters as is typically done in testing printing (see
Kim et al., 2014). Likewise, future research may wish to quali-
tatively evaluate printing and hand-writing, to test for any pos-
sible role of quality over automaticity when it comes to literacy
learning.

In summary, the current study assessed the effect of typ-
ing and printing on the orthographic learning garnered through
spelling practice by grade 2 students. Results revealed no sig-
nificant differences in learning between participants who prac-
ticed spelling the novel non-words by printing and those who
practiced the non-words by typing. A hierarchical regression
did reveal a significant role for pre-existing literacy skills, as
well as an interaction between typing skill and practice modal-
ity. The present research is the first to employ an ortho-
graphic learning paradigm to compare the effects of typing
vs. printing in literacy acquisition. The results do not support
the hypothesis that the manual movements involved in print-
ing make it a more effective learning modality, but instead
highlight the importance of individual differences in learn-
ing and suggest that literacy draws upon modality-free lexi-
cal representations.
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APPENDIX
Target non-words and their alternatives.

TARGET HOMOPHONE

WORD LIST A

YAIT YATE

LURT LERT

VEAK VEEK

WOTE WOAT

ROOP RUPE

WORD LIST B

CALE CAIL

VERN VURN

ZEET ZEAT

POAN PONE

JUME JOOM
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Children with Specific Language Impairment (SLI) are known to have difficulties with
spelling but the factors that underpin these difficulties, are a matter of debate. The present
study investigated the impact of oral language and literacy on the bound morpheme
spelling abilities of children with SLI. Thirty-three children with SLI (9–10 years) and two
control groups, one matched for chronological age (CA) and one for language and spelling
age (LA) (aged 6–8 years) were given dictated spelling tasks of 24 words containing
inflectional morphemes and 18 words containing derivational morphemes. There were
no significant differences between the SLI group and their LA matches in accuracy
or error patterns for inflectional morphemes. By contrast when spelling derivational
morphemes the SLI group was less accurate and made proportionately more omissions
and phonologically implausible errors than both control groups. Spelling accuracy was
associated with phonological awareness and reading; reading performance significantly
predicted the ability to spell both inflectional and derivational morphemes. The particular
difficulties experienced by the children with SLI for derivational morphemes are considered
in relation to reading and oral language.

Keywords: spelling, SLI, morphemes, inflectional, derivational, reading, language, writing

1. INTRODUCTION
Children with specific language impairment (SLI) experience
problems with the acquisition and processing of oral language.
They often have difficulties with the semantic, syntactic and
phonological aspects of language and there is some debate around
how children with SLI process morphemic affixes. In particular,
there is some evidence that children with SLI have more diffi-
culty with inflections suffixes (Montgomery and Leonard, 1998;
Marshall and Van Der Lely, 2007; Oetting and Hadley, 2009).

Children with SLI also often have associated literacy diffi-
culties in reading (Botting et al., 2006) and the production of
written text (Dockrell et al., 2007). However, the specific difficul-
ties that the children experience with spelling and the cognitive
processes responsible for these difficulties remain a matter of
debate (Silliman et al., 2006). The current study compares the
performance of children with SLI and matched peers in spelling
inflectional and derivational morphemes. The extent to which
language or literacy skills underpin spelling performance of these
different types of affixes is examined.

The ability to coordinate phonemes, orthographic features of
written words and the morphological analysis of both base words
and bound morphemes underlies the development of spelling
(Nagy et al., 2006). Developing an accurate orthographic lexicon
to support conventional spelling is an extended process and all
three word forms (phonological, orthographic, morphological)
are involved from the initial stages of learning to spell (Bahr et al.,
2012).

Inflectional and derivational affixes are bound morphemes
which play an important role when constructing meaningful text.
Inflectional morphemes are suffixes which provide grammatical
information about the base words they are bound to through
marking, for example, agreement or tense. By contrast deriva-
tional morphemes may occur at the beginning (prefixes) or end
of a word (suffixes) and produce semantic changes by transform-
ing the grammatical form of a word. Any difficulty in spelling
these bound morphemes will impact on the grammatical and
semantic accuracy and the complexity of texts produced, and may
help partly explain the writing difficulties of children with SLI
(Dockrell and Connelly, 2013).

The difficulties experienced by children with SLI in spelling are
well established and analysis of single word errors has typically
shown a disproportionately high level of phonological spelling
errors in the children’s texts (e.g., Bishop and Clarkson, 2003).
However, to date, the majority of studies have suggested that the
spelling performance of children with SLI is commensurate with
younger spelling or language matched peers for general spelling
ability (Mackie and Dockrell, 2004; Cordewener et al., 2012). In
particular, it has been shown that children with SLI consistently
spell the root morphemes of inflected and derived words consis-
tently and that this is closely tied and predicted by their general
spelling ability and showed no difference when compared to a
spelling matched typically developing group of children (Deacon
et al., 2014). Therefore, while knowledge of the spelling of a word
root can be helpful when dealing with the spelling of inflected
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or derived forms (Goodwin et al., 2013) the difficulties of chil-
dren with SLI are thought to lie more with particular aspects of
morphology such as suffixes rather than the use of morphemes in
general (Oetting and Hadley, 2009).

A number of studies that have focused on the spelling of inflec-
tional morphemes have suggested that children with SLI have
a particular weakness with producing regular past tense verbs
ending in -ed and regular plural nouns ending in -s (Windsor
et al., 2000; Mackie and Dockrell, 2004; Silliman et al., 2006;
Larkin et al., 2013) and often omit them entirely. Two results
are of particular importance from the Larkin et al. study (2013).
Firstly there were trends that quantitative differences in accu-
racy might exist not only between the children with SLI and
their chronological age matches, but also their younger spelling
matches as well. However, the sample was too small to detect
significant differences (N = 15). Secondly the error patterns dif-
fered within the group with SLI, suggesting that participants
with weaker phonological skills experienced particular difficul-
ties. Differential spelling difficulties in children with SLI may,
thus, reflect the consequence of different vulnerabilities within
the language system.

In contrast, the examination of the spelling of derivational
morphemes has been comparatively neglected. Silliman et al.
(2006) found trends suggesting that children with SLI may be
poorer when spelling words comprising phonological and ortho-
graphic shifts from the base to the derived form compared to
spelling matches again, reporting omission errors. However, the
identification of qualitative differences may be obscured by the
small sample size (N = 8). Given the importance of morpho-
logical skills in reading and writing (Green et al., 2003) and the
efficacy of morphological instruction, especially for struggling
writers (McCutchen et al., 2014) there is a need to further exam-
ine the difficulties that children with SLI experience with the
spelling of derivational morphemes. Therefore, the first aim of
the present study was to examine accuracy and error type when
spelling inflectional and derivational morphemes for children
with SLI compared to age and language/spelling matches.

The extent to which patterns of performance in spelling mor-
phemes are related to performance on language and literacy
measures, is also considered. It is theorized that language abilities
should influence spelling via semantic-orthographic connections
(Nation and Snowling, 1998a) and oral language skills are asso-
ciated with spelling ability in typically developing children (e.g.,
Ouellette and Sénéchal, 2008). However, there have been varied
results in determining which language skills may be linked to
spelling in children with SLI as neither vocabulary (Dockrell and
Connelly, 2013), nor narrative comprehension (McCarthy et al.,
2012) significantly predicted spelling ability.

The consistent relationship found between phonological skills
and spelling is relatively uncontested. As such it is an important
skill to consider when examining links between oral language and
spelling in children who are reported to have poor phonologi-
cal skills (e.g., Bishop and Snowling, 2004; Fraser et al., 2010).
Difficulties with phonologically based tasks have been associated
with spelling problems in children with SLI (e.g., Bishop and
Clarkson, 2003). Both rhyme and nonword reading have been
found to predict general spelling ability (Dockrell and Connelly,

2013) and inflectional morpheme spelling (Larkin et al., 2013)
respectively, in children with SLI.

However, English is a morphophonemic orthography and
therefore spelling also involves an understanding and aware-
ness of the linguistic relationship between sound and mean-
ing. Morphological awareness (particularly of affixes) develops
as children learn to recognize the regularities of bound mor-
phemes across many words and has been consistently shown to
make a unique contribution to spelling development in typically
developing children (e.g., Nagy et al., 2006). Furthermore, inflec-
tional and derivational morphological awareness may contribute
to inflectional and derivational morpheme spelling respectively
(Apel et al., 2012). To date the relationship between morphologi-
cal awareness and spelling has not been examined in children with
SLI. Children with SLI have poorer levels of morphological aware-
ness in comparison to their same aged peers (Smith-Lock, 1995)
and tend to omit inflected forms when speaking (Montgomery
and Leonard, 1998; Marshall and Van Der Lely, 2007) and it is
predicted that these oral language difficulties with morphology
will impact on their spelling performance. Therefore, the second
aim of the present study was to examine oral language ability,
phonological awareness and morphological awareness in relation
to both inflectional and derivational morpheme spelling in chil-
dren with SLI. Building on the work of Larkin et al. (2013) the
current study will examine the relationships between oral lan-
guage and bound morpheme spelling specifically. The present
study will also extend the Larkin et al. (2013) study by considering
both derivational and inflectional morphemes.

Although the difficulties experienced with language by chil-
dren with SLI may lead to consequent spelling problems there
is also a close developmental relationship between reading and
spelling (e.g., Zutell and Rasinski, 1989; Swanson et al., 2003) and
children with SLI struggle with learning to read (Botting et al.,
2006). It is, therefore, possible that reading may be an impor-
tant moderator of spelling in children with SLI. Indeed recent
studies have suggested that it is reading skills not oral language
that predicts spelling in children with SLI (e.g., McCarthy et al.,
2012; Mackie et al., 2013). However, it was general spelling ability
that was examined in these studies rather than bound morpheme
spelling specifically and the failure to examine specific spelling
skills may have masked the influence of specific dimensions of the
oral language system.

Error analyses can be used to highlight transitions in the
relationship between phonological and morphological knowl-
edge when learning to spell (Nunes et al., 1997; Critten et al.,
2007). For example, initially when spelling complex words such
as “filled” young children may omit the inflectional morpheme,
e.g., “fil” as initial sounds are the first to be noted while awareness
of the final sounds and middle sounds of words develops later
(Ehri, 2005). When there is some awareness of the final sounds
a phonologically implausible letter string may be supplied for
the morpheme using incorrect phoneme-grapheme correspon-
dences, e.g., filt where -t represents -ed. However, once more
advanced phonological knowledge starts to develop then children
may over-apply phoneme-grapheme correspondences to spell all
aspects of a word including the morpheme, e.g., fild where -d
represents -ed. It is only when children make correspondences
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between morphological units in the oral language and their
specific spellings and realize that not all words are spelled as
they sound that correct application of units such as -ed can be
observed, e.g., filed. Therefore, error analyses can highlight the
underlying role of different aspects of oral language in bound
morpheme spelling and suggest developmentally how children
are progressing in their understanding of bound morphemes
in the orthography. Error analysis will be used to investigate
qualitative differences in spelling performance.

In this present study, children with SLI were compared to two
control groups; one matched for chronological age (CA group)
and one younger group matched for language and spelling (LA
group). Since children with SLI show consistent spelling of word
roots tied to general spelling ability (Deacon et al., 2014) then a
spelling matched group should allow us to control for this factor
(Goodwin et al., 2013) while concentrating on the suffix issue that
the literature points out as a particular difficulty for children with
SLI. The three groups were given dictated spelling tasks contain-
ing bound morphemes; inflectional morphemes of regular past
tense verbs and regular plural nouns and derivational morphemes
with phonological and orthographic shifts as indicated by previ-
ous findings (e.g., Silliman et al., 2006). An error-coding scheme
was employed to focus on the bound morpheme spelling errors
in reference to a typical developmental sequence of spelling errors
(Critten et al., 2007) and the scheme used by Larkin et al. (2013)
for children with SLI.

Finally a detailed assessment of language and literacy skills was
conducted. Given the absence of any predictive effects derived
for spelling from receptive vocabulary (Dockrell and Connelly,
2013) or narrative comprehension (McCarthy et al., 2012) oral
language was measured by an expressive task of sentence genera-
tion. Phonological awareness was measured by both rhyme (given
the findings of Dockrell and Connelly, 2013) and elision abili-
ties. Morphological awareness was measured in relation to both
inflectional and derivational awareness to build on the findings
with typical children (Apel et al., 2012). Word reading was also
examined (McCarthy et al., 2012; Mackie et al., 2013).

Our first objective was to examine both the accuracy and any
errors in the children’s spelling of inflectional and derivational
morphemes in order to establish any differences between the chil-
dren with SLI and their matched peers. We predicted that the
children with SLI would perform significantly lower than the
CA matches but commensurate with the LA matches. By con-
trast we reasoned, given the indicative data from Larkin et al.
(2013) and Silliman et al. (2006) that accurate spelling of inflec-
tional and derivational morphemes for the children with SLI
would be poorer than both CA and LA matches and more omis-
sion errors would be made. The second objective was to examine
which, if any, of our oral language dimensions were associated
with inflectional and derivational morpheme spelling. We pre-
dicted that both oral morphological and phonological awareness
would account for significant amounts of variance but that these
associations would be moderated by reading ability.

2. METHODS
2.1. PARTICIPANTS
Ninety-nine children in three matched groups: (a) 33 children
identified with SLI; (22 = males, 11 = females), mean age =

9:10 years, SD = 3.57 months (range = 11 months). Children of
this age were chosen as the spelling of younger children with SLI
may be difficult to interpret due to floor effects when required to
carry out a complex spelling task involving morphology. (b) 33
children matched for chronological age (CA) and gender, mean
age = 9:10 years, SD = 2.94 months (range = 10 months) and
(c) 33 children matched for gender, language (formulated sen-
tences) and single word spelling abilities (LA), mean age = 8;1
years, SD = 6.25 months (range = 7 months). All children had
English as their first language and were predominantly of white,
British ethnicity. The level of Social Economic Status (SES) was
controlled for across schools by checking that the percentage of
children receiving free schools meals (a strong indicator of SES in
the UK) was in the average range.

To recruit the SLI sample, children were identified across
five counties in southern England. Professionals were asked to
nominate children who had specific language impairments who
participated in a screening process using the four core sub-tests
of the Clinical Evaluation of Language Fundamentals, 4th edi-
tion (CELF-4 UK, Semel et al., 2006): concepts and following
directions, recalling sentences, formulated sentences, word classes
receptive and expressive. For a diagnosis of SLI, children had to
achieve a standard score of 75 or below (2 SDs below the mean).
The matrices test from the British Ability Scales, 2nd Edition (BAS
II: Elliott et al., 1997) established non-verbal abilities within the
average range. As Table 1 shows all participants met the crite-
ria for SLI, with a significant difference between their CELF-4
test score and their BAS II matrices test: t(64) = 15.39, p < 0.001,
r = 0.89. Additional measures examined phonological aware-
ness, morphological awareness and reading and are detailed in
Table 2.

The two groups of comparison children attended the same pri-
mary schools as those diagnosed with SLI, and were selected by
teachers on the basis of average attainment on curriculum assess-
ments and no additional learning needs. The CA comparison
children were confirmed as having language ability and non-
verbal ability within the normal range using the same CELF-4 UK
core tests and the BAS II matrices and were matched in age to
the children with SLI within 3 months and did not differ overall
in age.

The LA comparison children also had scores on language and
non-verbal ability within the average range and were matched
with the children with SLI using their raw score on the formulated
sentences task from the CELF-4 UK. The LA comparison children
were also matched to the SLI group using their raw score on the
single word spelling task from the BAS II. Despite the fact that the
CA group was chosen purely for their age they scored significantly
higher than the other two groups for non-verbal ability although
the SLI and LA groups did not differ.

2.2. MEASURES
2.2.1. General language ability
Clinical Evaluation of Language Fundamentals (CELF-4 UK,
Semel et al., 2006). The CELF provides core sub-tests of recep-
tive and expressive language abilities. This produces a Total
Language Score that can be utilized for the identification of
language impairment. Children from the SLI and CA groups
were screened for language ability using the four core sub-tests
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Table 1 | Means, (standard deviations), f score, df, p-value, effect size and Bonferroni post-hoc results (where applicable) for screening

measures per group: SLI, CA, LA.

Measure SLI CA LA F df p Partial η2 Bonferroni post-hoc

Core language standard score (CELF) 68.4 (5.5) 102.9 (11.3) 93.6 (7.9)

Non-verbal abilities: matrices ability score (BAS) 96.1 (6.5) 104.9 (9.7) 98.9 (7.8)

MATCHING VARIABLES

Age in years/months (SD in months) 9/10 (3.6) 9/10 (2.9) 8/1 (6.2) 244.3 2,96 <0.001 0.84 SLI = CA > LA

Formulated sentences raw score (CELF) 31.4 (4.2) 47.5 (4.4) 31.2 (4.2) 155.8 2,96 <0.001 0.77 SLI = LA, SLI < CALA < CA

Spelling raw score (BAS) 16.3 (4.3) 22.3 (5.2) 16.6 (4.8) 16.1 2,96 <0.001 0.25 SLI = LA, SLI < CALA < CA

Spelling ability score (BAS) 85.0 (16.5) 121.1 (16.3) 94.4 (13) 48.5 2,96 <0.001 0.50 SLI < LA < CA

Table 2 | Means, standard deviations, f score, df, p-value, effect size and Bonferroni post-hoc results for language and literacy measures per

group: SLI, CA, LA.

Measure SLI CA LA F df P Partial η2 Bonferroni post-hoc

Inflectional morphological awareness raw score 10.9 (1.4) 12.8 (0.36) 12.1 (0.97) 30.4 2,96 <0.001 0.39 SLI < LA < CA

Inflectional morphological awareness z score −0.79 (1.1) 0.71 (0.29) 0.09 (0.76) 30.4 2,96 <0.001 0.39 SLI < LA < CA

Derivational morphological awareness raw score 5.1 (1.1) 5.8 (0.48) 5.3 (0.95) 4.9 2,96 0.009 0.09 SLI < CA SLI = LA CA = LA

Derivational morphological awareness z score −0.3 (1.2) 0.41 (0.52) −0.11 (1.0) 4.9 2,96 0.009 0.09 SLI < CA SLI = LA CA = LA

Phonological elision raw score (CTOPP) 10.8 (4.3) 17.2 (2.9) 14.2 (4.2) 22.9 2,96 <0.001 0.32 SLI < LA < CA

Phonological rhyme raw score (PhAB) 12.3 (4.5) 18.4 (3.1) 17.1 (3.4) 24.6 2,96 <0.001 0.34 SLI < CA SLI < LA CA = LA

Phonological awareness z score (elision z + rhyme z) −1.5 (1.58) 1.2 (1.0) 0.29 (1.3) 36.5 2,96 <0.001 0.43 SLI < LA < CA

Single word reading raw score (YARC) 31.6 (11.0) 49.2 (5.8) 38.7 (8.0) 35.0 2,96 <0.001 0.42 SLI < LA < CA

Single word reading z score (YARC) −0.73 (0.9) 0.84 (0.52) −0.09 (0.72) 35.0 2,96 <0.001 0.42 SLI < LA < CA

for 9–16 years: (a) Concepts and following directions; children
are shown pictures and asked to identify items and/or point to
them in a prescribed order according to a verbal instruction,
(b) Recalling sentences; children are asked to imitate orally pre-
sented sentences, (c) Formulated sentences; children are shown
a picture of a scene and asked to verbalize a sentence that both
describes the picture and includes a target word, (d) Word classes;
children are verbally presented with four words and asked to
first identify the two words that go together (receptive com-
ponent) and then to explain why they go together (expressive
component). The children from the LA group were given the
four core sub-tests for 5–8 years where the word classes task
is replaced by word structure; children are shown pictures and
asked to describe them using a verbal prompt designed to elu-
cidate understanding of word class and morphology. Reliability
for the core sub-tests for 9–10 years, 0.94 and for 5–8 years,
0.95–0.96.

2.2.2. Non-verbal ability
The British Ability Scale II (BAS II) Matrices subtest (Elliott et al.,
1997). Children are presented with a set of patterns presented
in a four or six part grid where one part of the grid is incom-
plete and children are required to select the missing piece from
six possible responses; reliability 0.85, validity with the WISC-III
performance scale 0.47

2.2.3. Spelling
The British Ability Scale II (BAS II) Spelling subtest (Elliott et al.,
1997). Children are verbally presented with a series of phoneti-
cally regular and irregular monosyllabic and bisyllabic words. The

words are first presented in isolation, then within the context of a
sentence and finally in isolation and asked to respond by writing
the word: reliability 0.91.

2.2.4. Phonological awareness
Complete Test Of Phonological Processing (CTOPP; Wagner
et al., 1999) and Phonological Assessment Battery (PhAB;
Frederickson et al., 1997). (1) Children were tested on the elision
task from the CTOPP which requires identification and segmen-
tation of the different phonological units within words, reliability,
0.80; validity with the Woodcock Reading Mastery Test—R (Word
Attack and Word Identification sub-tests) 0.49–0.84 and (2) A
test of rhyme from the PhAB where children chose two words
that rhyme out of a choice of three (one irrelevant word and two
that rhyme); reliability ≥0.80; validity with the Neale Analysis
of Reading Ability (NARA; Neale et al., 1997) reading accuracy
0.24–0.56.

2.2.5. Inflectional and derivational morphological awareness
A test of morphological awareness was created from selected items
on the CELF-4 UK (Semel et al., 2006): only items assessing
awareness of inflectional morphemes (N = 13) and derivational
morphemes (N = 6) were used in the current study. An exam-
ple of an inflectional item is to show children a picture of a horse
and say “Here is one horse,” then another picture with two horses
is pointed to: “Here are two . . .” and the child has to supply the
word with the correct inflected morpheme of -s. An example of a
derivational item is to show a picture of a teacher and say: “This
man teaches. He is called a . . .” and the child has to supply the
word with the correct derived morpheme of -er.
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2.2.6. Reading
York Assessment of Reading Comprehension (YARC) Passage
reading (Snowling et al., 2009). Children were given the Single
Word Reading Task (SWRT) comprising 60 words presented on a
card and asked to read them aloud, reliability, 0.85.

2.2.7. Experimental morphological spelling tasks
A list of 42 words was developed and presented as two 21 word
spelling tests, delivered in a randomized order. The majority of
words were derived from previous studies conducted with chil-
dren aged 7–11 years and so were considered appropriate for the
ages of the sample in this study. Written word frequency analyses
had been completed by the original researchers for inflectional
words ending in -ed (Nunes et al., 1997) and -s (Kemp and
Bryant, 2003) and derivational words including phonological,
orthographic and phonological and orthographic shifts (Mossing
et al., 2009; Wiggins et al., 2010) to establish comparable levels
within the morpheme types. Furthermore, for the present study
written word frequency was also checked using the UK derived
Children’s Printed Word Database (Masterson et al., 2003). This
demonstrated that the frequency of the inflectional words ranged
from 3 to 1652 and that the derivational words were generally less
frequent, as would be expected, ranging from 3 to 533. See in sup-
plemental materials for the complete word list and written word
frequency scores.

2.2.8. Inflectional morphemes
Derived and adapted from Nunes et al. (1997) and Kemp and
Bryant (2003). There were 24 words containing inflectional mor-
phemes; 12 regular past tense verbs containing -ed, e.g., filled and
12 regular plural nouns, e.g., trees.

2.2.9. Derivational morphemes
Derived and adapted from Silliman et al. (2006), Mossing et al.
(2009) and Wiggins et al. (2010). There were 18 words containing
derivational morphemes: six where there was a phonological shift
from the base word to the derived form, e.g., different, six where
there was an orthographic shift from the base word to the derived
form, e.g., attention and six where there were both phonological
and orthographic shifts, e.g., student.

2.3. PROCEDURE
All children were assessed individually in a quiet room at school.
Ethical approval for the study had been gained in line with guide-
lines from the British Psychological Society (BPS) through the
university ethics committee and informed consent from schools,
parents and children was provided prior to any testing. During
the screening process the CELF core tests, BAS matrices and
BAS spelling were administered in two testing sessions. The
two morphological spelling tasks and the phonological aware-
ness and morphological awareness tasks were delivered over two
further testing sessions. Children were allowed to terminate the
sessions if they wished. However, no child terminated the ses-
sions since the organization of data collection into different
sessions resulted in manageable time periods of testing for the
children.

All standardized tests were administered according to the pro-
cedures in the manual. For the morphological spelling tasks, each

word was verbally presented in isolation, in the context of a
sentence and then in isolation again and children were asked to
write out the word.

2.4. CLASSIFICATION OF SPELLING ERRORS WITHIN THE
MORPHOLOGICAL SPELLING TASKS

The focus was only on the spelling of the inflectional or deriva-
tional morpheme within each word, i.e., the spelling of the base
was not analyzed further. Morphemes which were incorrectly
spelled were categorized into one of the following mutually exclu-
sive error types (Larkin et al., 2013) (1) Omission where the
morpheme was not attempted at all, e.g., fill as an error attempt of
filled, or atten as an error attempt of attention (2) Phonologically
implausible where the morpheme was attempted (incorrectly)
but the phoneme-grapheme correspondences did not produce a
correct pronunciation, e.g., fillt where -t is not a phonologically
plausible version of -ed or attensed where -sed is not a phonologi-
cally plausible version of -tion, (3) Phonologically plausible where
the morpheme was again incorrectly spelled but the phoneme-
grapheme correspondences did produce a correct pronunciation
of the target morpheme, e.g., filld, where -d is a phonologically
plausible attempt for -ed, or attenshun where -shun is a phono-
logically plausible attempt for -tion. The spelling errors were
coded by two of authors of this paper and achieved an inter-rater
reliability of 100%.

3. RESULTS
The results are presented in three sections. Section 1 examines
group differences in children’s spelling performance according
to morpheme type. Section 2 examines associations between to
inflectional and derivational morphological spelling abilities and
language and literacy measures. Finally Section 3 examines pre-
dictors of children’s inflectional and derivational morphological
spelling ability using hierarchical regressions.

3.1. GROUP DIFFERENCES IN MORPHOLOGICAL SPELLING ABILITY
Means (SD) of group performance for each morpheme type are
presented in Table 3. A Mixed ANOVA with group (between
subjects factor) and morpheme type; inflectional and deriva-
tional (within subjects factor) was conducted for the number of
words (base + morpheme) spelled correctly. Non-verbal abil-
ity and chronological age were added as co-variates although
neither were significant [non-verbal ability F(1, 94) = 0.09, p
= ns; chronological age F(1, 94) = 0.01, p = ns]. There was a
main effect of group F(2, 94) = 30.62, p < 0.001, ηp2 = 0.39
and morpheme type F(2, 94) = 9.69, p = 0.002, ηp2 = 0.09 con-
firming that more words containing inflectional morphemes
were correctly spelled and also a significant interaction between
group and morpheme type F(2, 94) = 8.17, p = 0.001, ηp2 =
0.15. Subsequent multivariate ANOVAs confirmed that there were
group differences for both the number of words containing inflec-
tional morphemes correctly spelled F(2, 94) = 31.21, p < 0.001,
ηp2 = 0.39 and the number of words containing derivational
morphemes correctly spelled F(2, 94) = 34.26, p < 0.001, ηp2 =
0.42. Bonferroni post-hoc analyses revealed that for both word
types, the SLI and LA groups did not differ but were significantly
less accurate than the CA group (p < 0.001).
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Table 3 | Means and standard deviations for the number of words and

morphemes spelled correctly and number and proportions of error

types (omission, phonologically implausible, non-phonologically

plausible) according to Group (SLI, CA, LA) and morpheme type

(Inflectional, Derivational).

Morpheme type SLI CA LA

INFLECTIONAL (/24)

Correct words 9.2 (5.9) 18.6 (3.7) 11.4 (5.3)

Correct morphemes 16.8 (5.0) 22.0 (3.0) 17.9 (3.9)

Omission: number 1.6 (2.3) 0.1 (0.4) 0.5 (0.9)

Omission: proportion 0.2 (0.2) 0.2 (0.4) 0.1 (0.1)

Phonologically implausible: number 0.3 (0.6) 0.0 (0.1) 0.1 (0.6)

Phonologically implausible: proportion 0.0 (0.1) 0.0 (0.0) 0.0 (0.0)

Phonologically plausible: number 5.4 (4.2) 1.3 (2.2) 5.1 (3.3)

Phonologically plausible: proportion 0.8 (0.2) 0.8 (0.3) 0.9 (0.2)

DERIVATIONAL (/18)

Correct words 3.1 (3.0) 9.8 (4.2) 4.3 (3.1)

Correct morphemes 5.9 (3.9) 12.9 (2.9) 8.5 (4.0)

Omission: number 1.1 (1.8) 0.0 (0.0) 0.2 (0.8)

Omission: proportion 0.1 (0.1) 0.0 (0.0) 0.0 (0.0)

Phonologically implausible: number 5.5 (3.4) 0.7 (1.2) 3.0 (3.39)

Phonologically implausible: proportion 0.4 (0.2) 0.1 (.1) 0.3 (0.2)

Phonologically plausible: number 5.4 (2.4) 4.0 (2.1) 6.4 (3.0)

Phonologically plausible: proportion 0.5 (0.2) 0.9 (0.1) 0.7 (0.3)

This analysis was then repeated using the same factors and co-
variates but this time with the accuracy scores for the spelling
of the morphemes alone, again neither co-variate was found
to be significant; non-verbal ability F(1, 94) = 1.85, p = ns and
chronological age F(1, 94) = 0.08, p = ns. As before there was
a main effect of group F(2, 94) = 27.33, p < 0.001, ηp2 = 0.37
and morpheme type F(1, 94) = 19.21, p < 0.001, ηp2 = 0.17 and
a significant interaction between group and morpheme type
F(2, 94) = 6.43, p < 0.001, ηp2 = 0.12. Subsequent multivariate
ANOVAs confirmed that there were group differences for both
the number of inflectional morphemes correctly spelled F(2, 96) =
14.98, p < 0.001, ηp2 = 0.24 and the number of derivational
morphemes correctly spelled F(2, 96) = 31.78, p < 0.001, ηp2 =
0.40. In both cases the effect sizes were large. Bonferroni post-hoc
analyses revealed that for the inflectional morphemes the SLI and
LA groups did not differ but were significantly less accurate than
the CA group (p < 0.001). In contrast the three groups differed
in their performance on derivational morphemes where the SLI
group was less accurate than both the CA (p < 0.001), and LA
(p < 0.001), groups and the LA group was poorer than the CA
group (p < 0.001).

To examine this further the proportions of error type were
compared between the groups (between subjects factor). Table 3
presents the number and proportions of the types of errors made
by the three different groups. Some children (CA group N = 19,
SLI group N = 2) made no inflectional morpheme spelling errors
and were therefore excluded from the analysis. Overall all three
groups tended to make phonologically plausible errors when
spelling inflectional morphemes and the number of omissions
and phonologically implausible attempts were negligible. Thus,
there were no group differences for omission errors: F(2, 75) =

2.39, p = ns, phonologically implausible errors: F(2, 75) = 0.72,
p = ns or phonologically plausible errors: F(2, 75) = 2.65, p = ns.

For derivational morphemes, all children made at least one
spelling error and therefore no child was excluded from the
analysis. Group differences were apparent when exploring error
type for omission errors: F(2, 96) = 9.32, p < 0.001, ηp2 = 0.16,
phonologically implausible errors: F(2, 96) = 19.08, p < 0.001,
ηp2 = 0.28 and phonologically plausible errors: F(2, 96) = 19.07,
p < 0.001, ηp2 = 0.33. The largest effect was evident for phono-
logically plausible errors whereas the difference for omission
errors was negligible. Bonferroni post-hoc analyses revealed that
for the phonologically implausible errors the SLI group made
proportionately more than both the CA (p < 0.001), and LA
(p < 0.001), groups and the LA group made more of both
type of error than the CA group (p < 0.001). In contrast for
the phonologically plausible errors, the SLI made proportion-
ately fewer compared to both the CA (p < 0.001), and LA (p <

0.001), groups and the LA group made fewer than the CA group
(p < 0.001).

3.2. THE RELATIONSHIPS BETWEEN INFLECTIONAL AND
DERIVATIONAL MORPHOLOGICAL SPELLING, LANGUAGE AND
READING MEASURES

Group correlations (partialling out non-verbal ability) were
conducted for inflectional morpheme spelling ability (num-
ber of inflectional morphemes spelled correctly), derivational
morpheme spelling ability (number of derivational morphemes
spelled correctly), oral language ability (CELF Formulated sen-
tences), phonological ability (combined z scores from the CTOPP
elision and PhAB rhyme tasks), inflectional morphological aware-
ness, derivational morphological awareness and word reading
ability (YARC single word reading test) and are shown in the
supplemental materials link for Table 4. To control for Type
I errors, a Bonferroni correction was computed at 6/0.05 =
0.008.

For both the SLI and LA groups, there were significant
relationships between inflectional and derivational morpholog-
ical spelling ability and phonological and word reading abili-
ties. However, for the CA group while the relationships with
phonological and reading abilities remained for inflectional
morphological spelling, for derivational spelling the relation-
ship with phonological awareness was no longer significant but
rather derivational morphological spelling ability was signifi-
cantly related to derivational morphological awareness. Notably
there were no significant relationships between oral language abil-
ity and morphological spelling in any group while phonological
and reading abilities were correlated for all groups. Furthermore,
reading related to derivational morphological awareness but only
for the CA group and oral language ability related to phonological
ability but only for the LA group.

3.3. PREDICTORS OF INFLECTIONAL AND DERIVATIONAL
MORPHOLOGICAL SPELLING

Hierarchical regressions (See Table 5) were used to examine
the predictors of inflectional and derivational morphological
spelling ability. Analyses were collapsed across the groups to
provide sufficient power to address this question. The first regres-
sion analyses examined predictors of inflectional morphological
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Table 4 | Correlations between various measures according to group (SLI, CA, LA) controlling for non-verbal ability.

Group 2 3 4 5 6 7

SLI

1. Inflectional morpheme spelling ability raw score 0.71** 0.14 0.62** 0.07 0.03 0.84**

2. Derivational morpheme spelling ability raw score 0.02 0.61** 0.23 0.19 0.83**

3. Oral language ability raw score (CELF Formulated sentences) 0.11 0.14 0.16 0.05

4. Phonological ability z score (CTOPP elision + PhAB Rhyme) 0.40* 0.02 0.69**

5. Inflectional morphological awareness raw score 0.12 0.14

6. Derivational morphological awareness raw score 0.08

7. Word reading raw score (YARC) _

CA

1. Inflectional morpheme spelling ability raw score 0.66** 0.15 0.47** 0.21 0.30 0.40*

2. Derivational morpheme spelling ability raw score 0.01 0.34 0.33 0.40* 0.51**

3. Oral language ability raw score (CELF: Formulated sentences) 0.03 0.03 0.13 0.00

4. Phonological ability z score (CTOPP elision + PhAB Rhyme) 0.08 0.42* 0.50**

5. Inflectional morphological awareness raw score 0.02 0.20

6. Derivational morphological awareness raw score 0.48**

7. Word reading raw score (YARC) _

LA

1. Inflectional morpheme spelling ability raw score 0.46** 0.0 0.46** 0.07 0.05 0.60**

2. Derivational morpheme spelling ability raw score 0.17 0.51** 0.03 0.14 0.68**

3. Oral language ability raw score (CELF Formulated sentences) 0.37* 0.03 0.15 0.02

4. Phonological ability z score (CTOPP elision + PhAB Rhyme) 0.03 0.23 0.65**

5. Inflectional morphological awareness raw score 0.03 0.07

6. Derivational morphological awareness raw score 0.03

7. Word reading raw score (YARC) _

**Significant at 0.008 (Bonferroni adjusted for multiple comparisons).
*Significant at 0.05.

Table 5 | Summary of the final model of hierarchical regressions analysis when predicting inflectional and derivational morphological spelling

ability.

Variable B SE B Beta T p

PREDICTING INFLECTIONAL MORPHOLOGICAL SPELLING

Non-verbal ability (BAS matrices) −0.086 0.032 −0.185 −2.67 0.009

Chronological age 0.031 0.032 0.074 0.95 ns

Oral language ability raw score (CELF: Formulated sentences) −0.009 0.050 −0.017 −0.176 ns

Inflectional morphological awareness raw score (CELF: Word Structure) 0.286 0.267 0.079 1.07 ns

Phonological ability z score (CTOPP elision + PhAB Rhyme) 0.455 0.284 0.173 1.60 ns

Word reading raw score (YARC) 0.267 0.044 0.655 6.13 <0.001

PREDICTING DERIVATIONAL MORPHOLOGICAL SPELLING

Non-verbal ability (BAS matrices) −0.030 0.031 −0.062 −0.972 ns

Chronological age 0.032 0.030 0.074 1.07 ns

Oral language ability raw score (CELF: Formulated sentences) 0.034 0.044 0.064 0.779 ns

Derivational morphological awareness raw score (CELF: Word Structure) 0.128 0.316 0.025 0.404 ns

Phonological ability z score (CTOPP elision + PhAB Rhyme) 0.384 0.268 0.143 1.43 ns

Word reading raw score (YARC) 0.283 0.040 0.680 7.04 <0.001

spelling ability. Non-verbal ability and chronological age was
entered in the first step, followed by oral language ability, inflec-
tional morphological awareness, phonological awareness, and
word reading in the second step. The model from the first step
did not prove significant [F(2, 95) = 16, p = ns, Adjusted R-
square = 0.02]. However, once the variables in the second step

were added a significant model did emerge [F(6, 91) = 26.79, p
< 0.001, Adjusted R-square = 0.62, r-square change = 0.64]
and demonstrated that non-verbal ability and word reading
were the only significant predictors of inflectional morpholog-
ical spelling ability and that chronological age, oral language
ability, inflectional morphological awareness and phonological
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awareness, did not significantly contribute to explaining the
variance.

A second regression analyses examined predictors of deriva-
tional morphological spelling ability. Variables were entered in
the same steps as the inflectional morphology regression although
derivational morphological awareness was entered in place of
inflectional awareness. The model from the first step did not
prove significant [F(2, 95) = 1.78, p = ns, Adjusted R-square =
0.02]. However, once the variables in the second step were
added a significant model did emerge [F(6, 91) = 34.19, p <

0.001, Adjusted R-square = 0.67, r-square change = 0.66] and
demonstrated that word reading was the only significant pre-
dictor of derivational morphological spelling ability and that
non-verbal ability, chronological age, oral language ability, inflec-
tional morphological awareness and phonological awareness, did
not significantly contribute to explaining the variance.

4. DISCUSSION
4.1. INFLECTIONAL MORPHEME SPELLING
Previous studies of inflectional morpheme spelling indicated that
children with SLI might be poorer at spelling regular past tense
and plural morphemes and these inflections would be frequently
omitted in comparison with both CA and LA matched peers.
However, it was found that the children with SLI were as pro-
ficient at spelling inflectional morphemes as their language and
spelling ability matched peers but both these groups of chil-
dren were poorer at spelling inflectional morphemes than their
chronological age matched peers. These results demonstrate that
performance in spelling ability is more predictive of how accu-
rately these suffixes are spelt rather than morphological aware-
ness. Other studies that have examined both general spelling
ability (Cordewener et al., 2012) and the spelling of word roots
in children with SLI (Deacon et al., 2014) have reported similar
results.

When children failed to spell the inflection accurately the
pattern of errors across the groups were broadly similar. There
was a predominance of phonologically plausible errors and a
very small proportion of phonologically implausible error types.
Therefore, most children were employing the developmentally
sophisticated strategy of using phoneme-grapheme correspon-
dences (as evidenced by error category) when attempting to spell
these morphemes. The minority of omission errors for the SLI
group was surprising given previous research (Larkin et al., 2013).
However, our larger sample of children with SLI was slightly older
than the Larkin et al. (2013) sample and might be showing a
benefit of longer experience at school.

All groups showed relationships between inflectional mor-
pheme spelling and phonological awareness. However, no group
showed a relationship between inflectional morpheme spelling
and either measure of morphological awareness or our measure
of expressive oral language. Finally for all groups, there were
strong relationships between inflectional morpheme spelling and
reading. Thus, it is apparent that in the current cohort inflec-
tional morpheme spelling was associated with the quality of the
underlying orthographic and phonological representations that
are most often associated with spelling and reading skills. Thus,
although the children with SLI seem delayed in their spelling of

inflectional morphemes compared to chronological age matches,
their spelling ability is underpinned by the same factors as their
language and spelling matches. This further confirms previous
findings with children with SLI (Dockrell et al., 2007, 2009;
Dockrell and Connelly, 2013).

Contrary to other work with typically developing children
(e.g., Apel et al., 2012) we found no relationship between inflec-
tional morphological awareness and inflectional spelling in any
of the groups sampled despite the fact that inflectional awareness
seems quite well developed overall. Therefore, while inflectional
morphological awareness could potentially still be contributing to
the children’s general knowledge of English spelling, phonological
and orthographic knowledge are likely forming the represen-
tational basis for inflectional morpheme spelling rather than
awareness of inflectional morphemes specifically.

4.2. DERIVATIONAL MORPHEME SPELLING
The SLI group were less accurate when spelling derivational mor-
phemes compared to both control groups, despite being matched
for language and spelling with the LA group, and they also made
proportionately more phonologically implausible errors. This
study confirms previous research that suggested the SLI group
might struggle when spelling words containing phonological and
orthographic shifts from the base to derived forms Silliman et al.
(2006). Children in the control groups were generally making
errors in a phonologically plausible manner. In contrast the SLI
group were unable to apply phoneme-grapheme correspondences
plausibly when attempting to spell the morpheme, e.g., -sed
for -tion in attention and -ets for -ity in majority.

However, despite these differences in accuracy and error type
the SLI group and their LA matches showed similar links between
derivational morpheme spelling, phonological awareness and
word reading. However, the poorer phonological and reading
skills of the SLI group did not allow them to match the perfor-
mance of the LA group for these more challenging derivations. It
could be hypothesized that children with SLI are displaying a dif-
ficulty with the semantic links between language and spelling in
relation to these derivational morphemes. However, the fact that
they achieved parity on the derivational morphological aware-
ness task with the LA group might rule that out. Instead it
might be more plausible to suggest that the lower phonologi-
cal and reading abilities the children with SLI are being more
strongly highlighted when the difficulty of the bound morpheme
spelling demands increase, showing a specific impairment in the
underlying representations of these derivational morphemes.

The older CA group showed a different pattern of relationships
whereby successful derivational morpheme spelling was related
to derivational morphological awareness and not phonological
awareness. They were showing a close link between a complex lan-
guage task and their spelling ability. The reading skills of the CA
group also showed an association with derivational morpholog-
ical awareness unlike the children with SLI and the LA group so
that derivational morphological awareness may be reliant on an
appropriate level of reading.

The regressions provided consistent findings. Out of the four
key predictors tested, word reading was the only significant
predictor when spelling inflectional and derivational morphemes.
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The predominance of word reading confirms findings from stud-
ies of general spelling ability (McCarthy et al., 2012) that it is
the strength of underlying orthographic representations rather
than dimensions of oral language that may primarily determine
spelling attainment. This further demonstrates the close devel-
opmental relationship between single word reading and spelling
(Zutell and Rasinski, 1989; Swanson et al., 2003).

Inflectional and derivational morphological awareness were
not predictive of overall sample performance as had been sug-
gested by some studies of typically developing children (Nagy
et al., 2006). However, Nunes and Bryant (2009) argue that
explicit understanding and awareness of morphemes may not
be crucial for correctly spelling all morphemes and that it can
often be achieved by word specific knowledge and in appro-
priate instances, by the application of phoneme-grapheme cor-
respondences. Therefore, like expressive oral language ability,
morphological awareness may have more of an impact later in
development. At this point, bound morpheme spelling for the SLI
and LA groups is determined by orthographic representations and
most likely their connections to phonological awareness rather
than morphological awareness. It is also likely that children will
revert to phonological strategies if there is any uncertainty when
spelling derivational morphemes as these are more challenging
for all children in this age range, not just the SLI sample.

4.3. LIMITATIONS AND FUTURE DIRECTIONS
Language is a complex skill and the current study used one mea-
sure of expressive language to evaluate performance in this area.
While there were strong theoretical and empirical reasons to use
the expressive language task it could be that this test was not
sensitive enough to tap into connections between oral language
and morphological spelling. Furthermore, it could be argued that
morphological skills also reflect receptive and expressive vocabu-
lary given the hypothesized semantic link to derived morphemes
in particular. Thus, consideration of the breadth and depth of
children’s vocabulary levels at different developmental phases in
relation to spelling would further our understanding of the rela-
tionships between morphological spelling ability and semantic
representations.

Similarly consideration should also be given to the way that
inflectional and derivational morphological awareness is mea-
sured. We have already outlined the rationale for the tasks that
were used, however there is some concern about the possible
ceiling effects in both tasks and small effect sizes for the group
differences and therefore future tasks could utilize words/bound
morphemes that link directly to those included in the spelling
tasks. Given the semantic aspect of bound morphemes (deriva-
tional morphemes in particular) it would also be interesting to
compare spelling of the words in isolation and within sentences
to examine contextual influences.

Another possible limitation of this study was the focus on the
spelling performance of the bound morphemes specifically, rather
than an examination of the ability to spell the root or base word
in comparison to the inflected and derived forms. This is par-
ticularly pertinent for interpreting our derivational shift word
findings as recent work examining typically developing children
shows that accuracy when reading derived forms is determined

by accuracy when reading the root words (Goodwin et al., 2013).
However, other recent research has also shown, as we have, that
the spelling of root words by children with SLI are consistent
across both root and derived forms and are no worse that spelling
matched children (Deacon et al., 2014). Nonetheless, further
study examining the frequency of the roots and derived forms and
the degree of phonological orthographic and semantic opacity
would be very useful.

In conclusion, the current study has demonstrated the impor-
tance of reading skills in the spelling performance of typically
developing children and those with SLI. Further we have shown
that inflectional and derivational spelling may provide a win-
dow into the spelling difficulties experienced by pupils with SLI.
Further research should examine these conclusions with chil-
dren at different phases of spelling development, more elaborate
measures of morphological awareness and a consideration of the
relationship between the root words and the derived forms.
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To date, only one study has investigated educational attainment in poor (reading) com-
prehenders, providing evidence of poor performance on national UK school tests at age
11 years relative to peers (Cain and Oakhill, 2006). In the present study, we adopted
a longitudinal approach, tracking attainment on such tests from 11 years to the end of
compulsory schooling in the UK (age 16 years). We aimed to investigate the proposal that
educational weaknesses (defined as poor performance on national assessments) might
become more pronounced over time, as the curriculum places increasing demands on
reading comprehension. Participants comprised 15 poor comprehenders and 15 controls;
groups were matched for chronological age, nonverbal reasoning ability and decoding
skill. Children were identified at age 9 years using standardized measures of nonverbal
reasoning, decoding and reading comprehension. These measures, along with a measure
of oral vocabulary knowledge, were repeated at age 11 years. Data on educational
attainment were collected from all participants (n = 30) at age 11 and from a subgroup
(n = 21) at 16 years. Compared to controls, educational attainment in poor comprehenders
was lower at ages 11 and 16 years, an effect that was significant at 11 years. When poor
comprehenders were compared to national performance levels, they showed significantly
lower performance at both time points. Low educational attainment was not evident
for all poor comprehenders. Nonetheless, our findings point to a link between reading
comprehension difficulties in mid to late childhood and poor educational outcomes at ages
11 and 16 years. At these ages, pupils in the UK are making key transitions: they move
from primary to secondary schools at 11, and out of compulsory schooling at 16.

Keywords: poor comprehenders, educational attainment, reading comprehension, specific reading comprehension

impairment, oral vocabulary

INTRODUCTION
In the early stages of learning to read, children must learn
to map letters onto sounds so that they can decode and rec-
ognize words. However, the ultimate goal of reading is to
understand the messages conveyed by text; simply being able
to read words and texts accurately is not sufficient for com-
prehension to occur. A substantial number of children (∼8%
in UK studies; Clarke et al., 2010) show reading compre-
hension impairments despite age-appropriate word recognition
skills; these children are typically referred to as “poor com-
prehenders” or “children with specific reading comprehension
impairments.” Research conducted in Italy, the UK and the
US has made good progress with understanding the cognitive
and linguistic profiles that characterize poor comprehenders in
mid to late childhood (e.g., poor oral language, poor infer-
ential skills; for reviews, see Nation, 2005; Floyd et al., 2006;
Cain and Oakhill, 2007; Carretti et al., 2009) but we know
very little about the progress that such children make in ado-
lescence, and at school. We conducted a longitudinal study
tracking reading, vocabulary, and educational attainment in
poor comprehenders over the course of eight years: from age
9 to 16 years. Educational attainment was indexed through
performance on national UK school assessments at the end
of primary school (11 years) and at the end of compulsory

education (16 years)1. Given that poor comprehenders strug-
gle to learn from what they read (Cain et al., 2004; Rick-
etts et al., 2008), and that acquiring knowledge through the
process of reading becomes an increasingly important learn-
ing strategy as children move through the school system, it
seems likely that poor comprehenders will be at a disadvan-
tage at school. Despite the likely educational consequences of
the reading comprehension difficulties experienced by poor com-
prehenders, their difficulties may be masked by good reading
accuracy in the classroom (Nation and Angell, 2006; Hulme
and Snowling, 2011), and only one study to date has investi-
gated educational attainment in this group (Cain and Oakhill,
2006).

Research with poor comprehenders has shed light on the fac-
tors, beyond word recognition, that support successful reading
comprehension, particularly focussing on oral language (e.g.,
Catts et al., 2006; Nation et al., 2010), discourse level processes
such as inference generation and comprehension monitoring (e.g.,
Oakhill and Cain, 2012) and executive functions such as work-
ing memory (e.g., Carretti et al., 2009). Longitudinal data and
intervention studies provide particularly convincing evidence for

1Note that since this study was conducted the age at which compulsory schooling
ends in the UK has been raised from 16 to 17 years.
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causal relationships. However, there is a dearth of longitudinal
and intervention research with poor comprehenders. Nonethe-
less, existing longitudinal studies indicate that poor oral language
can be observed in poor comprehenders before their reading com-
prehension difficulties are identified, suggesting that oral language
weaknesses precede (and therefore may cause) their reading com-
prehension difficulties. In a US study, Catts et al. (2006) selected
57 poor comprehenders in eighth Grade (14 years) and looked
retrospectively at their oral language skills in Kindergarten, sec-
ond Grade and fourth Grade (age 6, 8, and 10 years, respectively).
Poor comprehenders performed more poorly than typically devel-
oping readers on a language comprehension composite at each
time point. In the UK, Nation et al. (2010) conducted a prospec-
tive longitudinal study, assessing oral language and reading in
242 children for the first time at age 5 years and following chil-
dren over time until poor comprehenders (n = 15) could be
reliably identified at age 8 years. Again, weaknesses in oral lan-
guage comprehension were detected earlier in time, when children
had experienced very little reading instruction. In the only ran-
domized controlled trial conducted with poor comprehenders
to date, Clarke et al. (2010) showed significant improvements in
reading comprehension scores following an oral language inter-
vention program, concluding that oral language weaknesses play a
causal role in determining the reading comprehension difficulties
that are experienced by poor comprehenders (aged 8–9 years). At
present however, we know very little about poor comprehenders
later in development, as they transition to secondary school and
beyond.

The idea that oral language skills such as vocabulary and gram-
mar provide a foundation for successful reading comprehension
is embodied by the Simple View of Reading (Gough and Tunmer,
1986; Tunmer and Chapman, 2012), a key theoretical framework
that has been used to conceptualize reading development and read-
ing difficulties. On this view, word recognition and oral language
comprehension are separable variables that underpin reading
comprehension, and both are necessary for successful reading
(reading for meaning). Substantial support for the assumptions of
the Simple View derive from a wide range of empirical approaches,
including longitudinal research with typically developing children
(e.g., Oakhill et al., 2003; Muter et al., 2004), the study of children
with specific reading difficulties (e.g., Catts et al., 2006), behavioral
genetics (e.g., Harlaar et al., 2010) and factor analysis (e.g., Tun-
mer and Chapman, 2012). Despite its wide use in reading research,
the Simple View is not without its critics. Notable are arguments
that the word recognition and oral language comprehension com-
ponents of the Simple View are poorly specified, that they are not
entirely independent, and that reading comprehension involves
more than just these components (e.g., Kirby and Savage, 2008;
Ouellette and Beers, 2010; Tunmer and Chapman, 2012; Ricketts
et al., 2013).

The relationship between oral language and reading is recip-
rocal, with reading activities providing important opportunities
for growth in aspects of oral language such as vocabulary knowl-
edge (e.g., Nagy et al., 1985). Importantly, the extent to which
children learn new words while reading will depend on their read-
ing proficiency (e.g., Ricketts et al., 2011). Poor comprehenders
show particular difficulty learning and retaining the meanings of

novel words from context (Cain et al., 2003, 2004; Ricketts et al.,
2008), suggesting that slowed growth in vocabulary (Matthew
effects) is a possibility in this group. As mentioned above, few
studies have tracked development in poor comprehenders (for a
summary of existing studies, see Elwér et al., 2013). Nonetheless,
the longitudinal work of Cain and Oakhill (2011) lends sup-
port to the hypothesis that poor comprehenders show Matthew
effects for vocabulary. Matthew effects refer to the widening
of gaps between low and high achievers over time (Stanovich,
1986). Cain and Oakhill (2011) assessed reading and receptive
vocabulary in 17 poor comprehenders and 14 good comprehen-
ders at ages 8 and 11 years. Using Scarborough and Parker’s
(2003) ANOVA approach for detecting Matthew effects, Cain
and Oakhill (2011) demonstrated slowed receptive vocabulary
growth in poor relative to good comprehenders. In contrast, dif-
ferences between groups were relatively constant over time for
reading comprehension, indicating persistent reading comprehen-
sion impairments in the poor comprehenders (see also Cain and
Oakhill, 2006).

Reading for meaning provides not only important opportuni-
ties for the acquisition of vocabulary and other aspects of language,
but also for learning more generally. As mentioned above, it is likely
that reading comprehension impairments will be associated with
poor educational outcomes and yet only one UK-based study has
explored educational attainment in poor comprehenders. In the
UK, children complete national School Assessment Tests (SAT-
UK) tests at 11 years, just before they transition from primary
to secondary school. Currently, SAT-UK tests focus on English
and maths curriculum subjects, but in the past science was also
examined. Cain and Oakhill (2006) reported data from SAT-UK
tests for 16 poor comprehenders and 17 good comprehenders who
had been identified 3 years earlier (age 8 years) from UK primary
schools. Cain and Oakhill (2011) found that group means for
poor and good comprehender groups were in line with govern-
ment targets (a level 4). However, the good comprehender group
obtained a significantly higher mean score than the poor com-
prehender group on English, maths, and science SAT-UK tests.
Thus, Cain and Oakhill’s (2011) study indicates that, on aver-
age, poor comprehenders attain at an age-appropriate level at age
11 years. However, they are at a disadvantage in comparison to
peers without a history of reading comprehension difficulty.

The primary aim of the present study was to investigate edu-
cational attainment in poor comprehenders. To this aim, we
collected longitudinal data over a period of 8 years, identifying
poor comprehenders and age-matched controls without reading
comprehension difficulties at age 9 years, and recording their per-
formance in national UK school assessments at the end of primary
school (SAT-UK tests at 11 years) and at the end of compulsory
education (16 years). At 16 years, pupils in the UK sit General
Certificate of Secondary Education (GCSE) tests and equivalents;
the present study investigates GCSE attainment in poor com-
prehenders for the first time (for studies on GCSE performance
of children with a history of primary language impairment, see
Snowling et al., 2001; Dockrell et al., 2011). Both SAT-UK and
GCSEs are described in more detail later in this paper. Based on
Cain and Oakhill (2006), we anticipated that as a group, poor com-
prehenders’ SAT-UK attainment would be in line with national
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norms but that poor comprehenders would perform more poorly
than controls.

We sought to build on Cain and Oakhill’s (2006) study in two
ways. First, Cain and Oakhill (2011) did not report individual
scores on SAT-UK tests. Given the heterogeneous nature of poor
comprehender groups (Nation et al., 2002; Cain and Oakhill, 2006;
Floyd et al., 2006), we sought to examine individual profiles to
ascertain whether there are poor comprehenders who are attaining
below national expectations as they transition from the primary
school curriculum to its more demanding secondary counterpart.
Second, we collected data on national assessments at the end of
compulsory schooling in the UK to investigate longer term edu-
cational outcomes for children who had been identified as poor
comprehenders in middle childhood. We anticipated that as the
curriculum places greater demands on reading comprehension,
group differences in attainment might become more pronounced
and that later in the educational system poor comprehenders
might show evidence of falling behind government targets.

Measures of reading comprehension and expressive oral vocab-
ulary were administered at ages 9 and 11 years. Therefore, in
addition to exploring educational progress, we sought to replicate
studies showing that the reading comprehension difficulties expe-
rienced by poor comprehenders are persistent over time (Cain and
Oakhill, 2006, 2011) and to investigate oral vocabulary develop-
ment in this group. Given evidence for poor vocabulary learning
(Cain et al., 2003, 2004; Nation et al., 2007; Ricketts et al., 2008)
and slowed receptive vocabulary development in poor compre-
henders (Cain and Oakhill, 2011), we expected to see Matthew
effects for vocabulary.

To our knowledge, the present study is the first of its kind,
tracking development in poor comprehenders over a particularly
long timeframe: from identification at age 9 years to adolescence
(16 years). By considering reading and vocabulary at 9 years
(Time 1) and 11 years (Time 2), and attainment as measured
by UK national school assessments at 11 years (Time 2) and
16 years (Time 3), we sought to address the following key research
questions:

1. Do poor comprehenders show low educational attainment at
ages 11 and 16 years compared to controls (typically developing
readers) matched for age, nonverbal reasoning, and decoding
(nonword reading)?

2. Do poor comprehenders show poor educational attainment at
ages 11 and 16 years as compared to the attainment of pupils
nationally in the UK?

3. Are the reading comprehension difficulties experienced by poor
comprehenders stable over time?

4. Do poor comprehenders show Matthew effects for vocabulary
(i.e., slowed growth)?

MATERIALS AND METHODS
PARTICIPANTS
Participants were 15 poor comprehenders and 15 controls drawn
from a sample of 81 children who were attending mainstream
schools that serve socially mixed catchment areas in the UK. None
of the larger sample of 81 children spoke English as an additional
language or had any recognized special educational need. Partic-
ipants for each group were selected according to the following

criteria. Poor comprehenders obtained reading comprehension
standard scores of at least one standard deviation below the test
mean (≤85) and controls’ scores were well into the average range or
above (>95). Groups were matched for chronological age, nonver-
bal reasoning ability and decoding (nonword reading) skill, with all
children performing within the average range (or above) on non-
verbal reasoning and decoding tasks. Groups were also matched
for gender, with 11 girls and 4 boys in each group. Details of all
measures are included below and performance of both groups is
summarized in Table 1. Ethical approval for the study was obtained
from the University of Oxford (Time 1 and Time 2) and University
of Reading (Time 3) Research Ethics Committees.

MATERIALS AND PROCEDURE
Poor comprehenders and controls were identified at Time 1
using the standardized measures of nonverbal reasoning, decod-
ing, and reading comprehension outlined below. These mea-
sures, along with a measure of oral vocabulary knowledge, were
repeated at Time 2, approximately 2 years later (M time dif-
ference = 2.08 years, SD = 0.12, range: 1.83–2.29). Note that
participants completed other tasks in between these two testing
points, which are reported elsewhere (Ricketts et al., 2007, 2008).
All standardized measures were administered according to manual
instructions. Data on educational attainment were collected at the
end of primary school (Time 2) and approximately 5 years later at
the end of compulsory education (Time 3).

Nonverbal reasoning
Nonverbal reasoning was measured using the Matrix Reasoning
subtest of the Wechsler Abbreviated Scale of Intelligence (WASI;
Wechsler, 1999). This subtest assesses nonverbal reasoning using a
pattern completion task in which participants are provided with a
pattern that has a piece missing; their task is to select the missing
piece from an array of five. WASI subtests yield a t-score (M = 50,
SD = 10); for comparison with other measures, this was trans-
formed into a standard score (M = 100, SD = 15). The WASI
provides norms for individuals aged 6–89 years, and high inter-
nal consistency (split half reliability) is reported in the manual
(r = 0.86–0.96, depending on age group).

Oral vocabulary
Oral vocabulary knowledge was measured using the Vocabulary
subtest of the WASI (Wechsler, 1999). This is a measure of expres-
sive vocabulary in which children are asked to verbally define
words. Scores capture both depth and breadth of word knowledge,
indexing the incremental nature of oral vocabulary knowledge.
WASI subtests yield a t-score (M = 50, SD = 10); for comparison
with other measures, this was transformed into a standard score
(M = 100, SD = 15). The WASI provides norms for individuals
aged 6–89 years, and high internal consistency (split half reliabil-
ity) is reported in the manual (r = 0.86–0.93, depending on age
group).

Decoding
Decoding (nonword reading) was assessed using the phonemic
decoding efficiency (PDE) subtest of the test of word reading effi-
ciency (TOWRE; Torgesen et al., 1999). In this test, children are
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Table 1 | Summary of performance on selection measures, follow up measures and oral vocabulary atTime 1 andTime 2.

Time point/measure Poor comprehenders (n = 15) Controls (n = 15) Group comparisons

M SD M SD F p Cohen’s d

Time 1 selection

Chronological age1 9.21 0.30 9.26 0.28 0.22 0.64 0.17

Nonverbal reasoning2 103.50 7.54 103.50 6.43 0.00 1.00 0.00

Decoding2 107.67 13.11 108.27 9.68 0.02 0.88 0.05

Reading comprehension2 81.93 2.69 103.13 4.88 217.14 <0.001 5.60

Time 2 follow up

Chronological age1 11.30 0.31 11.34 0.32 0.14 0.71 0.12

Nonverbal reasoning2 101.90 6.98 103.50 8.63 0.31 0.58 0.20

Decoding2 106.40 14.94 107.27 10.66 0.03 0.86 0.07

Reading comprehension2 83.60 4.44 95.87 7.57 29.33 <0.001 2.04

Oral vocabulary

Time 12 89.20 13.63 110.00 8.09 25.82 <0.001 1.92

Time 22 91.50 11.31 109.50 6.12 29.40 <0.001 2.07

1Years; 2Standard scores (M = 100, SD = 15).

asked to read a list of nonwords of increasing length and diffi-
culty as quickly as they can. Efficiency is indexed by the number
of nonwords decoded correctly in 45 s. The TOWRE produces
standard scores (M = 100, SD = 15). The test provides norms
for individuals aged 6–24 years, and its manual indicates a high
level of test/re-test reliability (r = 0.89–0.91, depending on age
group).

Reading comprehension
Reading comprehension was assessed using the Neale Analysis
of Reading Ability-II (NARA-II; Neale, 1997). In the NARA-II
children read aloud passages of connected text and then answer
comprehension questions relating to each passage. Some ques-
tions can be answered with reference to verbatim memory while
others require inferences to be made (Bowyer-Crane and Snowl-
ing, 2005). The NARA-II comprises two parallel forms; children
completed Form 1 at Time 1 and Form 2 at Time 2 to avoid prac-
tice effects. The NARA-II produces standard scores (M = 100,
SD = 15) for reading comprehension. The test provides norms
for children aged 6–12 years, and shows high internal consistency
(Cronbach’s α = 0.93–0.95, depending on age group). The man-
ual reports high correlations between comprehension scores on
the two parallel forms (r = 0.82).

Educational attainment
In England, pupils sit national school assessments at the end of
primary school at age 11 years (SAT-UK tests) and at the end of
compulsory education at age 16 years (GCSEs or qualifications at
an equivalent level). At Time 2, participants were in the final year of
primary school and at the end of this year schools were contacted
to obtain SAT-UK test results. Schools provided the level (from 2 to
5) at which all pupils (n = 30) were performing in English, maths,
and science subjects (note that pupils no longer sit SAT-UK tests

for science). English results can be further decomposed into sep-
arate scores for reading and writing. Given the reading difficulties
observed in the poor comprehenders, reading and writing scores
were considered separately. Maths and science scores were consid-
ered to aid comparison with an earlier study (Cain and Oakhill,
2006). UK government targets stipulate that in order to be “sec-
ondary ready” (have the requisite knowledge and skill to manage
the secondary curriculum) pupils should be operating at level 4 or
above at the end of primary school. The UK government publishes
data each year indicating how many children meet this target (UK
Department for Education, 2012a). Not all pupils obtain a level 4
in each subject but the majority do; thus, a level 4 does not repre-
sent the average, instead, most children are expected to reach this
level.

At Time 3, GCSE (or equivalent) results were obtained via the
following process. Some primary schools provided information
about secondary school destinations at Time 2. For the remain-
ing participants, primary schools were contacted and asked to
provide details of secondary school destinations. The secondary
schools that consented to take part in the study distributed infor-
mation sheets and consent forms to participants and, on the basis
of informed consent, released GCSE results to the research team.
This process yielded GCSE data for 20/30 participants. One sec-
ondary school and one participant did not consent to take part.
For some of the remaining participants, home addresses had been
provided by parents at Time 1 (but this was not compulsory for
inclusion in the study). Where possible, participants for whom
GCSE data had not been obtained from schools were contacted
directly by post. This resulted in one participant sending informa-
tion about GCSE results independently. Thus, GCSE results were
available for 21/30 participants.

GCSE-level qualifications can be acquired for a wide range
of curriculum subjects, including the SAT-UK subjects (English,
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maths, science) as well as other subjects (e.g., foreign languages,
history, geography, art). Pupils and schools work together to
choose the number of qualifications a pupil undertakes and which
subjects they study at this level. When GCSEs (or equivalents)
are marked, grades are given (A∗, A, B–G) that correspond to
points (16–58, e.g., A∗ = 58, A = 52, B = 46, C = 40). Grades
fall into two levels, level 2 relates to grades A∗–C, and level 1 to
grades D–G. Grades and points determine, to some extent, post-
16 destinations (further education, apprenticeships, employment
opportunities, etc.). When the government reports on attainment
for pupils in England at the end of compulsory education, two
key variables of interest are whether children obtained five GCSEs
(or equivalent) at level 2 (i.e., with grades between A* and C) and
whether they have made “expected progress” since taking SAT-UK
tests. Expected progress is only recorded for subjects taken at both
SAT-UK level (now English, maths) and GCSE (English and maths
are compulsory); within each subject this reflects a pupil obtain-
ing a level 3, 4, or 5 at SAT-UK and then at least D, C, or B at
GCSE, respectively. The UK government publishes data each year
indicating how many children meet these targets (UK Department
for Education, 2012b).

RESULTS
READING AND VOCABULARY AT TIME 1 AND TIME 2
Table 1 summarizes age and performance (standard scores) on
nonverbal reasoning, decoding, and reading comprehension mea-
sures at Time 1 (selection measures) and Time 2 as well as
performance on an oral vocabulary measure at Time 1 and Time
2. Table 1 also includes details of group comparisons (one-way
ANOVA) for each variable. In line with selection and match-
ing procedures, groups were closely matched for age, nonverbal
reasoning and decoding at Time 1. This close correspondence
between the two groups was maintained at Time 2. Groups dif-
fered on reading comprehension and oral vocabulary measures at
Time 1 and Time 2, with large effect sizes observed (all Cohen’s
d ≥ 2).

To investigate Matthew effects, data on reading comprehen-
sion and oral vocabulary were analyzed using a series of 2 × 2
ANOVAs; in each, group (poor comprehenders vs. controls) was
included as an independent samples factor and time (Time 1 vs.
Time 2) as a repeated samples factor. Both raw scores and standard
scores for each variable (reading comprehension, vocabulary) were
analyzed to probe changes in absolute score (number of compre-
hension questions correct, knowledge of vocabulary items) as well
as norm-referenced scores (cf. Scarborough and Parker, 2003; Cain
and Oakhill, 2011). Mean raw scores on reading comprehension
and oral vocabulary tasks are depicted in Figures 1A,C, respec-
tively; mean standard scores appear in Table 1 but are replicated
in Figures 1B,D for ease of comparison.

When reading comprehension raw score (max = 44) was the
dependent variable (Figure 1A), the main effect of group was sig-
nificant, F(1,28) = 86.98, p < 0.001, η2

p = 0.76, with controls
outperforming poor comprehenders, as was the main effect of
time, F(1,28) = 71.88, p < 0.001, η2

p = 0.72, with higher perfor-
mance at Time 2. These main effects were qualified by a significant
group x time interaction, F(1,28) = 17.75, p < 0.001, η2

p = 0.39.
Tests of simple effects with Bonferroni correction revealed that

both groups showed a significant increase in raw score over time,
but the poor comprehender group showed greater improvement.
There were significant group differences in raw score at both time
points but this was more marked at Time 1. When reading com-
prehension standard score was the dependent variable (Figure 1B)
the main effects of group, F(1,28) = 105.01, p < 0.001, η2

p = 0.79,

and time, F(1,28) = 8.40, p < 0.01, η2
p = 0.23, were also significant.

Again, main effects were qualified by a significant group × time
interaction, F(1,28) = 21.37, p < 0.001, η2

p = 0.43. Tests of sim-
ple effects with Bonferroni correction revealed that for the control
group there was a significant decrease in the mean reading com-
prehension standard scores between Time 1 and Time 2, indicating
that for this group reading comprehension performance was not
developing in line with cross-sectional data from the test’s nor-
mative sample. As would be expected from the test norms, means
were stable across time (did not change significantly) for the poor
comprehender group.

In line with our aim to consider development at the individ-
ual level, changes in individual reading comprehension scores are
depicted in Figure 2A for reference. At Time 2, eight of the 15 poor
comprehenders (53%) obtained reading comprehension standard
scores that were at least one standard deviation below the test
mean; all of these children still met the strict identification cri-
teria adopted at Time 1 (see above). The remaining seven poor
comprehenders obtained reading comprehension standard scores
that were slightly greater than 85. At Time 2, most poor com-
prehenders still showed the large discrepancy between advanced
decoding and lower reading comprehension that characterizes the
poor comprehender profile (M discrepancy = 22.80, SD = 16.25).
One participant in the control group also met poor comprehender
criteria at Time 2.

Figures 1C,D shows mean oral vocabulary raw scores
(max = 80) and standard scores for poor comprehenders and
controls at Time 1 and Time 2. The 2 × 2 ANOVA with oral
vocabulary raw score as the dependent variable revealed signifi-
cant main effects of group, F(1,28) = 31.04, p < 0.001, η2

p = 0.53,

and time, F(1,28) = 113.65, p < 0.001, η2
p = 0.80, with controls

outperforming poor comprehenders and higher performance at
Time 2 than Time 1. The group × time interaction was not sig-
nificant, F(1,28) = 0.68, p = 0.42, η2

p = 0.02, consistent with the

parallel lines in Figure 1. With oral vocabulary standard score as
the dependent variable, again there was a significant main effect
of group, F(1,28) = 34.14, p < 0.001, η2

p = 0.55, but the main

effect time, F(1,28) = 0.28, p = 0.60, η2
p = 0.01, and group × time

interaction, F(1,28) = 0.68, p = 0.42, η2
p = 0.02, were not sig-

nificant. Changes in individual vocabulary scores are depicted in
Figure 2B.

EDUCATIONAL ATTAINMENT AT 11 YEARS (TIME 2)
Government targets stipulate that children should be perform-
ing at or above level 4 in SAT-UK tests upon leaving pri-
mary education. In order to explore whether poor compre-
henders show poor educational attainment at this point, the
percentage of children in this group obtaining a level 4 across
reading, writing, science and maths tests was compared to
(1) the control group, and (2) national data. National data
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FIGURE 1 | Mean reading comprehension raw scores (A), reading comprehension standard scores (B), vocabulary raw scores (C), and vocabulary

standard scores (D) for poor comprehenders (solid line) and controls (broken line) atTime 1 andTime 2.

(UK Department for Education, 2012a) refer to children in Eng-
land completing SAT-UK tests during the same year in which the
present participants completed these tests (total n ≈ 584,500).
Figure 3 illustrates the percentage of children in the poor compre-
hender group, control group and nationally who achieved a level
4 or above in reading (10 poor comprehenders: 67%, 15 controls:
100%, national data: 84%), writing (9 poor comprehenders: 60%,
15 controls: 100%, national data: 67%), science (12 poor compre-
henders: 80%, 15 controls: 100%, national data: 88%), and maths
(11 poor comprehenders: 73%, 12 controls: 80%, national data:
77%).

All participants in the control group performed at or above a
level 4 in reading, writing, and science (but not maths). In each
subject however, a lower number of poor comprehenders achieved
a level 4 or above in comparison to controls, and this difference

was most marked for the reading and writing tests. Fisher’s exact
tests (all 2-tailed) showed that there was a significant association
between comprehension group (poor comprehenders vs. controls)
and attainment (below level 4 vs. level 4 or higher) for reading
(p = 0.04) and writing (p = 0.02), but not for science (p = 0.22)
or maths (p = 1.00). When comparing the poor comprehender
group to national data, a lower percentage of poor comprehenders
achieved a level 4 or above across all subjects; Fisher’s exact tests
revealed that the association between group (poor comprehender
vs. national) and attainment (below level 4 vs. level 4 or higher)
was significant for reading (p = 0.01) but not writing (p = 0.39),
science (p = 0.17) or maths (p = 0.50). Finally, a higher percentage
of the control group achieved a level 4 or above in comparison to
the national data; Fisher’s exact tests revealed that the association
between group (control vs. national) and attainment (below level
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FIGURE 2 | Change in (A) reading comprehension standard scores and (B) oral vocabulary standard scores betweenTime 1 (circles) andTime 2

(crosses) in each participating poor comprehender (participants 1–15) and control (participants 16–30). Participant numbers are equivalent across (A,B)

such that participant 1 in (A) is the sample child as participant 1 in (B).

4 vs. level 4 or higher) was significant for writing (p = 0.02) but
not reading (p = 0.38), science (p = 0.38) or maths (p = 0.74).

EDUCATIONAL ATTAINMENT AT 16 YEARS (TIME 3)
As mentioned above, data on educational attainment at 16 years
were only available for 21 of the 30 participants. One-way ANOVA
and Fisher’s exact tests were conducted as appropriate, confirming
that there were no systematic differences between those partici-
pants who were retained within the sample and those who were not
on age, gender, nonverbal reasoning, reading, vocabulary and SAT-
UK performance (all ps > 0.05). Table 2 summarizes means and
standard deviations for poor comprehender and control groups
on GCSE exams (or equivalent), which occur at the end of com-
pulsory schooling in the UK. Table 2 indicates the total number

of qualifications taken, total points obtained and average points
obtained. To mirror the SAT-UK test scores reported above, we
also present average points obtained in English, maths, and sci-
ence subjects (note that a maths points score was not available for
one participant in the poor comprehender group). Compared to
the controls, there were clear trends for the poor comprehenders to
take fewer subjects at GCSE, obtain fewer points overall and per-
form less well on English. However, these group differences did
not reach statistical significance (although effect sizes were small
to moderate, see Table 2).

In a final set of analyses, we considered two key government
targets (for details, see Materials and Methods section above).
When the government report on attainment at the end of com-
pulsory education, key indices are whether children obtain five or
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FIGURE 3 | Percentage of children in the poor comprehender group, control group, and nationally, achieving level 4 or above in reading, writing,

science and maths SAT-UK tests at 11 years. National data refer to children in England completing SAT-UK tests at the same time as poor comprehenders
and controls.

Table 2 | Summary of education outcomes atTime 3 (age 16 years).

Measure Poor comprehenders (n = 11) Controls (n = 10) Group comparisons

M SD M SD F p Cohen’s d

Number of qualifications 7.95 2.77 9.35 2.21 1.61 0.22 0.56

Total points 362.73 186.66 406.90 151.88 0.35 0.56 0.26

Average points 44.66 14.21 42.73 12.22 0.11 0.74 0.15

Average English points 37.82 8.81 41.40 16.84 0.38 0.54 0.28

Average Science points 41.11 12.11 42.70 9.79 0.11 0.75 0.15

Average Maths points1 40.87 13.64 41.27 14.78 0.00 0.95 0.03

1One participant in the poor comprehender group did not obtain a GCSE maths score therefore the mean for the poor comprehender group is based on 10 participants
only.

more GCSEs (or equivalent) at level 2, and whether they make
“expected progress” between SAT-UK and GCSE examinations
in English and maths. In our sample, 6/11 children in the poor
comprehender group (55%) achieved five or more level 2 grades
(or equivalent), compared to 7/10 children in the control group
(70%). A Fisher’s exact test revealed that there was no significant
association between comprehension group (poor comprehenders
vs. controls) and whether or not participants achieved five or
more level 2 grades (p = 0.66). We then compared the percent-
age of pupils in each comprehension group who obtained five or
more level 2 GCSE grades (or equivalent) to the national per-
centage of pupils in England (83%; total n ≈ 561,300) for the
same calendar year (UK Department for Education, 2012b). For
the comparison with the poor comprehender group, the Fisher’s
exact test indicated that there was a significant association between

group (poor comprehender vs. national) and attainment (five
level 2 vs. not; p = 0.03). For the comparison between the
controls and national data, this association was not significant
(p = 0.39).

By ascertaining whether children made expected progress, it is
possible to tap into the relationship between SAT-UK and GCSE
performance. In English, 7/11 poor comprehenders (64%) and
7/10 controls (70%) made expected progress; in maths, 7/10
poor comprehenders (70%, one poor comprehender did not take
maths GCSE) and 7/10 controls made expected progress. The
same seven controls made expected progress across English and
maths subjects. For poor comprehenders, there was almost com-
plete overlap across subjects, with the exception of one poor
comprehender making expected progress in English and not tak-
ing a maths GCSE (it is unclear why as English, maths and
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science are compulsory), and another poor comprehender mak-
ing expected progress in maths but not English. A Fisher’s exact
test revealed that there was no significant association between
comprehension group (poor comprehenders vs. controls) and
whether or not participants made expected progress for English
(p = 1.00) or maths (p = 1.00). When these groups were com-
pared to the number of pupils nationally who made expected
progress in English (69%; total n ≈ 522,782) and maths (70%;
n ≈ 522,709) over the same time frame, there were no significant
associations for either poor comprehender (English: p = 0.75;
maths: p = 1.00) or control (English: p = 1.00; maths: p = 1.00)
groups.

DISCUSSION
Despite a wealth of research investigating cognitive and linguistic
skills in poor comprehenders in Italy, the UK and the US (e.g.,
Catts et al., 2006; Carretti et al., 2009; Nation et al., 2010), and
the likely constraint that reading comprehension difficulties will
place on educational progress, research on educational attainment
was previously restricted to just one study, conducted in the UK
with 11-year-old children (Cain and Oakhill, 2006). In the present
study, data on national educational attainment tests in the UK
were collected in order to explore whether poor comprehenders
first recruited at age 9 years show poor educational outcomes at
the end of primary school (age 11 years) and at the end of com-
pulsory schooling (age 16 years). Data collected at ages 9 and
11 years also enabled investigation of reading and oral vocabulary
development.

At 11 years, approximately a third of poor comprehenders failed
to meet government targets on reading and writing tests and there
was clear evidence for low achievement in reading compared to
the national data set. Poor comprehenders showed lower scores
on reading and writing tests compared to controls without a his-
tory of reading comprehension difficulties, despite groups being
closely matched for age, general cognitive ability and decoding
skill. Therefore, our findings point to a link between reading com-
prehension (and oral vocabulary) difficulties and poor educational
attainment that cannot be explained by decoding or general cog-
nitive ability. In the main, our study replicates Cain and Oakhill
(2006), who showed differences in educational attainment on these
tests between poor comprehenders and a similar control group.
However, in contrast to Cain and Oakhill’s (2011) study, differ-
ences between poor comprehenders and controls were restricted
to English tests (i.e., group differences on reading and writing but
not maths and science). Given marked heterogeneity in the profiles
of children described as poor comprehenders (Nation et al., 2002;
Cain and Oakhill, 2006; Floyd et al., 2006), differences between
studies are perhaps to be expected.

At 16 years, evidence for low educational attainment in poor
comprehenders was less clear. When poor comprehenders were
compared to controls, there were no significant differences on
any of the indices of achievement, although on almost all mea-
sures, poor comprehenders performed less well than controls. It is
worth noting, however, that nearly one in two of our poor com-
prehenders failed to achieve five GCSEs at A∗ to C, compared to
approximately one in six nationally. Taken together with findings
from age 11 years, our study indicates that poor comprehenders

are at risk of educational failure at the end of primary school, and
may also be at a disadvantage at the end of compulsory education.

Findings on attainment at 16 years should be treated with
caution as data were only available for a subsample of poor com-
prehenders (11/15) and controls (10/15). Given the small sample
size, and therefore limited power, it is perhaps not surprising that
differences between poor comprehender and control groups were
not statistically significant. In addition, we were not able to collect
individual data on reading and other aspects of cognitive function-
ing at age 16 years, thus the reading (and oral vocabulary) status of
participants at this point is unknown. Also unknown is whether
any children had support during examinations (e.g., extra time,
scribe). Nonetheless, to our knowledge, we provide the first study
investigating educational attainment in poor comprehenders at
the end of compulsory education. Further, our finding that chil-
dren with a history of reading comprehension difficulties are less
likely than pupils nationally to obtain five GCSEs at A∗ to C war-
rants further investigation: this is an index that is widely used by
UK educational institutions and employers to make recruitment
decisions and failing to obtain five GCSEs at A∗ to C is associ-
ated with greater risk of falling into the category of school leavers
who are “Not in Employment, Education or Training” (NEET; UK
Department for Education, 2010).

Alongside collecting data on educational attainment in poor
comprehenders, we also tracked reading and vocabulary longi-
tudinally. Reading and vocabulary measures were administered
when poor comprehenders were identified at age 9 years and after
a 2-year lag at age 11 years. Raw reading comprehension scores for
poor comprehenders and controls increased significantly over time
but this increase was more marked for the poor comprehenders
(see Figure 1). For poor comprehenders, reading comprehension
standard scores showed stability; with one or two exceptions, they
showed little change over time. Controls’ standard scores declined
indicating that their improvements were not commensurate with
the age-related differences reported for the test’s normative sam-
ple. This is a surprising finding, and one that warrants further
attention. Importantly though, the group difference in reading
comprehension (raw and standard scores) maintained over time
and the gap between low and high ability groups did not appear
to widen (i.e., a Matthew effect), consistent with previous research
(Scarborough and Parker, 2003; Cain and Oakhill, 2006, 2011;
Elwér et al., 2013).

Mean oral vocabulary scores (raw, standard) for poor compre-
henders were significantly lower than mean scores for controls at
both Time 1 and Time 2. Over time, scores for the two groups
showed parallel growth, with raw scores increasing and mean
standard scores not changing significantly between ages 9 and
11 years (see Figure 1). Therefore, and in contrast to Cain and
Oakhill (2011), we did not find evidence for Matthew effects in the
oral vocabulary knowledge of poor comprehenders. Rather, they
demonstrated poorer oral vocabulary knowledge than controls at
Time 1, and this group difference was maintained (but did not
increase) over time (cf. Scarborough and Parker, 2003). Given the
discrepancy between our findings and those of Cain and Oakhill, it
is worth noting that Cain and Oakhill (2011) identified their poor
comprehenders using different criteria. In addition, markedly dif-
ferent measures of oral vocabulary were used across the studies.
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Cain and Oakhill (2011) used a receptive measure, with scores
determined by the breadth of oral vocabulary knowledge (i.e.,
how many words a child knows) whereas our expressive measure
was more sensitive to the incremental nature of oral vocabulary,
with scores capturing depth as well as breadth of knowledge. In
order to investigate further whether poor comprehenders are at
risk of Matthew effects for vocabulary, future research should
aim to administer multiple measures of oral vocabulary, indexing
vocabulary knowledge in relation to breadth, depth, and flexibility
(e.g., understanding multiple meanings) and how this knowledge
can be used.

In conclusion, we have replicated findings that poor compre-
henders are at risk for poor educational attainment at the end
of primary school (Cain and Oakhill, 2006). At this point, poor
comprehenders were more likely to perform poorly, and fail to
reach government targets, than controls and the national sample
on literacy tests. We also extended this by providing preliminary
evidence that some poor comprehenders show low educational
outcomes at the end of compulsory education (16 years); com-
pared to the national sample, poor comprehenders were less likely
to obtain five or more A∗ to C GCSE grades (or equivalent). These
findings indicate that more research on educational attainment
in poor comprehenders is warranted. A key outstanding empir-
ical question is why some poor comprehenders perform poorly
in national school assessments. The complexity of these assess-
ments means that there are a large number of factors that could
constrain performance and given the heterogeneity of poor com-
prehenders, different factors could explain poor performance for
different individuals. Further research is needed that tracks edu-
cational attainment in a more systematic and detailed way, and
with large enough groups in order to investigate different trajecto-
ries. For instance, it would be of value to determine which factors
(e.g., reading comprehension level, oral language abilities, abil-
ity to learn from reading, etc.) predict the likelihood that poor
comprehenders will go on to perform poorly at school. A further
complication for interpreting our findings is that SAT-UK and
GCSE assessments are not directly comparable. For example, SAT-
UK English tests measure reading ability directly whereas GCSE
English assessments do not. Thus, there may be different rea-
sons for poor performance at different educational stages. Future
research that analyses the content of the tests taken could shed
light on this issue, and probe the implications of this work for
curriculum development and education in the UK. Finally, given
that the extant literature comprises just two UK studies, future
studies should aim to investigate links between poor reading com-
prehension and educational attainment in children outside of
the UK. Difficulties with reading comprehension in childhood
do not seem to guarantee poor educational outcomes and clearly
there are a number of other variables that will influence national
assessment scores. Taken together though, our findings do point
to a link between reading comprehension difficulties in mid to
late childhood and poor educational attainment further down
the line.
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