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The burgeoning field of social 
neuroscience has begun to illuminate 
the complex biological bases of 
human social cognitive abilities. 
However, in spite of being based 
on the premise of investigating the 
neural bases of interacting minds, 
the majority of studies have focused 
on studying brains in isolation using 
paradigms that investigate offline 
social cognition, i.e. social cognition 
from a detached observer’s point 
of view, asking study participants 

to read out the mental states of others without being engaged in interaction with them. 
Consequently, the neural correlates of real-time social interaction have remained elusive and 
may — paradoxically — represent the ‘dark matter’ of social neuroscience.

More recently, a growing number of researchers have begun to study online social cognition, 
i.e. social cognition from a participant’s point of view, based on the assumption that there 
is something fundamentally different when we are actively engaged with others in real-time 
social interaction as compared to when we merely observe them. Whereas, for offline social 
cognition, interaction and feedback are merely a way of gathering data about the other person 
that feeds into processing algorithms ‘inside’ the agent, it has been proposed that in online 
social cognition the knowledge of the other — at least in part — resides in the interaction 
dynamics ‘between’ the agents. Furthermore being a participant in an ongoing interaction 
may entail a commitment toward being responsive created by important differences in the 
motivational foundations of online and offline social cognition.
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In order to promote the development of the neuroscientific investigation of online social 
cognition, this Frontiers Research Topic aims at bringing together contributions from 
researchers in social neuroscience and related fields, whose work involves the study of at 
least two individuals and sometimes two brains, rather than single individuals and brains 
responding to a social context. Specifically, this special issue will adopt an interdisciplinary 
perspective on what it is that separates online from offline social cognition and the putative 
differences in the recruitment of underlying processes and mechanisms. Here, an important 
focal point will be to address the various roles of social interaction in contributing to 
and — at times — constituting our awareness of other minds. For this Research Topic, 
we, therefore, solicit reviews, original research articles, opinion and method papers, which 
address the investigation of social interaction and go beyond traditional concepts and ways 
of experimentation in doing so. While focusing on work in the neurosciences, this Research 
Topic also welcomes contributions in the form of behavioral studies, psychophysiological 
investigations, methodological innovations, computational approaches, developmental and 
patient studies.

By focusing on cutting-edge research in social neuroscience and related fields, this Frontiers 
Special Issue will create new insights concerning the neurobiology of social interaction and 
holds the promise of helping social neuroscience to really go social.
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The burgeoning field of social neuroscience has begun to
illuminate the complex biological bases of human social cogni-
tive abilities. However, in spite of being based on the premise of
investigating the neural bases of interacting individuals, a major-
ity of studies has focused on studying brains in isolation using
paradigms that investigate “offline” social cognition, i.e., social
cognition from an observer’s point of view, rather than “online”
social cognition, i.e., social cognition from an interactor’s point of
view. Consequently, the neural correlates of real-time social inter-
action have remained largely elusive and may—paradoxically—
be seen to represent the “dark matter” of social neuroscience
(Schilbach et al., 2013).

More recently, a growing number of researchers have begun to
study social cognition from an interactor’s point of view, based on
the assumption that there is something fundamentally different
when we are actively engaged with others in real-time social inter-
action as compared to when we merely observe them. Whereas for
“offline” social cognition, interaction and feedback are merely a
way of gathering data about the other person that feeds into pro-
cessing algorithms “inside” the agent, it has been proposed that
in “online” social interaction the knowledge of the other—at least
in part—may reside in the interaction dynamics “between” the
agents. Furthermore, being a participant in an interaction may
entail a commitment toward being responsive created by impor-
tant difference in the motivational foundations of “online” and
“offline” social cognition.

There are at least three different axes along which social neu-
roscience will have to evolve in order to (a) be able to validate
the idea that interaction is more than just an online recruitment
of essentially two or more agents’ internal social knowledge, and
(b) move toward a true understanding of what it is like to exist
and function in a social context. In a recent paper (Schilbach
et al., 2013; see Figure 1), we describe one axis representing
detachment versus emotional engagement; a second axis that
runs from purely spectatorial setups to setups that allow par-
ticipants to produce a meaningful change in their environment,
to paradigms in which two agents can interact with each other
in a dynamic way; and a third axis that contrasts methodolo-
gies that look for explanatory variance within a single agent with
approaches focusing on explanatory power of a system of multi-
ple agents. It is important to note that a more enactive approach
that incorporates meaningful interaction need not necessarily
focus exclusively on dynamic components of ongoing interaction.
For instance, establishing the degree to which “passive” social
perception and related biobehavioral markers change when in
interaction as compared to merely observing, or the study of how

we perceive cooperative interaction and adapt to it, is extremely
useful and necessary in order to come to a full understanding of
social interaction.

In this line of thought, this Frontiers Research Topic brings
together contributions from researchers in social neuroscience
and related fields, whose work contributes to the development
of the neuroscientific investigation of “online” social cognition
and draws upon behavioral studies, psychophysiological investi-
gations, computational approaches, developmental, and patient
studies while also providing theoretical contributions that can
help to advance research in social neuroscience. This creates
an interdisciplinary perspective on what it is that separates
“online” from “offline” social cognition and how differences in
the underlying neurobiological processes and mechanisms can
be investigated. The contributions highlight the importance of
methodological advances to quantify the interpersonal processes
of real-time social interaction and demonstrate how this can be
related to measurements obtained from one or two brains.

Without going into each of the 52 contributions to this
Research Topic, there are a number of emerging patterns com-
ing to the foreground. All of them, to some degree, focus on at
least one aspect of the three axes and try to find an explana-
tion of behavioral variance that cannot be found by exclusively
focusing on disengaged agents—be it in engagement, active par-
ticipation in joint actions, or in the interaction dynamics itself.
The theoretical contributions shed light on how recent findings
might reveal the crucial and subtle differences between spectato-
rial versus interactionist social cognition. Moreover, they suggest
various ways of conceptualizing this distinction by focusing on
coordination dynamics or interactive alignment/synchronization,
cooperation, intentionality, brain-computer interfaces, differen-
tial involvement of (conscious) top-down processes, and more
implicit, automatic processing, or by pointing toward findings in
developmental neuroscience.

Among the original research articles, a number focus on neural
correlates of some form of live social interaction, either face-
to-face, or via gaze and joint attention, joint action in various
dual tasks such as imitation, behavioral or listener-speaker cou-
pling. These are not limited to investigating only single agents’
neural correlates, but also look at the coupling of participants’
neural correlates within an interactive setup. The field of interest
pertaining to the nature of interaction stretches far beyond that
and incorporates inquiries into risk-taking, inequity, deception—
often in the context of games, emotion, and face perception,
machine interaction, the role of oxytocin, and specific interaction
deficits in persons with autism.
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Pfeiffer et al. Towards a neuroscience of social interaction

FIGURE 1 | Depiction of the experimental landscape of research in social neuroscience. More intense shades of gray indicate areas of the landscape,
which have been left largely unexplored, thus, representing the “dark matter” of social neuroscience.

By focusing on cutting-edge research in social neuroscience
and related areas, this Frontiers Research Topic allows new
insights into the neurobiology of social interaction and demon-
strates how the field of social neuroscience is now tackling issues
that were at the very heart of the field until its inception, but
have proved to be more difficult to assess. Beyond the excellent

contributions that make up this Research Topic, we believe that
this special focus will also give readers ideas for future research
in this field, which—we hope—will continue to turn toward
the investigation of phenomena that are inherently linked to
participation in social interaction and may therein help social
neuroscience to really go social.
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Researchers in social cognition increasingly realize that many phenomena cannot be
understood by investigating offline situations only, focusing on individual mechanisms and
an observer perspective. There are processes of dynamic emergence specific to online
situations, when two or more persons are engaged in a real-time interaction that are
more than just the sum of the individual capacities or behaviors, and these require the
study of online social interaction. Auvray et al.’s (2009) perceptual crossing paradigm offers
possibly the simplest paradigm for studying such online interactions: two persons, a one-
dimensional space, one bit of information, and a yes/no answer. This study has provoked
a lot of resonance in different areas of research, including experimental psychology,
computer/robot modeling, philosophy, psychopathology, and even in the field of design.
In this article, we review and critically assess this body of literature. We give an overview
of both behavioral experimental research and simulated agent modeling done using the
perceptual crossing paradigm. We discuss different contexts in which work on perceptual
crossing has been cited. This includes the controversy about the possible constitutive role
of perceptual crossing for social cognition. We conclude with an outlook on future research
possibilities, in particular those that could elucidate the link between online interaction
dynamics and individual social cognition.

Keywords: social cognition, online interaction, perceptual crossing, coordination

INTRODUCTION
It is the advent of the interactionist turn in social cognition. It is
becoming more and more evident that research cannot be limited
to investigating offline situations, where individual mechanisms
to process social situations are looked at in isolation. There are
social processes specific to online situations, i.e., when two per-
sons are engaged in real-time interaction, and these processes are
essential for an understanding of social interaction. As an illustra-
tive example of how dynamics of interaction can be determined
by the interaction process, rather than by the goals and actions
of any of the interactors, De Jaegher (2009) describes a situa-
tion where two people try to walk past each other in a narrow
corridor. It can happen that both people step toward the same
side, readjust and step toward the other side, and subsequently
engage repeatedly in such synchronized mirroring of sideways
steps. In such a case, the process of interaction continues even
if none of the interactors want to remain in interaction. There
is thus a coordination of synchronized sideways movements in
which the two peoples’ behaviors are adjusted as a function of
the evolving dynamics of the interaction. In other words, there
are aspects of the dyadic system that cannot be assigned to any
of the interacting entities. It remains to be seen how impor-
tant such interaction processes are for social cognition. What
is clear, however, is that traditional approaches in social cogni-
tion that study an individual’s reaction to social stimuli offline
are unable to capture this kind of interaction dynamics in the
first place.

The importance of online interaction for the recognition of
others has been illustrated by Murray and Trevarthen (1985). In
their studies, 2-month-old infants interacted with their mothers
via a double-video projection. The video, displayed to the infants,
could either present their mother interacting with them in real-
time or a video pre-recorded from a previous interaction. The
infants engaged in coordination with the video only when inter-
action was live, whereas they showed signs of distress if the video
was pre-recorded. The fact that the children were able to distin-
guish a live interaction with their mother from a pre-recorded one
suggests that the recognition of another person does not only con-
sist of the simple recognition of a particular shape or pattern of
movements, but also involves a property intrinsic to the shared
perceptual activity: The perception of how the other’s movements
are related to our own.

Auvray et al.’s (2009) perceptual crossing paradigm provides
the most basic conditions for studying the factors involved in rec-
ognizing others in online interactions. In the experiment, pairs
of blindfolded human participants were placed in separate rooms
and interacted in a common virtual one-dimensional perceptual
space (see Figure 1). Each participant moved a cursor (an avatar
representing her body) along a line using a computer mouse and
received a tactile stimulus to the free hand when encountering
something on the line. The participants were asked to click the
mouse button when they perceived the presence of the other
participant. Apart from each other, participants could encounter
a static object or a displaced “shadow image” of the partner.
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FIGURE 1 | Schematic illustration of Auvray et al.’s (2009) experimental set-up.

Note that this shadow image was strictly identical with respect
to shape and movement characteristics. Therefore, the only dif-
ference between the partner and their shadow image is that the
former can at the same time perceive and be perceived, i.e.,
that there can be live dyadic interactions. A solution to the task
has to rely at least partially on performing and detecting a live
interaction.

Participants were able to perform this task well, i.e., they
clicked significantly more often when meeting the partner’s avatar
(65.9% of the clicks ± S.D. of 13.9) than when meeting the
shadow image (23.0% ± 10.4) or the static object (11.0 ± 8.9%).
The paradigm thus provides sufficient conditions for perceptual
processes that are sensitive to social contingency like Murray and
Trevarthen’s (1985) study.

Analysis of the sources of tactile stimulation revealed an asym-
metry: the majority of the stimuli were caused by encounters
with the partner’s avatar (52.2% ± 11.8 of the received stim-
uli) followed by the static object (32.7% ± 11.8) and the shadow
image (15.2% ± 6.2). Surprisingly, this implies that the rela-
tive recognition rate, i.e., the ratio of clicks per type of object
divided by stimulations per type of object, does not differ between
the mobile object and the interaction partner: There are 1.26
clicks per stimulation by the partner’s avatar and 1.51 for the
shadow image, a difference that is not significant. Only the static
object with 0.33 clicks per stimulation differs. Participants are
ca. four times more likely to click after having met a mobile
object than after having encountered the static object. The higher
proportion of correct clicks when meeting the other is, there-
fore, not due to an individual ability to recognize the partner
as participants are equally likely to click after encountering the
shadow as they are when they encounter the other. There is no
conscious recognition of the other in terms of this click rate.

The correct discrimination emerges instead from the interaction
dynamics, as a consequence of the mutual search for one another
which make the encounters between the two participants far more
frequent.

In explaining the result that participants predominantly click
when meeting their partner, there are thus two kinds of processes
to account for: the participants’ ability to click after touching
mobile objects but not after touching the fixed object; and the
fact that the perceptual crossing with the other was far more fre-
quent than encounters with the shadow image which explains
why participants had 65.9% correct responses even though their
relative click rate was identical for the shadow and the other. A
closer examination of the results indicated that participants used
a strategy of reversing their direction of movement after a sen-
sory encounter; there is a strong negative correlation (r = −0.72)
between the mean acceleration after losing contact and the mean
velocity before making contact. This strategy results in oscillatory
movement around the source of stimulation, an observation con-
sistent with previous studies with such minimalist visuo-tactile
feedback devices (Stewart and Gapenne, 2003; Sribunruangrit
et al., 2004). According to Lenay et al. (2003) this strategy and
the successive stimulation events it brings about give rise to the
perception of a spatially localized object.

The participants’ ability to distinguish between fixed and
moving objects could be based on a number of differences in
sensorimotor events. These are the following. A change in stimu-
lation occurs although the participants themselves did not move
(this criterion accounts for 54.9% of clicks). Participants expe-
rienced two distinct consecutive stimuli even though they have
been moving monotonically in a constant direction (32.3%).
They experienced a smaller (31.3%) or larger (9.1%) width than
the objects’ stationary size. The next three types of event occur
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when the participants leave a source of stimulation and then
reverse direction to relocate this source of stimulation. If the stim-
ulation is not, as the participants expected, due to a fixed object,
they will encounter the stimulation again sooner (14.4%) or later
(14.7%) than expected, or not at all (11.6%).These criteria are
not mutually exclusive and may have been used in combination.
Detecting these subtle differences in sensorimotor patterns is a
task up to the individual.

The more frequent stimulation of the participant due to a
perceptual crossing with the other results from the oscillatory
scanning strategy employed. When a participant encounters the
partner, both participants receive tactile stimulation, and revers-
ing the direction of their movement, they engage in the same
oscillatory behavior. This co-dependence of the two perceptual
activities thus forms a relatively stable dynamic configuration.
In this situation, the perceptual activities mutually attract each
other, just as in everyday situations, when two people catch each
other’s eye. By contrast, when a participant encounters the other’s
shadow image, she is the only one receiving stimulation and
subsequently reversing her direction. This does not allow a sta-
ble interaction. Importantly, the correct solution in this instance
results from performing the live interaction itself. The coupling of
two individuals employing the more general perceptual strategy
to oscillate around a source of stimulation leads to the emer-
gence of stable interaction. As the individual click rates show,
no individual discrimination between the other and her shadow
image is detected by the individual alone. The online interac-
tion and emergent coordination provides the participants with
the distinction between the shadow and the other for free. This
occurs without the need for consciously detecting differences in
the available sensorimotor patterns. The results, therefore, pro-
vide an example how interactive processes (that individual-based
approaches would be blind to) can serve a functional role in
solving a perceptual task.

EXTENSIONS AND MODELS OF THE PARADIGM
Auvray et al.’s (2009) study has provoked a lot of resonance in
different areas of research. These range from experimental and
clinical psychology to computer/robot modeling, philosophy, and
even engineering and design. Due to its simplicity, the percep-
tual crossing paradigm serves as an illustrative example for the
importance of online interaction dynamics. This section surveys
the body of literature emerging as a result of the perceptual cross-
ing paradigm, starting with a section on empirical work, before
covering follow-up computational models. In addition, Table 1
lists and summarizes the most important studies in perceptual
crossing.

FURTHER EXPERIMENTS ON PERCEPTUAL CROSSING
In order to test whether these results generalize to richer envi-
ronments, Lenay et al. (2011) tested a two-dimensional version
of the original experiment. Ten pairs of participants were placed
in a two-dimensional virtual space. Apart from differences in the
size of objects and environment, the set-up and protocol were
the same as in the original experiment. Quantitatively speaking,
the results were similar, i.e., a very successful identification of the
other in terms of percentage of clicks assigned to the different

types of objects. Similarly, there was again an equal click rate per
stimulation for the partners and their shadow image, showing
that successful distinction between the other and the shadow is
due to frequency of stimulation from each source. The emphasis
of this extension was, however, on qualitative properties of motor
behavior. How would participants implement this task in two
dimensions? Lenay et al. (2011) report that, while participants
scanned the entire space in search for one another, once con-
tact was established, they reverted to one-dimensional oscillatory
interactions. Further analysis of active perceptual strategies was
informed by results from robot simulations of the task (Rohde
and Di Paolo, 2008; Rohde, 2010; Lenay et al., 2011; cf Section
“Robot Simulation Models”), i.e., patterns of behavior observed
in the robotic agents were tested against the human data. There
is evidence that a possible functional role of oscillatory scanning
is to relocalize the other after losing touch. This is in agree-
ment with the idea that oscillations serve to spatially localize a
source of stimulation. Evidence also suggests that a “surprise,”
i.e., the impossibility to precisely predict the location of the other
despite coordinated interaction, can explain the clicking behav-
ior, as was previously suggested by Auvray et al. (2009). It should
be mentioned that it remains unclear whether the reduction of
movement to one dimension is related to the anatomy of the
human arm, as no postural variables were recorded and there is
considerable variability in preferred oscillation direction across
subjects.

Another variation on the paradigm was studied by Iizuka et al.
(2009, 2012a) who empirically tested an issue that had previously
been studied in simulation (Iizuka and DiPaolo, 2007; Di Paolo
et al., 2008; cf. Section “Robot Simulation Models”), i.e., agency
detection in an environment, where one-sided coordination (De
Jaegher, 2009) is a theoretical possibility. In the original percep-
tual crossing paradigm, one-sided coordination with the other’s
shadow image cannot stabilize. Due to the spatial arrangement of
the different entities on the tape, if one participant interacts with
the other’s lure, this implies that the other person is still searching
for her partner. Thus, even when not interacting, the participants
will influence each other’s behavior. Iizuka et al. (2009, 2012a)
introduced an important change to the original perceptual cross-
ing paradigm. Instead of simultaneously placing a person and her
shadow image into the virtual world, trials were randomized to
either expose participants to a live interaction (possibility for two-
sided coordination) or to a recording of the other participant’s
behavior in a previous live interaction trial (possibility for one-
sided coordination). Participants had to decide at the end of a
trial whether they had perceived the interaction to be live. With
this change in the paradigm, participants initially have difficul-
ties to distinguish the two kinds of trials. All of them start off
scanning and oscillating around the encountered entities of both
types. However, after only a few tens of trials, the participants
developed a turn-taking behavior as an active probing strategy.
Turn-taking was quantified as the amount to which dyads relied
on a behavioral strategy where, at any point in time, just one inter-
action partner was moving while the other one was standing still,
rather than both moving simultaneously. However, only 4 out of
those 10 dyads achieved above chance level performance on the
task using the turn-taking strategy.
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Table 1 | Summary of the most important experimental and modeling studies on perceptual crossing.

Studies Methods Questions Results

Auvray et al., 2009 Human behavior (VR) Self-organization of coordination Coordination arises despite individual’s incapac-
ity to explicitly discriminate live versus non-live
interaction

Di Paolo et al., 2008; Rohde,
2010; ch. 6

Simulation modeling Mechanisms underlying PC Behavior observed in PC can emerge from simple
behavioral control circuits in online interaction

Iizuka and DiPaolo, 2007;
Di Paolo et al., 2008; Iizuka
et al., 2009, 2012a

Human behavior (VR),
simulation modeling

Individual modulation of
interaction to discriminate
online interaction from a
recording

Simulated agents as well as individuals use active
perceptual strategies and turn-taking to discrimi-
nate live interaction from one-sided coordination

Martius et al., 2008 Simulation modeling Emergence of coordination in
homeokinetic agents

If rewarded for seeking stimulation, PC, and
agency detection emerge from homeokinetic con-
trol rule

Rohde and Di Paolo, 2008;
Rohde, 2010; ch. 7;
(Lenay et al., 2011)

Human behavior (VR) and
simulation modeling

PC in 2D; embodiment and
spatial properties

The results from PC in 1D transfer to 2D; oscilla-
tory interaction persists and may serve exact local-
ization; humans perceive entities whose location
cannot be fully predicted as other agents

Froese and Di Paolo, 2008,
2010, 2011

Simulation modeling Dynamic stability and
mechanisms underlying PC

Coordination in PC paradigm is stable across many
scenarios. Evolved solutions rely on subtleties in
brain-body-environment interaction dynamics

Timmermans et al., 2011 Human behavior (VR) with
autistic patients

Differences and similarities
between autistic and
non-autistic people

Similar motor behavior and coordination patterns.
Small differences in failed clicks

Iizuka et al., 2012b Human behavior (VR) Emergence of symbolic
communication through
interaction

With training, humans develop turn-taking strate-
gies and characteristic movements to represent
different kinds of visual stimuli to the interaction
partner in a PC experiment

Lenay and Stewart, 2012 Human behavior (VR) Conscious recognition of the
source of stimulation

Human classify the sources of stimulation if these
are characterized by different sounds

Lenay and Stewart, 2012 Human behavior (VR) Slow modulation of fast PC
dynamics

Humans can negotiate a common distance
between sensor and avatar in PC using the inter-
action as feedback to improve interaction

The important difference with Auvray et al.’s (2009) per-
ceptual crossing paradigm is that the procedure used in Iizuka
et al.’s (2009, 2012a) experiment renders a one-sided coordination
solution theoretically possible. In other words, it allows a situ-
ation where coordination occurs but is to be fully credited to
one interaction partner. This translates Murray and Trevarthen’s
(1985) double TV monitor paradigm more faithfully into a min-
imal virtual environment but also tackles a slightly different
scientific question. Indeed, Auvray et al.’s (2009) focus was on the
kind of environments and behaviors that lead to the emergence
of social coordination, whereas Iizuka et al. (2009, 2012a) focus
on how an individual can modulate the interaction dynamics to
figure out if an interaction is live or not. This difference in moti-
vation relates to our discussion of whether perceptual crossing
constitutes social cognition in Section “Does Perceptual Crossing
Constitute Social Cognition?”.

The emergence of symbolic communication without dedicated
signaling channels was studied by Iizuka et al. (2012b) in another
variant of the perceptual crossing paradigm. Pairs of participants
were confronted with different visual stimuli (shapes) and had to
decide after 30 s of perceptual crossing whether they saw the same
or a different shape (at first there were two possible shapes, later

three). Initially, performance was at chance level and participants
engaged only in perceptual crossing. Yet, with the feedback pro-
vided, participants learned not only to take turns in interaction,
but also to negotiate characteristic motion patterns to represent
the shape they could see, e.g., by a characteristic oscillation fre-
quency. What is particularly interesting in this instance is that
the same sensorimotor coupling afforded by the experimental
set-up serves several functions. Oscillatory movement is used to
localize the other, to communicate, and to negotiate a common
vocabulary. All of these activities are distinguishable, functional
processes, yet they all occur concurrently.

In another interesting elaboration on the original paradigm,
Lenay and Stewart (2012) tested the extent to which participants
are able to explicitly recognize their partner. To do so, participants
received feedback sounds instead of tactile feedback. Each sound
was associated with one of the three kinds of objects, i.e., the part-
ner’s avatar, the shadow image, and the fixed object. Ten pairs
of participants were tested in 4 sessions and the mapping from
sounds to entities was randomized for each session. In sessions 1
and 2, the moving object had the same rule of displacement as in
the original experiment, i.e., located at a fixed distance from the
partner’s avatar. In sessions 3 and 4, it corresponded instead to
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the recordings of the partner’s trajectory during session 2. At the
end of each session, participants were asked to assign the tones to
the different kinds of entities. The results revealed a very high and
statistically significant ability to recognize the fixed object. The
participants’ ability to distinguish between partner and mobile
object is less conclusive: Overall, the participants were able to dis-
tinguish between the two in the two sessions where the mobile
objects corresponded to a pre-recording; however, they were only
able to do so in one out of the two sessions when it corresponded
to a shadow image.

A number of interesting observations emerged from the study.
Firstly, there was a non-significant trend for participants’ perfor-
mance to correlate, suggesting that certain types of interaction
ease the assignment for both parties alike. In addition, a com-
mon strategy to solve the task could be observed. Participants
first identified the sound corresponding to the fixed object. They
subsequently sought the partner’s avatar, trying to stay in contact
with it. In a final step, they verified their assignment by tracing
the mobile object. This shift in strategy from that observed in the
original perceptual crossing paradigm (Auvray et al., 2009) indi-
cates, in line with the results by Iizuka et al. (2009, 2012a), that
conscious recognition requires the modulation of the perceptual
crossing dynamics emerging from mutual search. It also suggests
that such a modified strategy and characteristic feedback sounds
are necessary to identify the source of stimulation. This concurs
with the conclusion from the original study (Auvray et al., 2009)
that the discrimination between the other and the shadow image
does not involve conscious recognition. During debriefing, par-
ticipants reported sessions 3 and 4 (interaction with a recording)
harder, because the recording appeared “more human,” moved
more, appeared to react more to contacts, and to imitate the oscil-
lation pattern. This is in agreement with the results of Iizuka
et al. (2009, 2012a) that reported increased difficulty in discrim-
inating one-sided coordination with a recording of a previous
interaction, as opposed to live online interaction.

Another study (Lenay and Stewart, 2012) investigated whether
participants are able to modulate their sensorimotor couplings to
ease perceptual crossing. The one-dimensional environment con-
tained only the two partners. In this variation of the paradigm,
participants could adjust the distance between their receptive
field and their corresponding avatar (perceptible by the other).
The initial distances between the participant’s receptive field and
avatar at the beginning of a trial varied from trial to trial. Distance
could be adjusted using mouse-clicks during perceptual crossing.
If both participants agreed on the same distance, this corresponds
to the setting in the original paradigm (Auvray et al., 2009). If
there is a discrepancy in these distances between participants,
the crossing would be expected to drift to one direction given
the described oscillatory strategy. If the discrepancy is very large,
coordination would be expected not to stabilize. The participants’
task was to adjust the distance between their avatar and the recep-
tive field to decrease any drift experienced and stabilize perceptual
crossing. It was found that, using the interaction dynamics as a
feedback signal, participants were able to decrease the discrep-
ancy between their distance parameters and thus, over time, to
modulate the wiring of their sense organs to achieve smoother
interaction.

A different line of experimentation was pursued by
Timmermans et al. (2011), who investigate perceptual crossing
in High Functioning Autists (HFAs). Their aim was to determine
the level at which HFAs have impaired social abilities. While
some scientists claim that autistic people have problems with
automatic aspects of social cognition (e.g., McIntosh et al., 2006
report a deficit in automatic mimicry), other studies find no
impairment in autists in cognitive faculties that involve implicit
social cognition, such as action representation (Sebanz et al.,
2005) or implicit learning (Brown et al., 2010). By studying
HFAs in the perceptual crossing paradigm, it is possible to test
whether autistic people have difficulty in coordinating online
interactions, or their conscious perception of such interactions.
If the coordination capacities of HFAs are less strong, there
should be relatively less stimulation by the interaction partner.
If, however, the individual processing is impaired, there should
be a decreased ability to distinguish the fixed object from the
partner and shadow image in terms of click rate. Fifteen pairs of
participants were tested in the perceptual crossing paradigm; in
eight of these pairs, one interaction partner was a HFA, the other
seven pairs consisted of two healthy controls. There were no sig-
nificant differences in motor behavior or coordination patterns
between the two groups: most of the encounters occurred with
the interaction partner. Thus, HFAs appear not be impaired at
the levels of social interaction that are required for coordination
in the perceptual crossing paradigm. In terms of frequency of
clicks, unlike the original study (Auvray et al., 2009), there are so
far no significant differences between the three types of objects
in either group. Thus, apart from the reliable emergence of
perceptual crossing interaction, whether or not there are more
specific differences in how HFAs and healthy controls interact
will require further analysis and experiments.

Beside these direct variations and extensions, the perceptual
crossing paradigm has also informed research in different dis-
ciplines. In the field of design, Marti (2010) draws inspiration
from the perceptual crossing paradigm in order to develop inter-
active devices capable of a mutual regulation of joint actions. The
robot companion Iromec has been developed for the purpose of
engaging with children with different disabilities. In one of the
scenarios presented in the article, the robot companion follows
a child at a fixed distance taking the same trajectory, pace, and
speed as the child. If however, another person comes closer to
the robot, it will subsequently follow the new person until the
child again comes closer to it. The author tested such a scenario
with a 9-year-old child who had a mild cognitive disability involv-
ing attentional difficulties and delays in learning. Analyzing the
video-recordings, the child’s teachers agreed that the child was
remarkably able to sustain activity across a number of tasks, sug-
gesting that his capacity to focus attention was better than usual.
The author shows how the lessons learned from the perceptual
crossing experiment can be used in the design of technological
artifacts to improve the motivation to act, attention to mobility,
coordination, and basic interpersonal interaction.

Ware (2011) was inspired by the perceptual crossing experi-
ments to investigate social interactions in pigeons with a method
similar to that of Murray and Trevarthen (1985). A double
closed-circuit teleprompter apparatus enabled two birds located
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in different rooms to interact in real-time via a video interface.
Pigeons’ courtship behaviors was studied, which is reflected in
how much they walk in circles. The courtship behavior of 12
pigeons (six males and six females) was compared when they
viewed a real-time video of each of the opposite sex partner versus
a recorded video of previous interaction with those same part-
ners. The results revealed an effect of the interactive condition
(live versus playback) on pigeons’ courtship behaviors. Additional
experiments investigated the temporal and spatial details of how
live interaction benefits courtship behavior in pigeons. The results
demonstrated that pigeons’ circle walking behavior also decreased
when a 9-s delay was introduced, as compared with the live con-
dition. There was no effect of viewing angle: The pigeons behaved
similarly when their partner faced the camera versus when it was
displayed rotated 90◦ away during a live interaction and their
interactive circle walking behavior reduced in the two cases when
viewing a playback video. It should be noted that differences
in circle walking behaviors during playback versus live condi-
tions only appear during courtship (two pigeons of opposite sex)
but not during rivalry (two pigeons of the same sex). Ware’s
results thus reveal that pigeons’ courtship behavior is not based
on visual signals only, but it is also influenced by sensitivity to
social contingencies existing between signals.

ROBOT SIMULATION MODELS
The perceptual crossing paradigm suggests itself for computa-
tional modeling by simulating embodied agents, given that it
takes place in a minimal virtual world. The experimental task
can only be solved in interaction, not through an abstract pro-
cessing/reasoning. Simulating the behavior in closed-loop agent-
agent interaction can reveal the possible mechanisms that could
underlie perceptual crossing in humans.

The first studies on computational modeling of the percep-
tual crossing paradigm were published by Di Paolo et al. (2008).
They used Evolutionary Robotics simulation modeling, a tech-
nique where simulated robots are parameterized in an automated
way to optimize performance in a task. Performance in a task is
measured by a “fitness function” that quantifies success in the
task (see Figure 2 for a cartoon illustration of how Evolutionary
Robotics works). For instance, a fitness function for the percep-
tual crossing task was to be maximally close to another agent over
the course of a simulated interaction within the virtual world also
used for humans (Figure 1). The parameters evolved were the
weights and biases of a recurrent neural control network that were
initially random. By removing those network controllers that did
not score high according to the fitness function, and copying the
successful ones with modifications to the next generation, the

FIGURE 2 | An illustration of the algorithm used in Evolutionary

Robotics. Random strings (“genomes”) are interpreted as parameters

for neural network robot control. Robot behavior is simulated and
evaluated. The higher scoring agents’ genome is recombined and

copied with mutations to seed the next generation. Over
thousands of repetitions of this cycle, behavior according to the
evaluation criterion (“fitness function”) is optimized (source: Rohde,
2010; ch. 3).
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neural controllers evolved (“learned”), over thousands of gen-
erations, to locate the other agent. Such Evolutionary Robotics
models, as well as other agent simulation models of the task,
do not strictly follow the scientific purpose to fit and describe a
data set. Instead they can be seen as idea generators and proofs
of concept, as the algorithm may come up with circuits that a
human engineer would not have come up with. Evolved solutions
typically exploit dynamical properties of the closed-loop agent-
environment system and are both simple and robust (cf., e.g.,
Rohde, 2010).

In the first simulation experiment (Di Paolo et al., 2008;
Rohde, 2010; ch. 6), agents were evolved to locate another iden-
tical agent in live interaction in a set-up analogous to that used
in Auvray et al. (2009). Circuitry to avoid the shadow image
evolved effortlessly. However, it turned out to be much more
difficult to get controllers to avoid the stationary object than
anticipated. This is because the anti-phase oscillations in which
agents interlocked when interacting appeared strikingly similar
to the one-directional scanning of a fixed object (see Figure 3):
A touch, followed by an inversion of movement direction, fol-
lowed by another touch, an another inversion, and so on. Only
subtle differences in the integrated time of stimulation over time
made it possible to make this distinction at all; the duration
of stimulation is shorter in interaction because the two agents
pass each other moving in opposite directions (Figure 3B). This
result sheds a new light on the results by Auvray et al. (2009).
In their study, the fixed lure accounts for a third of stimula-
tions (cf. Section “Introduction”), implying that humans spend

a considerable amount of time trying to figure out if the source of
stimulation is static or not. The cue ultimately used by the model,
i.e., a shorter duration of stimulation when crossing, accounts for
31.3% of human clicks as well. In summary, the evolved circuits
generate behavior that qualitatively accounts for every aspect of
the human behavior reported in Auvray et al. (2009), proving
that simple sensorimotor control circuitry embedded in online
interaction is sufficient to explain success in the task, without the
need to explicitly process social cues1. However, it should be noted
that another important cue available to humans, i.e., variability
of the exact position of the partner (cf. Lenay et al., 2011), is not
available to the simulated agents, as the two interacting agents are
always identical and there is no sensory or motor noise in the sim-
ulations; this means that their interactions are implausibly regular
(cf. Figure 2).

The difficulties agents and humans have in avoiding the fixed
lure demonstrates the difference that online interaction makes in
the study of social interaction and social cognition. Live inter-
action in the perceptual crossing paradigm may ease the task to
avoid the shadow image, as no stable interaction can be estab-
lished. This is contrary to our intuition that it should be difficult
to distinguish two entities that move exactly the same way. On the

1An even earlier simulation model of the task has been implemented by
Stewart and Lenay, but has never been published. These agents are controlled
by a hand-designed feedback circuit that inverts movement direction when
stimulated and are subject to inertial forces. The control law and behavior are
akin to those evolved in the Evolutionary Robotics simulations.
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FIGURE 3 | Simulated agents performing perceptual crossing (Di Paolo

et al., 2008; Rohde, 2010; ch. 6). (A) An example movement generated in
simulated interaction. The two agents (thick lines, gray and black)
subsequently interact, part, engage with the two kinds of distractor objects
(thin lines) and eventually find each other and lock in interaction. (B,C) Even

though from the observer perspective, interactions with another agent (B)

and with the stationary object (C) look very different (top panels), the
sensorimotor plots (sensor activation and motor outputs across time, bottom
panels) look strikingly similar. This reveals why discriminating the other and
the fixed objects is difficult for simulated agents.

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 181 | 16

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Auvray and Rohde Perceptual crossing

other hand, distinguishing another sensing, moving person from
a fixed object, a task that appears easy when merely thinking of the
stimulus properties offline, becomes more difficult in interaction,
as both stay in approximately the same place. Therefore, we have
to be sceptical about generalizing findings from offline paradigms
in the study of social cognition to live interaction contexts.

The second model (Di Paolo et al., 2008; see also Iizuka and
DiPaolo, 2007) tests—in silico—the experimental study that was
later put to the empirical test by Iizuka et al. (2009), i.e., the
possibility to distinguish a live interaction with a partner from
a recording of an earlier interaction with that same partner (see
Section “Further Experiments on Perceptual Crossing”). Agents
evolved to solve this problem by an active probing strategy, i.e.,
they performed step changes of position to test whether the other
agent follows them or not. In this scenario, discrimination is
down to the individual. Yet, the solution is also interactive, as
it relies on simple know-how rules of how to provoke a break-
down in one-sided interaction. The evolved controllers do not
process the inputs for signs of social contingency; they rely
on simple sensorimotor couplings. Even though the turn-taking
strategies observed in human participants performing the same
task is of a different nature, the underlying principle is the same:
Both humans and robots actively probe the stability of interac-
tion to assess whether they are dealing with another agent or
with a recording (Iizuka et al., 2009, 2012a; cf. Section “Further
Experiments on Perceptual Crossing”).

Froese and Di Paolo (2008, 2010, 2011) replicated and
extended these models, providing further analysis of the evolved
agents and changes to the paradigm. They could show that the
globally attractive properties of the experiment are extremely
robust (Froese and Di Paolo, 2008, 2010). Even when the agents
were re-wired to receive the perceptual inputs of the respective
others, perceptual crossing was established. In this scenario, the
tactile inputs did not provide any actual cues about the posi-
tion of any of the entities in the virtual world. Furthermore, they
tried to evolve agents to seek interaction with the shadow image.
However, agents always ended up in interaction with the other
agent, as it is difficult to escape from the coordination emerging
from the mutual search for one another. Finally, a more detailed
dynamical analysis showed that the dynamical neural network
controllers evolved for perceptual crossing, rely on both internal
state of the units and external relative positioning of the agent.
They exploit more subtle properties of the dynamic interaction
of the agents with one another and the environment than could
be captured with the simple feedback control circuit they test as a
competing model.

Froese and Di Paolo (2011) additionally evolved agents to
solve a variant of the task, where stimulation is limited to one
fixed size rectangular input upon contact. This variation of the
paradigm makes it impossible to distinguish the fixed object and
the other merely by integrating the time of stimulation, i.e., the
cue used in the first model of the task (Di Paolo et al., 2008;
Rohde, 2010; ch. 6). The results confirmed that agents can use
other cues than just size and velocity to find each other and
coordinate.

Martius et al. (2008) modeled the perceptual crossing
experiment with simulated agents that were controlled by a

homeokinetic controller. Homeokinesis consists of a simultaneous
maximisation of sensitivity to changes in inputs and predictabil-
ity of future sensory inputs. This rule means that an agent’s
motion should be maximally variable with changing inputs and
that behavior in the closed loop should be governed by rules of
sensorimotor contingency that the controller can learn. In their
variant of the task, the virtual world contained another agent
and its shadow image, but no fixed objects. Perceptual crossing
emerged from this simple control rule if an additional reward
term to seek stimulation was introduced. When tested with either
just another agent or a recording of a previous interaction, these
agents established perceptual crossing with the other agent but
not with the recording. Thus the homeokinetic control rule can
explain sensitivity to social contingency in the perceptual crossing
paradigm.

Rohde et al. (Rohde, 2010; ch. 7; Rohde and Di Paolo, 2008;
Lenay et al., 2011) also modeled the extension of the Auvray
et al.’s (2009) paradigm to a two-dimensional scenario described
in Section “Further Experiments on Perceptual Crossing.” Rohde
(2010) compared different agent bodies, i.e., a simulated arm,
a joystick rooted in Euclidean space and a wheeled agent to
compare commonalities and differences between agent bodies.
In two dimensions, it is not clear to what extent interactive
strategies are governed by principles of Euclidean space or of
joint space. The different agent bodies make evolution of one
or the other kind of solution more likely. A simulated arm
is more likely to operate in joint space; the joystick agent is
more likely to operate in Euclidean space; the small wheeled
agent is more likely to use navigational strategies that cannot
be transferred to the human. It was found that similar prin-
ciples governed all solutions. The agents reliably evolved two
sub-behavioral modes, one for exploration and one for interac-
tion. If they evolved to oscillate around a target, they were more
successful. Oscillation was reliably realized by just one of the two
motor outputs that reacts very fast. The second motor output
was used to modulate behavior on a slower time scale. Yet, the
geometry and quantitative properties of these solutions varied
with different agent bodies. Wheeled agents moved around in
circles, joystick agents scanned the two dimensional world in a
grid and arm agents moved along one of their joint axes. These
insights fed back into the analysis of human behavior described
in Section “Further Experiments on Perceptual Crossing.” Even
though the sub-modes of search and oscillatory interaction were
observed in humans, too (Lenay et al., 2011), only some could be
found to oscillate in a preferred direction as the simulated arm
agents did.

The described body of work on simulation models comple-
ments the experimental work with humans using the perceptual
crossing paradigm and its variants. The models confirm that
the behavior observed in humans can emerge in the absence
of any explicit social processing. The models have suggested
possible underlying mechanisms: Simple feedback rules; small
recurrent neural networks exploiting agent-environment inter-
action (Iizuka and DiPaolo, 2007; Di Paolo et al., 2008; Rohde,
2010; ch. 6 and 7; Froese and Di Paolo, 2011); homeokinetic for-
ward modeling (Martius et al., 2008) and model predictions were
tested against empirical data. New variations of the perceptual
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crossing paradigm were tested in simulation (Iizuka and DiPaolo,
2007; Rohde and Di Paolo, 2008) and were implemented later
on (Iizuka et al., 2009, 2012a; Lenay et al., 2011). In this sense,
the modeling of perceptual crossing also makes an important
methodological point. There is an ongoing debate about whether
simple agent models can be useful for the study of human or
even non-human cognition (e.g., Kirsh, 1991) or whether such
modeling should have an explicit target organism and behavior
(Webb, 2009). The cross-fertilization of behavioral experiments
and simulated agent modeling in research on perceptual crossing
is, therefore, a case in point for the scientific benefits of this type
of minimal models (cf. Rohde, 2010). Anecdotically, it should be
mentioned that the model by Iizuka and DiPaolo (2007; Di Paolo
et al., 2008) that investigates perceptual crossing with a recording
was developed independent to the perceptual crossing paradigm
as a mere theoretical exercise. Only later, the parallels to Auvray
et al.’s (2009) perceptual crossing paradigm were revealed and
eventually led to follow-up experiments with humans (Iizuka
et al., 2009, 2012a).

The possibilities for future research are vast. More and more
researchers pick up on the results and take them further. For
instance, Wilkinson et al. (2011) are working on perceptual cross-
ing of eye-movements using the iCub robot platform, a branch of
research with potential relevance for studies on human perceptual
crossing of gaze (e.g., Pfeiffer et al., 2011; cf. Section “The Road
Ahead”).

WHAT DO THE RESULTS ON PERCEPTUAL CROSSING IMPLY?
Due to its compelling minimalism, the results from the percep-
tual crossing experiment have become a paradigmatic example
in promoting a turn toward more embodied and interactionist
approaches in the study of social cognition. In the context of such
passionate philosophical debates, it is not always clear where a
strict interpretation of the results ends and where a philosoph-
ical argument or opinion begins. Therefore, we want to discuss
different contexts in which the perceptual crossing experiment or
its extensions and models have been referred to and make this
line explicit, starting with listing a number of conclusions that we
endorse without further reservations. We will then focus on two
debates that require a more careful evaluation: The discussion of
whether perceptual crossing behavior constitutes social cognition
and the question of what perceptual crossing tells us about the
experience of affect.

WHAT CAN BE INFERRED FROM THE PERCEPTUAL CROSSING
PARADIGM
What the results on perceptual crossing presented in Auvray
et al. (2009) show, in their essence, is that, in dyadic interaction,
co-ordination of behavior can emerge from a mutual search of
interaction partners for one another, even in a severely impov-
erished virtual environment. Furthermore, the study reveals
that this emergent coordination produces successful detection
of agency even though, on an individual level (rate of clicks
per stimulation), humans cannot discriminate interacting and
non-interacting mobile stimuli. Simulation models of the task
(e.g., Di Paolo et al., 2008) demonstrate that this kind of behav-
ior can emerge from very simple agents without explicit social

reasoning in online interaction. These results, as well as the
modifications of the paradigm listed in Section “Extensions and
Models of the Paradigm” illustrate the importance of online
dynamical interaction in the study of human social interaction
and cognition. Perception, as well as decision-making, relies on
the active recruitment of the necessary information in inter-
action. This leads to emergent patterns of interaction behav-
ior (e.g., stable anti-phase synchronization of perceptual cross-
ing) that change the task in a way that makes comparison
with offline paradigms, where stimuli are passively processed,
impossible.

There are a number of further interpretations of the results
on perceptual crossing that can be endorsed without further
reservation:

• As a pioneering study that, even though still limited, proves,
and recognizes the importance of social contingency and/or
interactionist approaches (Pereira et al., 2008; De Jaegher,
2009; Cangelosi et al., 2010; De Jaegher et al., 2010; Schilbach,
2010; Gangopadhyay and Schilbach, 2012)

• As a proof that, even in simple environments, embodied and
embedded interaction can bring about coordination and/or
synchronisation (Cowley, 2008; McGann and De Jaegher,
2009; Niewiadomski et al., 2010; Prepin and Pelachaud,
2011a,b)

• As a demonstration that social coordination can be an
autonomous interaction process that cannot be reduced to the
sum of the individual intentions or behaviors (e.g., De Jaegher
and Di Paolo, 2007; Rohde and Stewart, 2008; Colombetti and
Torrance, 2009; De Jaegher and Froese, 2009; Di Paolo et al.,
2011; Moran, 2011)

• As a demonstration of a fruitful methodological dialogue
between simple agent simulation models and empirical
research on sensorimotor behavior (Beer, 2008; Husbands,
2009; Rohde, 2009; Di Paolo et al., 2011; Negrello, 2011)

The above-listed points are primarily derived from the main
result of the study that, under certain conditions, coordinated
interaction between humans can emerge. However, as will be
detailed below, it is more difficult to interpret what, if anything,
this finding implies for human social cognition and experience.

DOES PERCEPTUAL CROSSING CONSTITUTE SOCIAL COGNITION?
In a recent paper, De Jaegher et al. (2010) have referred to the per-
ceptual crossing experiment (Auvray et al., 2009) and its model
(Di Paolo et al., 2008) as a prime example of how interaction can
constitute social cognition, rather than to play just a contextual
or enabling role for social cognition. They argue that “the varia-
tion in the number of clicks is attributable only to the differences
in the stability of the coupling and not to individual strategies”
(De Jaegher et al., 2010). In their understanding, the distinction
between interaction as an enabling factor and as a constitutive
factor is based on the fact that participants cannot consciously
distinguish between the other and the shadow image; with-
out self-organization of coordination, perceptual discrimination
would be at chance level.
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This line of argument has been criticized by Herschbach
(2012) for a number of reasons. Herschbach argues that the
difference between enabling and constitutive factors for social
cognition is neither clearly defined nor demonstrated using exam-
ples. De Jaegher et al. (2010) refer to the original perceptual
crossing study (Auvray et al., 2009) and its model (Di Paolo et al.,
2008, first model) as an example where interaction constitutes
social cognition. They then refer to Iizuka et al.’s (2009, 2012a)
study on interaction with a recording as an example where inter-
action merely enables social cognition, but does not constitute
it. In this model (see also Iizuka and DiPaolo, 2007), the agents
scan the recording but eventually disengage, while they remain
in indefinite interaction with another agent. Herschbach is puz-
zled about the nature of this divide and argues that as “the same
kind of explanation in terms of the collective dynamics of the
social interaction is given in both cases, it is unclear why the lan-
guage of constitution is only applied to one but not the other”
(Herschbach, 2012).

We remain agnostic as to whether or not perceptual cross-
ing constitutes social cognition. The truth of such a statement
depends on the definition of social cognition that is adopted and
is thus open to interpretation. Having said that, we would like to
point out, in response to Herschbach’s (2012) criticism, that there
is an important difference between the two models presented in
Di Paolo et al. (2008), which respectively model Auvray et al.’s
(2009) perceptual crossing experiment and its variant studied by
Iizuka et al. (2009, 2012a). The original perceptual crossing exper-
iment (Auvray et al., 2009) is deliberately designed in such a way
that interaction with the shadow image is inherently unstable. In
Iizuka et al.’s (2009, 2012a) experiment, on the other hand, the
task and environment afford the possibility of a one-sided coor-
dination with a recording. Indeed, Iizuka et al. (2009); Iizuka
et al. (2012a) report that only 4 out of 10 human couples were
able to make the distinction between recordings and live interac-
tions. All of the participants had to develop turn-taking strategies
in order to assess—individually—whether the interaction is live.
Therefore, what matters most for solving the task in Iizuka et al.’s
(2009, 2012a) experiment is an individual agent’s capacity to
modulate coupling so as to engage or disengage. What matters
in Auvray et al.’s (2009) experiment is the environment and the
mutual search behavior; live interaction and the solution to the
task then emerge automatically. This difference may be the reason
why De Jaegher et al. (2010) see interaction as merely enabling
in Iizuka et al.’s (2009, 2012a) study and as constitutive in the
original study (Auvray et al., 2009).

Another line of criticism has been voiced by Michael (2011,
Michael and Overgaard, 2012). He argues that, in a hypotheti-
cal variant of Auvray et al.’s (2009) experiment, external events
could be used to orchestrate a participant’s behavior so as to
bias the frequency with which a mobile object or the partner
are encountered. In his example, the participants would receive
electric shocks whenever they move away from a certain zone
of proximity with the partner. The same main result would
consequently be observed. He argues that if perceptual cross-
ing is an example of social cognition, the electric shock based
hypothetical variation would also have to be seen as an exam-
ple of social interaction. Another argument is that at least the

detection of animacy is to be attributed to individual partici-
pants, as the relative click rate for the fixed object varies from
that of the shadow image and the other. Michael feels that this
fact is under-appreciated in the interactionist explanation of the
paradigm. His third argument is that it is unclear whether the
perceptual crossing paradigm is a good example for social cogni-
tion in general and that, if not, one should be careful to generalize
from the results.

All three of these critical points can be addressed by pointing
out that Michael’s (2011, Michael and Overgaard, 2012) idea of
social cognition appears to differ fundamentally from De Jaegher
et al.’s (2010). This is best illustrated by juxtaposing Michael and
Overgaard’s (2012) statement that

“for the interaction to constitute social cognition in this sense
in the experiment, it would presumably have to constitute the
processes by which social judgments are formed” (Michael and
Overgaard, 2012)

to De Jaegher and Di Paolo’s (2007) notion of “participatory
sense-making” in an enactive theory of social cognition. Such a
theory

“would be concerned with defining the social in terms of the
embodiment of interaction, in terms of shifting and emerging lev-
els of autonomous identity, and in terms of joint sense-making
and its experience” (De Jaegher and Di Paolo, 2007).

The former approach places emphasis on what makes an
individual perform a click, whereas the latter places emphasis
on the interaction process. The former perspective sees no dif-
ference between externally orchestrated perceptual crossing and
emergence of coordination; for the latter, the emergent coor-
dination process and the mechanism underlying it makes all
the difference. The former seeks to emphasize what is left of
individual strategies in the experiment, the latter seeks to empha-
size the importance of emergent processes in interaction. The
former attempts to isolate the perceptual crossing experiment
as an odd case and establish differences with other examples
of social cognition; the latter strives to integrate it and seek
commonalities or similar processes in other domains of social
cognition.

Coincidentally, this very debate about how a choice of
paradigm will determine whether the perceptual crossing exper-
iment is perceived to “count” as an example of social cognition
has been discussed as a hypothetical debate in Rohde and Stewart
(2008). The authors suggest that internalists, who believe that
(social) cognition is essentially down to what happens inside the
brain of an individual, will consider the experiment as “cheat-
ing.” Michael (2011) notes several times that the emergence of
coordination is an obvious consequence of participants using
the same strategy, as if it was a shortcoming of the experi-
ment, rather than a deliberate feature. He also states that emer-
gent coordination is fully explained by the individuals’ search
strategy. This line of argument neglects the role of the virtual
environment in producing these results. Manipulations of the
environment could destroy participants’ tendency to synchro-
nize in perceptual crossing. For instance, Ware (2011) showed
how the introduction of a delay in an interaction environment
can lead to the break-down of otherwise stable coordination.
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These statements reveal strong internalist premises underlying
Michael’s (2011) argument, which in turn means that the dis-
agreement with De Jaegher et al.’s (2010) interactionist per-
spective is of a much more fundamental nature than a dis-
agreement of the exact significance of the perceptual crossing
paradigm.

Rohde and Stewart (2008) conclude without a recommenda-
tion for a paradigm or perspective. They suggest instead that
the debate about which explanation is most useful, or suits our
intuitions best, should be informed by the scientific study of
the underlying mechanisms. We second this recommendation,
and want to stress that both the study of the mechanisms of
coordination and of individual judgment deserve attention. The
mechanisms of coordination matter because external orchestra-
tion by electric shocks is not the same thing as self-organized
coordination. It in no way resembles the process of catching
someone’s eye in passing, which, similar to the perceptual crossing
experiment, is a result of two people meeting in active percep-
tual pursuit. However, the individual strategies and how they are
modulated by interaction should not be swept under the car-
pet, as they will both influence interaction and be influenced by
interaction.

The reviewed research on perceptual crossing shows how both
questions can be addressed as part of a minimalist and interac-
tionist agenda based on experiments in perceptual crossing. The
experiment by Auvray et al. (2009) focuses its attention on the
necessary ingredients for the emergence of coordination and is
complemented by Iizuka et al.’s (2009, 2012a) experiment that
focuses on what an individual can do to modulate interaction
and improve discriminability. This complementary approach can
serve as an example of how to approach problems of social cog-
nition in general. Even if, for any particular example of social
cognition, one perspective or the other may be more appropri-
ate, only an alteration and combination of the two perspectives
will allow us to tell the full story, whether or not coordinated
interaction is seen as constitutive for social cognition.

PERCEPTUAL CROSSING AND EMOTION
Lenay (2010) recently mentioned the perceptual crossing study in
the context of proposing a theory of emotion. Lenay draws on
a number of different sources, including phenomenology, psy-
chology, and even literature, to determine what is necessary in
order to experience an encounter with another person as emo-
tional and touching. He argues that for this emotional experience
to occur, and even to experience oneself or another as subjects
in the first place, it is necessary to engage in perceptual crossing.
A further requirement was to be ignorant about how one’s sen-
sors and motors are linked up, which one learns in interaction
with the other. The kind of self-emergent dynamics of coordina-
tion that occur in the perceptual crossing experiment are used as
a proof of concept in this article, to illustrate the kind of processes
he refers to.

It can be anecdotally reported that participants in the percep-
tual crossing experiment tend to enjoy the interaction with one
another. Declerck et al. (2009) describe this as follows: “this situ-
ation [. . .] is immediately richer in an emotional sense and users
spontaneously engage in pursuit games or ‘dialogues’ that take

the form of little dances in the shared numerical space.” (Declerck
et al., 2009, our translation). In the present context of clarify-
ing the exact significance of the results on perceptual crossing
reported by Auvray et al. (2009), we want to stress that these
observations are to date anecdotal. The main result neither sup-
ports nor contradicts this hypothesis. This remark should not
be seen as a reservation against the theory proposed. Studies on
sensory substitution give reason to believe that the sharing of
a same perceptual prosthesis can be used to co-constitute and
share an experience of value (e.g., Lenay et al., 2003; Auvray and
Myin, 2009; Declerck et al., 2009; Bird, 2011). However, more
targeted research will be necessary to understand the possible role
of social interaction and communication in the affective experi-
ence of perceptual crossing. Lenay et al. have started research into
this direction (cf. Deschamps et al., 2012; for a short description).

THE ROAD AHEAD
We have learned a lot from studies using the perceptual cross-
ing paradigm already, and we expect to learn much more in
the future, given the numerous ongoing lines of research that
build upon it (cf. Section “What do the Results on Perceptual
Crossing Imply?”). There are still many open issues in trying
to understand even the most fundamental questions of how we
perceive, interact with, and understand each other. What the
perceptual crossing paradigm has shown is that there can be coor-
dination between humans, a self-organized coupling of mutual
perceptual exploration, that occurs without an explicit recogni-
tion process, as humans are equally likely to click when meeting
the other and when meeting their shadow. The perceptual cross-
ing paradigm is the simplest paradigm we know that generates
such online coordination. Computational models have shown
that simple neural network controllers can explain these results
if agents are coupled online. They exploit the dynamic stability
conditions of situated and embodied interaction, rather than pas-
sively parsing “social stimuli.” The simplicity of the paradigm,
as well as the robustness of the results, make a strong case
that similar processes of self-organized coordination between
humans should be abundant in real-life interaction scenarios.
Therefore, the natural way to implement a system capable of
social interaction and social cognition would be to teach it to
work with and modulate the natural occurrence of coordination.
The assumption that this is what humans do is central in the
interactionist turn.

One major open question for interactionist research on social
cognition is the study of how the underlying processes are neu-
rally implemented. There is a growing body of research investigat-
ing the neural correlates of social cognition and online interaction
(e.g., Kampe et al., 2003; Amodio and Frith, 2006; Schilbach
et al., 2006, 2010; Fujii et al., 2008, 2009). For instance, Schilbach
et al.’s (2010) study highlighted the neural activities that are
specifically involved in the sharing of a perceptual experience
with a virtual character. In future research, the minimalism of
the perceptual crossing paradigm will be a key advantage for
neuro-imaging, given that the investigated processes can be very
carefully controlled and minimal changes in action-perception
can be applied that alter the engagement and perception of agency
in a participant.
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In the perceptual crossing experiment, there is no conscious
distinction between the other and her shadow image, as the equal
click rates for the other and the shadow reveal. This makes it pos-
sible to use the perceptual crossing paradigm to approach the
question of social cognition from the other way around. Instead
of starting from an individual’s perception of social interaction, as
it is usually done, in perceptual crossing experiments, one starts
with a stable interaction without conscious recognition. From
there, it can be asked what has to be added in order to obtain
perception of agency at an individual level. Several routes can be
pursued in this endeavor.

Lenay et al.’s (Lenay and Stewart, 2012; cf. Section “Extensions
and Models of the Paradigm”) results on classification of encoun-
ters marked by different sounds suggests the possibility that,
in variants of the perceptual crossing experiment, there could
be some level of individual discrimination capacity. More fine-
grained measures of participants’ conscious recognition capacity
could be obtained, for instance, by measuring confidence rat-
ings after each click (e.g., Dienes, 2004) or by asking forced-
choice judgments after each encounter. Thereby, individual dis-
crimination capacities could be studied parametrically and dif-
ferent facets of consciously perceived agency could be cap-
tured.

Another approach would be to change the stability conditions
of the task in order to increase task difficulty and demand dis-
criminative actions from the participant. The research performed
by Iizuka et al. (2009, 2012a) that requires participants to dis-
tinguish between recordings and live interactions can be seen as
a venture into this direction. As participants can get trapped in
one-sided coordination, the task requires them to learn probing
and turn-taking strategies over several trials in order to modu-
late the dynamics of perceptual crossing and generate a basis for
individual discrimination.

There is a third route to pursue that would appear to be
so obvious that it is surprising that research in this direction
is only just starting. Combining the research strands on behav-
ioral experiments with humans (Section “Further Experiments
on Perceptual Crossing”) with the strand of computational mod-
eling (Section “Robot Simulation Models”), one can pair off
humans and machines and study their interaction. Thereby, one
can exactly control the kind of dynamics that a participant
can engage in and how they influence her clicking behavior.
This comes down to a minimal “Turing test” (Turing, 1950).
The concept of a “Turing test” dates back to the co-inventor
of computers, Alan Turing, who proposed to make a human
speak to a computer via a digital interface and use the human
judgment—is it a machine or another human?—as an empir-
ical test for artificial intelligence. Using the same approach in
the perceptual crossing paradigm will allow testing experimen-
tally what it is about an animated and responsive stimulus that
makes a human perceive a source of stimulation as another
intentional entity. It will also reveal what it is that allows stable
interaction.

Lenay’s group have recently started testing humans against
simulated agents with different control strategies, finding an
overall difficulty in distinguishing artificial agents from human
partners, as well as a seemingly paradoxical trend to rate agents

with simple control strategies as more human than those with
more sophisticated control strategies (cf. Deschamps et al., 2012).
A similar line of research, yet with a very different paradigm,
was explored by Pfeiffer et al. (2011). This experiment used a
social gaze paradigm where participants’ eyes movements were
recorded in order to induce an anthropomorphic virtual char-
acter to respond in real time to the participants’ fixations (see
also Schilbach et al., 2010; Wilms et al., 2010). Participants had
to determine if a virtual character’s gaze behavior was controlled
by another person or a by computer program and were instructed
to assume either a cooperative, a competitive, or a naïve strategy
from the potential interaction partner. The study found that the
attribution of intentionality is influenced by the presumed dispo-
sitions (i.e., naïve, cooperative or competitive) of the interacting
entity as well as by the contingency of interaction. These stud-
ies already demonstrate the advantages of being able to control
the interactive properties of an interaction partner in order to
observe how this influences the behavior and perception of the
other partner.

The perceptual crossing paradigm is but one example of an
ongoing shift of paradigm in social cognition. Researchers start
to pay attention to the emergent dynamics of live interaction that
have thus far been neglected. This interactionist turn, again, can
be seen as part of a more general trend in cognitive science to take
the embodied interaction with an environment and the emergent
properties of situated sensorimotor behavior seriously. These new
approaches are characterized by the use of dynamical system’s
theory as a tool to describe the properties of systems behaving
in a closed sensorimotor loop and by paying close attention to
the influence that the body and the environment have on behav-
ior and cognition. The cost of such a more encompassing view is
that researchers are faced with systems of remarkable complexity
and quickly encounter the limits of current mathematical tools.
This is why it is important to have simple paradigms, such as
the perceptual crossing paradigm. Using restricted behavior in
a minimal virtual environment, the complexity of the behavior
to be explained could be scaled down to manageable dimen-
sions. The perceptual crossing results demonstrate the power
and importance of online interactions in an intelligible way. The
variables measured in perceptual crossing—e.g., stability condi-
tions, amount of turn-taking, rules of sensorimotor contingency,
inter-participant correlation of behavior—may be very differ-
ent from those used traditionally in social cognition research.
For some such measures it may at first not even be particu-
larly clear how they can be related to existing individually based
variables, such as perceptual judgments and inferential capaci-
ties. Yet, they demonstrate on a small scale how an explanatory
interactionist story can evolve. We are curious what a future,
gradual enrichment of this simplest of online paradigms will
reveal.
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Traditional theories of cognitive science have typically accounted for the organization
of human behavior by detailing requisite computational/representational functions and
identifying neurological mechanisms that might perform these functions. Put simply,
such approaches hold that neural activity causes behavior. This same general framework
has been extended to accounts of human social behavior via concepts such as
“common-coding” and “co-representation” and much recent neurological research has
been devoted to brain structures that might execute these social-cognitive functions.
Although these neural processes are unquestionably involved in the organization and
control of human social interactions, there is good reason to question whether they
should be accorded explanatory primacy. Alternatively, we propose that a full appreciation
of the role of neural processes in social interactions requires appropriately situating
them in their context of embodied-embedded constraints. To this end, we introduce
concepts from dynamical systems theory and review research demonstrating that the
organization of human behavior, including social behavior, can be accounted for in terms of
self-organizing processes and lawful dynamics of animal-environment systems. Ultimately,
we hope that these alternative concepts can complement the recent advances in cognitive
neuroscience and thereby provide opportunities to develop a complete and coherent
account of human social interaction.

Keywords: neuroscience, joint action, dynamics, embodiment, rhythmic coordination

INTRODUCTION
To note that human beings are “social creatures” is to risk mak-
ing a dramatic understatement. Consider examples of everyday
behavior in which individuals appear to be acting entirely on their
own. Consider sitting at an intersection while waiting for the light
to change. Although you are alone in the car, as evidenced by
your singing along to the radio, in some real sense this is “social
behavior.” In obeying the rules of the road, and stopping at the
light when it is red, your behavior is organized by social conven-
tion. In singing along to the radio, you engage in a behavior of
immense social significance with roots in thousands of years of
cultural tradition. That our natural behaviors are so deeply about
the behavior of other human beings makes considerable demands
on theories of social interaction.

The past 20 years of cognitive neuroscience has met these
demands with research on neurological structures proposed as
mechanisms serving the many functions of social cognition and
joint action (Gallese, 2003; Newman-Norland et al., 2007; Graf
et al., 2009). The activity of such neural networks, most notably
mirror neuron systems (Gallese et al., 1996; Iacoboni et al.,
1999; see Rizzolatti and Craighero, 2004, for review), have been
implicated across the full range of social phenomena, from coor-
dinated spatio-temporal interactions (e.g., imitation; Iacoboni,
2005) to the ability to understand one another’s cognitive and

emotional states (e.g., empathy; Gallese, 2001). Although these
neural structures are unquestionably part of a complete account,
basing a theory of human behavior solely on neural pro-
cesses, to the exclusion of all others, implicitly assumes a causal
primacy.

In line with the focus of this special issue, online and real-
time social interactions involve a host of processes that serve as
important constraints in shaping and organizing social behav-
ior and cognition. In this paper, we introduce a set of concepts
from dynamical systems theory (e.g., Kugler and Turvey, 1987;
Saltzman and Kelso, 1987; Turvey, 1990; Kelso, 1995; Warren,
2006) that provide a means for capturing how organized behav-
ior emerges, or “self-organizes,” from these rich contexts of
constraint. To detail how these concepts might apply to social
interactions, we explore interpersonal rhythmic coordination
as an example of self-organization in joint action (see Marsh
et al., 2006, 2009; Richardson et al., 2008, 2010; Schmidt and
Richardson, 2008 for more detailed reviews). Consistent with the
embodied-embedded perspective (e.g., Brooks, 1991; Clark, 1998;
van Dijk et al., 2008), we argue for a theory of social interac-
tion that situates the activity of neural structures in a context of
continuous interaction with a myriad of other natural processes.
Ultimately, we hope that this set of alternative concepts can serve
as a complementary framework (see Kelso and Enstrøm, 2006) to
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traditional theories and advance the development of a complete
and coherent account of human behavior and mind.

SOCIAL NEUROMECHANICS
The field of cognitive science has customarily explained human
behavior as the output of a computational system. Generally,
these theories contend that behavior is organized and controlled
via cognitive processes manifest in the activities of the central
nervous system, which form representations of the environment
from incoming sensory stimulation, and plan actions in accor-
dance with these representations (e.g., von Eckardt, 1993; Kawato,
1999). In short, neural mechanisms are the crucial causal link
between the organism and its environment. The same explanatory
principles are applied in theories of social behavior. Functions
necessary for social interaction, such as predicting the actions of
co-actors, are met with representational mechanisms carried out
in neural processing (e.g., Hommel et al., 2001; Blakemore and
Frith, 2005; Sebanz and Knoblich, 2009).

Research in support of these principles has produced an abun-
dance of information detailing neurological mechanisms that
might support such representational processes. Comprehensive
review of this literature is beyond the scope of this article, and has
already been provided elsewhere (e.g., Rizzolatti and Craighero,
2004; Newman-Norland et al., 2007; Graf et al., 2009). The
forthcoming argument concerning the nature of these neural pro-
cesses, however, requires at a minimum an appreciation of the
basic findings underlying concepts such as “common-coding”
and “co-representation.”

Converging evidence supports that several structures across
the human brain comprise a network which underlies social func-
tions (Grafton and Hamilton, 2007; Newman-Norland et al.,
2007; Bekkering et al., 2009). For instance, several studies have
supported the involvement of the superior temporal sulcus (STS)
in the perception of biological motion and goal-directed move-
ments (e.g., Grossman and Blake, 2000; Puce and Perrett, 2003;
Schultz et al., 2004). Specifically, increased activity in the STS
has been associated with point-light displays of goal-directed or
biological movements as contrasted against random point-light
movements (Bonda et al., 1996; Grossman and Blake, 2000).
Interestingly, the STS shows increased activity not only with stim-
uli depicting human movement, but also with stimuli depicting
non-human objects that appear to reflect animate movement
(Blakemore et al., 2003; Schultz et al., 2004). For instance, Schultz
et al. (2005) manipulated the degree to which the movements of
geometrical shapes were correlated with one another, and found
that increases in this “interactivity parameter” were met with
greater ratings of animacy and increased activity in the STS.
Thus, the function of the STS (i.e., detection of goal-directed
movement) is argued to underlie the acquisition of informa-
tion critical to sustaining social interactions (Puce and Perrett,
2003).

Although social interactions doubtlessly involve the STS, it
was the discovery of neural structures involved in both the
perception and production of goal-directed actions that trans-
formed neurological accounts of joint action (for reviews see
Rizzolatti and Craighero, 2004; Rizzolatti and Sinigaglia, 2010).
Briefly, these “mirror neurons” were originally discovered in the

premotor cortex of macaque monkeys when cells became active
during both execution and observation of object-directed actions
(di Pellegrino et al., 1992). Subsequent research has detailed the
different actions coded by these neurons (e.g., power vs. precision
grips) and revealed the extent to which these neurons were “con-
gruent,” requiring an exact match between observed and executed
action (Gallese et al., 1996; Rizzolatti et al., 1996a).

Structures with similar mirror properties have been discov-
ered in the human brain (Fadiga et al., 1995; Rizzolatti et al.,
1996b; Iacoboni et al., 1999; Decety et al., 2002). The human
mirror system is a more complex network with areas displaying
mirror properties in both frontal and parietal regions (Rizzolatti
and Craighero, 2004). Whereas the frontal regions are involved in
coding for the goal of the action, the parietal regions are involved
in coding for the kinematics of the movement (Iacoboni et al.,
1999). Subsequent research yielded a number of interesting facts
about the mirror system and extended its functional properties
to accounts of imitation (Iacoboni, 2005), complementary joint
action (Newman-Norland et al., 2007), empathy (Gallese, 2001),
and deficits associated with autism spectrum disorder (Sebanz
et al., 2005).

The discovery of the mirror system fit nicely with concurrent
theoretical work proposing that action observation and execu-
tion share a common representational domain (Prinz, 1990, 1997;
Hommel et al., 2001). That is, via activation of mirror systems,
observation of a co-actor’s behavior engages the same representa-
tional structures necessary to produce similar or complementary
behaviors. This “common-coding” (i.e., representational equiva-
lence) between action observation and execution constitutes an
inherent linkage between co-actors during social interactions.
Hence, these neural structures are considered the mechanism
supporting covert motor simulations (Graf et al., 2009), allowing
co-actors to “co-represent” a common task, infer, and understand
the action goals of their partners, predict future behaviors, and
establish coordination during joint actions (Knoblich and Sebanz,
2006; Sebanz and Knoblich, 2009).

Although it remains unclear as to how mirror systems per-
form these social-cognitive functions, several plausible models
are possible. For instance, Kilner and colleagues (2007a) pro-
pose that the human mirror system, including the STS and both
parietal and frontal mirror neuron centers, comprises a represen-
tational hierarchy capable of processing equivalent to empirical
Bayesian inference. This account suggests reciprocal couplings
between levels of the hierarchy, which represent kinematics of the
observed movement (STS), motor commands which gave rise to
the observed movements (parietal mirror neurons), and action
goals which gave rise to those motor commands (frontal mirror
neurons), respectively. Generative processing gives rise to predic-
tions of motor commands given a goal, and likewise, predictions
of observed kinematics given motor commands. Whereas back-
ward connections convey predictions from higher to lower levels,
forward connections convey errors in prediction from lower
to higher levels. Predicted kinematics can be compared to the
observed kinematics and the error in prediction can then be used
to adjust higher-level representations. By minimizing error across
this reciprocal processing, an observer can, therefore, derive the
most likely goal of an observed action.
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In addition to support from neuroscience, a number of behav-
ioral studies have also yielded evidence consistent with common-
coding theories of joint action (Brass et al., 2001; Kilner et al.,
2003, 2007b; Sebanz et al., 2003, 2005; Vogt et al., 2003; Press
et al., 2005; Stanley et al., 2007). Generally, these studies reveal
action-observation effects in which the observation of a co-actor’s
behaviors, or knowledge of the co-actors task, affects the produc-
tion of one’s own action. For instance, Press et al. (2005) had
participants produce a hand-opening gesture in response to a
visual stimulus. They found slower reaction times when the stim-
uli depicted a hand in an incongruent configuration (i.e., closed)
than in a congruent configuration (i.e., open). These data are con-
sistent with a common-coding account in that the observation
of an incongruent behavior (i.e., a closed hand) activates repre-
sentations that conflict with the motor commands planned for
execution (i.e., opening the hand). The resolution of this conflict
is expressed in longer reaction times.

In a similar example with later relevance, Kilner et al. (2003,
also see Stanley et al., 2007) had participants produce rhythmic
arm movements in the horizontal plane while watching the move-
ments of a confederate. Participants produced greater variability
in the uninstructed plane of their movements (i.e., more verti-
cal movement variability) when confederate movements were in
the incongruent plane (i.e., vertical movements of the confed-
erate). Again, these “motor contagion” effects (Blakemore and
Frith, 2005) are consistent with the theory of common-coding
and the known properties of mirror systems.

This evidence from both neurological and behavioral research
has garnered widespread support for a “neuromechanistic”
account of social behavior (but see Jacob and Jeannerod, 2005;
Dinstein et al., 2008; Hickok, 2009). In summary, this account
holds that the activity of specific neural structures constitutes
the causal organization of social interactions. To be sure, evi-
dence in favor of an inherently social brain has considerably
advanced scientific accounts of the inherently social nature of
human mind and behavior. Without doubting the validity of the
scientific findings offered in support of this account, there is rea-
son to question whether a theory of social interaction should
rely on these neural processes exclusively. Exclusive explanatory
recourse to the activity of neural structures fails to appreci-
ate the complete behavioral contexts in which these structures
have emerged and in which they perform their functions. We
contend that contextualizing these neural processes in the full
set of embodied-embedded constraints on behavior will pro-
vide the basis for a grounded understanding of human social
interaction.

In what follows we synthesize an argument made across
several recent works (Marsh et al., 2009a; Richardson et al.,
2010; Schmidt et al., 2011) that supports an alternative set
of explanatory principles in approaching the organization of
human behavior. Specifically, we argue that applying concepts
from the dynamical systems framework (e.g., Kugler and Turvey,
1987; Kelso, 1995; Strogatz, 2003; Warren, 2006) to a theory
of social interaction offers an opportunity to appropriately sit-
uate the activities of the nervous system in the context of a
complete social system. Ultimately, we hope that these alterna-
tive theoretical principles can complement the recent advances

in social-cognitive neuroscience, and thus provide new windows
into understanding human social behavior.

DYNAMICS IN ACTION
Juarrero (2000) begins her treatment of human behavior with a
consideration of concepts of causality. She notes that the approach
favored in traditional cognitive science has addressed the organi-
zation of behavior with the Newtonian notion of efficient (i.e.,
billiard-ball) causality to the exclusion of other conceptualiza-
tions of causal relationships (e.g., Aristotle’s final, formal, and
material causes). An exclusive reliance on efficient causality is
reflected in an exclusive recourse to the causal powers of compo-
nential functions (i.e., neural mechanisms) to explain the order of
behavioral states (e.g., walking, talking, playing chess). Although
the notion of efficient cause-and-effect is a powerful explana-
tory tool, and necessarily part of any complete account, staunch
reliance on efficient causality alone underlies many of the the-
oretical and philosophical issues associated with computational
accounts to human behavior (e.g., Turvey and Shaw, 1979; Searle,
1980; Jordan, 1998; Juarrero, 2000).

The explanatory framework promoted by the dynamical sys-
tems approach operates under an alternative conceptualization
of causality. Behavior is not understood as the “output” of effi-
cient, mechanistic operations on “inputs.” Rather, behavior is said
to self-organize across reciprocal relations between local compo-
nential interactions and the global behavioral state of the system
(Haken, 1977/1983; Kugler et al., 1980; Kugler and Turvey, 1987;
Thelen and Smith, 1994; Kelso, 1995; Strogatz, 2003; van Orden
et al., 2003). The term self-organization is used to refer to patterns
of behavioral order that emerge naturally from the free inter-
play of forces and mutual influences between components. That
is, behavior is considered an emergent pattern that results from
the balance of constraints that coordinate interactions of the sys-
tems components. Such patterns, and the nature of constraints
that give rise to them, can be understood by studying the system’s
dynamics, or the lawful evolution of the system’s behavior.

An introduction to these concepts is perhaps best accom-
plished through a well-known example of self-organization in a
simple physical system, such as the Rayleigh–Benard instability
(e.g., Kelso, 1995; van Orden et al., 2003). In this phenomenon a
relatively thin layer of oil in a pan is heated from below. Applying
heat from below creates a temperature differential between the
hot oil at the bottom of the pan and the cool oil at the top. Within
a range of temperature gradients, random collisions between the
individual molecules of oil are sufficient to transfer the energy
from the source of the heat at the bottom of the pan to the
oil’s surface where it can be dispersed. As the heat from below
is increased, however, random collisions between the molecules
no longer suffice to dispense the incoming energy. Past a certain
critical point random motion of the oil molecules gives way to
orderly “convection rolls”; currents that move the molecules from
the bottom of the pan to the surface with adjacent rolls turning in
opposite directions (i.e., clockwise vs. counter-clockwise).

Again, dynamical systems theory attempts to account for how
behavior emerges as a result of coupling enforced on compo-
nential interactions by relevant constraints. In the example, the
system components (i.e., oil molecules) are coordinated into a
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collective, orderly behavior (i.e., convection rolls) in accordance
with thermodynamic constraints (i.e., properties affecting energy
dissipation). All factors that affect the temperature gradient (e.g.,
viscosity of the oil, size of the pan, degree of heat applied) can be
said to constrain system behavior. For instance, a given degree of
heat applied might, or might not, be sufficient to produce con-
vection roll behavior dependent on the viscosity of the oil, the
size of the pan, or the coolness of the air above the pan. Thus, the
balance of the relevant constraints determines which behavioral
state the system will adopt (e.g., random motion vs. convection
rolls), and manipulations of these constraints (e.g., changing the
temperature differential) drive the system through its behavioral
states.

To be clear, the dynamical systems approach does not assert
that mechanical, efficient causal processes are inconsequential
to an account of system behavior. Convection roll behavior cer-
tainly could not exist without physical interaction between oil
molecules. What this approach contends is that efficient causal
interactions between components are themselves subject to the
constraints imposed at the level of the complete system. That is,
global behavioral regularities are understood as the expression
of interaction-dominants dynamics (see van Orden et al., 2003).
Unlike a truly mechanical, component-dominant system (e.g.,
watch, engine, computer), in which behavior is the final out-
put of efficient causal links between functionally independent
mechanisms, an interaction-dominant system entails a func-
tional interdependence between components. The activity of each
component is dependent on the activity of the coupled com-
ponents. Thus, the interaction itself is critical to an account of
the observed behavior. Physical interactions of the oil molecules
are constrained to a collective, synergetic structure by the ther-
modynamic forces imposed in the experimental preparation. It
is in this sense that behavior is self-organized. Global behavioral
order is the result of a dynamical balance between lawful pro-
cesses that coordinate componential relationships. Accordingly,
the dynamical systems approach aims to capture behavioral regu-
larities at the level of the complete system and to understand how
those behavioral regularities emerge, are sustained, and eventually
destroyed, in the terms of interaction-dominant dynamics (e.g.,
van Orden et al., 2003; Kello et al., 2007; Kello and van Orden,
2009; Anderson et al., in press).

These theoretical aspirations are no different in the case of
human behaviors; provide an account of how system components
(e.g., limbs, dance partners, societies) are coupled to produce
states of behavioral regularity (e.g., walking, waltzing, warring).
Central to this account of human behavior is the concept of
synergies or coordinative structures (e.g., Bernstein, 1967; Turvey
et al., 1978; Kelso, 1984). A synergy is a temporarily assembled,
task-specific, functional coupling between a system’s componen-
tial degrees-of-freedom (see Kelso, 2009). Conceptually similar to
the example of the convection roll behavior, the system’s com-
ponents are coupled such that they behave as a complete func-
tional unit by virtue of the constraints inherent in the behavioral
task. Just as oil molecules self-organize into convection rolls in
accordance with thermodynamic constraints, the componential
degrees-of-freedom of the human motor system (e.g., neurons,
muscles, limbs) self-organize into synergetic units in accordance

with the constraints imposed in the animal-environment rela-
tionship.

The concept of synergies has been thoroughly applied in the
domain of motor control as a potential resolution to the need to
coordinate a multiple-effector body in a complex environment to
realize behavioral goals. For instance, Saltzman and Kelso (1987)
state that motor degrees-of-freedom are coordinated to behave as
synergies by the dynamical constraints of a given task. Organizing
the motor system into synergetic structures greatly simplifies the
problems of motor control. Once coordinated to behave as a func-
tional unit, the individual degrees-of-freedom do not need to
be controlled independently of one another, and perturbations
applied to a component are automatically compensated by the
coupled components (e.g., Kelso, 1984; Latash et al., 2002; Riley
et al., 2011). Although the details are too involved for full review
here, this kind of task-dynamic understanding also enables one to
model how the motor system is organized into synergistic struc-
tures specifically tailored to the dynamics of a given task, such as
reaching to grasp a cup and returning the cup to the mouth to
drink (Saltzman and Kelso, 1987).

More recently, Warren (2006) has proposed an extension of
these principles to explain how animals might control their
relationship to their environment via perceptual information.
Warren argues that the animal and the environment should be
understood as componential systems and that the animal and
the environment together comprise a behavioral synergy when
coupled to one another through mechanical and informational
constraints inherent in the particular task. That is, the rela-
tively high-dimensional interactions that exist between an animal
and its environment underlie the emergence of a relatively low-
dimensional behavior. Under this conception, agents accomplish
behavioral goals by learning the control laws that map physical
forces and perceptual information to the dynamics of the action
system. Accordingly, the adaptive human behavior can be mod-
eled as emerging from the lawful interactions between perceptual
and motor variables by using low-dimensional dynamical mod-
els (i.e., differential equations). For example, Warren and Fajen
(2003, 2008) demonstrated how goal-directed paths of locomo-
tion can emerge from properties of a person’s action system and
his or her surrounding environment. Using elementary dynami-
cal components, such as dynamical (point) attractors to explain
the paths toward a target and dynamical repellers to explain paths
of obstacle avoidance, they modeled the self-organized emergence
of rather complex aspects of locomotion, such as route selection
and route switching.

Thus, these general explanatory principles of self-organization
and emergence have been extended from dynamical systems the-
ory and instantiated in several theories of human behavior, such
as coordination dynamics (Kelso, 1995) and behavioral dynam-
ics (Warren, 2006). Given the promising application of these
theoretical principles to understanding how individual actors
coordinate and control their behavior in their environments, sev-
eral researchers have recently argued for a dynamical approach to
human social behavior (Marsh et al., 2009; Schmidt et al., 2011).
Although there is not yet a general dynamical theory of social
behavior, the study of coordination dynamics (i.e., spatio-temporal
entrainment) has provided a particularly interesting example of
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self-organizing processes in human social interaction in the case
of interpersonal rhythmic coordination (e.g., Kelso, 1995; Marsh
et al., 2006; Schmidt and Richardson, 2008).

DYNAMICS IN JOINT ACTION
Rhythmic coordination is a foundational aspect of behavior for
organisms that propel themselves through their respective envi-
ronments. von Holst (1937/1973) described the coordination
between the fins of his Labrus fish with concepts such as “main-
tenance tendency” and “magnet effect” (see Amazeen et al.,
1995). He observed that the patterns of coordination between fins
seemed to be the result of a dynamic balance between “compe-
tition” (i.e., each fin maintains its own intrinsic frequency) and
“cooperation” (i.e., fins move together). Later research by Kelso
and his colleagues (Kelso, 1981, 1984; Haken et al., 1985; see
Kelso, 1995) demonstrated that similar intrapersonal rhythmic
limb coordination in humans could be explained using dynam-
ical systems principles (for review, see Schmidt and Richardson,
2008).

Specifically, Kelso’s (1981, 1984) experiments demonstrated
that participants naturally produced only two forms of biman-
ual rhythmic coordination. In “inphase” coordination, the limbs
were synchronized as they went through their respective oscil-
latory cycles. In the case of finger movements, this mode corre-
sponds to when each finger reached the top of its swing upward,
and the bottom of its swing downward, at the same time. In
“antiphase” coordination, the limbs were offset from one another
by a half-cycle (i.e., one finger up and one finger down simul-
taneously). Interestingly, inphase coordination is more stable
(i.e., less variable) than antiphase coordination, and thus, can
be performed across a broader range of frequencies. Indeed,
participants instructed to produce antiphase coordination spon-
taneously transitioned to the inphase mode at faster movement
frequencies (irrespective of movement frequency the opposite
transition does not occur, people do not transition from inphase
to antiphase coordination; see Schmidt and Richardson, 2008).
Most interestingly, Haken et al. (1985) demonstrated that mod-
eling “relative phase” as the collective variable for a system of
coupled oscillators could capture these coordination dynamics in
a simple and elegant manner.

Foregoing a complete technical description (see Pikovsky et al.,
2001), the movement of an oscillatory limb at any point in its
cycle can be described using the “phase angle” (θ) of its circular
trajectory on the position-by-velocity phase space (see Figure 1).
That is, the beginning of each rhythmic cycle (θ = 0◦) corre-
sponds to the limb being at a maximal, end-point position (e.g.,
finger completely up), but with zero velocity (e.g., no longer mov-
ing upward, and yet to move downward). As the limb moves
through its rhythmic cycle, it speeds up and slows down to reach
its opposite end-point position (e.g., finger completely down)
which corresponds to the half-cycle (i.e., θ = 180◦). The limb
again speeds up and slows down, now in the opposite direction,
to return to its starting position (i.e., θ = 360◦/0◦).

Thus, the “relative phase angle” (φ), which is simply the dif-
ference between the phase angle of two oscillators (φ = θ1 − θ2),
captures the collective behavioral state of the system of coupled
oscillators. Two oscillators coordinated in the inphase mode will

be at the same phase angle of their respective cycles at the same
time, and thus, the relative phase over time will be zero (i.e.,
φ = 0◦). Oscillators coordinated in the antiphase mode will be in
opposite phase angle of their respective cycles over time, and thus,
the relative phase will be offset by a half-cycle (i.e., φ = 180◦).

Kelso and colleagues (1990) extended the earlier model (Haken
et al., 1985) in order to model relative phase dynamics as a
function of two terms with striking similarity to von Holst’s
conception: the degree of coupling between the two oscillatory
components (i.e., magnet effect) and the difference in the inher-
ent frequency of each component (i.e., maintenance tendency).

φ̇ = �ω − a sinφ − 2b sin2φ (1)

This model Equation 1 captures the “competition” in the
detuning term (�ω) as the simple difference in the intrinsic
frequency of each oscillator (�ω = ω1 − ω2), while the “coop-
eration” between the two oscillators is captured by the sine
functions (−a sinφ − 2b sin2φ), with coupling strength indexed
by b/a. The relative balance of these two constraints affects
the system dynamics (see Schmidt and Richardson, 2008, for
details).

In the language of synergetics (Haken, 1977/1983; see Schöner
and Kelso, 1988), this model captures the lawful change in the
collective state of the system, or “order parameter,” as a func-
tion of the systems relevant constraints, or “control parameters.”
Manipulating either of the control parameters (i.e., coupling and
detuning) gives rise to predictable changes in the dynamics of the
order parameter (i.e., relative phase). Holding the coupling con-
stant and varying the detuning term produces a “phase lag” in
which the oscillator with the slower natural frequency lags slightly
behind the other. Holding the detuning constant and varying
the coupling affects the relative stability of the attractor states.
At lower levels of coupling the antiphase attractor state becomes
unstable, and only the inphase attractor remains.

The coordination dynamics proscribed by this model fit well
with empirical observations of intrapersonal bimanual coordina-
tion (see Kelso, 1995). With respect to social behavior, research
has provided ample evidence that the same coordination dynam-
ics govern rhythmic behaviors between individuals (Schmidt
et al., 1990, 1998; Amazeen et al., 1995; Richardson et al., 2007).
Pairs of participants intentionally coordinating rhythmic limb
movements are naturally constrained (i.e., without practice) to
the inphase and antiphase modes, and exhibit the same rela-
tive stabilities as in intrapersonal coordination (Schmidt et al.,
1990, 1998; Schmidt and Turvey, 1994). Moreover, research has
demonstrated that experimental manipulations of the detuning
and coupling parameters yield results consistent with Equation 1.
(e.g., Schmidt and Turvey, 1994; Amazeen et al., 1995; Richardson
et al., 2007). For instance, having participants swing pendulums
with different natural frequencies produces the expected phase lag
in the relative phase between participants (Amazeen et al., 1995).
Similarly, manipulations of the strength of visual coupling, such
as decreasing attention (Temprado and Laurent, 2004), the degree
of visual tracking (Schmidt et al., 2007), or the amplitude of the
observed movement (Varlet et al., in press), all reduce the stability
of coordination.
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FIGURE 1 | (A) Rhythmic pendulum swinging expressed in phase angle
and represented as a position time-series and a position-by-velocity
phase space. (B) Inphase interpersonal coordination expressed in

relative phase angle and represented as a time-series and a phase
pace. (C) Antiphase interpersonal coordination expressed in relative phase
angle.

The same coordination dynamics are evident even in sponta-
neous (i.e., uninstructed) coordination between interacting indi-
viduals (e.g., Schmidt and O’Brien, 1997; Richardson et al., 2005,
2007; Oullier et al., 2008), and between an individual and an
environmental stimulus (Schmidt et al., 2007; Lopresti-Goodman

et al., 2008). For instance, Richardson et al. (2005) found that the
same inphase/antiphase dynamic occurred between two people
who were engaged in an interpersonal task, but not instructed
to coordinate their movements. As in intentionally produced
coordination, increasing the degree of visual coupling between
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participants is met with a predicted increase in coordination sta-
bility (Richardson et al., 2007). Additionally, these same dynamics
appear to govern simultaneous states of coordination at interper-
sonal and intrapersonal scales of rhythmic activity (Coey et al.,
2011). In a compelling example of synergetic coupling at the
interpersonal scale, Harrison and Richardson (2009) have shown
that pairs of participants can be coordinated to behave as single
functional unit by virtue of simple mechanical constraints. In this
study, participants walked and jogged while joined together (one
behind the other) via a foam appendage. The leg movements of
the pairs not only spontaneously became coordinated, but also
exhibited a distinct preference for certain quadrapedal gait pat-
terns (i.e., pace, trot), with differences in gait preference being a
function of the differences in gait stability.

Research also suggests that these coordination dynamics might
be applicable to the motor contagion effects mentioned previ-
ously. Recall, Kilner et al. (2003) found increased variability in the
non-dominant plane of movement when participants observed
a movement in the incongruent direction (e.g., swinging arm
horizontally, confederate oscillating vertically). This additional
movement in the uninstructed plane was interpreted as error
induced in an executed motor commands brought on by obser-
vation of the incongruent movement. Alternatively, Richardson
and colleagues (2009) demonstrated that the additional move-
ment in the uninstructed plane is in fact rhythmically coordinated
with the movements of the observed confederate. Rather than
being extraneous and random “error,” the movements in the
non-instructed plane contained coherent oscillations that were
coordinated with the observed movement. Thus, these results
suggest that this “interference” effect is best understood as the
result of observers recruiting all available degrees-of-freedom
(e.g., up-down movements) to successfully achieve the task goal
and stabilize coordination with the observed movements.

Researchhasalsodemonstrated that thesecoordinationdynam-
ics are linked to other, higher-order aspects of human social
interactions, such as rapport and social connectedness (e.g., Hove
and Risen, 2009; Miles et al., 2009; Paladino et al., 2010; Miles
et al., 2010a). For instance, Miles and colleagues (2009) found
greater third-party ratings of rapport for stimuli depicting the
naturally stable modes (i.e., inphase and antiphase) as compared
to other coordination patterns. More recently, Miles et al. (2011)
employed a minimal-group manipulation and found increased
spontaneous coordination when participants observed the rhyth-
mic movements of a confederate who was labeled as an out-group
member. Furthermore, several studies have demonstrated that
rhythmic coordination dynamics might also differ in conditions
marked by social dysfunction (i.e., autism, Marsh et al., 2009;
Isenhower et al., 2012; schizophrenia, Varlet et al., 2012).

At first blush, the finding that rhythmic coordination dynam-
ics are the same between co-actors as they are within an individ-
ual actor might not seem to make an overwhelming contribu-
tion toward resolving the questions of modern social-cognitive
neuroscience (Sebanz and Knoblich, 2009). Whereas the tradi-
tional questions concern how we might understand one another’s
goals and predict one another’s future behaviors, these data
seem to only speak to joint actions at the most base spatio-
temporal level. Furthermore, a representational account of such

coordination, based in cognitive timing simulations, is cer-
tainly not unthinkable (e.g., Semjen and Ivry, 2001; Ivry and
Richardson, 2002), and arguably could even be based in the
activity of mirror neuron systems (Sebanz and Knoblich, 2009).

What the study of coordination dynamics has provided, how-
ever, is considerable evidence that certain aspects of social inter-
actions can be addressed in the language of self-organizing,
dynamical processes. In brief, what matters for the organization
of rhythmic interpersonal coordination is a coupling between two
oscillatory components strong enough to overcome intrinsic dif-
ferences (i.e., different natural frequencies). This coupling can be
realized across neuromuscular linkages within a person (Kelso,
1984; Haken et al., 1985) or via informational linkages (i.e., visual,
auditory, or haptic couplings) between two people (Schmidt et al.,
1990; Repp and Penel, 2004; Lagarde and Kelso, 2006; Richardson
et al., 2007; Harrison and Richardson, 2009; van der Wel et al.,
2011). Thus, the findings of coordination dynamics research sup-
port the larger theoretical conclusion that behavioral regularity
in joint actions can be understood as an emergent property of
the lawful constraints that bind co-actors to behave as a unified,
functional whole.

DYNAMICS IN DYNAMICS
As mentioned at the outset of this article, the challenge to a
theory of social interaction is the inherent “interrelatedness” of
human behavior. As detailed above, the traditional explanatory
framework in cognitive science has been extended to social inter-
action through inherently social neural structures (i.e., mirror
neuron systems) and the effects these structures have on behavior
(i.e., motor contagion). The evidence in favor of this represen-
tational account makes a persuasive case that these neurological
mechanisms play a foundational role in supporting the cogni-
tive functions necessary to sustain social interactions. In contrast,
the dynamical approach has applied an alternative set of explana-
tory concepts to the understanding of joint action. As evidenced
in the example of interpersonal rhythmic coordination, this gen-
eral framework suggests that the behavioral regularities of joint
actions can be understood as the result of synergetic coupling
between co-actors enforced via mechanical and informational
task constraints. Rather than assert theoretical superiority for
either of these accounts, we hope to open a dialogue as to
how these two frameworks might complement and inform one
another. In line with the focus of this special issue, we begin this
dialogue by suggesting that situating the activity of a social brain
in the constraints inherent in real-time and online social interac-
tions is necessary for a full appreciation of the nervous system’s
role in the organization of social behavior and cognition.

Consistent with the embodied-embedded perspective (e.g.,
Brooks, 1991; Beer, 1995; Hutchins, 1995; Clark, 1998; Gibbs,
2006), this proposal simply asserts that the constraints provided
in the fact that social interactions exist between agents manifest
in physical bodies and within a physical environment is critical
to grounding social cognition. A common criticism of represen-
tational theories of human behavior is that they involve a “loan
of intelligence” (e.g., Dennett, 1978; Turvey et al., 1981; Jordan,
1998). This framework likens the operation of the central ner-
vous system to a computational machine (e.g., von Eckardt, 1993;
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Kawato, 1999); hence “representational mechanisms.” Although
the efficient causal linkages from neural component to neural
component may explain how sensory signals might be mecha-
nistically processed to produce action commands, the claim that
these processes are “understood” or “interpreted” by the agent
leaves looming conceptual issues (Searle, 1980; Chalmers, 1996;
Jordan, 1998). How is it that these physical brain processes can
generate an experience of meaning? How can these meaningful
experiences cause changes in physical processes to enact inten-
tional behavior? Although the neural processes carried out by
networks such as mirror systems are undoubtedly meaningfully
tied to social behavior, the conceptual problem is the same for
the representational account of social cognition. For instance,
the predictive coding account (Kilner et al., 2007a) discussed
previously details the efficient causal mechanism by which an
observed behavior might be contrasted against a predictive model
in order to reduce error in prediction. Although this account is
perfectly sound in terms of the mechanistic processing it pro-
poses, the question as to how an actor arrives at an understanding
of co-actors goals remains unanswered.

We propose that theories of social interaction can begin to
approach a solution to these conceptual issues by complement-
ing the traditional account with the concepts of the dynamical
systems approach, such as self-organization and interaction-
dominant dynamics. To be certain, this proposal is neither
meant to stand “against” the representational or neuro-cognitive
approach, nor do we mean to imply that the questions tradi-
tionally addressed by cognitive research (e.g., thoughts, goals,
intentions) are irrelevant to an account of social behavior. In
the example of interpersonal rhythmic coordination, although
the interacting participants achieve coordination via informa-
tional couplings, it is equally true that this coordination must
be manifest in systems capable of detecting, and thereby cou-
pling through, said perceptual information (Schmidt et al., 2011).
Moreover, the participants’ intentional states are equally impor-
tant (Kloos and van Orden, 2010). An uncooperative participant,
who chooses to attend to the geometrical patterns of the car-
pet rather than the movement patterns of their co-actor, will not
yield rhythmic coordination. Thus, the conceptual approach pro-
posed here is not intended to circumvent the importance of either
neural structures or cognitive processes. What we do contend,
however, is that social-cognitive processes, and the neural pro-
cesses thought to underlie them, only gain full meaning when
appropriately contextualized in the myriad of natural processes
in which they have evolved and in which they are sustained.

As implied by the term “dynamics,” the explanatory goal of
dynamical systems approach is to describe the necessary rela-
tionship (i.e., law) that dictates how the collective state of a
system will change given the constraints imposed on its behav-
ior. In the example of rhythmic coordination, the dynamical
approach captures lawful behavioral regularity that generalizes
across systems with radically different mechanical configurations.
The same coordination dynamics are evident in systems com-
prised of a single human nervous system (i.e., intrapersonal
coordination), multiple human nervous systems (i.e., interper-
sonal coordination), multiple “diminished” nervous systems (e.g.,
fireflies, Hanson, 1978; crickets, Walker, 1969), and no nervous

systems at all (e.g., pendulum clocks, Huygens, 1673/1986). These
dynamics characterize patterns of rhythmic coordination between
oscillators whether the coordination is intended or spontaneous.
Moreover, these coordination dynamics are evident both in the
behavior of limb movements and in the patterns of neural activity
that accompany such movements (e.g., Schöner and Kelso, 1988).

Thus, the dynamical approach manages to parsimoniously
generalize across different systems precisely because its explana-
tory principles address the organization of behavior at the func-
tional level of the system. A system of coupled oscillators obeys
lawful coordination dynamics whether the oscillators are coupled
to one another via neural linkages (e.g., human co-actors) or via
physical vibrations (e.g., coupled metronomes). What is neces-
sary is that the system components be sufficiently coupled and be
able to freely interact. This does not imply that a system of cou-
pled oscillators comprised of human participants is cognitively
equivalent to a system of coupled metronomes, nor that all social
interactions can be understood in terms of rhythmic coordination
dynamics, but rather that both systems exhibit the same coordi-
nation dynamics because systems are subject to the same lawful
constraints and share the same functional organization.

It is also important to reiterate that the dynamical systems
approach is not solely concerned with observed macro-level
behavior, but is equally interested in uncovering the dynamic sta-
bilities of more micro-level neural activity (e.g., Tognoli et al.,
2007; Lindenberger et al., 2009; Dumas et al., 2010). Of particu-
lar interest, given the current discussion, is research investigating
neural processes involved in sensori-motor coordination (Jantzen
and Kelso, 2007; Jantzen et al., 2009; Kelso, 2012). This research
program has revealed that neural dynamics exhibit oscillatory
patterns that can be examined and understood with the principles
of coordination dynamics. For instance, Tognoli and colleagues
(2007) instructed pairs of participants to produce rhythmic fin-
ger oscillations while fitted with electroencephalogram (EEG)
recording equipment. A varying degree of spontaneous entrain-
ment emerged between participants during conditions in which
they could see one another’s movements. A spectral analysis of
the EEG data revealed a two-component peak in neural activity
within a certain frequency band (9.2–11.5 Hz) that was specific to
the degree of entrainment. Whereas the first component of this
“phi complex” was associated with the degree of unsynchronized
rhythmic movements, the second was associated with synchro-
nization. Interestingly, the brain topography in the EEG data
suggested that the brain structures associated with the human
mirror neuron system might play a role in these phi dynam-
ics, highlighting the possible relationships between neural and
behavioral dynamics.

Again, the dynamical approach is not against the theoretical
notion that the activities of the central nervous system are a mean-
ingful and necessary part of human behavior. What the dynamical
approach does suggest is a different conceptualization of these
neural structures. Whereas the traditional approach conceptual-
izes these structures as “mechanisms,” the dynamical approach
conceptualizes them as self-organizing synergies. That is, neural
structures and their activities are considered to be part of the syn-
ergetic relationship by which an organism sustains its functional
interactions with its environment. This claim holds that neural
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components are temporarily assembled into functional units by
task-specific constraints (Kelso, 2009). This conception of neural
activity seems to fit well with the findings suggesting that the same
neural structures are involved in several different functional rela-
tionships, rather than having one context-independent function
(i.e., neural reuse; see Anderson, 2010).

This conception offers an opportunity to situate the activities
of the nervous system within the context of constraints at the level
of the complete human behavioral system. At the most funda-
mental level, the dynamics of the natural environment provides
a rich set of constraints on behavior. For instance, the physical
sciences have revealed a set of lawful processes that govern the
motion of physical bodies (i.e., the law of gravity) and trans-
formations of energy (i.e., the laws of thermodynamics). These
lawful processes lie behind the large-scale, long-term behavioral
stabilities of all physical systems, including the body in which the
nervous system has evolved. Similarly, the specific properties of
the body (e.g., weights of limbs, joint linkages), in the context of
the properties of the environment, yield natural, intrinsic bodily
dynamics that constrain behaviors. These embodied-embedded
constraints on human behavior provide fundamental sources of
behavioral stability that are argued to underlie human cogni-
tion (e.g., van Dijk et al., 2008; Richardson et al., 2010; Schmidt
et al., 2011). Kelso (2002) has proposed that the processes of self-
organization in human behavior might also provide the critical
foundation for consciousness and agency to emerge. Similarly,
Jordan and Ghin (2006, 2007) have recently argued that self-
organization and “contextual emergence” provide a theoretically
grounded basis to understand intentionality, anticipation, and
cognition. These authors suggest that the work of the micro-scale,
componential interactions of the system (e.g., neural dynamics)
are “naturally and necessarily about” the macro-scale, functional
wholes in which they sustain themselves. Thus, these micro-scale
activities are meaningful embodiments of the behavioral context
in which they emerge. These embodiments constitute “virtual
content” (i.e., intentions and goals) when the macro-scale behav-
ioral wholes they are “about” involve prospective relationships
to the environment and other organisms (e.g., predator-prey
relations). Hence, the dynamical processes of embodiment in
embedded self-sustaining systems constitute a natural, grounded
basis for phenomenal meaning (i.e., contextual aboutness) that
might not only underlie physical co-action or social movement
coordination, but also more uniquely human, social behaviors
(e.g., symbolic communication; see Streeck and Jordan, 2009).

CONCLUSION AND FUTURE DIRECTIONS
So, what then is the role of the central nervous system in the
organization of human social interactions? We do not proclaim
to have the definitive answer to this question. Current trends in
neuroscience suggest that certain neural networks underlie the
social-cognitive abilities necessary to sustain social interactions.
Ample evidence from both neurological and behavioral studies
provides compelling reasons to accept that the activities of these
neural structures are critical to a full account of social interac-
tion. Accounts of social interactions relying exclusively on these
neurological mechanisms, however, are likely to encounter the
same philosophical issues inherent in representational approaches

in general. Although efficient causal mechanisms can certainly
accomplish their proposed computational processing, the ques-
tion remains of how these computations ever give rise to the
meaningful experiences we refer to when we claim to “know” the
intention of our co-actors or are able to “predict” their future
behavior.

Although these philosophical issues are not easily overcome,
we propose that the explanatory concepts and descriptive tools of
dynamical systems theory can serve as a complementary frame-
work to the recent advances made in social-cognitive neuro-
science. Rather than insist that either framework has superior
explanatory access to the processes underlying human social
interaction, we propose that the representational and dynamical
approaches form a complementary pair (Pattee, 1978, 1982; Kelso
and Enstrøm, 2006). As such, the contribution of the dynamical
approach is to provide the set of concepts by which the neural
“mechanisms” involved in the organization of social behavior can
be understood as emergent mechanisms; embodied reflections of
lawful dynamics.

Central to accomplishing this contribution is, of course, provid-
ing empirical evidence of how such concepts can frame a general
theory of social interactions. Although the previous investigations
of periodic behaviors has provided evidence that the dynamical
approach is applicable to the spatio-temporal organization of
social actions, this alone does not constitute the foundation for a
general theory. As Sebanz and Knoblich (2009) rightly insist, the
dynamical approach must be empirically extended to accounts of
non-periodic actions. To this end, future research should focus
on investigating the behavioral dynamics of a broader range of
everyday social activities, including more discrete, goal-directed,
and complementary joint actions, and the time-evolving neural
activity that takes place during such interaction.

Thankfully such research endeavors have already begun. For
instance, several researchers have started to investigate the behav-
ioral dynamics and coordination that occurs between individuals
who are dancing together, telling jokes, or simply conversing (e.g.,
Boker and Rotondo, 2002; Shockley et al., 2003; Dale and Spivey,
2006; Sandamirskaya and Schöner, 2006; Schmidt et al., 2011).
Others have begun to investigate coordination patterns in more
goal-directed interaction tasks (e.g., Mottet et al., 2001; Newman-
Norland et al., 2008), including how individual actors might
couple in ways that give rise to functional roles that collectively
stabilize group behavior (e.g., Goldstone et al., 2008; Richardson
et al., 2011).

What is still needed, however, are specific investigations of
what neural synergies emerge during these kinds of behaviors and
how the time-evolving behavior of these neural synergies is spe-
cific to the physical dynamics and constraints of a joint action
task. We are excited at the prospect of what discoveries such stud-
ies may hold for understanding the role of the brain in shaping
social behavior and cognition. We foresee that future research on
the dynamics of social interaction will maintain that the neuro-
logical mechanisms promoted by social neuroscience are inher-
ently and necessarily meaningful when appropriately situated and
grounded in the myriad of natural constraints that shape behav-
ioral order. In short, we believe that social neuroscience should be
directed toward investigating how neural structures are functional
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embodiments of the self-organizing dynamics in which they have
evolved and in which they exist, and how the activity of the
nervous system is part of the synergistic animal-environment sys-
tems that sustain and support complex human behavior. This can

be achieved by exploring the manner in which neural processes
are entailed and modified by the dynamics of real-time social
action and support the physical and informational couplings that
self-organize perception, action, and cognition.
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Accurately and efficiently perceiving social cues such as body movements and facial
expressions is important in social interaction. Accurate social perception of this kind
does not solely rely on “bottom-up” visual processing but is also subject to modulation
by “top-down” signals. For example, if instructed to look for signs of happiness rather
than fear, participants are more likely to categorize facial expressions as happy—this prior
expectation biases subsequent perception. Top-down modulation is also important in our
reactions to others. For example, top-down control over imitation plays an important role
in the development of smooth and harmonious social interactions. This paper highlights
the importance of top-down modulation in our perception of, and reactions to, others. We
discuss evidence that top-down modulation of social perception and imitation is atypical
in Autism Spectrum Conditions and in schizophrenia, and we consider the effect this may
have on the development of social interactions for individuals with these developmental
disorders.

Keywords: autism, schizophrenia, top-down, modulation, social perception, attention, expectation, priming

TOP-DOWN MODULATION IS IMPORTANT
IN SOCIAL INTERACTION
It is important for social interaction that individuals have effi-
cient and accurate mechanisms for social perception. Accurate
social perception depends on a number of processes including
“bottom-up” sensory processing and “top-down” modulation,
which prioritizes the stimuli that are most relevant to our current
activities and goals. This paper focuses on top-down processes
involved in perception of and reactions to social stimuli.

Top-down control involves multiple processes, including most
notably attention and expectation. For example, if asked to direct
your attention to a particular face that is hidden amongst a crowd
of faces, you would be more efficient at detecting its characteris-
tics compared to those of the other faces in the crowd. We are also
able to make predictions about the nature of an incoming stimu-
lus based on our prior expectations. Suppose that you are at a pub
with some friends; the general ambiance is warm and happy, you
expect your peers to show positive facial expressions. However,
you might anticipate encountering different facial expressions in
another context; for instance, one is more likely to observe expres-
sions of sorrow at a funeral. Contradictions of our expectations
in either case will surprise us. In contrast, the ability to anticipate
others’ emotions facilitates our behavioral response to the sen-
sory world by promoting efficient sensory processing of stimuli
that are congruent with expectations.

Recent theoretical (Summerfield and Egner, 2009) and
computational (Wyart et al., 2012) models of visual processing
dissociate attention and expectation. Whereas expectation facil-
itates visual perception by increasing the prior likelihood that
a subset of visual information will occur, attention reduces the
computational burden by prioritizing processing of a particular

subset of visual information on the basis of its behavioral signif-
icance (Summerfield and Egner, 2009). Recent explanations have
described the difference between attention and expectation in the
context of signal-to-noise detection where enhanced signal-to-
noise precision can be a result of increased signal or reduced noise
(Wyart et al., 2012). Cues predicting the relevant location (atten-
tional cues) of a to-be-detected signal primarily increase signal-
to-noise precision by suppressing noise; whereas, cues predicting
greater signal probability (expectation cues) increase precision by
elevating signal (Wyart et al., 2012).

The top-down effects of attention and expectation do not
operate only at the level of perception but can also modulate our
actions. One example of this is the modulation of imitation by
social context. Individuals imitate more when in a positive social
context (Lakin and Chartrand, 2003) and simple social ostensive
cues such as direct eye-gaze affect automatic imitation mecha-
nisms: individuals are faster to perform actions that match, rather
than deviate from, observed actions (Wang et al., 2011a).

Even pro-social, compared to non-social, priming that is sub-
liminal results in significantly higher levels of automatic imitation
(Leighton et al., 2010; Cook and Bird, 2011a,b). For example,
Leighton et al. (2010) asked participants to rearrange five words
such that they formed a grammatically correct sentence; these
sentences either comprised positive social words (e.g., friend,
team, assist) or anti-social words (e.g., rebel, obstinate, distrust).
Despite reporting no awareness of the underlying theme, indi-
viduals who had rearranged the positive social words exhibited
higher levels of automatic imitation than individuals who had
rearranged the anti-social words. Such facilitation of imitation
according to social context is likely a key component in the devel-
opment of smooth and harmonious social interactions: being
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imitated increases rapport (Chartrand and Bargh, 1999), altru-
istic behavior (van Baaren et al., 2004) and trust (Bailenson and
Yee, 2005).

NEURAL MECHANISMS OF TOP-DOWN MODULATION
OF SOCIAL PERCEPTION
In recent years a number of studies have investigated the neural
mechanisms that underpin the top-down modulation of social
perception.

ATTENTION
The modulatory effects of attention are thought to proceed via
feedback connections from frontal and parietal regions includ-
ing the superior parietal lobule, intraparietal sulcus, frontal eye
fields, and supplementary eye fields (Corbetta et al., 1993; Fink
et al., 1997) to sensory processing areas (Cavada and Goldman-
Rakic, 1989; Ungerleider et al., 1989; see Figure 5 for example
relating to auditory sensory processing). Such feedback con-
nections are thought to play a role in amplifying activity in
stimulus-specific neural regions (Kastner and Ungerleider, 2001;
Pessoa et al., 2002). For instance, activity in motion specific visual
cortex, and connectivity between early visual cortex (V2) and
visual motion processing areas (hMT/V5), was enhanced when
attending to visual motion compared to when not attending
(Büchel et al., 1998). This enhanced connectivity was modulated
by top-down signals from parietal and prefrontal cortex.

This explanatory framework, which states that top-down sig-
nals from parietal and frontal areas enhance stimulus processing
in stimulus-specific cortex, extends to the processing of social
stimuli. Attention to faces (compared with attention to a location
that does not feature faces) is associated with increased activity in
the fusiform face area (FFA; Vuilleumier et al., 2001; Bird et al.,
2006) and the amygdala (Pessoa et al., 2002). Attention to faces is
also associated with increased FFA to V1 connectivity (Bird et al.,
2006).

EXPECTATION
Top-down signals relating to prior expectations, from frontal and
parietal regions, enhance processing in stimulus-specific cor-
tex. For instance, Summerfield et al. (2006) showed participants
images of faces, houses, and cars. In each block participants were
required to press a specific “target” button upon perceiving a par-
ticular stimulus type (e.g., face) and to press the “non-target”
button for all other stimuli (e.g., cars and houses). It has previ-
ously been demonstrated that, in contrast to instructions such as
“is the stimulus A (e.g., a face) or B (e.g., a car)?” instructions
of the form “is the stimulus A or not?” involve the activation
of a prior expectation (also referred to as an internal template;
(Dayan et al., 1995; Dosher and Lu, 1999) against which all stim-
uli are compared (Summerfield and Koechlin, 2008). On each
trial the participant therefore has a prior expectation for one
stimulus type over the alternatives. In the paradigm employed
by Summerfield and colleagues the prior expectation (that is,
the stimulus-type to be detected) changed on a block-by-block
basis. Analyses revealed enhanced activity in the ventro-medial
prefrontal cortex (vMPFC) when the prior expectations matched
the incoming sensory data (Summerfield and Koechlin, 2008).

Furthermore, connectivity analyses suggested a top-down influ-
ence of frontal cortex activity on face-responsive regions in the
fusiform gyrus and the amygdala (Summerfield et al., 2006).
Previous studies have suggested that vmPFC plays a role in con-
firming and reinforcing the validity of prior expectations (Daw
et al., 2006; Hampton et al., 2006).

We recently investigated the influence of prior expectations
on emotional facial expression discrimination. Prior expecta-
tions were first set by instructing participants to look out for
faces with a particular “target” expression (fear, anger or hap-
piness). Subsequently participants viewed a sequence of faces
and responded with one button for the target expression and
a different button for all other facial expressions. Detection
responses were faster and more accurate for faces that matched
prior expectations relative to non-matching faces. Furthermore,
neuroimaging data showed that congruency, compared to incon-
gruency, between prior expectation and incoming sensory data
was associated with vmPFC activity (Barbalat et al., 2012a). In
addition, there was greater functional connectivity between the
vmPFC and the thalamus when an incoming angry face stim-
ulus was congruent with the instruction, compared to when it
was incongruent. The thalamus acts as an intermediary between
the retina and emotion-processing areas (such as the amygdala)
enabling rapid and preconscious processing of potentially threat-
ening stimuli (Pessoa and Adolphs, 2010). Therefore it may be
that when an individual is faced with a stimulus that matches
prior expectation the vmPFC facilitates emotional responsiveness
via top-down control of the thalamus.

TOP-DOWN INFLUENCES ON ACTION OBSERVATION
AND IMITATION
In addition to their role in amplifying processing in stimulus-
specific cortex, top-down signals may also modulate activity in
action-related areas such as the mirror neuron system (MNS).
Mirror neurons fire during both execution of an action and obser-
vation of that same action (di Pellegrino et al., 1992; Kraskov
et al., 2009). Areas of the human brain with these response prop-
erties have been called the MNS (Iacoboni, 2009) and it has been
suggested that the MNS comprises the neural correlate of imita-
tion (Iacoboni, 2005, 2009). This hypothesis has been supported
by findings that MNS areas are active during the imitation of
actions (Iacoboni et al., 1999) and applying repetitive transcra-
nial magnetic stimulation to disrupt activity in MNS areas results
in reduced automatic imitation (Catmur et al., 2009) and higher
error rates for effortful imitation (Heiser et al., 2003).

Although the MNS may automatically respond to observed
actions, and likely supports imitation, we do not imitate every
action we observe. Recent studies suggest that top-down signals
from other, non-MNS, brain regions modulate MNS regions and
hence control imitative responses. Following from observations
that individuals with medial prefrontal cortex (mPFC) lesions
exhibit heightened levels of imitation (Lhermitte, 1986; Brass
et al., 2003), Brass and colleagues have used functional magnetic
resonance imaging (fMRI) to show that inhibition, compared to
execution, of imitative responses elicits activity in key nodes in
the “social brain” network: the mPFC and temporo-parietal junc-
tion (TPJ) (Brass et al., 2001, 2003, 2005; Spengler et al., 2009,
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2010b). This association between control of imitation and social
brain activity has been further supported in a series of studies
by Hamilton and colleagues: direct eye contact increases auto-
matic imitation of hand movements (Wang et al., 2011a); and this
effect appears to be driven by the modulatory influence of mPFC
activity on activity in action perception areas [posterior superior
temporal sulcus (pSTS)], which subsequently influences activity
in a key MNS region [inferior frontal gyrus (IFG)] (Wang et al.,
2011b).

ATYPICAL TOP-DOWN MODULATION IN AUTISM
SPECTRUM CONDITIONS
Autism spectrum conditions (ASC) are pervasive developmen-
tal disorders, characterized by a triad of impairments: verbal and
non-verbal communication problems, difficulties with reciprocal
social interactions, and unusual patterns of repetitive behavior
(American Psychiatric Association, 1994). An accumulating body
of evidence suggests atypical top-down modulation of early sen-
sory processing in individuals with ASC (Frith, 2003). Bird et al.
(2006) used fMRI to record brain activity from high function-
ing participants with ASC, and control participants, during the
attentional modulation of face processing. Four images (two face
images and two house images) were presented on each trial;
images were arranged in a diamond shape with images from the
same category in the same dimension (as in Figure 1). Before each
trial, attention was directed to either the vertical or horizontal
dimension; therefore, on each trial participants attended either to
faces or to houses. For control participants, attention modulated
activity in the FFA such that FFA activity was high when faces were
attended and low when faces were not attended. Individuals with
ASC did not demonstrate this same effect: FFA activity did not
discriminate trials in which the face was and was not attended.
Thus, this study demonstrated reduced attentional modulation of
face processing in adults with ASC.

In addition to atypical effects of attention in ASC previous
studies have demonstrated reduced effects of prior knowledge.
For instance, for typical controls, viewing images of faces can
improve subsequent identification of degraded versions of these
faces; this effect is reduced in ASC (Loth et al., 2010). Similarly,
Dichter and Belger (2008) demonstrated a lack of arousal medi-
ated top-down modulation in ASC. Specifically they reported
that when stimuli demanding cognitive control were preceded by
highly arousing pictures, activation in the right middle frontal
gyrus was elevated for control participants, compared to when
stimuli were preceded by pictures that were low in arousal. In con-
trast, for individuals with ASC highly arousing pictures did not
modulate right middle frontal gyrus activity, suggesting a lack of
top-down modulation.

As discussed above, social actions such as imitation can be
modulated by primed concepts. We recently demonstrated that
the social modulation of imitation is diminished in individu-
als with ASC (Cook and Bird, 2011a). This study employed an
adapted version of the paradigm used by Leighton et al. (2010)
in which participants first completed a pro- or non-social prim-
ing task before completing a measure of automatic imitation.
Whereas control participants primed with pro-social attitudes
imitated significantly more than those primed with non-social

FIGURE 1 | Stimuli employed by Bird et al. (2006). Four images (two face
images and two house images) were presented on each trial; images were
arranged in a diamond shape with images from the same category (faces or
houses) in the same dimension. For instance here faces are presented in
the vertical dimension and houses in the horizontal dimension. Figure is
reproduced, with permission, from Bird et al. (2006).

attitudes, this modulation of imitation was not seen for individu-
als with ASC. Participants with ASC primed with pro-social atti-
tudes imitated to the same extent as those primed with non-social
attitudes (Figure 2).

NEURAL BASIS OF ATYPICAL TOP-DOWN MODULATION IN ASC
Top-down modulation refers to the effects of signals from “con-
trol” regions, such as the PFC, on sensory processing. According
to this definition there are at least three possible causes of atypi-
cal top-down modulation: atypical function of sensory regions;
atypical function of control regions; and atypical connectivity
between control and sensory regions. We discuss each of these
in turn.

SENSORY PROCESSING IN ASC
A number of studies have suggested atypical basic sensory pro-
cessing of social stimuli in ASC. Early imaging studies reported
that individuals with ASC exhibit hypoactivation, relative to con-
trol participants, of the FFA when viewing faces, suggesting that
abnormalities in this region may be related to atypical face pro-
cessing in ASC (Critchley et al., 2000; Schultz et al., 2000; Pierce
et al., 2001). A more recent study has shown that, when control
participants and individuals with ASC are cued with a fixation
cross to look at and attend to faces, FFA activity for individuals
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FIGURE 2 | Results from Cook and Bird (2011a). Control participants
primed with pro-social attitudes imitated significantly more than those primed
with non-social attitudes. However, this social modulation of imitation was

not observed for individuals with ASC: those primed with pro-social attitudes
imitated to the same extent as those primed with non-social attitudes.
“∗” indicates p < 0.05.

with ASC does not differ from that of age- and IQ- matched con-
trols (Hadjikhani et al., 2004). A similar trend can be observed
in the MNS literature whereby early studies suggested reduced
MNS activation (Oberman et al., 2005; Dapretto et al., 2006)
and corresponding imitation impairments (Avikainen et al., 2003;
Rogers et al., 2003; McIntosh et al., 2006) in ASC. However,
more recent imitation studies show that if individuals with ASC
are forced to look at the relevant features of an action, thereby
ensuring that they receive typical inputs about action kinemat-
ics, imitation is normalized (Bird et al., 2007; Press et al., 2010).
Recent studies therefore suggest that when input to perception
and action regions is controlled (e.g., by instructed direction
of eye-gaze) individuals with ASC exhibit typical responses in
sensory regions.

FUNCTION OF CONTROL REGIONS IN ASC
A number of studies have demonstrated that the mPFC and
TPJ are key areas in the control of imitation (Lhermitte, 1986;
Brass et al., 2001, 2005; Spengler et al., 2009, 2010b; Wang
et al., 2011b). It has recently been shown that atypical mPFC
activity during mentalising tasks is functionally associated with
atypical control over imitation in ASC (Spengler et al., 2010a;
see Figure 3). Spengler and colleagues’ study consisted of three
phases in which participants: (1) were scanned whilst watching
animations that evoked mentalising (Castelli et al., 2000); (2)
completed a behavioral measure of mentalising in which they had
to infer the mental states of story characters (Happé et al., 1999);
and (3) completed a behavioral measure of imitation-inhibition

that required them to inhibit imitating a video of finger actions
in order to make the required finger action. The ability to
inhibit the tendency to imitate was associated with reduced
behavioral mentalising scores and reduced social interaction
scores on an ASC diagnostic instrument (the Autism Diagnostic
Observation Schedule; Lord et al., 1989). Furthermore, mPFC
and TPJ activity during the fMRI mentalising task was corre-
lated with imitation-inhibition such that individuals with low
mPFC activity exhibited poor imitation-inhibition. Thus, men-
talising plays a role in imitation inhibition and atypical reg-
ulation of imitation in ASC may stem from aberrant mPFC
activation.

FUNCTIONAL CONNECTIVITY IN ASC
Recent functional connectivity MRI (fcMRI) studies have sug-
gested that functional connectivity between social brain regions
such as the mPFC and MNS is atypical in ASC. Intrinsic fcMRI
detects the temporal correlation between spatially discrete low-
frequency fluctuations of the BOLD signal. Shih et al. (2010)
used fcMRI to investigate the intrinsic connectivity of brain
areas associated with imitation and its control: the mPFC, IFG,
inferior parietal lobe (IPL) and STS. FMRI data were collected
while participants performed a non-imitative task (semantic deci-
sion/letter detection). The influence of PFC on MNS activity
was atypical in ASC (Figure 4). In individuals with ASC under
connectivity between frontal and posterior regions, during men-
talising, has also been reported (Castelli et al., 2002; Kana et al.,
2009).
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FIGURE 3 | Scatter plot showing the significant correlation in the ASC group between imitation-inhibition (interference score) and reaction times in

the mentalising task (ToM, Theory of Mind condition). Figure is reproduced, with permission, from Spengler et al. (2010a).

FIGURE 4 | Abnormal connectivity in the brain in ASC. Compared to
control participants individuals with ASC showed a significantly increased
effect of dPFC on IFG and reduced effect of IPL on IFG. STS, superior
temporal sulcus; IPL, inferior parietal lobule; IFG, inferior frontal gyrus;
dPFC, dorsal prefrontal cortex. Figure is reproduced, with permission, from
Shih et al. (2010).

SUMMARY
We suggest that atypical top-down modulation in ASC is due to
a deficit in at least one of the following areas: sensory regions;
control regions; and/or connectivity between control and sensory
regions. Although not the focus of the current paper one may
speculate that atypicalities in these areas could arise through both
genetic and experiential avenues. Let us take top-down modula-
tion of imitation as an example. As discussed above, top-down
signals from frontal to MNS regions are the likely neural cor-
relates of this phenomenon. Theoretically, atypical function of

these brain regions or connectivity between the regions could be
genetically predisposed or could be experientially acquired—if
individuals with ASC are not motivated to participate in social
situations (Chevallier et al., 2012), they will be less likely than
controls to acquire links between pro-social contextual cues and
elevated MNS activity. If these neural atypicalities are genetically
predisposed they should be invariant to training. Future studies,
which attempt to train top-down modulation in ASC, may shed
light on the aetiological basis of this deficit.

ATYPICAL TOP-DOWN MODULATION IN SCHIZOPHRENIA
Schizophrenia is characterized by positive symptoms (e.g., hal-
lucinations, delusions), negative symptoms (e.g., blunted affect,
anhedonia), lack of motivation (e.g., avolition, social isolation),
and cognitive impairments (e.g., working memory, attention). In
the social domain, individuals with schizophrenia often demon-
strate social awkwardness and difficulties in daily living (Penn
et al., 1997). It has been argued that social cognition deficits
represent a specific domain of impairment in this condition,
independent from classical cognitive deficits (Penn et al., 1997)
and that social impairments are highly resistant to medication
(Penn et al., 2008). As such, social deficits represent an important
domain of investigation in schizophrenia.

TOP-DOWN INFLUENCE OF ATTENTION IN SCHIZOPHRENIA
A number of studies have demonstrated reduced attentional
modulation of non-social stimuli in schizophrenia. Individuals
with schizophrenia exhibit impaired performance on oddball
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tasks, in which participants are required to respond to an infre-
quently presented target embedded in a stream of distractors
[see Cornblatt and Keilp (1994) for review]. For control partic-
ipants activity in PFC regions differentiates oddballs from non-
target stimuli (Kirino et al., 2000). Individuals with schizophrenia
show abnormal frontal activations during such tasks (Kiehl and
Liddle, 2001). Furthermore, individuals at high-risk of develop-
ing schizophrenia show significantly smaller differential frontal
activations between oddballs and non-target stimuli, suggesting
that prefrontal function begins to decline even before the onset of
illness (Morey et al., 2005).

Dichter et al. (2010) recently used a modified version of a
visual oddball fMRI task to investigate the influence of emo-
tion on selective attention in schizophrenia. Participants were
required to detect oddballs in a stream of distractors which
included aversive emotional scenes, requiring participants to
inhibit responses to the emotionally salient stimuli to achieve
optimal task performance. Compared with controls, individuals
with schizophrenia showed smaller differential frontal activations
for oddballs and non-target stimuli. In addition, for oddballs rel-
ative to non-targets, controls deactivated limbic regions including
the amygdala, whereas individuals with schizophrenia did not.
Thus compared to individuals with schizophrenia, control par-
ticipants were better able to inhibit their emotional reactions to
aversive scenes. Dichter and colleagues also found that activation
of frontal regions to the aversive stimuli was negatively correlated
with avolition and anhedonia as measured by the Scale for the
Assessment of Negative Symptoms (SANS, Andreasen, 1983). No
correlations were found between BOLD response and positive
symptoms as measured by the Scale for the Assessment of Positive
Symptoms (SAPS, Andreasen, 1984). Suggesting that atypical
frontal activations to aversive emotional stimuli may, in particular,
be associated with the negative features of schizophrenia.

Although the work of Dichter and colleagues hints at atypical
top-down attentional modulation in schizophrenia further work
is necessary both to replicate this initial finding and to investi-
gate more directly the influence of attention on the processing of
social stimuli. Future work might employ a paradigm like that
used by Bird et al. (2006) to investigate attentional modulation of
face processing.

PRIOR EXPECTATIONS IN SCHIZOPHRENIA
Schizophrenia has been linked to an increased influence of prior
expectations on sensory perception (Aleman et al., 2003). We
recently compared the influence of prior expectations on facial
expression discrimination in control participants and patients
with schizophrenia (Barbalat et al., 2012b). Using the paradigm
described above (Barbalat et al., 2012a), we found that, rela-
tive to controls, participants with schizophrenia were slower to
identify a fearful face when instructed to look for an angry
face and were less accurate to identify an angry face in a fear-
ful context. Hence the incongruent prior expectation interfered
more with the processing of incoming sensory data for indi-
viduals with schizophrenia than for controls. Such an increased
influence of prior expectations in patients was not observed for
happy faces, suggesting a specific over-weighting of prior expec-
tations of negative emotions in schizophrenia. It has previously

been suggested that over-reliance on prior expectations of nega-
tive emotions might specifically underlie delusions of persecution
(Blackwood et al., 2001). In support of this, we found that patients
with paranoid delusions were more biased by expectations of
threat than patients who were not currently experiencing para-
noid delusions. These results are in line with previous reports
that a probabilistic reasoning impairment in schizophrenia is
more prominent for salient stimuli such as threatening emotions
(Blackwood et al., 2001).

A further example, of an atypical influence of prior expec-
tations in schizophrenia, is illustrated in belief inflexibility
(Woodward et al., 2008). Belief inflexibility is a thinking style in
which patients show an unwillingness to modify their beliefs even
when confronted with disconfirmatory evidence. In one demon-
stration of belief inflexibility participants were presented with an
initial statement (e.g., “Heike is very thin”) and asked to rate
the probability that each of four possible explanations was true.
These possible explanations ranged in the extent to which they
were likely to be true [e.g., “Heike is homeless” (true), “Heike
is a model” (lure), “Heike is suffering from an eating disorder”
(lure), “Heike has lost her false teeth” (absurd)]. Following these
initial ratings participants were presented with a second state-
ment (e.g., “Heike has had a hard life”) and asked if they would
like to revise their original ratings. Finally participants were pre-
sented with a third statement (e.g., “Heike does not even have
a home”) and again asked if they would like to revise their rat-
ings. For beliefs that were initially held strongly, patients with
schizophrenia were less likely than control participants to revise
their belief after the additional statements. It has been proposed
that this maintenance of false beliefs in the face of disconfirma-
tory evidence may be related to patients giving too much weight
to priors as compared to incoming sensory evidence (Moritz and
Woodward, 2006; Woodward et al., 2006, 2008).

A growing body of evidence suggests atypical top-down influ-
ences of priming in schizophrenia. Ilankovic et al. (2011) asked
participants, with and without paranoid schizophrenia, to lis-
ten to either self-produced or other-produced speech, which was
either preceded by a photo of the participant or of the other
speaker. On “valid” trials the participant viewed a photograph of
the true speaker, whereas on “invalid” trials the photograph did
not depict the speaker (e.g., the photo of the other was followed
by self-produced speech). On each trial participants were required
to judge whether speech was self-produced or other-produced.
Individuals with paranoid schizophrenia made more errors in
the invalid condition compared to control participants, suggest-
ing that they were more susceptible to the top-down priming
influence of the photograph. In the schizophrenia group delu-
sion scores (as measured by the psychotic symptom rating scale
PSYRATS; Haddock et al., 1999) were positively correlated with
errors on invalid trials in which participants listened to their dis-
torted voice preceded by the face of the other. Thus suggesting
that an over-reliance on primes might be particularly strongly
associated with delusions in schizophrenia.

Evidence from affective priming studies also suggests atypi-
cally strong priming effects in schizophrenia (Höschel and Irle,
2001; Suslow et al., 2003). Following subliminally presented neg-
ative facial expression primes individuals with schizophrenia were
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more likely than controls to judge neutral faces and objects as
unpleasant. Similarly, following the viewing of negative scenes,
compared to control participants, individuals with schizophre-
nia were more likely to rate faces as untrustworthy (Hooker et al.,
2011). This body of evidence therefore suggests an abnormally
strong influence of top-down negative primes on social stimulus
processing.

NEURAL BASIS OF ATYPICAL TOP-DOWN MODULATION
IN SCHIZOPHRENIA
Prominent theories of top-down cognitive biases in schizophrenia
suggest abnormal integration of new evidence into prior expec-
tations (Blackwood et al., 2001; Moritz and Woodward, 2006;
Freeman, 2007) driven by an over-weighting of the prior expec-
tation as compared to incoming sensory evidence (Fletcher and
Frith, 2009; Stephan et al., 2009). Such an imbalance between
prior expectations and new sensory evidence would result in
the discounting of disconfirmatory evidence that runs counter
to prior beliefs (Moritz and Woodward, 2006; Woodward et al.,
2006, 2007). An imbalance between prior expectations and new
sensory evidence could be the result of: atypical sensory process-
ing; atypical processing of prior beliefs; and atypical connectivity
between regions associated with sensory processing and prior
beliefs. We will discuss each in turn.

SENSORY PROCESSING IN SCHIZOPHRENIA
A recent study of auditory processing in schizophrenia suggests
evidence of dysfunction in the earliest afferent input to the pri-
mary auditory cortex, which arrives from subcortical regions, in
patients with schizophrenia (Leavitt et al., 2007). Similar find-
ings have been reported with respect to visual processing (e.g.,
emotional face processing; Gur et al., 2002; Michalopoulou et al.,
2008). These findings suggest atypicalities in “bottom-up” sen-
sory processing. However, as can be seen in the ASC literature,
supposedly “bottom-up” deficits can be the result of atypical eye-
gaze patterns or atypical attentional modulation of neural activity.
Indeed, individuals with schizophrenia tend to avoid looking at
salient regions of the face such as the eyes and mouth and this
restricted visual scan path is associated with poorer emotion
recognition accuracy (Loughland et al., 2002). Further studies are
required to investigate sensory processing, in schizophrenia, in
the context of visual scan paths to elucidate whether atypical func-
tion of sensory regions can truly be considered a “bottom-up”
deficit.

PRIOR BELIEFS IN SCHIZOPHRENIA
Detecting when something in the environment violates expec-
tations is important, particularly with respect to controlling
behaviors such as the direction of eye gaze to sources of new
information. In typical control individuals the right PFC has
been associated with employing prediction error signals for action
selection, which denote the extent to which an incoming sen-
sory stimulus violates expectations (Fletcher et al., 2001; Corlett
et al., 2004; Turner et al., 2004; Corlett et al., 2006). In individ-
uals with schizophrenia this region functions atypically (Corlett
et al., 2007) and it has been suggested that disruptions in the
dopamine and glutamate systems in schizophrenia might result

in inaccurate and noisy prediction errors (Corlett et al., 2009;
Fletcher and Frith, 2009; Corlett et al., 2011). Although specula-
tive, at present it is possible that these abnormal prediction errors
relate to the overly strong effects of priming and expectations dis-
cussed above. For instance an inaccurate and noisy representation
of the difference between expected and actual events may mean
that large violations of expectations are under-weighted and have
little influence on learning, and hence abnormally strong pri-
ors could prevail (Fletcher and Frith, 2009). To investigate this
possibility future studies may employ computational modeling
combined with paradigms such as the one we recently employed
(Barbalat et al., 2012b) to investigate the role of prediction errors
in top-down modulation of social processing. One prediction,
based on our previous finding (Barbalat et al., 2012b), is that
prediction errors relating to the detection of fearful faces when
angry faces are expected would be more noisy for individuals with
schizophrenia compared with controls. The noisiness of predic-
tion errors may be hypothesized to be correlated with reaction
times such that those individuals with the noisiest prediction
errors are the slowest to respond to fearful faces in an anger
context.

FUNCTIONAL CONNECTIVITY BETWEEN REGIONS ASSOCIATED
WITH SENSORY PROCESSING AND PRIOR BELIEFS
IN SCHIZOPHRENIA
Recent computational models of perception and learning suggest
there may be a hierarchy of prediction error driven inferenc-
ing devices where lower levels of the hierarchy relate to per-
ception and upper levels are more relevant to beliefs (Friston,
2005; Fletcher and Frith, 2009). Communicating between lev-
els of the hierarchy is important in enabling the updating of
behavior according to violations of expectations. Studies using
predominately non-social stimuli have led to the suggestion
that schizophrenia may be associated with reduced connectiv-
ity between brain regions (Friston and Frith, 1995). This theory
raises the possibility that schizophrenia is characterized by a lack
of communication between different levels of the inferencing
hierarchy.

Some researchers have found evidence for this with respect
to social stimuli. Ford et al. (2002) investigated event-related
electroencephalogram (EEG) coherence whilst participants talked
aloud and listened to their own speech while remaining silent.
For typical control participants talking, compared to passive lis-
tening, elicited greater coherence between frontal and temporal
regions, whereas individuals with schizophrenia showed reduced
fronto-temporal connectivity during talking (Figure 5).

CONCLUSION
This paper has discussed evidence that top-down modulation of
social perception and imitation is atypical in ASC and schizophre-
nia. Given the importance of our perception of, and reactions
to, others in our daily lives, atypicalities in these abilities may be
related to key features of both ASC and schizophrenia.

We have reviewed evidence that both attention and prior
expectations modulate social perception in healthy subjects,
which might rely on top-down signals from the lateral and the
mPFC. In schizophrenia, this top-down modulation of social
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FIGURE 5 | Abnormal connectivity in the brain in schizophrenia.

Lateral views of the left hemisphere of the brain. The red lines connect
areas that exhibited greater frontotemporal electroencephalogram
coherence during talking than during listening for normal controls and
patients with schizophrenia. The thickness of the line indicates the
probability level for the t-tests that compared the findings. The thicker the

line, the larger the difference between the two coherences. In the
controls, coherence during talking was greater than during listening for all
20 of the electrode pairs. In the patients, coherences during talking were
greater for only two of the pairs (one in each hemisphere). NS, not
significant. Data from Ford et al. (2002). Figure and caption is reproduced,
with permission from Fletcher and Frith (2009).

perception is abnormal in that patients demonstrate atypi-
cally strong influences of expectations. For individuals with
ASC the opposite appears to be true: where schizophrenia is

characterized by abnormally strong influences of prior expec-
tations ASC is characterized by abnormally weak top-down
modulation.
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The field of social neuroscience has made considerable progress in unraveling the
neural correlates of human cooperation by making use of brain imaging methods.
Within this field, neuroeconomic research has drawn on paradigms from experimental
economics, such as the Prisoner’s Dilemma (PD) and the Trust Game. These paradigms
capture the topic of conflict in cooperation, while focusing strongly on outcome-related
decision processes. Cooperation, however, does not equate with that perspective, but
relies on additional psychological processes and events, including shared intentions and
mutually coordinated joint action. These additional facets of cooperation have been
successfully addressed by research in developmental psychology, cognitive science, and
social philosophy. Corresponding neuroimaging data, however, is still sparse. Therefore, in
this paper, we present a juxtaposition of these mutually related but mostly independent
trends in cooperation research. We propose that the neuroscientific study of cooperation
could benefit from paradigms and concepts employed in developmental psychology and
social philosophy. Bringing both to a neuroimaging environment might allow studying the
neural correlates of cooperation by using formal models of decision-making as well as
capturing the neural responses that underlie joint action scenarios, thus, promising to
advance our understanding of the nature of human cooperation.

Keywords: cooperation, stag hunt, game theory, joint action, joint attention, neuroeconomics, shared

intentionality, we-mode

Human cultural knowledge and social institutions are unique
features that cannot be found in other species. Without con-
tinuous cooperative efforts among humans, there were no such
things as cars, computers, or algebra. Neither would human
beings get married, earn money, vote for presidents or bring
about Beethoven’s ninth symphony. To cooperate, according to
Webster’s Third International Dictionary (Gove and Merriam-
Webster Inc., 2002), means (1) to work with another or others
toward a common end, (2) to act together, and (3) to associate
with another or others for mutual (often economic) benefit. The
Collins Cobuild Dictionary (1995) additionally highlights that
to cooperate entails a willingness to help one’s collaborators.
Following this common sense definitions, for the current pur-
poses, we will rely on a working definition of cooperation that
includes the following three aspects: (1) acting together to pursue
a common goal, (2) striving for mutual benefits, and (3) being
willing and able to maintain cooperative activities and remedy
problems if necessary.

The aim and object of this paper consists in the attempt
to discuss human cooperation from the perspectives of differ-
ent scientific disciplines. We will first briefly review exemplary
empirical evidence and concepts on cooperation in anthropology,

economics, behavioral psychology, developmental and compar-
ative psychology, as well as philosophy. We then go on to eval-
uate how much those disciplines have contributed so far to
the burgeoning field of neuroeconomics. Finally, we will sug-
gest and comment on possible future avenues of an intensified
multi-disciplinary approach to cooperation research and pos-
sible refinements in methodology that could help research in
this area.

ANTHROPOLOGICAL ORIGINS OF HUMAN COOPERATION
Advanced forms of cooperation are rare in non-primate
species (Dunbar, 1993) and probably emerged in non-human
primates several million years ago (Cosmides and Tooby,
2005). Increasingly sophisticated social-cognitive capabilities
seem indispensable preconditions for the development of more
advanced cooperative skills in non-human primates, such as
alliance formation and conjoint hunting (Boesch and Boesch,
1989; Boesch, 1994; Boesch and Tomasello, 1998). In particu-
lar, primatologists believe that frequent and targeted grooming
is an efficient means to facilitate coalition formation (Barrett and
Henzi, 2005). Reconciliation is another example of the advanced
social skills of non-human primates necessary for maintaining
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cooperative long-term relationships with genetically unrelated
conspecifics. The uniquely human ability to contemplate others’
thoughts, desires, and intentions (i.e., theory of mind) is likely
to have paved the way for the development of the sophisti-
cated social skills of humans, such as language and pedagogy
(Tomasello, 1999; Csibra and Gergely, 2009; Frith and Frith, 2010;
Csibra and Gergely, 2011). The ensuing ubiquitous and uniquely
complex cooperative activities of humans entailed a cumulative
cultural evolution and allowed for the emergence of large-scale
phenomena, such as nations or the internet.

From a neurobiological perspective, accumulating evidence
suggests that the comparatively large human brain did not evolve
driven mainly by the need to explore and exploit the inert
physical environment, but much rather the dynamic social envi-
ronment (Humphrey, 1976). In support of this “social brain
hypothesis,” the relative size of the neocortex in primates sta-
tistically correlates with the complexity of their social systems,
that is, the social group or grooming clique size, the frequency
of coalitions, and strategic deception (Dunbar, 1993; Dunbar
and Shultz, 2007). This suggests important selection pressures
for neural circuits that decode and assess social information
efficiently and reliably. For instance, neural mechanisms for rec-
ognizing and punishing free riders (i.e., individuals misusing
others’ cooperative tendencies) are crucial for expelling harm-
ful individuals from the group and hence ensuring cooperation.
Mutual social exchange, on the other hand, is evidently bene-
ficial for survival as economic problems may be jointly solved,
i.e., hunting prey, defending oneself against predators, or breed-
ing collectively (Burkart et al., 2009; Hrdy, 2009). Therefore, a
propensity to cooperate might be speculated to improve, evo-
lutionarily speaking, survival in a group context (Sober and
Wilson, 1999; Bacharach et al., 2006), and could be assumed

to, neurobiologically speaking, be driven by activity in reward-
related neurocircuits.

NEUROECONOMICS AND SOCIAL NEUROSCIENCE
Neuroeconomics has emerged as a multi-disciplinary field in
which psychologists, biologists, economists, and neuroscientists
join their efforts to investigate the neural basis of decision-making
processes that come into play during social interaction. In this
context, “social” neuroeconomics have employed paradigms that
are often borrowed from behavioral game theory, which pro-
vides formal accounts of strategic interaction. As a consequence,
cooperation has been mainly construed in a way that empha-
sizes decision-processes involved in social interactions associated
with explicit payoffs. Among the multitude of games game the-
ory employs for describing such interactions, especially social
dilemma games such as the Prisoner’s Dilamma (PD), social
exchange games, such as the Trust Game, and fairness games, such
as the Ultimatum Game constitute key tasks in recent neuroimag-
ing studies of cooperation (for a more detailed background see
Figure 1).

These economic games and related psychological constructs
such as trust, social preferences, have been used in conjunction
with different research methods: behavioral experiments, neuro-
logical lesion studies (e.g., in the ventromedial prefrontal cor-
tex), transient TMS lesion (Knoch et al., 2006), pharmacological
manipulation, e.g., Oxytocin, (Kosfeld et al., 2005; Baumgartner
et al., 2008), and functional neuroimaging (King-Casas et al.,
2005). Moreover, healthy subjects were compared with subjects
suffering from psychiatric conditions, e.g., autism-spectrum dis-
order (Sally and Hill, 2006), borderline-personality disorders
(King-Casas et al., 2008), and conduct disorder (Rilling et al.,
2007).
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FIGURE 1 | Overview of most commonly employed economic games in

social neuroscience. Panel (A) depicts the Prisoner’s Dilemma in its general
form according to which the following relation holds: T > R > P > S. The
Prisoner’s Dilemma involves a decision problem in which individuals can
either maximize their own payoff, while potentially harming the co-player, or
maximize both players’ joint payoff at the risk of significant monetary loss
given the possibility that the other does not cooperate. Consequently, it is
also called a mixed-motive game and qualifies excellently for investigating the
conditions for self-versus socially oriented decisions in cooperation. Panel (B)

gives an example of the Prisoner’s Dilemma’s pay-off contingencies. Panel (C)

schematically depicts the Ultimatum Game (Güth et al., 1982). Here, players
have to balance own and the other’s payoffs. One player receives money that
he may divide up between himself and his co-player. If the co-player accepts
the allocation, each of them leaves the game with a monetary reward that

corresponds to that allocation. This game classifies as a fairness game
because equal allocations indicate the other’s preferences and leaning toward
punishing unfair behavior. This is even more obvious for the related Dictator
Game in which the player may literally dictate the allocation of the money,
while the co-player can only accept the allocation. Fair offers and the related
replies are colored green, unfair offers and related replies red. Panel (D)

illustrates the Trust Game. This game constitutes an investment or gift
exchange game that can be formally framed as a repeated PD (Binmore,
1987). Initially, players start with a certain endowment. One player then
decides whether to keep his endowment or transmit it to the other player.
The second player then decides to either keep this gift or to send it back to
the first player. Importantly, each time the gift is transmitted its amount
doubles, and hence, both players are best off sending the gift back and forth.
Cooperative decisions are colored green, uncooperative decisions red.
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Most neuroimaging studies in the field have concentrated on
disentangling the functional profiles of brain regions involved in
economic games according to preferences, reward, and decision
behavior. Regarding the relevant inferential cognitive processes,
activity change in the dorsomedial prefrontal cortex (dMPFC)
has been linked to the evaluation of longer-term pay-off sched-
ules. Additionally, concomitantly increased brain activity in the
dMPFC, precuneus, and temporo-parietal junction is believed to
reflect the integration of others’ mental states during coopera-
tion (van den Bos et al., 2009). Regarding the relevant intuitive
and affective processes, activity in the ventral striatum, especially
in the nucleus accumbens, and the dorsal striatum (Rilling et al.,
2002; de Quervain et al., 2004) are acknowledged to be related to
the intrinsically hedonic value of mutual cooperation, while the
orbitofrontal cortex has been linked with the desire for revenge
toward unfair partners (Singer et al., 2006; for an overview see
Fehr and Camerer, 2007).

Similarly, the amgydala was observed to be involved in trust
(Bzdok et al., 2011a,b), reaction to unfair offers, and fear of
betrayal (Baumgartner et al., 2009). Moreover, the (dorsal) ante-
rior cingulate cortex and anterior insula in tandem were related
to anticipatory emotions associated with risk evaluation (Chang
et al., 2011) and encountering unfair versus fair offers (Sanfey
et al., 2003; Tabibnia et al., 2008). Ensuing prepotent emotional
states and behavioral tendencies such as self-regarding prefer-
ences (Fehr and Camerer, 2007) might be over-ridden by top-
down modulation from the dorsolateral and the ventrolateral
prefrontal cortex (Sanfey et al., 2003; Tabibnia et al., 2008; Suzuki
et al., 2011), such as when abiding by social norms (Knoch et al.,
2010) or taking others’ welfare into account.

It is notable that the experimental games employed in neu-
roeconomics are not only useful to set up effective protocols
for the study of cooperation. Rather, the game-theoretic frame-
work also provides analytic solutions that mark choices in these
games in which the payoffs cannot be further improved given
that the other players’ strategies are fixed and provided that the
players are perfectly informed. Interestingly, these equilibrium
solutions sometimes predict human behavior almost perfectly,
for instance in competitive markets, while in other situations,
in particular, during “face to face” interactions, they fail to do
so. This is especially the case for most experiments relying on
the PD, the Ultimatum Game or the Trust Game. While tradi-
tional economic thought would predict self-interest to dominate
decisions in those games, people show robust cooperation in
laboratory and field settings suggesting that social preferences
are equally important in cooperative decision-making (Fehr and
Schmidt, 1999; Colman, 2003; Bacharach et al., 2006; Fehr and
Camerer, 2007; Tuomela, 2007; Camerer, 2008). For example, in
a meta-analysis covering 35 years of experimental work based on
the PD, Sally (1995) concluded that even in so called one-shot
games (with presumable absence of long-term commitments to
the other player), most people exhibit a remarkable tendency to
cooperate.

Modern game theoretical research, however, took this fre-
quently observed mismatch between predicted and actual behav-
ior as an opportunity for refining and extending the classical game
theoretic framework by acknowledging findings from behavioral

experiments. For instance, preference assumptions underlying
the decision models have been modified to fill the gap between
equilibrium predictions and behavioral data. More specifically,
Fehr and colleagues (1999, 2007) proposed a utility function in
the context of human cooperation termed “inequity aversion”
that penalizes inequities in the player’s and their co-players’ pay-
offs. More colloquially, this model assumes that players are only
fully rewarded if the outcomes are fair to both players. This
not only helps to explain why individuals cooperate in one-shot
games but also why they engage in punishing others for unfair
offers. In another derivative of this methodology, clinical popu-
lations were classified by their cooperative biases, which can be
quantified in terms of a given tendency (not) to deviate from the
classical model that is preferring selfish behavior, in other words,
“deviation from deviation.” Recent findings show that Borderline
patients, exhibit difficulties in maintaining a cooperative strategy
as their partners lower their investments (King-Casas et al., 2008),
whereas patients with conduct-disorders exhibit a stronger ten-
dency to defect in social dilemma games (Rilling et al., 2007). In
this sense, Kishida et al. (2010) refer to “game probes” as they
propose to exploit this discrepancy as a quantitative, dimensional
measure in psychiatric diagnostics.

Both cases are pertinent examples of how the systematic mis-
match between classical equilibrium predictions and observed
human behavior promoted qualitative and quantitative models
about the cognitive mechanisms underlying human cooperation.
However, the focus on economic approaches often results in
blurring or neglecting other facets of cooperation. This is espe-
cially true for aspects of social interaction, such as the actual
challenge of successfully executing a jointly intended cooper-
ative action. The following sections aim at summarizing and
integrating research traditions sensitive to these socio-cognitive
dimensions.

BASICS IN JOINT ACTION: COORDINATING BEHAVIOR
AND SHARING TASKS
Besides striving for mutual benefits, another important facet
of cooperation is acting together in form of joint action. This
facet has received considerable attention in behavioral and philo-
sophical research but much less in neuroimaging and economics
(Schilbach et al., 2012). One central proposition motivating joint
action research is that cooperation cannot be reduced to sin-
gle cooperative choices but also relates to concrete multi-agent
activities in which actions are interdependent and in which a
continuous flow of coordination and mutual adjustment is thus
relevant. This is the case for many instrumental activities carried
out in small- to medium-sized groups, such as hunting, cutting
trees, or fighting together against a common enemy. Here, indi-
viduals work together to materialize a common external goal. But
this also holds true for rather cultural activities such as dancing,
singing, or playing board games, where the activity itself consti-
tutes the goal. As a consequence, joint action research aims at
studying how individuals bring about such tasks or playfully act in
concert. This does not imply that those activities cannot be ana-
lyzed by game theory or that decisions play no role in joint action.
This focus rather motivates a research orientation that empha-
sizes details different from those put forward by neuroeconomics,
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namely, implict synchronization tendencies, anticipatory mech-
anisms, motor resonance, common action representations, and
shared intentions. We will suggest in the course of this review
that both perspectives are not necessarily incompatible with each
other.

Despite marked differences regarding the proposed con-
stituents of joint action, current research can be summarized
by the following coarse taxonomy of joint action (Bratman,
1992; Searle, 1995; Tuomela, 2000, 2007; Tomasello et al., 2005;
Knoblich and Sebanz, 2008; Pacherie, 2011). First, joint action
implies at least two agents intentionally acting together, that is,
consciously pursuing compatible goals. In cases of mutual task
dependence, this implicates the agents’ ability to coordinate with
each other, mostly controlled automatically and without con-
scious awareness. This mainly includes perceptual sensitivity and
behavioral responsiveness to the other’s actions and mental states.
Second, joint action, in many cases, implicates rather explic-
itly shared mindsets and motivations including specific beliefs,
desires, goals, and intentions. Of note, “shared” emphasizes that
those mindsets and motives can be actively expressed by com-
municative gestures and verbal behavior. This distinction, in
particular, responds to the fact that the reasons for which indi-
viduals act together often significantly differ and may include
full-blown cooperative, but also selfish or simply socially com-
patible but actually private motives. We will address this point in
greater detail toward the end of this review in the section termed
“modes of cooperation and we-thinking.”

In this section, a number of current findings on joint action
predominantly related to “implicit” processes in joint action will
be reviewed, including automatic behavioral coordination and
action co-representations. The next section will tap into the more
explicitly processed facets of joint action by reviewing findings
and concepts from developmental and comparative psychology.
The subsequent three sections will review current neuroimaging
research pursuing rather integrative approaches with regard to the
behavioral and cognitive facets of joint action and cooperation.
A final section will examine recent theoretical contributions from
social philosophy and economics with regard to their potential of
bringing together together the different variants and aspects.

AUTOMATIC COORDINATION OF BEHAVIOR
Research on behavioral coordination in joint action demonstrates
that individuals show a strong propensity to synchronize their
behavior in the presence of others. This can even be observed in
experimental settings thatarehighlyunlikely toelicitexplicit reflec-
tion of mutual actions. For example, Richardson and colleagues
(2007) had subjects sit in front of each other on rocking-chairs.
Those chairs were shaped in a way to bias for different rock-
ing frequencies. Nevertheless, synchronization of the subjects’
rocking frequencies was observed in this scenario. Further stud-
ies prompting individuals to coordinate their behavior explored
cognitive mechanisms for mutual adjustments. In a behavioral
study by Knoblich and Jordan (2003) subjects shared control over
a tracking-device that had to be kept aligned with a horizon-
tally moving object. Crucially, this rather difficult task could not
be achieved individually. The results suggested that individuals
indeed solve coordination problems by anticipating the others’

moves without relying on explicit communication. A joint tap-
ping paradigm extends these findings (Konvalinka et al., 2010):
subjects had to synchronize to external beats or to their partner.
The results suggested that anticipation and adjustment performed
by each individual are necessary but not sufficient for high syn-
chronization performance. Instead, anticipation and adjustment
need to be bidirectional, i.e., mutual, for accomplishing joint
action. First insights into the neural basis of coordination in
joint action were provided by Newman-Norlund and colleagues
(2008). In their fMRI experiment, single and joint action versions
of a virtual lifting task were compared, in which subjects had
to adjust their actions in order to prevent a ball from slipping
off a bar. The results include increased activity in the inferior
frontal gyrus (IFG; pars opercularis) and the posterior superior
temporal sulcus (pSTS), which are both believed to be part of
the putative human mirror neuron system (Keysers and Perrett,
2004; Oberman et al., 2007; Schulte-Rüther et al., 2007; Schilbach
et al., 2010; Wang et al., 2011). This has been taken to suggest
that when human actors achieve mutual coordination they rely
on a motor representation of their partner’s ongoing action.

Taken together, these findings shed light on advanced coor-
dination skills that go beyond mere temporal estimation and
prediction as suggested by the individual-joint comparisons.
However, some caution is warranted regarding the temptation
to take these examples as instantiations of mental-state coordi-
nation or full-blown cooperation, as these studies do not permit
any principled conclusions about the nature of the entities coor-
dinated nor the agents’ attitudes toward their acting together. The
following two sections will address these nuances in greater detail.

COMMON ACTION AND TASK REPRESENTATIONS
Despite providing first insights into the cognitive and neural pro-
cesses that underlie joint action, these tasks put special emphasis
on behavioral coordination. Accordingly, insights into the coordi-
nation of mental states in joint action can be drawn from another
set of studies that specifically investigated how people share repre-
sentations of their partner’s actions, that is, how they form action
co-representations. Studies on action co-representation charac-
teristically exploit the so-called Simon-Effect (Simon, 1969). This
effect is elicited in subjects that are asked to respond spatially to
non-spatial features of stimuli while ignoring the location of the
stimulus presentation. Characteristically, in tasks that elicit the
Simon-Effect actual stimulus location affects reaction times. For
instance, when subjects respond with left button presses to green
and with right button presses to red stimuli, they tend to be sig-
nificantly slower when the green stimulus appears on the right
side (incongruent response) as compared to the left side (con-
gruent response). In a seminal behavioral study by Sebanz et al.
(2003) a joint action version of the Simon-Task, also called “inter-
active” or “Social Simon-Task” was established. In their setting,
task rules were distributed among two subjects sitting alongside
each other in order to reduce the tasks to individual go/nogo,
which were performed independently but in parallel. That is, the
task was to respond to certain stimuli, e.g., green ones, but not
to others, e.g., red ones, which are presented at different loca-
tions (left versus right). Importantly, a Simon-Effect (increased
reaction times during incompatible trials) was observed in this
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joint task as compared to the same task in the absence of a second
actor, indicating mutual co-representation of actions among the
subjects.

In a number of follow-up experiments (Sebanz et al., 2005)
it was demonstrated that individuals co-represent not only their
partners’ actions but also the rules guiding their actions. These
cognitive entities were teased apart by implementing different
tasks for both players, which sometimes necessitated the same and
sometimes necessitated different responses to the same stimuli.
Concretely, one subject had to respond to the direction of a stim-
ulus, whereas the other subject had to respond to its color. The
Social Simon-Effect, that can be regarded as a quantitative behav-
ioral marker for joint action, was markedly stronger when both
tasks required different responses by the subjects. This indicates a
high sensitivity to the partner’s task, even if it was irrelevant to the
subject’s task. Interestingly, the number of neuroimaging studies
that make use of Social Simon-Tasks is still limited. In a replica-
tion of Sebanz’s and colleagues’ study (2003) with concomitant
EEG recordings during a joint action go/nogo task, negative ERPs
in the parietal lobe were observed for the joint nogo as compared
to the single nogo trials (Sebanz et al., 2006). As suggested by the
authors, these findings might reflect intensified inhibitory pro-
cesses in response to the challenge of disentangling one’s own
and the partner’s representations during reciprocally dependent
action. In the same vein, Sebanz et al. (2007), using fMRI versions
of the joint go/nogo tasks (Sebanz et al., 2005), linked increased
activation of the dorsal anterior cingulate cortex and the ventral
medial frontal gyrus to intensified self-processing during joint
action as compared to individual action.

Taken together, these studies suggest that individuals are highly
sensitive to their partners’ actions and mental states, even when
mutual coordination is not relevant for achieving a given task.
More recent studies following this methodological track suggest
that the set of mental entities that can be tracked using the inter-
active Simon Task is to be extended to the personal relationship
between the actors (Hommel et al., 2009) and cooperative inten-
tions (Ruys and Aarts, 2010; Iani et al., 2011). On the other hand,
the Social Simon-Effect does not involve conscious or explicit
processing of the mental states governing ones partner’s behavior.
Recent findings suggest this effect to be grounded on low-level
saliency mechanisms rather than higher-level representational
processing (Vlainic et al., 2010; Dolk et al., 2011). Capturing the
explicit dimension of cognitive processes subserving joint action,
at least to some extent, requires to permit subjects to interact and
express themselves in a less constrained fashion. The subsequent
section discusses findings from developmental and comparative
psychology highlighting the role of shared intentions and reward
in joint action and cooperation.

JOINT ACTION FROM A COMPARATIVE AND
DEVELOPMENTAL PERSPECTIVE: SHARING INTENTIONS
AND COMMITMENTS
Complementary to the rather implicit processes of adjustment
during joint action investigated above, more elaborate forms of
joint action have been investigated by recent studies (Warneken
et al., 2006; Gräfenhain et al., 2009; Callaghan et al., 2011;
Hamann et al., 2011) from developmental and comparative

psychology. In a study by Warneken et al. (2006) experimenters
tried to engage human-raised adult chimpanzees as well as 18-
month-old and 24-month-old toddlers in shared instrumental
activities and social games. In the former acting together lead
to material rewards, whereas the latter aim at maintaining and
enjoying the shared activity per se. For example, in a typical
instrumental task, food or toys were hidden inside a long tube
with two handles and could only be released by the subjects’
and experimenters’ combined efforts. In contrast, a typical social
game was constituted by a trampoline which the experimenter
and subject could utilize in concert to make a ball jump up and
down. Chimpanzees and children displayed substantial coordi-
nation skills in all instrumental tasks. Contrarily, it was hardly
possible to make chimpanzees engage in social games, which
appeared to be intrinsically rewarding to 18- and 24-month-old
human toddlers. Finally, as activities got spontaneously inter-
rupted by the experimenter, children but not chimpanzees, tried
to reengage the experimenter rather than trying to complete the
task individually or engage in other activities.

This observed effect is noteworthy, as it cannot be attributed
to a lack of cognitive or motor capacities in chimpanzees. Rather,
great apes are likely able to understand others’ goals and even,
to some extent, others’ knowledge (Hare et al., 2001). Moreover,
the example demonstrates that apes are capable coordinators
when food rewards are expected. Comparing instrumental activ-
ities with social games, thus suggests that children, but not
chimpanzees, exhibit an intrinsic motivation to collaborate. The
findings eluded to above also highlight the importance of distin-
guishing games from instrumental activities and demonstrate the
limits of current neuroeconomic approaches relying on instru-
mental payoff in investigating the putative reward mechanisms
underlying cooperation.

Interestingly, when looking at specific social motives that
might explain the observed differences, these seem to go beyond
altruistic helping (helping irrespective of external rewards), which
can be reliably elicited in chimpanzees (Warneken et al., 2007)
and, therefore, is not specific to humans. However, another series
of studies by Gräfenhain et al. (2009) suggests that it might be the
mutual commitment to the joint activity that entails the differ-
ence between chimpanzee and human cooperation. This proposal
is further motivated by philosophical analyses by Gilbert (1990),
Bratman (1992), and Tuomela (2000, 2007) on shared intentions.
The basic idea is that people form joint commitments as they act
together. Hence, they strongly expect each other to fulfill their
respective roles and try to help each other when problems arise
during cooperation. Consequently, if one of the agents interrupts
his participation in the shared task, her partner should not only
be surprised, resulting in updated beliefs about the world, but
should also exhibit disappointment, resentment, and other indi-
cators for normative charge (Rakoczy et al., 2008). The latter may
then encourage attempts to reengage the cooperator, given the
two individuals sharing social commitments to the joint activity.

This line of thought led to the experiments by Gräfenhain
et al. (2009) which were based on social games similar to the
ones from Warneken et al. (2006), which, however, could be car-
ried out either conjointly or individually. In one characteristic
game, child and experimenter sat alongside each other in front
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of a box. The box was equipped with one handle for each of
the two players that sets a rabbit free. That is, the other’s partic-
ipation was not necessary to play the game, and moreover, the
experimental setting allowed taking the other’s role. This experi-
mental detail constitutes a decisive variation of the games used by
Warneken and colleagues that ultimately allowed the researchers
to modulate explicitly the children’s joint commitments while
playing social games. Assuming that joint commitments arise
out of, within and by social interaction, they were varied by
either positively engaging the child before and during the play
(contingent acting, mutual gaze, smiling at the child) versus neu-
trally acting in a rather parallel, unrelated fashion (no contingent
actions, smile not directed at child). In subsequent interrup-
tion periods, around 2-year-old children more often attempted
to reengage the experimenter and less often continued the activ-
ity on their own when playing in the commitment-facilitating
condition compared to the neutral condition. Furthermore, in a
subsequent experiment Gräfenhain and colleagues (2009) nicely
demonstrated that young children anticipate the experimenter’s
expectations toward the child depending on their commitments.
As a second experimenter tried to engage them into a more inter-
esting game, the children displayed leave-taking behavior (e.g.,
signs of inner conflict and at later developmental levels verbal jus-
tifications) in the commitment-facilitating but not in the neutral
condition.

What makes these findings particularly intriguing is, that the
partner, i.e., the experimenter, was not relevant for the task in
an instrumental sense and thus potential “social tool explana-
tions” of the child’s responses to interruption can be ruled out
(see Hamann et al., 2011 for additional behavioral and Callaghan
et al., 2011 for cross-cultural evidence). Besides again highlighting
the importance of social games as a means to access the intrinsic
nature of human motivations underlying cooperation, these find-
ings also emphasize the importance of social gaze and contingent
social interaction for establishing joint commitments.

In conclusion, developmental and cross-species research
strongly suggests a unique cognitive and motivational infrastruc-
ture in humans which relies on sharing intentions and forming
joint commitments in order to support cooperative joint actions.
Consequently, specific reward-related and emotional neural cir-
cuits might be expected to be involved. It is to the discussion of
this topic that we now turn.

JOINT ACTION, COMPETITION VERSUS COOPERATION, AND
REWARD
Shared intentions and reward are yet two other critical psycho-
logical entities when contemplating human cooperation. In this
and the following section we will briefly introduce and discuss
findings related to those two concepts in probably more elaborate
forms of joint action. Neuroscientific research recently started to
investigate the role of shared intentions in joint action, despite the
methodological difficulties that almost naturally arise from inves-
tigating complex notions of cooperation using neuroscientific
methods (Decety et al., 2004; de Bruijn et al., 2009; Newman-
Norlund et al., 2009; Ruys and Aarts, 2010; Koban et al., 2010;
Iani et al., 2011; Radke et al., 2011). One viable approximation
to testing shared intentions in cooperation includes biasing the

participant’s interpretation of a shared activity either toward a
cooperative or toward a competitive setting. This manipulation
can be achieved when modifying the structure of the task, e.g.,
coupling versus uncoupling rewards (de Bruijn et al., 2009; Radke
et al., 2011), designating the one winner who first completes the
task (Becchio et al., 2008), or more directly by instructing the
partner to behave cooperatively versus uncooperatively (Decety
et al., 2004).

For example, in one of Decety’s et al. (2004) fMRI experi-
ments, individuals played a simple board game together with a
confederate, who either tried to help the subjects to complete
the game or tried to block the subjects’ moves. Further, both
conditions were compared to individual game performance. The
contrast comparing joint and individual action revealed increased
activation in the superior frontal gyrus, the superior parietal
lobe and the anterior insula. This pattern of neural activity
might be attributed to higher executive demands of joint activ-
ities for which coordination matters as compared to individual
activities. Additionally, this interpretation is consistent with find-
ings from research on shared action and task representations.
Yet, networks specifically more active during cooperative versus
competitive conditions have also been identified. During cooper-
ation, the medial orbitofrontal cortex, the posterior cingulate, as
well as bilateral anterior insula increased in activity. Consistent
with above mentioned ideas, cooperation might thus be intrinsi-
cally rewarding and might automatically raise expectations about
ones partner. During competition, however, a network includ-
ing the inferior parietal cortex, the medial prefrontal cortex and
the superior frontal gyrus exhibited increased activity. This pos-
sibly reflects that not only cooperation but also competition
encourages mental-state ascription reflecting the strategic aspects
of competition, being a potential link to the game theoretic
paradigms discussed above.

Moreover, the aspect of processing unexpected events during
cooperation, e.g., including errors or interruptions, was, at least
in approximation, singled out by recent neuroimaging studies
that investigated processing one’s own and one’s partners errors
during cooperative versus competitive joint action. In two stud-
ies by de Bruijn and colleagues (de Bruijn et al., 2009; Radke
et al., 2011) subjects played the so-called cannon-shooting game
on a computer, either alone, in cooperation or in competition
with their partner. This game requires precisely aligning a can-
non to hit a given target. Importantly, it was played in such a
way that participants were aware of their own and the other’s
error. Cooperation versus competition was established by cou-
pling versus decoupling participants’ overall outcome based on
their respective performance. The functional analyses revealed
increased neural activity in the MPFC during cooperation as well
as in competition when focusing on the observation of errors
that only affected the other compared to errors that only affected
oneself. This result is interesting in the context of Decety’s et al.
(2004) study, where the same region was associated with compet-
itive processing only. Thus, during joint action the MPFC might
subserve cognition associated with scanning potential threats to
one’s own plans and predicting the other’s behavior, irrespectively
of whether he or she is a competitor or rather an incompetent
collaborator.
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Despite providing valuable insights into intentional process-
ing during joint action, it becomes increasingly apparent that the
neuroimaging studies face considerable problems in teasing apart
intrinsic versus extrinsic motivation in cooperation, as activities
are externally rewarded in most cases. Therefore, the neural sub-
strates of commitment-disclosing behavior during joint action
introduced by Warneken, Tomasello and colleagues as impor-
tant indicators of cooperation (Tomasello et al., 2005; Warneken
et al., 2006; Gräfenhain et al., 2009) still remain unknown (see
Figure 2 for an illustration of the current neuroscientific coverage
of psychological constructs in the context of cooperation).

JOINT ACTION AND REWARD IN THE LIGHT OF JOINT
ATTENTION
A promising contribution to the importance of social gaze and
intrinsic reward in joint action has been made by Schilbach
and colleagues (2009), who instantiated episodes of visual joint
attention during fMRI scanning. The phenomenon of joint
attention has been intensely discussed by Tomasello and col-
leagues (Tomasello, 1999; Tomasello et al., 2005; Tomasello and
Carpenter, 2007) as one important example for shared intention-
ality, a bundle of abilities and motivations subserving the coor-
dination and sharing of mental states. These authors proposed
that the evolution of human cooperation and culture critically
depended on the emergence of joint attention. In a large num-
ber of studies, they were able to show that children around their
9th month of age are able to make others follow their own gaze.

Moreover, most children learn to exactly discern what others want
them to attend to when looking at various objects or at compound
objects, which emphasizes the intentional nature of joint atten-
tion (see Carpenter et al., 1998 for an exhaustive treatment of
the topic). Finally, recent research indicates that early joint atten-
tion is even predictive of speech and theory of mind performance
(Aschersleben et al., 2008). Despite its importance, the neurosci-
entific understanding of joint gaze and attention is still limited,
which can be attributed to the methodological challenge of inves-
tigating eye-movements and naturalistic social interaction in an
fMRI environment. In order to establish visual joint attention,
in the experiment by Schilbach et al. (2009) the methodology
was based on an eyetracking algorithm that allows detecting fix-
ations and to adjust stimulus presentation accordingly (Wilms
et al., 2010). This algorithm was then used to control the gaze
interaction between the participant and a fictive confederate rep-
resented by a virtual face, in a way that allowed for capturing
gaze following and, ultimately, joint attention. The neuroimag-
ing analyses suggest an increased BOLD response in the ventral
striatum during joint attention initiated by the participant, as
compared to joint attention initiated by the other suggestive of
an inherently rewarding experience associated with establishing
a shared experience with another person. This was corrobo-
rated by making use of correlation analyses with a postscan
pleasantness rating, which indicated that participants actually
preferred looking at objects together with the virtual other, rather
than alone.

Joint Attention

Task-Sharing

Joint Action

Coordination

Empathy

Reward

Theory of Mind

Punishment

Social Preferences

Decision-Making Commitments

Neuroscientific 
 Coverage

high

low

FIGURE 2 | Current neuroscientific coverage of psychological concepts

related to cooperation. Purely illustrative depiction that demonstrates to
what extent different psychological facets underlying cooperative phenomena
have up to now been subject to neuroimaging-based investigations.

The measures are based on the authors’ subjective impression rather on any
objective measure given general inconsistencies in nomenclature and
diverging experimental settings throughout existing research on
cooperation.
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The results and the scope of this study are particularly inter-
esting for at least two aspects relevant to the topic of this paper.
First, the task involves externally unrewarded activity and thus
the results are in favor of intrinsic rewards driving joint action.
Second, joint attention is likely to involve shared intentions and
can be understood as a very basic form of joint action (Fiebich
and Gallagher, 2012; Pfeiffer et al., 2011). Consequently, and
in line with Schilbach et al. (2012) it can be argued that gaze-
based interaction paradigms constitute a potential key method for
integrating comparative and developmental research with social
neureconomics. However, further experiments are needed that
clearly establish hypotheses about the intrinsic reward of joint
attention in ruling out mere contingency or efficacy-experiences
as potential confounds.

To sum up, joint action research elucidates several aspects and
preconditions of cooperation in the sense of acting together; some
of them even tap into mutual helping and support. It demon-
strates individuals’ sensitivity to coordinate, to establish common
representations of their joint activity in cognitive and motiva-
tional terms. Neuroimaging studies complement these findings
and corroborate psychological assumptions regarding the role
of executive functions, reward processing, action mirroring and
mentalizing in joint action. At the same time, it has to be
stated that neuroimaging studies have not yet been able to fully
capture the details revealed by developmental studies based on
interaction-based methodologies. In order to fill this gap, future
neuroimaging paradigms should employ externally unrewarded
social games and include naturalistic interactions that allow for
mutual interventions (reengagement attempts, criticism, teach-
ing, reassuring) as exceptions (interruptions, problems, errors)
arise during joint action. The latter point is of considerable sig-
nificance in unveiling the agent’s motives and experiences that
govern their mutual cooperation, in other words telling to which
extent agents cooperate when acting together. Importantly, this
is not just cosmetic in nature, as comparative studies reveal
distinctions in ape and human cooperation only at this level.

The studies discussed up to this point capture many important
facets of cooperation: striving for mutual benefit, acting together
and supporting each other. Nevertheless, it becomes clear that
the individual pieces of evidence are difficult to integrate with
each other, as the different trends of cooperation research signif-
icantly differ in their underlying key concepts (decision making,
joint action, shared intentionality) and employed methods (game
theory, neuroimaging, action-based approaches). In the following
sections, we will discuss conceptual advances that might help to
remedy this shortcoming.

NEUROECONOMICS REVISITED: STAG HUNT COOPERATION
As was seen above, game theoretic approaches to cooperation
suggest social preferences to guide human decision making in
strategic social interaction including material payoffs. Concretely,
the findings suggest mechanisms that invoke “social” utility func-
tions, thus coupling personal with social welfare and encouraging
cooperative choices by punishment of non-cooperative behavior.
In fact, research on social preferences taps into the motivational
contingencies in human cooperation. Conceptually, social pref-
erences fulfill a similar role as the joint commitments unveiled

by comparative and developmental studies. Both approaches
argue for the intrinsic nature of the mechanisms captured by
their paradigms. Yet, both perspectives suffer from their own
limitations. Also, findings from comparative and developmental
research are difficult to compare to findings from neuroeco-
nomics.

Developmental and comparative approaches convincingly rely
on naturalistic joint action scenarios in which social interactions
during instrumental and non-instrumental activities are com-
pared. Yet, research on social preferences relies on one-shot games
in which the social interaction is reduced to making choices
known to have consequences for the other’s payoff. While the
former seem to deemphasize formal analysis, the latter hardly
seems to capture ecologically valid scenarios (Schonberg et al.,
2011). Studying decision-making using material payoffs thus
seems more comparable to instrumental activities but not to the
games employed by developmental studies. Moreover, in the neu-
roeconomic paradigms used to test social preferences selfish and
social preferences usually form a potential conflict, at least in the
light of the classical game theoretic framework. For example in the
PD, uncooperative choices constitute the only Nash-equilibrium
but are not Pareto efficient, indicating rational options that, if
chosen by all players, would not yield the best possible outcome
for all (Myerson, 1997). Therefore, one may also call these games
mixed-motive games.

This, however, does not hold for most of the joint action
paradigms which may be more appropriately analyzed as com-
mon interest games in which one Pareto superior Nash equi-
librium exists (Bacharach et al., 2006) implicating congruence
between selfish and social preferences, hence, facilitating the for-
mation of shard intentions. One such game is the stag hunt game
that can be traced back to a parable by Jean-Jacques Rousseau, in
which two hunters can either conjointly hunt a stag together or
hunt a hare separately. Stags possess considerable strength and,
therefore, hunting them requires successfully combining efforts,
but also is most rewarding. Conversely, hunting a hare does not
necessitate assistance of the other but yields only limited reward,
whereas hunting a stag alone, constitutes the least efficient option
(see Figures 3A,B for a schematic depiction of the strategic inter-
action captured by the stag hunt game). From a cooperative
stance, thus, the essence of this game is to coordinate each other’s
action toward hunting a stag together and only to choose hunting
hares if it is indicated that hunting a stag is unlikely to succeed.

Another way of looking at this game is to regard the stag
choice as payoff dominant, as compared to the risk dominant
choice for hunting hares: players can gather sufficient knowledge
about each other, e.g., by communication or mentalistic reason-
ing, to be confident in opting for the stag. Contrastingly, a lack
of such knowledge would make hunting hares more advisable.
Therefore, proficient stag hunters should be equipped with dis-
tinct abilities to assess the other’s mental states or even establish
shared intentions which should be easier in this strategic inter-
action due to the absence of principled conflict between social
and selfish motives. Interestingly, according to Tomasello and col-
leagues (Tomasello, 2009; Hamann et al., 2011; Rekers et al., 2011)
intensified collaboration, is an essential feature of human cooper-
ation that requires exactly theses capacities. Therefore, typical stag
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p1

p2

A C

B

Stag Hare

Stag A,a C,b
Hare B,c D,d

Stag Hare

Stag 2,2 0,1
Hare 1,0 1,1

FIGURE 3 | The Stag Hunt game and its current neuroscientific

implementation. Panel (A) depicts the stag hunt game in its general form
according to which the following relation holds: A > B ≥ D > C. Panel (B)

gives an example of the stag hunt’s payoff matrix. Panel (C) shows the Stag
Hunt Game as implemented by Yoshida et al. (2008, 2010a,b). Analogous to
the original description by—Jean-Jacques Rousseau, the stag yields a
higher reward but can only be caught by both players’combined efforts, that
is, by conjointly blocking the stag (big gray square) from two sides to
prevent its escape. In this implementation of the game, the hares are
realized as stationary objects (small gray squares), referred to as “rabbits.”
This ensures that both players can easily and independently catch them.
Rabbits only yield limited rewards. Additionally, the round is over when a
hunter caught a rabbit. Similar to a board game players take turns moving
their token between fields.

hunt game scenarios, i.e., physical collaboration, presumably were
of major importance during the evolution of human cooperation
(Skyrms, 2004; Bacharach et al., 2006) and might have paved the
way for the emergence of human’s unique intention-reading and
-sharing aptitude (Tomasello, 2009).

Consequently, paradigms incorporating versions of the stag
hunt game (potentially with different pay-off schedules) might
help to combine the interactive features of Tomasello’s and col-
leagues’ joint action paradigms with the analytic power provided
by game theory.

Neural evidence regarding stag hunt interactions, however, is
currently rather sparse. In a recent fMRI study comparing high-
payoff choices in a stag hunt game and a differently framed but
payoff identical lottery game, Ekins et al. (2012) report signifi-
cantly increased activation in brain regions associated with men-
talizing (pSTS, anterior, and posterior cingulate cortex). These
findings are in support the “social knowledge” account depicted
above and implicate social-intentional processing to support
cooperative decisions in stag hunt interactions. However, the evi-
dence is somewhat limited by the lack of whole-brain analyses.
Moreover, the employed experimental setup largely resembled
typical neuroeconomic paradigms in de-emphasizing the fine-
grained details and interactive aspects common to joint action
tasks.

A novel approach combining the advantages of neuroeco-
nomic and joint action methods has recently been developed
by Yoshida and colleagues in a series of studies (Yoshida et al.,
2008, 2010a,b). Here, the stag hunt parable was implemented
almost literally as a hunting task, in which players move their
respective hunter figure on a labyrinth-like grid to hunt stags or
rabbits (see Figure 3C). Interestingly this implementation of the
game, entails continuous joint action (moving one figure toward

a target) as well as strategic choice (moving toward the rabbit
versus moving toward the stag together with the other). At the
same time, the authors drew on the game theoretic basis of the
paradigm, which lends itself to quantitative modeling. In their
computational model of theory of mind, Yoshida et al. (2008)
aim at explaining the agent’s behavior on a trial by trial basis. The
model assumed that agents employ higher order belief inference
in predicting whether their partner will cooperate, given their
own behavior. Moreover, the model issues a cooperation param-
eter which estimates the probability at which an agent chooses to
hunt a stag. This model was then compared to a fixed-strategy
model which assumes a constant cooperation rate (Yoshida et al.,
2008). Applied to experimental data from the stag hunt paradigm,
in which subjects played the hunting task together with a com-
puter agent, the theory of mind model was significantly more
predictive than the fixed-strategy model. Interestingly, this only
holds for healthy controls but not for subjects suffering from ASD,
whose behavior is better characterized by the fixed-strategy model
(Yoshida et al., 2010a). These results nicely illustrate the synergic
potential of combining joint action paradigms and game theoretic
modeling.

This becomes even more evident, when this strategy is com-
bined with neuroscientific methods. In their event-related fMRI
study Yoshida et al. (2010b) adopted a model-based analysis
approach, which allows for directly regressing the BOLD signal
against the parameters provided by the computational model.
This approach not only allows inference about the brain areas
involved in a given experimental task, but moreover allows to
address hypotheses about the computational operations imple-
mented in those areas. The analyses revealed increased activity in
the rostral mPFC during movements of the computer-agent as
well as the activity in the bilateral ventral striatum. This entices
to speculate that mentalizing and reward processes, respectively,
might be involved in performing the stag hunt game. Put into
practice, the model-based approach allowed for understanding
the activity in the rostral mPFC as a function of uncertainty of
belief inferences and the activity in the ventral striatum as a func-
tion of the outcome. Additionally, increased activity found in
the dorsolateral prefrontal cortex was shown to follow a model
parameter that described how many levels of recursion where
involved when thinking about another agent’s.

The modeling strategy employed in this study convincingly
allows addressing specific hypotheses regarding the nature of the
cognitive processes underlying cooperation and social interac-
tion. Complementary to Yoshida’s ToM model, Braun et al. (2009)
have proposed a methodology capable of testing joint continuous
motor activity for Nash equilibrium solutions. Further success
in closing the loop between decision making, motor activity,
and joint action is to be expected from future studies com-
bining and exploiting related methodologies in a neuroimaging
environment.

Interestingly, the neural correlates underlying the payoff and
agent-movement events closely matched those reported for the
self-initiated joint attention episodes from Schilbach et al. (2009).
Although only speculation, this might indicate a common neural
basis subserving stag hunt cooperation and basic social interac-
tions, such as joint attention. This would support Tomasello’s
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(Tomasello et al., 2005; Tomasello, 2009) assumption of an inter-
nal link between stag hunt cooperation as well as the special
cognitive and motivational capacities, which he summarized as
“shared intentionality.”

Moreover, the stag hunt paradigm might also allow studying
responses to exceptions of the event-flow in the way demon-
strated by Warneken and colleagues (Warneken et al., 2006, 2007;
Hamann et al., 2011); and should thus allow detailing the neu-
ral basis of joint commitments. Concretely, one could investigate
the neural responses to violations of expectation, that is, when
subjects recognize the other’s choice to hunt a hare individually
versus to assume commitment to hunt a stag. Manipulation of
the others’ reputation, sympathy or interpersonal responsiveness
might help creating joint commitments and social expectations.
Although more difficult to control, one might alternatively vary
to what degree the players can communicate (e.g., verbal ver-
sus nonverbal-gaze-based) during the game to study the effects
of communication on stag hunt solutions. Verbal responses to
exceptions might then serve as additional indicators of the under-
lying joint commitments. Thus, if implemented in an fMRI or
a neurophysiological paradigm that elicits, e.g., verbal protests,
this might provide a rather concrete link between the different
construals of cooperation discussed so far.

Figure 4 illustrates the neuroimaging findings from the studies
discussed in the course of this work.

MODES OF COOPERATION AND WE-THINKING
In this final section we will discuss recent theoretical develop-
ments and demonstrate how they can provide a framework that
permits an integrated view of cooperation at both the behavioral
and the neural level.

The analysis of cooperation by Tuomela (2000, 2007) and
the theory of team-reasoning by Bacharach (Bacharach, 1999;
Bacharach et al., 2006) formulate precise assumptions about the
cognitive architecture and reasoning categories underlying differ-
ent cooperative behaviors. Further, both theoretical approaches
are designed in a comprehensive fashion that allows for a wide
range of applications. In particular, Tuomela (2007) proposed
that cooperation comprises all activities in which agents share and
jointly pursue goals, whether specified as concrete ends involv-
ing high levels of behavioral coordination or as group norms
and ideals that do not exactly specify how to bring about the
implicit common goal. Another important aspect of Tuomela’s
theory is the distinction between “i-mode” and “we-mode” coop-
eration, which refers to the mindset involved in joint actions.
According to this idea, agents might construe their shared activ-
ity as either involving commitment and giving rise to strong
mutual expectations—a stance toward the joint action he terms
we-mode. Or agents might cooperate as a matter of fact while
not sharing psychological attitudes, goals and commitments at a
deeper level beyond the concrete situation—a stance toward the
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shared activity named i-mode. In the i-mode, agents might, for
example, stop cooperating as soon as costs increase.

Concretely, Tuomela argues that both aspects constitute inde-
pendent dimensions yielding a taxonomy that allows describing
the structure of cooperation on a task dimension (dependence
versus independence) and a motivational dimension (individual
[i-mode] versus social [we-mode] commitments). Applied to our
purposes, Tuomela’s theoretical framework allows separating the
different facets of cooperation discussed so far. For example, the
rabbit-game from Gräfenhain’s and colleagues (2009, see above
for discussion) experiments constitute an independent task while
at the same time involving a pronounced we-mode in the joint
commitment condition1. In contrast, in Newman-Norlund’s and
colleagues (2008) virtual-lifting task, which also was discussed
above, the subjects’ tasks are dependent while it remains unclear
whether the subjects operate in a we-mode or in the i-mode.

Consequently, “we-mode” and “i-mode” can be conceived as
mindsets or schemes between which individuals can undulate,
reflecting the ubiquitous fact that humans tend to cooperation
selectively. Based on a comprehensive review of the relevant lit-
erature, Tuomela (2007) further contends that the we-mode is a
uniquely human phenomenon that emerges early in ontogeny (as
indicated by developmental research reviewed above). However,
while models have recently been proposed to incorporate these
ideas into neuroscientific research (Becchio and Bertone, 2004;
Adenzato et al., 2005; Becchio et al., 2006), this has so far
hardly been put into practice. We propose that the we-mode
theory might be a useful concept when it comes to systemiz-
ing cooperation research. Moreover, the specific assumptions of
the we-mode theory are interesting by themselves and might
help to design experiments that systematically tease apart dif-
ferent psychological dimensions constitutive for the wide range
of cooperative phenomena. Whether such a thing as the we-
mode really exists is an empirical question. However, gath-
ering systematic evidence for or against this concept might
help to better understand whether different facets of cooper-
ation discussed in this paper share a common psychological
and neural ground. Conversely, they might also constitute dis-
tinct phenomena that are only associated by conventional use of
language.

The innovative potential of this direction of thought is fur-
ther illustrated by Bacharach’s (Bacharach, 1999; Bacharach
et al., 2006) theory of team-reasoning, which is highly related
to Tuomela’s we-mode theory. Accordingly, thinking can either
operate individually, as analyzed by classical economic thought,
or socially, as described by his alternative game theoretic model
of team-reasoning. When thinking as a team, individuals may
overcome social dilemmas by modifying their frame of reasoning

1This at least holds for the child, whereas, the experimenter’s motivation
underlying his or her play might be due to his individual commitments to
playing a larger paper-writing and publishing game, as kindly pointed out by
one of the reviewers. It has to be added that this larger game can of course
be played in a we-mode, as in the best case the authors constitute a team.
Even competition in a defined game implicates acknowledging the constitutive
rules defining that game (Tomasello, 2009; Searle, 1995) and hence implicates
a minimum of cooperation.

to employing what he calls profile selection: instead of worrying
about the other’s potential lack of cooperation, when thinking as
a team, individuals conceive of themselves as parts of a group and
assume their role in selecting the option that has the highest out-
come profile from the team’s perspective. Moreover, Bacharach
argues, that a skill to team-reason developed during human evo-
lution and constitutes the key capacity underlying cooperative
solutions of mixed-motive games such as the PD and common
interest games as the stag hunt, again, suggesting a common
biological basis for different kinds of cooperation. Moreover,
Bacharach’s theory of we-thinking is ontologically more parsi-
monious as team-reasoning is basically a consequence of framing
which neither requires sophisticated mentalizing nor complex
normative entities (Bacharach et al., 2006; Pacherie, 2011). Such
a theoretical framework thus more easily allows for including
developmental and certain clinical populations lacking full-blown
mentalizing capacities into the family of cooperators and joint
actors.

Taken together, the benefit of a theoretical perspective in
neuroscience acknowledging the notion of we-thinking, as high-
lighted by Tuomela and Bacharach, would clearly provide a
rich framework for cooperation research, whether focusing on
decision making or joint action. Paradigms capitalizing on this
framework may thus constitute a promising direction to assess
behavioral, goal-related, and motivational aspects of cooperation.

CONCLUSIONS
Human cooperation is a highly complex phenomenon. Hence,
it can and should be viewed from various angles and dis-
sected by diverse scientific disciplines. Anthropological research
emphasizes that social selection pressures have shaped human
evolution and have led to the emergence of cooperative social
systems that appear to be without parallel in the animal king-
dom. Experimental psychology has proposed the concept of
joint action as one paramount aspect of human cooperation,
which refers to the automatic synchronization of behavior during
coordinated action execution. Comparative investigations stress
that sharing mental states during cooperation is more prevalent
in human children than in great apes and altruistic punish-
ment is probably characteristic of human but not non-human
primates. Cross-cultural studies likewise suggest that children’s
capacity and propensity for interpersonal cooperation is an inter-
ethnically stable human trait. Finally, the advances in imaging
neuroscience have begun to allow mapping the neural corre-
lates and brain networks that subserve decision-making during
cooperation tasks.

However, neuroeconomic research on cooperation has so
far been mostly based on a small number of paradigms that
emphasize material payoffs and decision-making, hereby often
disregarding other aspects of naturalistic cooperation. We con-
tend, however, that the stag hunt game, describing a highly
under-researched strategic interaction, lends itself to the inte-
gration of game theory with findings from joint action research
representing the interactive and embedded nature of coopera-
tion. Further progress in this area of research, we hold, will
be made by employing stag hunt paradigms to link decision-
making with other socio-cognitive momentums, such as joint
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attention, gaze communication, intrinsic motivation, and social
commitments. Needless to say, this move does not imply ignoring
the computational and mathematical advances in neuroeconomic
cooperation research. On the contrary, we believe that a model-
based approach which potentially allows for regional mapping
of computational mechanisms, will play an important role in
the development of this field. In this way, (social-) philosophical
and economic proposals for taxonomically categorizing cooper-
ative phonomena might be efficiently tested for neurobiological
pertinence.

Taken together, employing more paradigms based on games
and mutual benefits in neuroeconomics might help to link
up with psychological research on cooperation, to go beyond
mere decision-making aspects during cooperation and to pro-
mote computational modeling in the context of ecologically valid
cooperation-scenarios. The field of neuroeconomics should inte-
grate, and thus, directly profit from the rich scientific legacy of
surrounding theoretical and experimental disciplines in order to
most comprehensively capture human cooperation, and, finally,
establish a truly social field of neuroeconomics.
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Measuring brain activity simultaneously from two people interacting is intuitively appealing
if one is interested in putative neural markers of social interaction. However, given the
complex nature of interactions, it has proven difficult to carry out two-person brain
imaging experiments in a methodologically feasible and conceptually relevant way. Only
a small number of recent studies have put this into practice, using fMRI, EEG, or
NIRS. Here, we review two main two-brain methodological approaches, each with two
conceptual strategies. The first group has employed two-brain fMRI recordings, studying
(1) turn-based interactions on the order of seconds, or (2) pseudo-interactive scenarios,
where only one person is scanned at a time, investigating the flow of information
between brains. The second group of studies has recorded dual EEG/NIRS from two
people interacting, in (1) face-to-face turn-based interactions, investigating functional
connectivity between theory-of-mind regions of interacting partners, or in (2) continuous
mutual interactions on millisecond timescales, to measure coupling between the activity
in one person’s brain and the activity in the other’s brain. We discuss the questions
these approaches have addressed, and consider scenarios when simultaneous two-brain
recordings are needed. Furthermore, we suggest that (1) quantification of inter-personal
neural effects via measures of emergence, and (2) multivariate decoding models that
generalize source-specific features of interaction, may provide novel tools to study brains
in interaction. This may allow for a better understanding of social cognition as both
representation and participation.

Keywords: dual EEG, hyperscanning, social interaction, interpersonal analysis, decoding

INTRODUCTION
Much of previous work in social cognition has investigated behav-
ior and brain activity of individuals in isolation, while immersed
in a social context. This approach has had some obvious short-
comings, the main criticism being that the studied social contexts
have not involved actual interactions with another person (Sebanz
et al., 2006a; Schilbach, 2010). Such scenarios have thus not facil-
itated a mutual exchange of information, much less one that takes
place continuously in real-time. Recent approaches have aimed
at filling this gap by quantifying behavioral and neural under-
pinnings of social interactions engaging two or more people.
However, these studies have generally neglected the inter-personal
(between-person) dynamics of the interaction, by focusing on the
intra-personal (within-person) effects.

Is there something fundamental missing when we only focus
on the intra-personal effects? If part of the social signature lies in
the inter-personal aspect of the interaction, we may be overlook-
ing some key effects of our experiment by ignoring this. Previous
behavioral studies have demonstrated emergent, stable patterns of
interaction when looking at inter-personal entrainment between
people in scenarios involving rhythmic behavior, i.e., rocking
in chairs, swinging pendulums, finger-tapping (Schmidt et al.,
1998; Richardson et al., 2007; Konvalinka et al., 2010). They
have helped to better understand the mechanisms underlying

continuous interactions, capturing the real-time aspect most real
life interactions contain.

Recent interaction experiments have also begun to investigate
inter-brain processes, in order to understand what goes on in two
brains as they interact (Dumas, 2011). The approach of measur-
ing activity from two brains simultaneously, using fMRI, EEG, or
more recently NIRS, known as hyperscanning (Montague et al.,
2002), has only been around for one decade, because of the com-
plex set-up and quantification of between-brain effects, which
require careful planning and application of new methods. Given
that these technologies are available, are we now tackling the right
questions?

In this paper, we show how the field has gone from study-
ing individuals towards a two-person social neuroscience, and
furthermore towards a two-brain science. We review two main
groups of two-brain studies: (1) fMRI studies that have employed
(a) turn-based interactions on a timescale of seconds or (b)
pseudo-interactive settings, scanning one person at a time, and
(2) dual EEG/NIRS studies that have employed (i) face-to-face
turn-based interactions, or (ii) mutually interactive settings on
a millisecond timescale. We discuss the questions these various
approaches have addressed.

While studying two interacting brains seems to be an impor-
tant future step to the study of social cognition, we feel that there
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is a real need to consider what experimental designs and analy-
sis approaches should be implemented to take advantage of this
approach. The difficulties in quantifying inter-brain effects of
interactions may thus not be primarily due to lack of methods,
but due to not knowing what question to ask. The real question
is, what can we learn about social interaction from two interact-
ing brains that we cannot learn from individual brains immersed
in an interaction? We discuss future perspectives and approaches,
and propose that an informational, machine-learning approach
to two-brain studies may be beneficial in disentangling inter-
personal neural processes.

ISOLATED MINDS VERSUS INTERACTING
MINDS—TWO ACCOUNTS OF SOCIAL COGNITION
Two main conceptual approaches have been taken to study the
mechanisms of social cognition. The first has been adapted from
a representationalist perspective (see Fuchs and De Jaegher, 2009
for further discussion), considering social cognition to be a pro-
cess that goes on within an individual who creates models of
other people’s mental states and incorporates them with his/her
own. The underlying hypothesis of this approach is that pro-
cesses enabling us to socially interact with other people are
entirely internalized, and can be understood by studying indi-
vidual minds. This perspective is supported by the conjecture
proposed by Brothers (1990), that there is a set of brain regions
dedicated to social cognition, which comprise the “social brain”
(see Adolphs, 1999; Frith, 2007 for reviews).

Previous research in social cognition has extensively adopted
this view, by placing human participants in MR scanners, and
having them respond to “social” stimuli by observing pictures
or videos of others, rating untrustworthy faces, making deci-
sions whether to trust a co-player in an economic game, and so
on. These experiments have been thought to involve processes
engaged in understanding other people via representation of their
minds or mental states (Lieberman, 2007). They have identi-
fied key brain areas, which have been thought to comprise the
social brain: the amygdala, orbital frontal cortex (OFC), temporal
cortex, medial prefrontal cortex (MPFC), adjacent paracingulate
cortex, and the “mirror neuron system (MNS)” (Frith, 2007).
While these brain areas have consistently “lit-up” in participants
engaged in isolated social experiments, each has been shown to
have many functions, including those that are not necessarily
involved in the processing of social information. One example is
the amygdala, which has been shown to activate during process-
ing of fearful faces, untrustworthy faces, as well as stimuli that
are considered to be both positively and negatively valuable, even
when they are not social (see Frith, 2007).

More crucially, these studies have mainly explored social cog-
nition from the point of view of the observer. It thus remains
largely unexplored how these identified brain regions make every-
day online interactions with others possible, involving real-time
coordination of actions, goals, and intentions. After all, social
interaction is a largely dynamic process, which is about much
more than observing and imitating.

This “isolated brain” approach has been criticized, as the
social contexts studied have not immersed the participant in a
true interaction with another person, allowing a mutual exchange

of information and hence a mutual coordination of actions.
The idea behind this is that social cognition is fundamentally
different when an individual is actively engaged in an interac-
tion, rather than a mere observer (De Jaegher, 2009; Schilbach,
2010). Specifically, the former approach does not explain how
perception, action, and cognition are modulated during real-time
interactions with other people. For example, the mechanisms
underlying temporal aspects of coordination and joint decision
making seem poorly understood so far. These mechanisms cannot
beexplainedmerelybylookingintobrainactivationsofindividuals,
but require experimental set-ups involving person–person interac-
tions, and analysis methods that quantify inter-brain interactions.

These criticisms have lead to a second approach, which con-
siders social cognition to be a process that goes on between
two or more people while interacting, “as they coordinate their
actions in space and time to bring about a change in the environ-
ment” (Sebanz et al., 2006a). This “joint action” or “interactive”
approach has thus moved away from studying minds in isolation
and towards studying minds in interaction.

However, while immersing people in two-way interactions,
this approach has still mostly quantified individual, intra-
personal processes of each coordinating partner. For example,
many interactive studies have measured brain activity (and/or
behavior) of only one individual, while in an interaction with
another, non-scanned partner (examples of brain studies include
Sebanz et al., 2007; Redcay et al., 2010). While these studies are
indeed interactive, we do not review them here as they have only
measured intra-brain processes.

WHEN INTERACTIONS MATTER
It has been proposed that in order to take advantage of the inter-
active approach, the field needs to move toward quantifying the
inter-personal co-regulated coupling between interacting part-
ners, while they mutually and continuously affect one another
(De Jaegher et al., 2010). When we interact with another per-
son, our brains and bodies are no longer isolated, but immersed
in an environment with the other person, in which we become a
coupled unit through a continuous moment-to-moment mutual
adaptation of our own actions and the actions of the other
(Konvalinka et al., 2010). This dynamical interactive process has
been shown to result in an alignment of behavior (Richardson
et al., 2007; Schmidt and Richardson, 2008; Konvalinka et al.,
2010), posture (Shockley et al., 2003), autonomic systems (Muller
and Lindenberger, 2011) such as respiration (McFarland, 2001)
and cardiac rhythms (Konvalinka et al., 2011), and potentially
neural rhythms (Dumas et al., 2011; Hasson et al., 2012) between
the two individuals. These inter-personal couplings across modal-
ities appear to create bonds that facilitate successful interactions,
and might then be crucial in identifying mechanisms underlying
continuous social interactions.

It is important to note that the studies employing the iso-
lated brain approach are still fundamental, as they have laid the
groundwork for the understanding of social cognition, and have
consistently identified the same key brain areas used when engag-
ing in an interaction. However, to advance the field further, it
is critical to identify when interaction studies are necessary, and
what may be gained from them.
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The enactive account of cognition argues that social under-
standing comes from the dynamical process whereby peo-
ple become a coupled unit through the moment-to-moment
interaction, which cannot always be disentangled into separate
autonomous entities, and is hence emergent (Fuchs and De
Jaegher, 2009; De Jaegher et al., 2010; Dumas, 2011). Taking a
conversation between two people as an example, it would be diffi-
cult to make sense of the interaction if the two interlocutors were
analyzed separately. While we know which person the speech at
each instance belongs to, the conversation only begins to make
sense when we analyze it as a whole of two interlocutors’ speeches.
If we want to capture the interaction dynamics, we must thus
treat the interacting members as a coupled unit. Here we give two
experimental examples of situations when this becomes crucial.

In a previous study of ours, we carried out a joint finger
tapping experiment, in which we aimed to quantify the ongo-
ing dynamics between two interacting participants (Konvalinka
et al., 2010). The participants were asked to synchronize with their
auditory feedback, which either came from their own tapping, the
other person’s tapping, or the computer metronome, thus manip-
ulating the degree of interaction. We found a stable, emergent
pattern of interaction when the two members could both hear
each other. Their inter-tap intervals (ITIs) oscillated on a tap-to-
tap basis, such that if one went faster on the last tap, the other
would speed up on the next one and the one would simultane-
ously slow down. This pattern was quantified using windowed
cross-correlations, showing continuous lag –1 and lag +1 coeffi-
cients, and a negative lag 0 cross-correlation – hence, two mutual,
continuous followers of each other’s previous tap. Moreover, syn-
chronization analysis showed that the participants were just as
good at synchronizing with the variable, adaptive other as with
the unvarying, non-adaptive computer. However, they were worse
when their partner was both unpredictable and non-responsive
(one-way coupling).

This inter-personal analysis provided a way of quantifying the
ongoing, stable patterns of the mutual interaction. We were able
to show that when two people engage in a synchronization task,
they do better when they both continuously and mutually adapt
to one another’s actions—in other words, when they become two
followers, instead of adopting a leader-follower dynamic. The sta-
bility of the two-way interaction without a distinct leader and fol-
lower has also been found in studies of movement improvisation
(Noy et al., 2011).

Another study from our group examined the role of linguistic
alignment in joint decision-making during a low-level perceptual
task (Fusaroli et al., 2012). In the original study by Bahrami et al.
(2010), the two members in each pair were presented with visual
displays containing a dim target, and asked to decide individually
which part of the screen the target appeared on. Subsequently,
the dyads were asked to share their decisions with each other,
and make a joint decision about the location of the target if they
previously disagreed. When the participants had similar visual
sensitivities, two heads performed better than the best individ-
ual one. The Fusaroli et al. study showed that the relative success
of the dyads correlated with how well they were able to establish
a common language for their metacognition. In other words,
the better the dyads were at aligning their linguistic practices

and vocabularies over time, the better their task performance.
This inter-personal analysis thus shows that the dynamic char-
acteristic of linguistic interaction has an important role in social
coordination and joint decision-making.

These two examples show that inter-personal effects can be
key in identifying patterns of interaction, both on a low-level
of entraining motor systems and on a higher-level of percep-
tual decision-making. Therefore, important interaction patterns,
which are relevant to the ongoing interaction, can be overlooked
if the dyads are not studied as a coupled unit.

The “isolated brain” and “interaction” approaches therefore
seek out to explore very different mechanisms. The isolated brain
approach taps into individual social processes, engaged during
observation of other people’s actions, representation of other peo-
ple’s mental states, and sometimes more basic perceptual and
motor processes, which may or may not be related to social
processes.

The interactive approach explores underlying mechanisms
needed to engage in an interaction with another person, such
as mutual coordination and cooperation. These include both
intra- and inter-personal processes, and can be either represen-
tational or dynamical mechanisms. Both perspectives have been
adopted in two-brain studies, as reviewed in the following two
sections, and they complement each other in quantifying different
time-scales and properties of interactions.

TWO-BRAIN APPROACHES USING fMRI
Two-person interactions have scarcely been employed in studies
measuring neural activity, particularly those that measure brain
activity from both interacting members at the same time. In the
case of fMRI, such studies require each person to lie still in the
scanner and yet be able to interact with another person. This
is only possible through a computer interface, which induces
problems of ecological validity as well as time-delays, making
interpersonal cooperation and coordination difficult (King-Casas
et al., 2005). Simultaneous recordings of brain activity complicate
these problems even further.

But is it just a matter of finding the right experimental
paradigm and overcoming the methodological constraints that
poses a problem? What is it that we hope to find by look-
ing into two interacting brains? On an abstract level, we might
think about looking for a signature of shared representations
of intentions, goals, and actions (Sebanz et al., 2006b; Anders
et al., 2011). However, in neural terms, it is unclear how shared
representations would be anatomically and/or temporally repre-
sented. Social interaction is a highly complex process, engaging
numerous networks in the brain, and time-scales ranging from
milliseconds to minutes, hours, even years (Hari et al., 2010).
Therefore, it becomes difficult to first hypothesize about, and even
more to quantify these different brain networks and time scales,
which give rise to and modulate ongoing social interactions.

TURN-BASED INTERACTIONS
Only in the last decade have these problems been addressed
empirically. Montague et al. (2002) were the first to study
interactions using hyperscanning, by measuring fMRI from two
brains at the same time. They used a simple deception task,
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where the “sender” was presented with a red or green screen, and
transmitted red or green to the “receiver”, who in turn had to
determine whether the “sender” communicated the truth about
what he/she saw. The receiver was given a reward if he/she guessed
correctly; otherwise, the sender received a reward. Coherence
between brains was found at 0.04 Hz, which corresponded to the
base frequency of the game. A cluster of activity was identified
in the supplementary motor area (SMA) of both brains, but was
stronger in the brain of the sender. While this study opened the
doors to research of simultaneous brain recordings during inter-
actions, showing that this is indeed possible, it involved significant
time delays between stimulus and response (Hari and Kujala,
2009).

Other two-brain experiments involving fMRI defined this
two-brain interaction in the context of an information transfer
between the brains of senders and perceivers. King-Casas et al.
(2005) used an economic trust game to show, using the hyper-
scanning procedure, that reciprocity in one player predicts the
future trust in the other interacting player. The study found that
response magnitude in the caudate nucleus correlated with the
‘intention to trust’. Moreover, as reputations developed, there was
a temporal transfer of the “intention to trust” between the two
players’ brains.

Another fMRI study employing the hyperscanning approach
was carried out by Saito et al. (2010). In a study of joint attention,
pairs of participants were scanned while engaging in a real-time
gaze exchange. The setup consisted of infrared eye-tracking sys-
tems and video cameras, enabling live video images of each
respective partner’s eyes and eyebrows. The task in concordant
runs was to look at a cued target presented below the partner’s
eyes, either following the target cue as it changed color, or the
partner’s gaze towards the target. In discordant runs, the task
was to look at the opposite side to the cued target. Inter-personal
correlation analysis of residual time-courses revealed higher cor-
relations in the right inferior frontal gyrus, an area thought to be
part of the MNS, in paired participants compared to non-paired
participants.

The study by Montague et al. was the first to begin to explore
brain-to-brain interactions between two people, employing “joint
action” settings, with timescales of interaction on the order of
seconds. The study was innovative and successful in correlating
social processes with individual brain activity, as well as informa-
tion exchange between brains, corresponding to the game base
frequency. However, much the same as the second study, the
timescale did not capture the moment-to-moment interactions
of two mutually coordinated individuals.

To clarify this point further, we compare this behavioral
exchange to that of two people sending text messages back and
forth to one another. One has to wait to receive the message from
the other before responding. This joint action scenario does not
capture the automatic and more immediate influence of mutual
information exchange on the dyad’s actions (such as in face-to-
face interactions), but does capture how transmitted information
and inferred mental states are represented in the two interacting
members.

The third study employed a real-time interaction, involving
mutual gaze between participants. This paradigm was novel as

it involved a bidirectional real-time exchange of gaze, and will
likely be extended to future studies of joint attention. It also took
advantage of the hyperscanning technique, showing higher simi-
larities in brain activity between real pairs compared to surrogate
pairs. However, given the limited physical construct of fMRI, the
task had to be constrained to a limited, less dynamic, exchange of
gaze.

PSEUDO-INTERACTIVE STUDIES
Other fMRI studies investigated the flow of information between
two partners’ brains, without the use of hyperscanning, but by
scanning the two partners one after another during offline inter-
actions. One study looked at pairs engaged in a game of charades,
where the sender gestured words to the perceiver. The study
showed that the activity in the sender’s brain proceeded activ-
ity in the perceiver’s brain (Schippers et al., 2010). Moreover,
this activity was found in brain areas thought to be involved in
mentalizing and mirroring. The second study investigated flow of
affective information between two people engaged in a facial com-
munication (Anders et al., 2011). Similarly, the study reported
that activity in the brain of the “sender” predicted the activity in
the brain of the “receiver” with a temporal delay. The third study
looked at brain coupling between speakers’ and listeners’ brains,
reporting temporally coupled brain activity between the speakers
and listeners, which diminished in the absence of communication
(Stephens et al., 2010). These experiments employed one-way
interactions, as participants were either shown videos of each
other’s gestures or facial expressions, or communicated/received
a speech, offline.

The studies in this section have identified some of the
same brain areas found with the “isolated brain” approach,
such as those implicated in mirroring and mentalizing. They
all take a representational approach to study two interacting
brains, by investigating how other people’s mental states are
represented in the brain of the observer/receiver of informa-
tion.

By scanning one participant a time, while treating the two
brains as a coupled unit, these studies investigated informa-
tion transfer from one brain to another. Schippers et al. and
Stephens et al. used between-brain Granger-causality analysis and
between-brain correlation analysis, respectively, and the study
by Anders et al. employed between-brain multivariate pattern
recognition analysis. All three studies compared social condi-
tions to non-social conditions, testing well-defined hypotheses
about the neural mechanisms underlying information transfer
between brains. This approach directly extends previous findings
of “isolated brain” studies, carried out in the absence of interac-
tion, to situations of unidirectional interactions where one person
receives a message from another.

However, as one-way interactions do not rely on an ongo-
ing two-person exchange of information, this approach cannot
capture the mutual influence of the interaction. The receiver
of information is the main subject of investigation, hence this
approach relies on a first-person representation of mental states
(Schilbach, 2010). One person (the receiver) tunes into the brain
state of another, while the other (the sender) is in the absence of
an interaction.
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In summary, these two-person fMRI studies seem to suc-
cessfully operate without hyperscanning. Avoiding the compli-
cated set-up requiring synchronization of two fMRI scanners, the
pseudo-interactive settings quantify two-brain effects of unidirec-
tional interactions, while still maintaining the brain-to-behavior
synchronization between the two participants.

IS HYPERSCANNING NECESSARY FOR TWO-BRAIN SCIENCE?
What has been gained by scanning two people at the same time?
While the studies in section “Pseudo-interactive Studies” did
not require the use of hyperscanning, the studies by Montague
et al. and King-Casas et al. were designed to take advantage
of its use. If we take the former study into account, even if
the roles of sender/receiver had been simulated, or used as in
a pseudo-interactive setting, the scanned participant might not
have behaved in the same way as the simulation used for the other
participant. Whether the same coherence between brains would
have been found in a pseudo-interactive setting, is an interest-
ing question in its own right, and could be addressed by scanning
the same participants again, one after another (i.e., playing two
rounds of the game). This could answer the question regarding
how much of this coherence is related to the interactive setting
the participants are in.

The study by Saito et al. identified inter-brain correlations
in areas belonging to the MNS, arguing that these regions are
involved in the sharing of intention during eye contact. The same
line of thought from the previous paragraph applies to this study.
Moreover, the MNS has been quite successfully studied in indi-
vidual brains, which again brings us back to the question of how
to go beyond mirroring and observing and towards participating
and interacting when employing two-brain settings.

More importantly, the question remains whether we learn
more about mechanisms of social interaction by simultaneously
measuring brain activity from both people interacting, than by
either measuring activity from (i) only one person, engaged in an
interaction with another, or (ii) two people separately, engaged
in a more controlled, one-directional interaction. The answer
to that, we argue, depends on what we aim to find. If we are
interested in (1) intra-personal effects of people engaged in an
interaction, including representations of other people’s actions
and mental states, or (2) informational flow between designated
senders and receivers, then there is no benefit to hyperscanning.
However, if we aim to find inter-brain effects that emerge from
the mutual interaction, then it is important to hyperscan—given
that there are such inter-personal effects, and that they are not
merely related to the similarity in behavior.

These inter-personal effects are easier to conceptualize on a
behavioral than a brain level, as two people can directly become
coupled through their behavior. The brain-to-brain coupling
concept has been proposed to emerge when two brains are
immersed in an interaction, with the environment as a pas-
sive conductor through which signals pass, coupling the brains
together (Hasson et al., 2012). We would phrase this as the fol-
lowing: the moment-to-moment interactions between two brains
can so far be understood as a two-way behavioral stimulus-to-
brain coupling, such that the behavior of one person is coupled
to the brain of the other, and in turn the behavior of the other

is coupled to the brain of the one. In effect, the interaction thus
becomes an action-perception loop within and between two indi-
viduals (Hari and Kujala, 2009). In addition, there might be a
brain-to-brain coupling mechanism that does not directly fol-
low from behavioral coupling, but is a result of inter-individual
top-down modulations during interaction (we have previously
described this as top-top interactions, see Roepstorff and Frith,
2004).

These mechanisms have been predominantly studied using
electrophysiological techniques. EEG has become popular for
interaction studies involving timing in interpersonal coordina-
tion, given its superior temporal resolution over fMRI, its less
interfering construct, and its considerably reduced time lags
between systems. This is an advantage for studies of social interac-
tion, as these techniques are able to capture short time scales that
operate at the level of natural face-to-face interactions. As a result,
dual-EEG studies have become increasingly trendy in the last four
years. In the next two sections, we briefly review the studies and
findings to date.

TWO-BRAIN STUDIES USING DUAL EEG/NIRS RECORDINGS
TURN-BASED FACE-TO-FACE INTERACTIONS
The first group to simultaneously record EEG from two or more
interacting members was Babiloni et al. (2006), during a 4-person
card game. The game is played with two pairs of players, those sit-
uated north and south against those at west and east. The cards
are played in a clockwise order, starting with the player to the
dealer’s left. The remaining players are asked to play a card of
the leading suit if they have one, otherwise a card of another
suit. The highest card of the leading suit wins. The authors com-
puted partial directed coherence [a Granger-causality approach in
the frequency domain (Baccala and Sameshima, 2001)] between
selected regions of interest of different pairs of brains, as a mea-
sure of inter-brain functional connectivity. The study reported
directed coherence between activity in the ACC in the brain of
the player who begins the round (i.e., the leader) and activity
in the right prefrontal and parietal areas of the leader’s part-
ner. These causal links between prefrontal areas of participants
were reported in the beta frequency band (but are reported to be
representative of results in other frequency bands).

Similar studies from the same group followed, further prob-
ing into decision-making during interactive games, and refining
the technique (Babiloni et al., 2007a,b; Astolfi et al., 2010a,b; De
Vico Fallani et al., 2010). By contrasting patterns from different
pairs of participants in the same card game paradigm, one study
reported that only members belonging to the same team showed
significant functional connectivity in the alpha, beta, and gamma
frequency bands (Astolfi et al., 2010b). Moreover, the functional
connectivity findings suggested a causal relation between signals
estimated to be in the prefrontal areas of the leader and signals
from the ACC and parietal areas of the leader’s partner. These
findings are notably different from those reported in the previous
study, which found correlated activity between the leader’s ACC
and partner’s prefrontal/parietal areas. One explanation for this
could be a difference in strategies between the leaders/partners
(whose roles may be swapped) in the two experiments. It could be
that the leaders from the first study were more actively engaged in
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figuring out their partner’s strategy (i.e., representing their part-
ner’s intentions), or more effortful in deciding which card to play,
similar to the partners in the second study. This is merely spec-
ulation, but it does show the importance of quantifying neural
processes underlying moment-to-moment interactions between
players, as opposed to pooling over long epochs, which contain
changes in strategies and outcomes (as discussed in Hari and
Kujala, 2009).

Another study from the group measured multi-person EEG
in an Iterated Prisoner’s Dilemma experiment (De Vico Fallani
et al., 2010). They used Granger-causality and graph theory to try
and identify a connectivity pattern between brains, which allowed
them to predict which pairs adopted a non-cooperative strat-
egy. The only two pairs that consisted of two defectors each had
significantly less inter-brain connectivity as well as higher mod-
ularity than pairs who adopted other strategies (i.e., cooperative,
tit-for-tat, mixed). A recent NIRS-based hyperscanning study of
a cooperation-competition game also showed coherence between
brains during cooperation, but not competition, which could not
be explained merely by the similarities in action (Cui et al., 2012).

These studies have situated pairs of participants in interactive
settings, employing economic game approaches. This has allowed
for investigation of inter-personal processes underlying two-way
neural interactions on a millisecond timescale, as captured using
multi-EEG recordings. Utilizing previous findings from the “iso-
lated brain approach”, these studies have used anatomical rep-
resentations employed in decision-making, to define regions of
interest. They have shown correlated brain activity between two
people when they cooperate, which diminishes when they com-
pete or defect. However, the behavioral coupling between individ-
uals did not take place on a millisecond timescale, but was rather a
turn-based communication. One difference between these studies
and those described in the previous section (“Turn-based interac-
tions”) is that the interactions took place face-to-face, and not via
an interface, hence situating the participants in a more natural
setting.

Given that the pairs in these studies were not designated roles
of “senders” and “receivers,” but were in a more natural interac-
tion with one another, the studies could not have been carried
out without the use of simultaneous brain recordings. The rea-
son for this is that the players’ strategies could not have been
predicted beforehand, and hence could not have been simulated
in a setting employing a unidirectional interaction. Moreover,
the studies found significant brain connectivity patterns only
between players that were part of the same team, which is a unique
finding showing that these neural similarities are not only a result
of the similarity in sensorimotor feedback, and thus cannot be
simulated by replacing the players with computers.

STUDIES OF MUTUAL, ONGOING INTERACTIONS
Other groups employing simultaneous EEG recordings have
investigated scenarios of ongoing interpersonal coordination,
probing into social coordination dynamics. The first of such stud-
ies was carried out by Tognoli et al. (2007), who recorded dual
EEG on pairs that were asked to produce self-paced rhythmic fin-
ger movements, with or without visual feedback of each other’s
hand. EEG time-frequency analysis revealed a pair of oscillatory

components over the right centro-parietal cortex—named phi1
and phi2, making up the phi complex—in the 9–12 Hz frequency
range, which were associated with participants’ independent and
synchronized movements, respectively. One was increased when
participants produced independent movements, and the other
was enhanced during coordinated behavior. These components
were suggested to belong to the human MNS, hence inhibiting
and enhancing the MNS. Despite the simultaneous EEG record-
ings, however, this study did not look at inter-brain interactions
between interacting partners.

A different approach was taken by Lindenberger et al. (2009),
who looked at inter-brain phase synchronization. They recorded
dual EEG while pairs of guitarists played a short melody together.
They found phase synchronized theta and delta oscillations both
within and between brains prior to and while playing the melody
together. As the authors discuss, given that the reported rhythms
were all in the low EEG frequency range, one plausible expla-
nation could be that the similarities in sensorimotor feedback
(at least partially) contributed to the inter-brain synchronization.

Another dual EEG study that looked at inter-brain phase syn-
chronization during a real-time, continuous interaction was car-
ried out by Dumas et al. (2010). They used a continuous, mutual
hand imitation task, in which the participants were asked to spon-
taneously imitate each other’s hand movements when the felt like
it, in one task; or, in another task, one participant was asked to
imitate the hand gestures of the other member (i.e., follow), while
the other was asked to generate own hand gestures (i.e., lead).
The interacting partners were visually coupled, able to see each
other’s hands through a double video system. The authors looked
at the phase locking value for each pair of electrodes between
the two brains, computing phase synchronization between brains
in various frequency bands. They found inter-brain synchroniza-
tion between behaviorally synchronized versus non-synchronized
episodes in alpha-mu, beta, and gamma frequency bands between
the right centro-parietal, central and right parieto-occipital, and
centro-parietal and parieto-occipital regions, respectively, but no
differences between the imitative versus non-imitative conditions.
The study showed that in an ongoing mutual interaction, inter-
brain oscillatory couplings accompany behavioral synchrony and
turn taking.

Finally, a study by Dodel et al. (2011) measured dual EEG
from two-member expert and novice teams performing a sim-
ulated combat scenario, to investigate brain signatures of team
performance. By computing local subspaces of joint brain dynam-
ics, the study found that novice teams had a higher intrinsic
dimensionality than expert teams. Moreover, the study identi-
fied a signature specific to team coordination, by contrasting true
teams to surrogate teams.

While situating participants in real-time, millisecond level
interactions, the two-brain studies described in this section have
quantified inter-personal neural processes underlying ongoing
social coordination. The studies have thus benefited from having
data from two simultaneously interacting brains. Moreover, they
have begun to define new experimental paradigms and analyses
within the two-person dynamical systems framework.

Taking their lead from the enactive approach to social cog-
nition, the studies have explored modulations of brain rhythm

Frontiers in Human Neuroscience www.frontiersin.org July 2012 | Volume 6 | Article 215 | 65

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Konvalinka and Roepstorff The two-brain approach

amplitudes and coupling between the brain activities of inter-
acting partners during tasks of mutual ongoing coordination.
They have found intra-personal modulation of amplitudes in
the 9–12 Hz frequency range during coordination of actions.
Moreover, they have consistently reported phase synchronization
between prefrontal and centro-parietal brain areas of interact-
ing partners, as well as potential signatures of interpersonal
coordination.

These inter-brain phase synchronies have been found across
a wide range of frequencies, including delta, theta, alpha, beta,
and gamma. These frequencies likely also correspond to a wide
range of cognitive and/or interactive processes. Time scales corre-
sponding to perception, cognition, and action, have been shown
to range from less than 1 ms to hundreds of milliseconds for stim-
uli and brain processes (Hari and Kujala, 2009). For example,
another person’s actions can be predicted 100–150 ms before-
hand. Moreover, cortical activation sequences are activated in
steps of 40–60 ms during imitation of facial expressions, corre-
sponding to the 17–25 Hz frequency range (see Box 1 in Hari
et al., 2010). Similarly, cortical sequences from 9 to 15 Hz follow
finger imitation. On a behavioral level, changes in facial expres-
sions (Perakula and Ruusuvuori, 2006), conversational turn tak-
ing (Stivers et al., 2009), and interpersonal coordination of finger
tapping (Konvalinka et al., 2010) take place on the order of
tens to hundreds of milliseconds. Therefore, as mutual interac-
tion involves behavioral coupling between two people producing
similar actions, and engages similar cognitive processes (such as
predicting each other’s actions, imitating each other’s hand/finger
movements, and jointly attending to joint actions) between inter-
acting partners, it may not be so surprising that their brain
rhythms are synchronized.

However, as this approach is very new and unexplored so far,
there is not much previous literature to fall back on. We have
mostly the “isolated brain” studies to dig up for explanations of
described social processes, such as mirroring, mentalizing, and
coordinating/cooperating. It thus becomes difficult to interpret
what role these brain-to-brain couplings have in social interac-
tion. We fall short of terms and concepts related to shared social
phenomena, and begin to rely on literature on emergence as a
source of explanation for what we are quantifying. Therefore,
how these findings fit into the bigger picture of social cognition
remains to be seen. In the following section, we consider some
future steps in the two-brain approach, which may enable bet-
ter understanding of social interaction at the level of mutually
interacting brains.

CONSIDERATION AND FUTURE PERSPECTIVES ON
TWO-BRAIN APPROACHES
Many of the two-brain studies have identified functional simi-
larities between brains in interaction. This has been formulated
in different ways—as information transfer, functional connectiv-
ity, causality, and/or phase synchronization. This implies one of
two assumptions: (1) that brains of two interacting members are
coupled via their behavior, or (2) that there is a brain-to-brain
coupling mechanism between interacting partners that cannot be
merely explained by the measured behavior of the two members.
The first assumption does not necessarily require simultaneous

brain recordings (or a mutual interaction), but does require that
the brain activity of both members be recorded, which is syn-
chronized in time to the behavioral input/output. The second
assumption is difficult to explain given our lack of conceptual
understanding of brain processes. The reductionist point of view,
in search of a causal relationship, may be that this assumption
postulates the existence of spurious brain-to-brain couplings. In
other words, as one does not have access to another person’s
brain activity, it is difficult to understand how this coupling
occurs. The non-reductionist perspective might be that these cou-
plings are emergent—a result of complex interactions between
the individual and the environment, and in turn, between an
individual and the interacting partner, such that they cannot be
reduced to the individual him/herself, or the controlled behav-
ioral exchange measured between the participants. If this is indeed
the phenomenon revealed, the resulting emergent properties of
interaction require further quantification.

Quantitative and practical measures of autonomy and emer-
gence have been discussed in a paper by Seth (2010). He proposes
quantification via Granger-causality and Granger-autonomy,
which together operationalize Granger-emergence, a measure of
weak emergence. G-emergence, as he calls it, measures the degree
to which an emergent process is simultaneously autonomous
from and dependent on its causal constituents. For example, given
micro variables x1 and x2, G-emergence of a macro variable x3
can be mathematically derived, such that it is both autonomous
with respect to x1 and x2, and caused by x1 and x2. In the context
of the two-brain approach, x1 and x2 may represent brain activ-
ity of interacting members 1 and 2, such that x3 is the emergent
property of the interaction we are after (i.e., brain-to-brain cou-
pling). This could be one potential future approach to the study
of two-brain dynamics.

Other approaches to quantifying emergent brain dynamics of
interacting partners have been proposed by Dumas (2011), in the
context of information integration, and by Dodel et al. (2011),
as dimensionality variation of brain dynamics. Information inte-
gration, analogous to the idea of emergence, is the amount
of information produced by the whole of interacting elements,
which is beyond the information produced by its parts (Tononi,
2008). This could be operationalized as a hyper-phase locking
value (h-PLV), PLV between two interacting brains, which is pro-
posed by Dumas to reflect dynamical sharing of information via
inter-personal sensorimotor loops.

The Dodel et al. approach has not been implemented in other
studies of interacting brains, to the best of our knowledge. It
proposes use of dimensionality variation of joint brain dynam-
ics to determine signatures of social coordination. Their method
defines joint dynamics as an evolution along a particular mani-
fold, which can be constructed both using behavioral and neural
data of interacting members—in this case, by computing local
subspaces of joint brain dynamics.

The above are potential future approaches to two-brain
studies, which will continue to identify emergent phenom-
ena of interactions, crucial to studies of real-time interactions.
However, their prospects and outcomes are difficult to pre-
dict. We cannot escape from using terms such as shared rep-
resentations and emergent interactive phenomena to define the
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desired outcome. More importantly, there remains a vast gap
between the conceptual literature on social cognition as obser-
vation (i.e., in individual minds), and that of social cognition as
interaction.

We propose another approach to interacting brains, using
machine-learning methods to determine which signals emanating
from each person are engaged during different forms of interac-
tion. Machine-learning methods have been instrumental in the
development of real-time decoding for brain-computer inter-
facing, and have previously been used in neuroimaging for the
decoding of brain states of individuals (Haynes and Rees, 2006),
and in the context of two-brain neuroimaging (Anders et al.,
2011), among other applications (see Lemm et al., 2011 for an
introduction). These analyses are useful for mining vast amounts
of neural data, and particularly (in the context of this topic) for
the decoding of relevant brain states, in order to distinguish them
from uninformative signals.

The application of multivariate decoding models to two-brain
data may allow partitioning of brain signals as belonging to dis-
tinct interactive conditions, for instance communication versus
no communication. This method employs use of classifiers, which
are functions that partition a set of objects into distinct classes,
in order to identify which category a new observation belongs
to, based on a training set of observations with a known cate-
gory membership (Lemm et al., 2011). To provide an example,
the technique could be used as follows: (a) design an experi-
ment with two conditions, which are similar in their sensorimotor
feedback, but different in the level of interaction—i.e., com-
munication with another person, versus communication with a
computer, (b) come up with a hypothesis regarding which tem-
poral and/or spatial aspects of brain data relate to the studied
communication, (c) partition the data concerning these features
into the two classes (communication with person and commu-
nication with computer), (d) train a classifier on a subset of
data from both conditions and across both members of the
pair, (e) test the classifier (i.e., using N-fold cross-validation)
employing feature selection to determine which brain signals
from each member drive the classification, and finally, (f) test
the resulting features/signals against the behavioral outcome (e.g.,
successful interactions, cooperation/competition, synchronized
behavior).

With this technique, one may test which neural features
(i.e., time/frequency components, sensors, and sources) suc-
cessfully distinguish interactive from non-interactive conditions.
Moreover, it enables us to see, statistically, which neural pro-
cesses of each member are engaged during the interaction. In
other words, while having a natural interaction between two peo-
ple, which cannot be simulated via designated interactive roles,
this approach aims at disentangling synchronized and/or com-
plementary neural signals from the two brains that are engaged
during different forms or degrees of interaction—i.e., one coop-
erates/other does not, one leads/other follows. This relates to
previous studies that have found functional connectivity between
the prefrontal areas of one person and parietal areas of the
other predicting the cooperative strategy (Astolfi et al., 2010b).
Similarly, one could use machine-learning techniques to address
whether different combinations of signals from one and the other

can predict different interactive strategies, without assuming a
causal relation between the signals of the two brains.

It is important to note that this approach is not enactive (only
behaviorally), as the analysis of neural interactions disentangles
signals as belonging to member one and member two. However, it
takes advantage of simultaneous recordings, given that it analyzes
inter-personal neural processes during a naturalistic interaction.
We believe that this application of multivariate decoding would
be a useful approach for future analyses of two-brain studies.

The techniques mentioned in this section take advantage of
the hyperscanning approach, by employing real-time interactions
between people, while quantifying neural interactions between
brains on a millisecond timescale—hence capturing both behav-
ioral and neural adaptations inter-individually. They provide
direct ways of combing different sets of data, and can allow us
to study interactions between not just two brains, but three, four,
or how ever many future research deems interesting to tackle.

CONCLUSIONS
In this paper, we have reviewed the two-brain literature, which
has explored neural dynamics and interactions between two
interacting partners. The reviewed studies employing either
fMRI, EEG, or NIRS recordings complement each other in
quantifying hemodynamics or modulations of brain rhythms,
both intra- and inter-personally, and integrate various concep-
tual frameworks. They have employed both representational and
enactive approaches to social cognition via pseudo-interactive
scenarios, turn-based interaction studies, and real-time mutual
interactive studies. While reviewing the findings, approaches,
and potential future methods, we also propose a pragmatic way
to quantify two-brain interactions. In a well-defined paradigm
with clear behavioral emergent markers of interaction, a multi-
variate decoding approach could combine brain data sets from
two people, and use them to identify neural features partic-
ular to the studied interaction and the resultant role of each
participant.

We believe that hyperscanning is necessary in future explo-
ration of the underlying mechanisms of social interaction. It is
the only way to tap into inter-brain processes, which we still
know so little about. In interesting ways, the representational
and enactive approaches may also point to a dual nature of
social cognition. Social cognition as representation and social
cognition as emergent patterns of interaction may point to
mechanisms of observing and participating as two very differ-
ent aspects social interaction. Understanding social cognition
as participation seems to us to be the great challenge ahead,
both at a behavioral and neuronal level. It accentuates the
importance for cognition of the second person: the fact that
so much of human consciousness and perception is directed
against and mediated by inputs from other people (Roepstorff,
2001).
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Adult neurogenesis – the formation of new neurons in adulthood – has been shown to
be modulated by a variety of endogenous (e.g., trophic factors, neurotransmitters, and
hormones) as well as exogenous (e.g., physical activity and environmental complexity) fac-
tors. Research on exogenous regulators of adult neurogenesis has focused primarily on
the non-social environment. More recently, however, evidence has emerged suggesting
that the social environment can also affect adult neurogenesis. The present review details
the effects of adult–adult (e.g., mating and chemosensory interactions) and adult–offspring
(e.g., gestation, parenthood, and exposure to offspring) interactions on adult neurogenesis.
In addition, the effects of a stressful social environment (e.g., lack of social support and
dominant–subordinate interactions) on adult neurogenesis are reviewed. The underlying
hormonal mechanisms and potential functional significance of adult-generated neurons in
mediating social behaviors are also discussed.

Keywords: adult neurogenesis, social behavior, amygdala, hippocampus, hypothalamus, olfactory bulb

INTRODUCTION
Social interactions among conspecifics, such as adult–adult and
adult–offspring interactions, are an integral part of human society
and affect psychological, physiological, and behavioral functions.
Indeed, enduring and selective sociosexual attachments between
partners are an intrinsic part of human social behavior. The for-
mation and maintenance of such strong social bonds are critical
for both mental and physical health. For example, individuals
in a stable marital relationship display a longer life expectancy
than individuals who are single (House et al., 1988; Lillard and
Waite, 1995). Further, high levels of intimacy between partners
are positively correlated with immune function and cardiovas-
cular health; whereas low levels of intimacy are correlated with
negative psychological states, such as depressed mood (Waltz et al.,
1988; Kiecolt-Glaser and Newton, 2001). Close parent–child rela-
tionships (through bi-parental care) lead to the physical as well as
psychological well-being of both parents and their children (Sil-
verstein and Bengtson, 1991; Graziano et al., 2009). Furthermore,
strong adult–adult and adult–offspring interactions also play a
protective role on the vulnerability to substance abuse (Ellickson
et al., 1999; Bell et al., 2000). Social connectedness, defined as
internal sense of social belonging, reduces the likelihood of expe-
riencing anxiety and is a protective factor against depression (Lee
and Robbins, 1998; Townsend and McWhirter, 2005). In contrast,
negative social interactions, such as disruptions of social bonds,
confrontation, isolation, or neglect, can cause psychosocial stress,

Abbreviations: 3H, tritiated thymidine; AMY, amygdala; AOB, accessory olfactory
bulb; BrdU, bromodeoxyuridine; Dcx, doublecortin; DG, dentate gyrus; HYP, hypo-
thalamus; MCM-2, minichromosome marker-2; MOB, main olfactory bulb; MPOA,
medial preoptic area; NeuN, neuronal nuclei; NSE, neuron-specific enolase; PCNA,
proliferating cell nuclear antigen; PFC, prefrontal cortex; SVZ, subventricular zone;
TMT, trimethyl thiazoline.

posing a risk to mental and physical health (Steptoe, 1991; Curtis,
1995). In addition, the lack of social interactions leading to feelings
of loneliness has been correlated with the experience of depression
(Alpass and Neville, 2003; Adams et al., 2004), further highlight-
ing the importance of social interactions. Finally, the inability to
form social bonds is often used to diagnose psychological disor-
ders, including autism, social anxiety, and schizophrenia (Hersen,
2006).

Similar to the importance of social interactions in humans,
adult–adult and adult–offspring interactions also affect physio-
logical and behavioral functions in other mammalian species. For
example, prior sexual experience improves subsequent mating
behavior in both male and female rats and 18–24 h of socio-
sexual interactions between a male and female are sufficient to
lead to a pair bond – the selective, enduring preferential attach-
ment between a mating pair – in the socially monogamous prairie
vole (Microtus ochrogaster ; Dewsbury, 1975; Williams et al., 1992;
Meisel and Mullins, 2006; Hull and Rodriguez-Manzo, 2009). Fur-
thermore, mother–offspring bonds are formed in a variety of
mammalian species in response to interactions with offspring (see
reviews by Nowak et al., 2000; Maestripieri, 2001; Mogi et al.,
2011). Subsequently, this type of social bond leads to adaptive
behavioral changes that maintain offspring proximity and enhance
mother–offspring interactions, thereby increasing the likelihood
of offspring survival as well as parents’ reproductive success (Win-
berg, 2005). Animal models have been utilized to study the effects
of social interactions on the brain, particularly on neuronal acti-
vation, morphology, and neurotransmitter system activity as well
as the roles of social interactions on the regulation of biobehav-
ioral functions. For instance, male–female sociosexual interactions
alter the dendritic morphology in selected brain areas in rats
(Flanagan-Cato et al., 2006). In prairie voles, mating-induced
pair bonds are associated with neuroplastic changes in several
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neurotransmitter systems including dopamine, oxytocin, and argi-
nine vasopressin, which in turn play important roles in social
behaviors such as enduring bonds between mates, selective aggres-
sion against novel conspecifics, and enhanced parental care toward
offspring (reviewed in Young and Wang, 2004; Young et al., 2011).
Recent studies have also shown that social interactions affect neu-
rogenesis in the adult brain in a variety of mammalian species (see
below).

NEUROGENESIS IN THE ADULT BRAIN
Neurogenesis, progenitor cell division leading to functionally inte-
grated neurons, was traditionally believed to only occur in the
developing brain (Ramon y Cajal, 1928). However, over the past
decades the use of new detection methods resulted in the accu-
mulation of a substantial amount of evidence for the occurrence
of neurogenesis throughout adulthood in a variety of mammalian
species (Gross, 2000). These new detection methods include the
discovery of endogenous cell cycle markers as well as the develop-
ment of exogenous cell division markers including genetic tools
(e.g., viral vector) and nucleotide analogs (Ming and Song, 2005).
Endogenous cell cycle markers (see Table 1) include nuclear anti-
gens expressed only in actively dividing cells (namely during
the G1, S, and G2 phases of the cell division cycle and dur-
ing mitosis) and can therefore be used as proliferation markers.
Ki67 (Scholzen and Gerdes, 2000; Kee et al., 2002), proliferating

cell nuclear antigen (PCNA; Galand and Degraef, 1989; but also
see Properi, 1997), minichromosome marker-2 (MCM-2; Stoeber
et al., 2001) as well as the expression of phosphorylated his-
tone H3 (Gurley et al., 1974) are commonly used endogenous
cell cycle markers. Studying adult neurogenesis using viral vec-
tors (such as retroviruses) requires invasive stereotaxic surgery to
inject the viral vector into specific brain regions. As viral vec-
tor integration is dependent on nuclear membrane breakdown
during mitosis, expression of the viral vector is a good indica-
tor of cell division. Retroviruses are usually non-replicative (to
limit viral vector expression to cells that integrated the vector dur-
ing mitosis) and carry a reporter gene, such as green fluorescent
protein (to allow easy identification of cells expressing the retro-
virus). Lastly, nucleotide analogs such as tritiated thymidine (3H)
and bromodeoxyuridine (BrdU) are exogenous cell cycle markers.
After their administration (usually via intraperitoneal injection),
they are incorporated into the DNA in place of thymidine during
the DNA synthesis phase of the cell cycle. Subsequently, labeled
cells can be revealed by autoradiography (for 3H) or immunohis-
tochemistry (for BrdU). While both markers are similar in their
efficiency to label dividing cells, BrdU has several advantages (e.g.,
non-isotopic method, lower cost, and shorter tissue processing
duration) over 3H and, therefore, has become the more com-
monly used nucleotide analog. Depending on the experimental
paradigm (i.e., BrdU injection mode and the time interval between

Table 1 | Commonly used methods to study adult neurogenesis.

Method Example Expression pattern Application Reference

NUCLEOTIDE

ANALOG

Tritiated thymidine (3H) Nucleus Proliferation, survival Cameron and McKay

(2001)

Bromodeoxyuridine (BrdU) Nucleus Proliferation, survival, fate

determination

Cameron and McKay

(2001)

ENDOGENOUS CELL

CYCLE MARKER

Ki67 Nucleus Proliferation Scholzen and Gerdes

(2000), Kee et al. (2002)

Minichromosome marker-2 (MCM-2) Nucleus Proliferation Stoeber et al. (2001)

Phosphorylated histone H3 Nucleus Proliferation Gurley et al. (1974)

Proliferating cell nuclear antigen (PCNA) Nucleus Proliferation Galand and Degraef

(1989)

CELLTYPE-SPECIFIC MARKER

(a) Immature neuron Doublecortin (Dcx) Soma, cell processes Fate determination Francis et al. (1999)

Neuron-specific class III tubulin (TuJ1) Cytoplasm, axons Fate determination Memberg and Hall

(1995)

Polysialylated-neuronal cell adhesion

molecule (PSA-NCAM)

Plasma membrane Fate determination Seki and Arai (1993)

RNA-binding protein Hu Nucleus, cytoplasm Fate determination Okano and Darnell

(1997)

Turned on after division (TOAD64/CRMP4) Cytoplasm Fate determination Minturn et al. (1995)

(b) Mature neuron Microtubule-associated protein (MAP-2) Cytoplasm, soma,

dendrites

Fate determination Huber and Matus (1984)

Neuron-specific enolase (NSE) Cytoplasm Fate determination Schmechel et al. (1980)

Neuronal specific nuclear protein (NeuN) Nucleus Fate determination Mullen et al. (1992)

(c) Glial cell Glial fibrillary acidic protein (GFAP) Astrocytes Fate determination Eng et al. (2000)

VIRAL VECTOR Soma, cell processes Morphology, physiology,

fate determination

van Praag et al. (2002)
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the last injection and perfusion), different stages of adult neuroge-
nesis (namely cell proliferation, neuronal differentiation, and cell
survival) can be investigated. For example, a single acute BrdU
injection combined with a short interval between the injection
and perfusion of the animal (usually 2–24 h) allows the detec-
tion of cell proliferation (division of progenitor cells), similar to
using endogenous cell cycle markers (see above); whereas repeated
BrdU injections and longer survival times are used to study neu-
ronal differentiation (selection of neuronal fate) and cell survival
(maintenance of new neurons). Fluorescent BrdU-labeling can be
combined with cell type-specific markers to determine neuronal
or glial differentiation (see Table 1 for commonly used markers).

In most mammalian species (Huang et al., 1998; Dayer et al.,
2005; Fowler et al., 2005; Luzzati et al., 2006), including humans
(Eriksson et al., 1998), adult neurogenesis occurs primarily in two
brain regions, namely the subventricular zone (SVZ) of the rostral
lateral ventricle and the dentate gyrus (DG) of the hippocampus.
From their site of origin, the newly generated cells migrate to the
main olfactory bulb (MOB, along the rostral migratory stream)
and to the hippocampal granular cell layer, respectively, where
most cells differentiate into neurons and functionally integrate
into the existing circuitry (Lledo and Saghatelyan, 2005; Ming
and Song, 2005; Christie and Cameron, 2006). Adult neurogenesis
has also been documented in other, non-traditional neurogenic
brain regions (for review see Gould, 2007; Migaud et al., 2010).
While there still is debate about the existence of adult neurogene-
sis outside the DG and SVZ/MOB system, several studies reported
adult-generated neurons in the neocortex (Dayer et al., 2005), pir-
iform cortex (Bernier et al., 2002), striatum (Bedard and Parent,
2004), amygdala (AMY; Bernier et al., 2002; Fowler et al., 2002;
Akbari et al., 2007; Okuda et al., 2009), medial preoptic area
(MPOA; Akbari et al., 2007), and hypothalamus (HYP; Huang
et al., 1998; Fowler et al., 2002; Kokoeva et al., 2005).

A variety of endogenous (e.g., trophic factors, neurotransmit-
ters, and hormones) and exogenous non-social (e.g., enriched
environment and physical activity) factors have been shown to
affect adult neurogenesis in both traditional as well as non-
traditional neurogenic brain regions (Grote and Hannan, 2007;
Fowler et al., 2008; Lucassen et al., 2010). Importantly, recent
studies have shown that even the social environment can mod-
ulate adult neurogenesis in a stimulus- and site-specific manner
(reviewed by Gheusi et al., 2009). For example, social stressors,
such as the exposure to an aggressive conspecific or social isola-
tion, reduce (Gould et al., 1997; Westenbroek et al., 2004; Czeh
et al., 2007; Thomas et al., 2007; Lieberwirth et al., 2012), whereas
social stimuli, such as the exposure to male pheromones, mater-
nal experience, or interactions with a conspecific pup, increase
(Furuta and Bridges, 2005; Mak et al., 2007; Ruscio et al., 2008)
hippocampal adult neurogenesis.

In the following review, we will describe the effects of the
social environment on mammalian adult neurogenesis by focusing
on the effects of sociosexual adult–adult interactions (including
mating and chemosensory interactions), adult–offspring interac-
tions (including parenthood and exposure to unrelated conspecific
young), and aversive, stressful social interactions (including social
isolation, social defeat, and predator odor exposure). In addition,
the potential hormonal mechanism(s) for the modulation of adult

neurogenesis via social interactions will be discussed. Finally, our
discussion will also summarize the evidence for adult neurogenesis
in humans and discuss evidence that human adult neurogenesis
can be modulated by distinct factors – highlighting the need for
future studies on the potential link between social interactions and
adult neurogenesis.

EFFECTS OF SOCIOSEXUAL ADULT–ADULT INTERACTIONS
ON ADULT NEUROGENESIS
MALE–FEMALE INTERACTIONS: MATING AND REPRODUCTIVE
BEHAVIOR
Male–female interactions, particularly mating and reproductive
behavior, activate several distinct brain regions in a variety of
mammalian species, including humans, and influence brain plas-
ticity (Mas, 1995; Kollack-Walker and Newman, 1997; Pfaus and
Heeb, 1997; Seeringer et al., 2010). For example, neuroplastic
changes induced by male–female interactions include alterations
in neuronal activation, neurotransmitter release, receptor distri-
bution, as well as neuronal morphology (Pfaus and Heeb, 1997;
Flanagan-Cato et al., 2006; Veenema and Neumann, 2008; Leuner
et al., 2010b). Recently, research has started to focus on evaluating
the potential effect of adult–adult interactions on neurogenesis.
Here, we will focus on the effects of acute and chronic sociosex-
ual interactions on the different stages of adult neurogenesis in
distinct brain regions.

The effect of acute mating encounters on adult neurogenesis
has been investigated in rodents, such as rats and prairie voles, as
well as in sheep. Thirty minutes of interaction with a receptive
female promoted hippocampal cell proliferation in young, adult
(older than 60 days of age) male Sprague-Dawley rats (Leuner
et al., 2010b). These males were injected with BrdU 30 min after
the first mating bout followed by a 2-h post-injection survival
period. Males with mating experience showed an increase in the
number of BrdU- and Ki67-labeled cells in the DG compared to
sexually naïve males, indicating that acute mating exposure upreg-
ulated hippocampal cell proliferation in adult male rats. Acute
sociosexual interactions also promoted hippocampal cell prolif-
eration in middle-aged male Sprague-Dawley rats (9–11 months
of age; Glasper and Gould, 2010). However, it should be noted
that neither study examined whether chemosensory cues, present
during sociosexual interactions, play a role in the observed facili-
tation of cell proliferation. The addition of a male group exposed
only to female odor cues, e.g., female-soiled bedding, would have
allowed the investigation of the effect of chemosensory cues on
adult neurogenesis in the absence of sociosexual interactions. In
female Wistar rats, a 30-min sociosexual encounter facilitated the
survival of newly proliferated cells in the olfactory system in a
region-specific manner (Corona et al., 2011). Cell survival in
the internal cell layer of the accessory olfactory bulb (AOB), but
not the glomerular or external cellular layer of the AOB or the
glomerular, mitral, and granular cell layer of the MOB, was upreg-
ulated 2 weeks after an acute 1-h sociosexual encounter. Within
the same paradigm, the majority of adult-generated cells facili-
tated by the sociosexual experience expressed a mature neuronal
phenotype (BrdU/NeuN double-labeled cells). Most interestingly,
this increase in neuronal survival was only observed in females that
experienced paced mating (pattern of approach and withdrawal in
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which the female controls the timing of sexual interactions), but
not in females with non-paced mating (timing of sexual interac-
tions is controlled by the male). The differential effects of paced
versus non-paced mating on adult neurogenesis may be due to
differences in their hedonic value: paced mating is rewarding and
not stressful, while non-paced mating is stressful (Martinez and
Paredes, 2001; Nyuyki et al., 2011). In addition, paced mating has
been found to optimize the reproductive physiology and behavior
in females, leading to enhanced reproductive success and fitness
(Erskine and Kornberg, 1992). Furthermore, acute sociosexual
interactions (characterized by non-paced mating) did not pro-
mote cell proliferation in female prairie voles (Fowler et al., 2002),
suggesting that the hedonic value of the sociosexual interaction
may play a role in the modulation of adult neurogenesis. Lastly,
the exposure to a male significantly increased cell proliferation
region-specifically in female Merino sheep (Hawken et al., 2009).
In particular, 48 h of male exposure increased hippocampal, but
not hypothalamic, cell proliferation. The importance of paced
mating and the involvement of chemosensory cues in modulating
cell proliferation or cell survival in sheep are not currently known.
Together, these data suggest that acute sociosexual interactions, in
particular rewarding interactions, may facilitate cell proliferation
and/or survival in a species- and brain region-specific manner.

Chronic sociosexual interactions have also been found to mod-
ulate adult neurogenesis. Repeated daily 30-min exposures to a
receptive female for 14 consecutive days promoted hippocam-
pal cell proliferation in young adult male Sprague-Dawley rats,
compared to sexually naïve males (Leuner et al., 2010b). Two
weeks following the last mating exposure, the survival of newly
generated cells was also increased in the DG, while the per-
centage of cells expressing a neuronal phenotype (BrdU/TuJ1
and BrdU/NeuN double-labeled cells) did not differ between the
groups (Leuner et al., 2010b), suggesting that chronic mating expo-
sure facilitates adult neurogenesis. Similarly, chronic sociosexual
experiences (daily 30-min exposures for 28 consecutive days) also
facilitated cell proliferation and survival in the DG of middle-
aged (9–11 months of age) male Sprague-Dawley rats (Glasper
and Gould, 2010). However, it should be noted that neither study
(Glasper and Gould, 2010; Leuner et al., 2010b) examined the role
of chemosensory cues, present during sociosexual interactions,
on the observed facilitation of cell proliferation. Chronic, con-
tinuous sociosexual interactions with a male for 21 consecutive
days affected adult neurogenesis in female prairie voles (Fowler
et al., 2002). Females were either placed with an unrelated intact
male (sociosexual interaction) or an unrelated female (control
condition). BrdU injections were given 24 h following the place-
ment into the respective treatment condition. Short-term chronic
sociosexual interactions (21 days) increased the number of BrdU-
labeled cells in the AMY (in particular the cortical nucleus) and
the ventromedial hypothalamus (VMH), without affecting the
number of BrdU-labeled cells in the DG, MOB, cingulate cor-
tex, or caudate putamen – indicating that the effects of chronic
sociosexual interactions on cell survival are brain region-specific.
It should be noted that the observed changes in cell survival
could be due to different components of the chronic sociosexual
interactions with the male. In particular, 21 days of sociosex-
ual interactions in female prairie voles result in both pair bond

formation and pregnancy, which could have differential or syn-
ergistic effects on adult neurogenesis. Furthermore, the exposure
to only male chemosensory cues, without mating, may also play a
role in mediating adult neurogenesis. In another socially monoga-
mous rodent species, the mound-building mouse (Mus spicilegus),
successful pair bond formation induced by chronic sociosexual
interactions (20-day cohabitation) resulted in a higher number
of BrdU-labeled cells in the MOB of these females compared to
females that did not show a partner preference (an index of an
established pair bond in the laboratory) after chronic sociosex-
ual interactions with a male (Baudoin et al., 2005). Interestingly,
sub-chronic sociosexual interactions did not facilitate hippocam-
pal cell proliferation. In particular, male Long–Evans rats exposed
to a receptive female for 30 min on five consecutive days did not
differ in the level of cell proliferation from sexually naïve males
(Spritzer et al., 2009). Similar to sub-chronic mating, intermittent
mating (weekly sociosexual interactions with a receptive female
over seven consecutive weeks) did not affect adult neurogenesis
in the mating circuit (namely the MPOA and medial AMY) of
Syrian hamsters (Mesocricetus auratus; Antzoulatos et al., 2008).
It should be noted, however, that the effects of intermittent mat-
ing on hippocampal adult neurogenesis, the effect of chronic daily
sociosexual interactions on adult neurogenesis in the mating cir-
cuitry or the DG, or the effect of chemosensory cues without
mating on adult neurogenesis were not evaluated in the above
mentioned studies.

Unfortunately, the majority of the studies investigating the
effects of sociosexual encounters on adult neurogenesis did not
control directly for the effects of chemosensory cues, cues that
are present during mating. Nonetheless, there is evidence suggest-
ing that sociosexual interactions may modulate adult neurogenesis
independent from chemosensory cues. For example, paced mat-
ing resulted in the upregulation of adult neurogenesis compared
to non-paced mating or chemosensory exposure (Corona et al.,
2011). Overall, future research may benefit from investigating
specifically whether both acute and chronic mating exposures
independent of chemosensory cues affect adult neurogenesis in
various mammalian species. Based on the currently available data,
acute and chronic mating seem to facilitate hippocampal cell pro-
liferation and chronic mating seems to facilitate cell survival in
several distinct brain regions, including the AMY, DG, OB, and
VMH. Interestingly, these brain regions, in particular the AMY,
MOB, and VMH, are part of the mating circuitry. Therefore, future
studies should investigate the functional involvement of adult-
generated neurons in these brain regions in the modulation of
mating behavior. Furthermore, additional studies should evaluate
the involvement of adult-generated neurons in the modulation of
the stress response and anxiety. In particular, the AMY, part of the
stress circuitry (Jankord and Herman, 2008), has been implicated
in mediating mating-induced anxiolysis (Waldherr and Neumann,
2007).

CHEMOSENSORY CUES AFFECT ADULT NEUROGENESIS
Chemosensory cues, consisting of odorants (volatile olfactory
cues) and pheromones (non-volatile chemicals), are processed via
the main olfactory and vomeronasal systems (Tirindelli et al.,
2009). Traditionally, pheromones have been described to relay
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information about the sex, social status, and health of conspecifics
(Ganem et al., 2005; Kavaliers et al., 2005), and thereby influence
behavioral responses in most mammalian species (Brennan, 2010).
For example, pheromones are involved in modulating rodent mat-
ing and reproductive behaviors (Dulac and Torello, 2003; Brennan
and Keverne, 2004) and also play a role in human social behav-
ior, such as attraction (Cowley and Brooksbank, 1991). In addi-
tion, evidence has emerged suggesting that volatile olfactory cues
may also communicate social cues and thereby influence social
behavior (Lin et al., 2005).

As chemosensory cues play an important role in social behav-
iors, which have been shown to affect adult neurogenesis, acute,
and chronic exposure to conspecific chemosensory cues have been
investigated for their role in modulating adult neurogenesis. For
example, acute exposure to chemosensory cues increased cell pro-
liferation in the SVZ of female prairie voles (Smith et al., 2001).
Specifically, female prairie voles exposed to a male across a mesh
barrier (mesh-housing), allowing olfactory and visual, but not
physical contact, for 48 h had a greater number of BrdU-labeled
cells in the SVZ compared to females exposed to a female across
a mesh barrier. Recent data indicated that chemosensory cues
also affect cell proliferation in the prairie vole AMY in a sex-
specific manner (Liu et al., 2007). In particular, 48 h of exposure
to opposite-sex bedding caused a significant increase in amygdalar
cell proliferation in female, but not male, prairie voles compared
to voles that were exposed to their own bedding or to the bed-
ding from a same-sex individual. Analysis of the AMY subnuclei
indicated that this increase was present in the cortical and medial,
but not the central, subnuclei. It should be noted that lesions of
either the MOB or the vomeronasal organ were sufficient to block
this chemosignal-induced increase in cell proliferation. In con-
trast, 48 h of chemosensory exposure in female CD-1 mice did not
affect adult neurogenesis in the SVZ or the DG (Mak et al., 2007).
While species-specific differences may explain the lack of an effect
of chemosensory cues on cell proliferation in the SVZ of female
mice, the two studies differed significantly in their methodology.
For example, the chemosensory experience may differ significantly
between mesh-housing as used in the female prairie vole study and
2-day exposure to male-soiled bedding as used in the female mouse
study (Liu et al., 2007; Mak et al., 2007). Furthermore, the effects of
acute chemosensory modulation of adult neurogenesis may ame-
liorate a stress-induced decrease in cell proliferation. Adult male
Balb/C mice showed a significant reduction in hippocampal cell
proliferation following 30 min of restraint stress, while the pres-
ence of either familiar or unfamiliar conspecifics (without physical
interaction) or conspecific odors alone reversed this stress-induced
decrease in cell proliferation (Cherng et al., 2011). The number of
cells expressing a neuronal phenotype (BrdU/Dcx co-labeled cells)
showed the same reversal of this stress-induced decrease due to the
presence of conspecifics or conspecific odors.

Chronic exposure to social chemosensory cues also modu-
lates adult neurogenesis. In one study, adult female CD-1 mice in
proestrus were exposed to male-soiled bedding, volatiles derived
from male-soiled bedding, or clean bedding daily for 30 consec-
utive days (Oboti et al., 2009). Exposure to male-soiled bedding
led to a significant increase in cell survival in the AOB, but not
the MOB, compared to the volatile and clean bedding groups.

Sub-chronic exposure to male chemosensory cues also promoted
cell proliferation in pregnant mice (Larsen et al., 2008); however,
this effect was dependent on the length of exposure. Mated nulli-
parous female C57BL/6J mice exposed to male chemosensory cues
via mesh-housing showed a higher number of BrdU-labeled cells
in the SVZ compared to single-housed mated nulliparous females
after 7 days, but not 3 or 14 days, of male chemosensory exposure.
In addition to the increase in cell proliferation in the SVZ, 7-day
chemosignal exposure also increased the number of BrdU-labeled
cells and cells expressing a neuronal phenotype (cells double-
labeled for BrdU/NeuN or BrdU/Dcx) in the MOB (Larsen et al.,
2008). Sub-chronic chemosensory exposure (7 consecutive days
of male-soiled bedding exposure) also facilitated DG and SVZ cell
proliferation as well as cell survival and neuronal differentiation in
the DG and MOB in sexually naïve female mice (Mak et al., 2007).
It should be noted that the chemosensory cue induced changes of
adult neurogenesis required the MOB, as chemical lesions of the
MOB prevented such changes (Mak et al., 2007). Furthermore, the
social status of the male from which the chemosensory cues were
obtained also played a role in mediating adult neurogenesis in the
female mouse brain (Mak et al., 2007). In particular, the number of
BrdU-labeled cells was only increased when females were exposed
to dominant-male, but not subordinate-male, chemosensory cues,
possibly highlighting a link between adult neurogenesis and social
behavior.

Together, these data demonstrate that exposure to chemosen-
sory cues facilitates cell proliferation and cell survival in the adult
brain in a stimulus-, brain region-, and sex-specific manner. As
facilitation of adult neurogenesis was also observed in response to
sociosexual interactions, future studies are needed to investigate
the function of new neurons, which are generated in response to
mating and mating-related interactions.

EFFECT OF ADULT–OFFSPRING INTERACTIONS ON ADULT
NEUROGENESIS
GESTATION
Gestation leads to dramatic changes in circulating levels of hor-
mones (including increased levels of progesterone, estrogen, and
prolactin) in females (Garland et al., 1987; Pawluski et al., 2009).
Furthermore, gestation causes significant neuroanatomical alter-
ations (e.g., increases in spine density; Rasia-Filho et al., 2004)
and neurochemical alterations (e.g., central receptor-level upreg-
ulation; Grattan, 2001; Russell et al., 2001; Kinsley et al., 2006).
Similarly, pregnancy causes dramatic changes in humans such as
changes in circulating hormone levels (including progesterone,
estrogen, and leptin; Turnbull et al., 1974; Sivan et al., 1998). In
addition, the absolute brain size in humans decreases across preg-
nancy but returns to preconception size after delivery (Oatridge
et al., 2002), implicating alterations in cell birth and death as well
as in cell volumes.

Early evidence suggesting that gestation may affect adult neu-
rogenesis comes from a study in meadow voles (Microtus penn-
sylvanicus) that were wild-captured either during the breeding
or non-breeding season (Galea and McEwen, 1999). Following
capture, voles were injected with 3H and perfused 24 h thereafter
to determine the level of adult hippocampal cell proliferation.
Females captured during the breeding season showed a significant
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reduction in 3H-labeled cells in the granular cell layer and hilus of
the DG compared to females captured during the non-breeding
season. As only the females captured during the breeding season
were pregnant, these data suggest that gestation could impair adult
neurogenesis.

Studies using natural populations of animals often exhibit dif-
ficult to control variables (e.g., length of gestation, animal age, and
experience in addition to environmental factors) that may poten-
tially affect adult neurogenesis. Consequently, the effects of ges-
tation on adult neurogenesis have been studied in the laboratory,
where potentially confounding variables can be controlled more
easily. In female meadow voles of a laboratory-maintained pop-
ulation, reproductively inactive females (female-paired females)
showed a greater level of hippocampal cell proliferation, partic-
ularly in the granular cell layer and hilus, than reproductively
active females (male-paired females; Ormerod and Galea, 2001). In
addition, the survival of adult-generated cells in the hippocampal
granular cell layer was higher in reproductively inactive, compared
to reproductively active, female meadow voles. Similar studies
have also been conducted using other laboratory rodents. For
example, cell proliferation within the subgranular zone of the
DG was reduced in pregnant female C57Bl/6N mice across all
gestational days (14.5, 16.5, and 18.5) examined compared to vir-
gin control mice (Kim et al., 2010). Further, the total number of
Ki67/Dcx double-labeled cells was significantly lower within the
DG of the late gestational groups (day 16.5 and 18.5) compared to
virgin mice, implicating an effect on the neuronal differentiation
(Dcx-expression) of newly generated cells (Ki67-labeled). Simi-
larly, Rolls et al. (2008) showed that the number of cells expressing
a neuronal phenotype (BrdU/Dcx double-labeled cells) within the
murine DG was significantly reduced during both the second and
third trimester compared to virgin C57BL/6 mice. Furthermore,
a comparison between non-pregnant sheep and sheep at the end
of the gestational period revealed a significant reduction in cell
proliferation in the DG of pregnant sheep (Brus et al., 2010). Inter-
estingly, unlike in meadow voles, mice, and sheep, gestation did
not affect hippocampal cell proliferation in Sprague-Dawley rats
(Furuta and Bridges, 2005). In particular, neither the early (ges-
tational day 7) nor the late (gestational day 21) gestational stage
decreased cell proliferation in rats. Furthermore, on gestational
day 1, virgin (control) female rats did not differ in the rate of cell
proliferation in the granule cell layer and hilus of the DG compared
to primigravid (first gestation) or multigravid females, indicating
that the number of pregnancies does not seem to affect adult neu-
rogenesis in rats (Pawluski et al., 2010). Hippocampal cell survival
at gestational day 21 also did not differ between virgin and preg-
nant females, irrespective of the number of pregnancies. Together,
these data suggest that gestation may affect adult hippocampal
neurogenesis in a species-specific manner.

Gestation has also been reported to affect adult neurogene-
sis within the SVZ/MOB. For example, in Sprague-Dawley rats,
cell proliferation was increased in the SVZ on gestational day
21, but not day 7, indicating a time-specific effect (Furuta and
Bridges, 2005). Similarly, gestation increased adult neurogenesis
in the murine SVZ. The number of BrdU-labeled cells in the
SVZ was higher on gestational day 7 (as well as day 7 of pseudo-
pregnancy, following mating with a vasectomized male) relative

to age-matched virgin controls, but such an effect was no longer
observed on gestational day 14 (Shingo et al., 2003). The increase in
BrdU-labeling was likely due to an increase in cell proliferation, as
indicated by a similar increase in Ki67-labeling in the SVZ on ges-
tational day 7. Further, mice injected with BrdU on gestational day
7 had significantly more cells labeled for BrdU or double-labeled
for BrdU/NeuN in the granule and periglomerular cell layers of
the MOB 4 weeks later, compared to virgin controls, indicating
that increased cell proliferation in the SVZ by gestation is closely
paralleled by an enhanced survival of new neurons in the MOB.
Interestingly, no difference was found in the cell proliferation in
the SVZ/OB between non-pregnant (control) sheep and sheep at
the end of the gestational period (Brus et al., 2010).

Together, these data highlight a brain region- and species-
specific effect of gestation on adult neurogenesis. Specifically, ges-
tation seems to suppress hippocampal adult neurogenesis in sev-
eral mammalian species, such as meadow vole, mouse, and sheep,
but not rat. In contrast, gestation seems to facilitate adult neuroge-
nesis in the SVZ/MOB system. Future studies are needed to exam-
ine whether adult neurogenesis differs across gestational stages
(in particular, early versus late gestational stage) and whether
gestation-induced neurons in the SVZ/MOB are involved in medi-
ating behaviors such as parental care, e.g., by enhancing olfactory
discrimination skills.

PARENTHOOD
Parenthood is characterized by dramatic changes in behaviors
(e.g., from indifference or avoidance of young to care and nurtur-
ing of offspring) as well as in hormone levels, neuronal morphol-
ogy, and neurochemical systems (Numan and Insel, 2003; Bridges
and Bridges, 2008). For example, it has been documented that
there is an increase in the level of corticosterone (Atkinson and
Waddell, 1995), hippocampal spine densities, and activation of the
oxytocin and vasopressin systems during the postpartum period
(Caba et al., 1996; Lin et al., 2003). Recently, interest has emerged to
investigate the effect of parenthood on adult neurogenesis (Leuner
et al., 2010a; Levy et al., 2011).

Maternal experience has been found to negatively affect adult
neurogenesis in rats in a time- and brain region-specific manner.
Female Sprague-Dawley rats on postpartum day 2 and 8, but not
on postpartum day 28 and post-weaning, showed a significant
reduction in hippocampal cell proliferation compared to virgin
rats (Leuner et al., 2007). Such reduction in cell proliferation was
not observed in the SVZ. In the same study, 1-week cell survival
in the DG was also reduced in postpartum females compared to
virgin rats in diestrus, but such group difference was no longer
evident at a 2-week survival period. Motherhood also reduced
hippocampal cell survival in female California mice (Peromyscus
californicus; Glasper et al., 2011). Interacting with pups for 3 weeks
(from birth until weaning) significantly reduced hippocampal cell
survival of mice caring for pups compared to control females
whose pups were removed at birth. A study in sheep further illus-
trated the negative impact of motherhood on adult neurogenesis.
Following 24 h of interaction with their lamb, ewes showed a sig-
nificant reduction in cell proliferation in the SVZ compared to
nulliparous ewes and ewes that only had sociosexual interactions
with males (Brus et al., 2010). In addition, cell proliferation was
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reduced in the MOB and DG in ewes following parturition (inde-
pendent of interaction with the lamb) compared to nulliparous
ewes or ewes that had only sociosexual interactions with a male.
It is of interest to note that the hormone-simulated postpartum
period after a hormone-simulated pregnancy (without interac-
tion with pups) in Long–Evans rats also caused a reduction in
cell proliferation in the DG (Green and Galea, 2008). However,
the number of Dcx-labeled cells (newly generated immature neu-
rons) did not differ across groups. Unfortunately, cell survival and
neuronal maturation in the DG as well as the effect of hormone-
stimulated pregnancy on other brain regions was not investigated.
Alternatively, motherhood does not seem to affect adult neuro-
genesis in Yorkshire pigs (Raymond et al., 2006). In particular,
the authors compared pigs in their second parity (female lac-
tating pigs) to adult naïve ones and showed that the number of
PCNA-labeled cells within the HYP was not changed due to mater-
nal experience, possibly suggesting that the number of gestation
periods plays a role in mediating the effect on adult neurogen-
esis. Unfortunately, other brain regions such as the DG or the
SVZ/MOB were not examined in the study.

Unfortunately, there is limited knowledge about whether late
gestation, characterized by drastic changes in hormones (such as a
decrease in progesterone and an increase in estrogen and prolactin;
Grattan and Averill, 1990; Grattan et al., 2008), affects adult neuro-
genesis independently from motherhood. Future studies need to
be conducted to address this research area. In addition, systematic
research is needed to evaluate the underlying mechanism by which
motherhood affects adult neurogenesis. Some research suggests
that hormonal changes (e.g., elevation of corticosterone levels)
during lactation are solely responsible for the observed changes in
adult neurogenesis (Leuner et al., 2007), while there is evidence
to also support the notion that adult neurogenesis is affected by
parturition independent of the interaction (i.e., presence versus
absence of lactation) with offspring (Brus et al., 2010).

Experience with offspring also affects adult neurogenesis in
fathers. For example, in a study in C57BL6 mice, paternal expe-
rience increased cell proliferation in the DG and SVZ (Mak
and Weiss, 2010). Specifically, mated males were injected with
BrdU and assigned to one of three paternal conditions: (1) male
remained with female during gestation until parturition (mini-
mal paternal experience), (2) male remained with female during
gestation until 2 days after parturition (48 h of paternal experi-
ence), or (3) male remained with female during gestation and
was housed alone for 2 days following parturition (minimal pater-
nal experience). Quantification of both BrdU- and Ki67-labeled
cells showed that cell proliferation was significantly increased in
males with 48 h of paternal experience compared to the other
two groups. Additionally, this study showed that cell proliferation
was increased in both the DG and SVZ in males with parental
experience for 8 days after parturition, but cell proliferation did
not differ between males with or without parental experience at
10 days following birth. Furthermore, males in the paternal expe-
rience group had more Dcx-labeled cells in the DG and SVZ
than the males without pup experience. Even 3 weeks after birth,
males with pups still showed more BrdU/NeuN double-labeled
cells in the DG and OB than males without pups, indicating
an enhanced neuronal differentiation of the newly proliferated

cells by paternal experience. Interestingly, fatherhood seems to
modulate adult neurogenesis differently in monogamous species
that are bi-parental. For example, in male California mice (P. cal-
ifornicus), the number of BrdU-labeled cells in both the DG and
SVZ was significantly reduced in males that interacted with pups
for 21 days compared to control males without pup interactions
(from birth until weaning), indicating reduced cell survival asso-
ciated with paternal experience (Glasper et al., 2011). However, no
group differences were found in the percentage of adult-generated
cells expressing a neuronal marker, indicating that neuronal fate
specification was not affected by paternal experience. In addition,
recent data in the socially monogamous prairie voles indicated that
fatherhood differentially affects cell proliferation and cell survival
(C. Lieberwirth, unpublished data). In particular, cell prolifera-
tion (as assessed by Ki67-labeling) in the AMY, DG, and VMH
did not differ between sexually naïve males and fathers. However,
fathers showed a significant reduction in cell survival (as assessed
by BrdU-labeling) in the AMY, DG, and VMH, but not the MOB,
compared to sexually naïve males.

To conclude, parental care plays a key component in the survival
of offspring and not surprisingly places considerable demands on
the parent. In particular, gestation, lactation, and infant care are
energetically costly to females and corticosterone levels are ele-
vated during gestation and the postpartum period (Bronson, 1989;
Atkinson and Waddell, 1995). Consequently, maternal investment
may represent a stressor inhibiting adult neurogenesis similar to
other stressors, such as exposure to an aggressive conspecific or
social isolation (Gould et al., 1997; Czeh et al., 2007; Lieberwirth
et al., 2012). As fathers in monogamous bi-parental mammals
display very similar parental behaviors as females except nursing
(Lonstein and De Vries, 1999), fatherhood likely also places con-
siderable demands on fathers. Indeed, evidence suggests that there
is a significant weight loss associated with paternal care in sev-
eral bi-parental mammals including tamarins, lemurs, and prairie
voles (Sanchez et al., 1999; Achenbach and Snowdon, 2002; Fietz
and Dausmann, 2003; Campbell et al., 2009). In addition, the find-
ing that singly living male prairie voles have a greater survival rate
in the field than paired males (Getz and McGuire, 1993) provides
additional evidence to support the notion that parenthood in bi-
parental mammals places considerable demands on fathers, and
thus paternal investment may be stressful and inhibit adult neu-
rogenesis. Parenthood seems to modulate adult neurogenesis in a
species-specific manner, as parenthood with potentially less invest-
ment (such as paternal care in a non-paternal species) facilitates
adult neurogenesis (Mak and Weiss, 2010).

INTERACTION WITH CONSPECIFIC YOUNG
In several species, the mere exposure to neonatal unrelated con-
specifics can elicit parental behavior (behavioral sensitization;
Rosenblatt, 1967), which does not qualitatively differ from that
seen in natural parents (with the exception of lactation; Lonstein
and De Vries, 2000). Not surprisingly, the exposure to neonatal
unrelated conspecifics may also affect adult neurogenesis.

In the socially monogamous male and female prairie voles, an
acute (20-min) pup exposure facilitated cell proliferation in the
DG, but not the AMY, indicated by a significant increase in the
number of BrdU-labeled cells in the DG, compared to males and
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females which were exposed to a novel object or handled controls
(Ruscio et al., 2008). In another study, female Sprague-Dawley rats
were injected with BrdU, either exposed to six 1-day-old unrelated
pups for 10 min or left alone (controls), and perfused 4 weeks later
(Akbari et al., 2007). Interactions with the unrelated pups did not
affect cell survival in the MOB and AOB. However, a significant
increase in cell survival, indicated by more BrdU-labeled cells, was
found in the nucleus accumbens core and bed nucleus of the stria
terminalis, but not the AMY, following pup interactions.

Interestingly, the interactions with a conspecific pup did not
affect murine adult neurogenesis when males were housed with
unrelated pups. In particular, following 2-day housing with an
unrelated pup no effect on cell proliferation in the DG or SVZ
was observed in male C57BL6 mice (Mak and Weiss, 2010). Sex-
ually experienced males without pup exposure did not differ in
the number of BrdU-labeled cells compared to males that were
exposed to an unrelated pup. Furthermore, the type of interaction
(physical versus chemosensory) did not play a role as males that
were allowed to freely interact with the unrelated pup did not dif-
fer from the males that were exposed to the unrelated pup behind
a mesh barrier.

EFFECT OF THE STRESSFUL SOCIAL ENVIRONMENT ON
ADULT NEUROGENESIS
Positive social interactions, especially interactions with deeply
rooted social bonds including sexual partners and close family
members, are important for an individual’s well-being. In contrast,
negative social interactions such as social isolation, confrontations,
disruption, and social defeat are inevitable psychosocial stressors
that induce a stress response, impair the function of multiple bio-
logical systems, and pose a risk to one’s mental and physiological
health (Steptoe, 1991; Curtis, 1995; Smith and Wang, 2011). Across
most of the animal kingdom, psychosocial stress resulting from
competition for space, shelter, food, water, or access to a potential
mate occurs regularly. Such psychosocial stress is associated with
deleterious consequences to behaviors and physiology. Here we
will focus on the effects of psychosocial and psychological stress-
induced by (1) lack/disruption of social bonds, (2) social defeat,
and (3) predator odor exposure on adult neurogenesis.

LACK OR DISRUPTION OF SOCIAL INTERACTION
The lack or disruption of social interactions are particularly dis-
tressing and can lead to various behavioral, physiological, as well
as neuronal changes (such as altering adult neurogenesis). Among
the first studies to investigate the effect of social isolation on adult
neurogenesis is a study in female prairie voles (Fowler et al., 2002).
Acute (48 h) social isolation significantly increased the number of
adult-generated cells in the SVZ, but did not affect cell prolifera-
tion in the other brain regions examined (i.e., AMY, DG, HYP, and
cingulate cortex), compared to control females (female–female
housed). In the same study, 21 days of chronic social isolation
seemed to decrease the number of adult-generated cells in the
AMY and HYP (without affecting the other brain regions), but
such changes did not reach statistical significance, indicating a
lack of effect on cell survival. The length of social isolation may
play an important role in influencing adult neurogenesis. Indeed, a
study in rats reported that sub-chronic (8 days) social isolation did

not affect hippocampal cell survival, whereas short-term chronic
(21 days) social isolation reduced cell survival in female, but not
male, Wistar rats (Westenbroek et al., 2004). Interestingly, in a dif-
ferent strain of rats, short-term chronic social isolation (15 days)
reduced cell survival in the hilus, but not the granular cell layer,
of the DG in male Sprague-Dawley rats (Spritzer et al., 2011). The
same study also reported that isolation treatment increased the
number of adult-generated hippocampal cells expressing a neu-
ronal phenotype (BrdU/NeuN double-labeled cells). The reason
for this increase in neuronal differentiation with simultaneous
decreases in cell survival is not known. Furthermore, long-term
chronic social isolation (42 days) significantly decreased cell pro-
liferation in the DG and MPOA, impaired cell survival in the AMY,
DG, and VMH, and reduced neuronal differentiation (as indicated
by BrdU/NeuN double-labeling) in the AMY and DG in female
prairie voles (Lieberwirth et al., 2012).

It is important to note that the social environment not only
directly affects cell birth/death in the adult brain but also modu-
lates the effect of other environmental factors on adult neurogen-
esis. For instance, short-term running increased hippocampal cell
proliferation in group-housed male rats (Stranahan et al., 2006)
and survival in group-housed male and female rats (Stranahan
et al., 2006; Leasure and Decker, 2009), but this effect disap-
peared in socially isolated rats. Furthermore, the effect of social
isolation does not seem to be restricted to separation from other
adults. Female rats showed a significant reduction in hippocam-
pal cell proliferation in response to repeated separation from their
offspring (6 h per day for 14 consecutive days; Sung et al., 2010).

SOCIAL DEFEAT
Social defeat (a paradigm in which an animal defends its home cage
against an unfamiliar same-sex intruder resulting in the defeat of
the intruder) is a powerful psychosocial stressor leading to dra-
matic changes in physiology (e.g., activation of the hypothalamic–
pituitary–adrenal axis; Keeney et al., 2006), neuroanatomy (e.g.,
reduction in dendritic branching and neuronal cell loss; McEwen,
2010), and behavior (e.g., deficits in social interaction and mating
behavior as well as an increase in anxiety; reviewed by Martinez
et al., 1998). Such an aversive social experience also affects adult
neurogenesis. For example, stressful interactions with dominant
and aggressive conspecifics significantly alter adult neurogenesis
in a variety of mammalian species. In male tree shrews (Tupaia
belangeri) and common marmoset monkeys (Callithrix jacchus),
the acute (1 h) social interaction with a dominant same-sex con-
specific significantly reduced cell proliferation in the DG of the
defeated individuals (Gould et al., 1997, 1998). Contrary to the
effect of acute social defeat in marmosets and tree shrews, the
acute social defeat exposure (single or three consecutive defeat
exposures) did not affect hippocampal cell proliferation in male
CFW mice (Yap et al., 2006). In rats, the 20-min exposure to a
dominant same-sex conspecific did not affect cell proliferation in
the DG, however, it significantly reduced both 1 and 4-week sur-
vival of hippocampal cells in the subordinate rats (Thomas et al.,
2007).

Similar to the effect of acute psychosocial stress, sub-chronic
social defeat also affected adult neurogenesis. For example, in
male Wistar rats, daily social defeat for 5 consecutive days reduced
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the number of adult-generated immature neurons in the DG
(van Bokhoven et al., 2011). Fewer BrdU-labeled cells were also
observed in the DG, but not in the AMY, following repeated daily
(7 consecutive days) social defeat stress in male C57BL mice (Mitra
et al., 2006). Further, in male CFW mice, 10 days of daily social
defeat significantly reduced hippocampal cell proliferation, and
interestingly, an inverse correlation between the number of adult-
generated cells and total number of received bites was observed
(Yap et al., 2006). In male Wistar rats, 18 days of daily social
defeat reduced not only cell proliferation but also cell survival in
the DG (Czeh et al., 2002). Neuronal differentiation (as assessed
by BrdU/NeuN double-labeling) was not affected by the social
defeat paradigm. Furthermore, long-term psychosocial stress has
also been shown to affect adult neurogenesis. In adult male tree
shrews, 28 or 35 consecutive days of psychosocial stress (consisting
of 1-h daily social defeat and mesh-housed with dominant-male)
significantly reduced hippocampal cell proliferation in male tree
shrews (Czeh et al., 2001; van der Hart et al., 2002). This reduc-
tion in hippocampal cell proliferation due to chronic psychosocial
stress was age-dependent, the oldest subgroup showed the great-
est vulnerability to stress (Simon et al., 2005). Long-term chronic
resident intruder stress (social defeat for 35 consecutive days) also
reduced cell proliferation in the prefrontal cortex (PFC), in addi-
tion to the DG, and impaired cell survival in the PFC and DG in
the adult rats (Czeh et al., 2007). No effect on cell proliferation
or survival was observed in the SVZ or primary motor cortex.
Finally, social interactions via a dominant–subordinate hierarchy
also altered adult neurogenesis. In a study in male Sprague-Dawley
rats, chronic exposure (14 days) to a dominance hierarchy affected
hippocampal neurogenesis differentially: it had no effect on hip-
pocampal cell proliferation and neuronal differentiation (assessed
by BrdU/NeuN and BrdU/TuJ1 double-labeling), but it facilitated
hippocampal cell survival in dominate males in comparison to
their subordinate counterparts and control males (no experience
of dominance hierarchy; Kozorovitskiy and Gould, 2004).

PREDATOR ODOR
In addition to stressful encounters with conspecifics, interac-
tions with non-conspecifics, especially if the non-conspecific
poses a threat (e.g., being a predator), can also potentially lead
to psychosocial stress, altering adult neurogenesis. For example,
trimethyl thiazoline (TMT), a major component of fox feces, rep-
resents a natural predator odor to rodents such as rats and mice
(Wallace and Rosen, 2000; Staples, 2010). Although a brief (20-
min) exposure to TMT did not significantly alter hippocampal
cell proliferation (Thomas et al., 2006), 1-h exposure to TMT sig-
nificantly reduced cell proliferation in the DG of male (Tanapat
et al., 2001; Falconer and Galea, 2003), but not female (Falconer
and Galea, 2003), rats, in comparison to exposure to saline or neu-
tral non-threatening odors (such as mint or orange). In addition,
hippocampal cell survival 1 week after the predator odor expo-
sure was significantly reduced, compared to the saline controls;
however, this group difference disappeared 3 weeks later (Tana-
pat et al., 2001). Neuronal differentiation (assessed by BrdU/TuJ1,
BrdU/NeuN, or BrdU/NSE double-labeling) was not affected by
1-h predator odor exposure (Tanapat et al., 2001; Falconer and
Galea, 2003). These data indicate that exposure to predator odor

may induce stress responses, impairing hippocampal neurogenesis
in a sex-specific manner.

HORMONAL REGULATION OF SOCIAL INTERACTIONS ON
ADULT NEUROGENESIS
A variety of hormones, neurotransmitters, and signaling mole-
cules have been implicated in the regulation of adult neurogenesis
(for review see Grote and Hannan, 2007; Fowler et al., 2008;
Pawluski et al., 2009). Social interactions, as reviewed above, have
been shown to modulate the levels of peripherally and centrally
released hormones. For example, mating behaviors are associ-
ated with alterations in peripherally released gonadal steroid
hormones including testosterone and estrogen (Valenstein and
Young, 1955; Carter et al., 1989; Ganong, 1997; Fowler et al.,
2003; Becker et al., 2005); the gestation and maternal postpar-
tum period are associated with changes in luteinizing hormone,
prolactin, and estrogen (Garland et al., 1987; Pawluski et al., 2009);
and aversive social interactions (i.e., interactions causing psy-
chosocial stress) are associated with an increased activity of the
hypothalamic–pituitary–adrenal axis leading to a greater release
of corticotrophin-releasing hormone, adrenocorticotropic hor-
mone, and glucocorticoids (reviewed in Tsigos and Chrousos,
2002; Lightman, 2008). As these peripheral released hormones
can easily cross the blood brain barrier and/or can be released in
the brain and become centrally acting factors, it is important to
note that the DG, a traditional neurogenic brain region, as well as
other non-traditional neurogenic brain regions, such as the AMY
and MPOA, have been documented to contain hormonal recep-
tors, e.g., adrenal receptors and estrogen receptors (McEwen, 1994;
Weiland et al., 1997; Tabori et al., 2005). Therefore, social interac-
tions may induce distinct patterns of hormonal release, and these
hormones can act centrally on their receptors to modulate region-
specific adult neurogenesis (e.g., Mazzucco et al., 2006). Here, we
will summarize the literature focusing on several hormones with
distinguished roles in social interactions to illustrate the hormonal
involvement in adult neurogenesis.

Levels of gonadal steroid hormones (such as estrogens and
testosterone) change depending on reproductive states as well
as during sociosexual interactions. For example, ovarian estro-
gens in female rats fluctuated across the estrous cycle (Shaikh,
1971; Pawluski et al., 2009) and the level of ovarian estrogens
was associated with female’s mating behavior (Powers, 1970). It
has been reported that hippocampal cell proliferation in female
rats was higher during proestrus (high level of estrogen) than
during estrus or diestrus (low level of estrogen) in an ovarian
cycle, indicating a positive correlation between circulating levels
of estrogen and cell proliferation in the female rat hippocampus
(Tanapat et al., 1999). Furthermore, ovariectomy reduced, whereas
estrogen replacement in ovariectomized female rats increased,
hippocampal cell proliferation in a dose- and time-dependent
manner, suggesting that estrogen facilitates hippocampal cell pro-
liferation (Tanapat et al., 1999, 2005; Ormerod et al., 2003; Barha
et al., 2009). Repeated estrogen administration (pulsatile expo-
sure) in ovariectomized female, but not gonadectomized male,
rats also increased hippocampal cell proliferation, but reduced
hippocampal cell survival (Barker and Galea, 2008). By using
pharmacological activation of estrogen receptors, a study revealed
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that the estrogen-facilitated increase in hippocampal cell prolif-
eration was likely modulated by an estrogen receptor-mediated
mechanism (Mazzucco et al., 2006). Additional evidence for the
involvement of the estrogen receptor comes from a study showing
that pharmacological blocking of estrogen receptor alpha or beta
prevented the estrogen-facilitated hippocampal cell proliferation
(Nagy et al., 2005). Furthermore, research has evaluated the effect
of androgens on hippocampal adult neurogenesis. In particular,
castration in male rats significantly decreased hippocampal cell
survival, whereas testosterone replacement in castrated male rats
prevented this reduction (Spritzer and Galea, 2007). These data
suggest that androgens also have effects on hippocampal adult neu-
rogenesis; however, it is not clear if these effects in rats are the result
of direct androgenic action or if androgens affect neurogenesis via
an aromatase-mediated pathway.

The notion that gonadal steroid hormones, both estrogens and
androgens, modulate adult neurogenesis is also supported by data
from studies in voles. It should be noted that female voles are
induced ovulators and the exposure to a male or its chemosensory
cues is necessary to induce behavioral estrus which is associated
with a dramatic rise in estrogen (Cohen-Parsons and Carter, 1987).
Indeed, 48 h of cohabitation with a male were sufficient to induce
behavioral estrus and resulted in a significant increase in SVZ
cell proliferation in female prairie voles compared to females that
either cohabited with a sibling or a novel female (Smith et al.,
2001). This effect was mediated by estrogen as ovariectomy elim-
inated, whereas estrogen replacement in ovariectomized females
restored, the effect of male exposure on cell proliferation in the
SVZ of female prairie voles. Further, reproductively active male
meadow voles showed enhanced hippocampal cell survival com-
pared to reproductively inactive males (Ormerod and Galea,2003).
Estrogen treatment also enhanced cell proliferation in the AMY of
ovariectomized female meadow voles; in particular, this increase
was observed in subnuclei of the AMY with a high density of
estrogen receptors, namely the cortical and medial AMY (Fowler
et al., 2005). Further, testosterone administration increased hip-
pocampal cell survival in castrated male meadow voles compared
to vehicle treatment (Ormerod et al., 2004). In castrated male
meadow voles, the treatment with estrogen and testosterone, but
not dihydrotestosterone, significantly increased cell proliferation
in the cortical and medial nuclei of the AMY (Fowler et al., 2003).
It is important to note, that aromatase can aromatize testos-
terone allowing it to activate estrogen receptors, while DHT is a
non-aromatizable androgen. Therefore, these data suggest that an
estrogen receptor-mediated mechanism may modulate the effects
of gonadal steroid hormones on adult neurogenesis.

In addition to the effects of gonadal steroids, glucocorti-
coids have inhibitory/suppressive effects on cell proliferation (see
reviews by Mirescu and Gould, 2006; Pawluski et al., 2009). For
example, cell proliferation varies according to the natural changes
in glucocorticoid levels across the lifespan. In particular, hip-
pocampal cell proliferation is high during the early postnatal
period (when glucocorticoid levels are low; Gould et al., 1991) and
diminishes with age (when glucocorticoid levels become elevated;
Cameron and McKay, 1999). The inhibitory effects of glucocor-
ticoids on cell proliferation are further demonstrated by studies
showing that glucocorticoid administration during the postnatal

period or in adulthood inhibited, while the experimental removal
of glucocorticoids (e.g., via adrenalectomy) increased, cell prolifer-
ation in adult as well as senescent rats (Gould et al., 1992; Cameron
and Gould, 1994; Cameron and McKay, 1999). In addition to the
aging-induced increase in glucocorticoids, stressful stimuli also
induced an increase in glucocorticoid levels, which in turn sup-
pressed hippocampal cell proliferation and survival (Tanapat et al.,
2001). Using both agonists and antagonists, research also showed
that glucocorticoids have inhibitory effects on adult neurogenesis
via both mineralocorticoid and glucocorticoid receptors (Wong
and Herbert, 2005).

Similar to gonadal steroid hormones, hormones such as
luteinizing hormone, prolactin, and oxytocin that are involved in
the regulation of reproduction (i.e., pregnancy, parturition, and
lactation) also seem to affect cell proliferation. Exposure to an
unfamiliar male significantly changed the pulsatile release pat-
tern of luteinizing hormone in female sheep and upregulated
hippocampal cell proliferation (Hawken et al., 2009). In female
mice, exposure to male pheromones or the administration of
luteinizing hormone upregulated hippocampal cell proliferation,
whereas such an increase in hippocampal cell proliferation was
not observed in luteinizing hormone receptor knockout mice
(Mak et al., 2007). Further, prolactin levels are increased in preg-
nant as well as pseudopregnant mice that show an increase in
cell proliferation in the SVZ (Shingo et al., 2003). Experimen-
tal prolactin administration in female mice or exposure to male
pheromones resulted in the upregulation of cell proliferation in the
SVZ; whereas such an effect was absent in female mice whose pro-
lactin receptors were knocked out (Mak et al., 2007). In addition,
peripheral as well as central oxytocin administration upregulates
cell proliferation in the ventral, but not dorsal, hippocampus in
male Sprague-Dawley rats (Leuner et al., 2012). Chronic periph-
eral oxytocin administration also increased cell survival in the
ventral hippocampus without affecting neuronal differentiation.

ADULT NEUROGENESIS IN HUMANS
Similar to other mammalian species, neurogenesis has also been
reported in the adult human brain. In an early study, BrdU injec-
tions with immunohistochemical detection of BrdU-labeling, a
common method used in rodent research, was utilized to study
adult neurogenesis in humans (Eriksson et al., 1998). BrdU was
injected in terminally ill cancer patients. Adult-generated cells were
found in the DG and SVZ and some of these BrdU-labeled cells
also co-labeled with a mature neuronal marker such as calbindin,
NeuN, and neuron-specific enolase (NSE). Such co-labeling indi-
cates that a proportion of these adult-generated cells expressed
a neuronal phenotype. This seminal study firmly demonstrated,
for the first time, that continuing neurogenesis exists in the adult
human brain. However, it should be noted that as ethical concerns
were raised regarding routine BrdU administration in humans
(Cooper-Kuhn and Kuhn, 2002), subsequent studies primarily
used endogenous cell proliferation markers to examine human
adult neurogenesis. These markers include Ki67, PCNA, MCM-
2, and phosphorylated histone H3 (for review see Sierra et al.,
2011). These studies further confirmed the finding that even the
healthy human brain exhibits adult neurogenesis. For example, a
portion of Dcx-labeled cells in the adult human DG, particularly in
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the subgranular zone, also expressed proliferation markers, such
as Ki67, PCNA, MCM-2, or a mature neuronal marker, NeuN,
suggesting the presence of adult-generated neurons (Knoth et al.,
2010). In addition, neuroblast-like cells were found in the human
SVZ (Weickert et al., 2000) and rostral migratory stream (Curtis
et al., 2007). Interestingly, these neuroblasts exhibited a migratory
morphology (Curtis et al., 2007; Kam et al., 2009) and co-expressed
Dcx (Wang et al., 2011), providing further evidence for adult neu-
rogenesis in the human brain. Finally, newly generated neurons
were also found in the MOB of adult human brains, wherein Ki67-,
PCNA-, and PSA-NCAM-labeled cells indicated the occurrence
of cell proliferation. Further, Dcx-labeling and TuJ1/calretinin or
TuJ1/parvalbumin co-labeling indicated that a portion of adult-
generated cells adopted a neuronal phenotype (Bedard and Parent,
2004). Recently, new methods such as 14C retrospective labeling
(Spalding et al., 2005), magnetic resonance imaging (MRI; Bulte
and Modo, 2011), and cerebral blood volume measurements (CBV;
Pereira et al., 2007) have also been applied to study adult neuro-
genesis in the human brain. However, these techniques are not yet
commonly used (reviewed by Sierra et al., 2011).

Estimating the magnitude of hippocampal neurogenesis in the
adult human brain suggests that new neurons may play a potential
role in human behavior (Snyder and Cameron, 2011). Adult-
generated neurons are vulnerable and sensitive to a variety of
endogenous and exogenous factors and it has been suggested that
disrupting the maturation and integration of these new neurons
may contribute to deficits in cognitive and behavioral functions
(Danzer, 2008). As experimentally manipulating the social envi-
ronment to examine its effects on adult neurogenesis in the human
brain is impossible, the majority of studies examining alterations
of adult neurogenesis in humans have focused on comparisons
between healthy people and those with neurodegenerative dis-
eases (Sierra et al., 2011). Following severe, acute pathological
stimuli including stroke, seizure, or trauma, adult neurogenesis
was generally increased, further illustrating the potential of the
adult human brain to generate new cells (see review by Win-
ner et al., 2011; Zheng et al., 2011). Alterations in human adult
neurogenesis have also been reported in patients with various
neurodegenerative diseases including Alzheimer’s, Huntington’s,
and Parkinson’s disease (see review by Sierra et al., 2011; Win-
ner et al., 2011). The chronic and progressive loss of neurons
and glial cells in the brain is a common characteristic of these
neurodegenerative diseases, indicating that cell birth and sur-
vival in the adult human brain can be modulated by pathological
factors. Furthermore, patients with neurodegenerative diseases
usually have deficits in cognitive and behavioral functions, sug-
gesting a potential functional role of adult-generated neurons in
the human brain. In addition, a recent study showed a signif-
icant positive correlation between the regenerative capacity of
human hippocampal tissue in vitro and memory (Coras et al.,
2010). It needs to be pointed out that although in recent years,
adult neurogenesis has become one of the hottest topics in neuro-
science research, only a small portion (about 8%) of published
studies deal with human data (Sierra et al., 2011). Therefore,
more efforts are needed to study adult neurogenesis in humans
as it may offer a greater potential for the development of neu-
ron replacement therapies for treatments of neurodegenerative
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diseases. In addition, as animal research has suggested the involve-
ment of social interactions to affect adult neurogenesis, such
studies should also be considered in examining adult neurogenesis
in humans.

CONCLUSION
Social interactions affect one’s psychological, physiological, and
behavioral functions. As reviewed above, social interactions also
modulate adult neurogenesis and this modulation varies depend-
ing on the type of social stimulus (positive versus aversive), brain
region, stage of adult neurogenesis (e.g., proliferation, survival,
and differentiation), and species. While some conflicting data exist
(see Table 2), it seems that acute and chronic sociosexual interac-
tions, as positive stimuli, facilitate cell proliferation and survival
across distinct brain regions; whereas aversive social interactions
leading to psychosocial stress impair adult neurogenesis. Interest-
ingly, the effect of parenthood may depend on the level of parental
investment. In particular, both motherhood and fatherhood in
bi-parental species are characterized by high parental investment,
which may ultimately cause the suppression in adult neurogen-
esis. In contrast, in species with low paternal investment (e.g.,
non-paternal species), fatherhood seems to facilitate adult neuro-
genesis. Hormonal changes have also been associated with social
interactions and these may underlie the differential effects of social
stimuli on adult neurogenesis. Unfortunately, there are only a lim-
ited amount of studies documenting that social interactions alter
adult neurogenesis.

Furthermore, very few studies have examined the functional
significance of adult-generated neurons in mediating physiological
and behavioral functions that change following social interac-
tions. On the contrary, several studies using various strategies have
been used to link adult neurogenesis to learning and memory.
One strategy involves the assessment of a correlative relationship
between the number of adult-generated neurons in the hippocam-
pus or olfactory system and the effect on hippocampal or olfactory
function, respectively. For example, environmental enrichment
and exercise lead to enhanced hippocampal adult neurogene-
sis which is correlated positively with performance on a spatial
task (Kempermann et al., 1997; van Praag et al., 2005); whereas
a reduction in adult neurogenesis is correlated with learning
impairments (Lemaire et al., 2000; Drapeau et al., 2003). Sim-
ilarly, an increase in the number of olfactory bulb neurons is

associated with enhanced odor memory (Rochefort et al., 2002).
Future studies should evaluate whether alterations (enhancement
or reduction) of adult neurogenesis in response to social inter-
actions modulates subsequent social behaviors. Another strategy
to examine the functional significance of adult neurogenesis uses
immunodouble-labeling for BrdU (labeling adult-generated cells)
with an immediate early gene product, such as cFos or zif268
(labeling activated neurons). The co-label indicates that adult-
generated neurons participate in a functional network. Using this
method, activation of adult-generated neurons has been repeat-
edly shown in the hippocampus in response to spatial learn-
ing and memory tasks (Kee et al., 2007; Tashiro et al., 2007).
In addition, Huang and Bittman (2002) showed the activation
of adult-generated olfactory neurons in male golden hamsters
exposed to estrous females. However, future studies are needed
to systematically evaluate whether adult-generated cells can be
activated in response to a variety of social interactions (such as
mating and parental behavior). Lastly, the direct manipulation
(i.e., suppression of adult neurogenesis) can be used to examine
the functional significance of adult-generated cells. Pharmacologi-
cally suppressing adult neurogenesis, using antimitotic agents such
as methylazoxymethanol (MAM) or DNA-alkylating agent temo-
zolomide (TMZ), has shown that adult-generated hippocampal
neurons may play a role in hippocampal learning and memory
(Shors et al., 2001; Bruel-Jungerman et al., 2005; Garthe et al.,
2009). Furthermore, suppression of olfactory bulb adult neuro-
genesis using cytosine arabinoside (AraC) prevents the display
of preference for a dominant versus a subordinate male in female
mice (Mak et al., 2007). Similarly, focal irradiation and viral-based
ablation of adult neurogenesis in the hippocampus caused deficits
in spatial tasks (Clelland et al., 2009; Jessberger et al., 2009). How-
ever, such techniques have not yet been used to examine the effects
of adult neurogenesis ablation on social behaviors. Needless to
say, additional studies are required to systematically investigate
the potential involvement of adult-generated neurons in response
to social interactions and in mediating subsequent physiological
and behavioral functions.
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The interactive-alignment account of dialogue proposes that interlocutors achieve
conversational success by aligning their understanding of the situation under discussion.
Such alignment occurs because they prime each other at different levels of representation
(e.g., phonology, syntax, semantics), and this is possible because these representations
are shared across production and comprehension. In this paper, we briefly review
the behavioral evidence, and then consider how findings from cognitive neuroscience
might lend support to this account, on the assumption that alignment of neural
activity corresponds to alignment of mental states. We first review work supporting
representational parity between production and comprehension, and suggest that neural
activity associated with phonological, lexical, and syntactic aspects of production and
comprehension are closely related. We next consider evidence for the neural bases of the
activation and use of situation models during production and comprehension, and how
these demonstrate the activation of non-linguistic conceptual representations associated
with language use. We then review evidence for alignment of neural mechanisms that
are specific to the act of communication. Finally, we suggest some avenues of further
research that need to be explored to test crucial predictions of the interactive alignment
account.

Keywords: fMRI, language comprehension, language production, spoken communication, dialogue

INTRODUCTION
Conversation involves an extremely complicated set of processes
in which participants have to interweave their activities with pre-
cise timing, and yet it is a skill that all speakers seem very good
at (Garrod and Pickering, 2004). One argument for why conver-
sation is so easy is that interlocutors tend to become aligned at
different levels of linguistic representation and therefore find it
easier to perform this joint activity than the individual activities
of speaking or listening (Garrod and Pickering, 2009). Pickering
and Garrod (2004) explain the process of alignment in terms of
their interactive-alignment account. According to this account,
conversation is successful to the extent that participants come to
understand the relevant aspects of what they are talking about in
the same way. More specifically, they construct mental models of
the situation under discussion (i.e., situation models; Zwaan and
Radvansky, 1998), and successful conversation occurs when these
models become aligned. Interlocutors usually do not align delib-
erately. Rather, alignment is largely the result of the tendency for
interlocutors to repeat each other’s linguistic choices at many dif-
ferent levels, such as words and grammar (Garrod and Anderson,
1987; Brennan and Clark, 1996; Branigan et al., 2000). Such align-
ment is, therefore, a form of imitation. Essentially, interlocutors
prime each other to speak about things in the same way, and peo-
ple who speak about things in the same way tend to think about
them in the same way as well.

At the level of situation models, interlocutors align on spatial
reference frames: if one speaker refers to objects egocentrically
(e.g., “on the left” to mean on the speaker’s left), then the other
speaker tends to use an egocentric perspective as well (Watson
et al., 2004). More generally, they align on a characterization of
the representational domain, for instance using coordinate sys-
tems (e.g., A4, D3) or figural descriptions (e.g., T-shape, right
indicator) to refer to positions in a maze (Garrod and Anderson,
1987; Garrod and Doherty, 1994). They also repeat each other’s
referring expressions, even when they are unnecessarily specific
(Brennan and Clark, 1996). Imitation also occurs for grammar,
with speakers repeating the syntactic structure used by their inter-
locutors for cards describing events (Branigan et al., 2000; e.g.,
“the diver giving the cake to the cricketer”) or objects (Cleland
and Pickering, 2003; e.g., “the sheep that is red”), and repeating
syntax or closed-class lexical items in question-answering (Levelt
and Kelter, 1982). Bilinguals even repeat syntax between lan-
guages, for example when one interlocutor speaks English and the
other speaks Spanish (Hartsuiker et al., 2004). Finally, there is evi-
dence for alignment of phonetics (Pardo, 2006), and of accent and
speech rate (Giles et al., 1991).

An important property of interactive alignment is that it is
automatic in the sense that speakers are not aware of the process
and that it does not appear effortful. Such automatic imita-
tion or mimicry occurs in social situations more generally. Thus,
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Dijksterhuis and Bargh (2001) argued that many social behaviors
are automatically triggered by perception of the actions of other
people, in a way that often leads to imitation (e.g., Chartrand and
Bargh, 1999). We propose that the automatic alignment chan-
nels linking different levels of linguistic representation operate in
essentially the same fashion (see Figure 1). In other words, con-
versationalists do not need to decide to interpret each different
level of linguistic representation for alignment to occur at all these
channels (Pickering and Garrod, 2006). This is because the align-
ment channels reflect priming rather than deliberative processing.
In addition there are aspects of automatic non-linguistic imita-
tion that can facilitate alignment at linguistic levels (Garrod and
Pickering, 2009). For example, when speakers and listeners align
their gaze to look at the same thing this can facilitate alignment
of interpretation (Richardson and Dale, 2005; Richardson et al.,
2007). The reverse also appears to hold, with linguistic align-
ment enhancing romantic attraction, which presumably involves
non-linguistic alignment (Ireland et al., 2011).

The interactive alignment account makes two basic assump-
tions about language processing in dialogue. First, there is parity
of representations used in speaking and listening. The same repre-
sentations are used during production (when speaking) and com-
prehension (when listening to another person). This explains why
linguistic repetition occurred in experiments such as Branigan
et al. (2000), who had participants take turns to describe and
match picture cards, and found that they tended to use the form of
utterance just used by their partner. For example, they tended to
use a “prepositional object” form such as the pirate giving the book
to the swimmer following another prepositional object sentence

but a “double object” form such as the pirate giving the swimmer
the book following another double object sentence (though both
sentences have essentially the same meaning). In such cases, the
same grammatical representation is activated during speaking
and listening. For a different form of evidence for syntactic parity,
see Kempen et al. (2011).

Second, the processes of alignment at different levels (e.g.,
words, structure, meaning) interact in such a way that increased
alignment at one level leads to increased alignment at other lev-
els (i.e., alignment percolates between levels). In this review,
we examine the neural evidence for these two assumptions. For
example, alignment of syntactic structure is enhanced by repe-
tition of words, with participants being even more likely to say
The cowboy handing the banana to the burglar after hearing The
chef handing the jug to the swimmer than after The chef giving
the jug to the swimmer (Branigan et al., 2000). Thus, alignment
at one level (in this case, lexical alignment) enhances alignment
at another level (in this case, grammatical alignment). Similarly,
people are more likely to use an unusual form such as the sheep
that’s red (rather than the red sheep) after they have just heard the
goat that’s red than after they heard the door that’s red (Cleland
and Pickering, 2003). This is because alignment at the seman-
tic level (in this case, with respect to animals) increases syntactic
alignment. Furthermore, alignment of words leads to alignment
of situation models—people who describe things the same way
tend to think about them in the same way too (Markman and
Makin, 1998). This means that alignment of low-level structure
can eventually affect alignment at the crucial level of speakers’
situation models, the hallmark of successful communication.

situation model situation model

semantic 
representation

semantic 
representation

syntactic 
representation

syntactic 
representation

lexical 
representation

lexical 
representation

phonological  
representation

phonological 
representation

phonetic 
representation

phonetic 
representation

message message

speaker A speaker B

FIGURE 1 | The interactive-alignment model (based on Pickering and Garrod, 2004). Speakers A and B represent two interlocutors in a dialogue in this
schematic representation of the stages of comprehension and production according to the model. The dashed lines represent alignment channels.
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In this review, we appraise the neural evidence for the interac-
tive alignment model. We focus on three central points. The first
is that parity of representations exists between speaking and lis-
tening. This is a necessary, though not sufficient, condition for
interactive alignment between interlocutors to be possible. The
second is that alignment at one level of representation affects
alignment at another. We review what evidence is available, and
suggest concrete avenues for further research. The third is that
alignment of representations should be related to mutual under-
standing. Further, we briefly explore how alignment between
interlocutors may also play a role in controlling non-linguistic
aspects of a conversation.

NEURAL EVIDENCE
EVIDENCE FOR PARITY
If interactive alignment of different linguistic representations
between speakers and listeners is to be possible, then these rep-
resentations need to be coded in the same form irrespective of
whether a person is speaking or listening. There needs to be
parity of representations between language comprehension and
production. If this parity exists, then presumably, the neuronal
infrastructure underlying the processing of language at different
levels of representation should be the same during speaking and
listening. This is a prerequisite for neural alignment during con-
versation, in which both interlocutors speak and listen. Neural
parity underlies Hasson et al.’s (2012) brain-to-brain coupling
principle, in which parity emerges from the process by which the
perceiver’s perceptual system codes for an actor’s behavior.

Below, we review the evidence for parity of neural represen-
tations in speaking and listening across different linguistic levels.
We focus mainly on studies that have either directly compared the
two modalities, or manipulated one while observing the other.
The number of relevant studies is limited because neuroimaging
evidence on language production is much scarcer than on lan-
guage comprehension. Many of the studies, in particular those
concerned with higher-level processes, investigate whether differ-
ent modalities engage the same brain regions. This comparison
yields less-than-perfect evidence for parity, because it is possible
that the same brain region might code different representations,
but it does provide suggestive evidence.

Perception and production of speech sounds
Much of the debate on the neuronal overlap between action and
perception in language has focused on the role of the motor
system. In their motor theory of speech perception, Liberman
and Mattingly (1985) proposed that perceiving speech is to
perceive the articulatory gestures one would make to produce
the same speech. Thanks largely to the discovery of mirror
neurons (Rizzolatti and Arbib, 1998), this theory has received
renewed interest (Galantucci et al., 2006). It receives support
from TMS studies that have shown that listening to speech affects
the excitability of brain regions controlling articulatory muscles
(Watkins et al., 2003; Pulvermüller et al., 2006; Watkins and Paus,
2006). fMRI has provided converging evidence for enhanced
motor cortex activity when listening to speech compared to rest
(Wilson et al., 2004).

These studies show motor cortex involvement in perceiving
speech, but they do not make clear the exact role of the motor cor-
tex. According to motor theory, the primary motor cortex activity
should be specific to the sounds perceived. According to a pro-
posal by Scott et al. (2009), motor cortex involvement in speech
perception could instead reflect a process general to the act of per-
ceiving speech. In this proposal, the motor involvement reflects
a readiness on the part of the listener to take part in the con-
versation and hence commence speaking. However, TMS studies
suggest that the motor cortex activity during speech perception
is in fact specific to the sounds being articulated, as motor the-
ory would predict: the excitability of articulators through TMS
to the primary motor cortex is stronger when perceiving sounds
that require those articulators than when perceiving sounds that
require different articulators (Fadiga et al., 2002; D’Ausilio et al.,
2009). These claims are further supported by recent behavioral
evidence that the interference from distractor words on articula-
tion is greater when the distractors contain sounds incompatible
with the articulation target (Yuen et al., 2010).

In addition, primary motor cortex response to videos of words
being uttered depends on the articulatory complexity of these
words (Tremblay and Small, 2011). This suggests that the motor
involvement when listening to speech is related to the effort
required to produce the same speech, again suggesting that motor
cortex involvement in speech perception is specific to the con-
tent of the perceived speech. A different measure of articulatory
effort, sentence length, fails to support this observation: when
listening to sentences, primary motor cortex response does not
appear to depend on the length of sentences being heard (Menenti
et al., 2011; also see below). Hence, it is possible that the effect
of articulatory effort on motor involvement in speech perception
is specific to observing videos, or that it is somehow observ-
able when listening to single words but not when listening to
sentences. In this context, it is worth noting that many of the
studies showing motor involvement in perception use highly
artificial paradigms (e.g., presenting phonemes in isolation or
degrading the stimulus), and often compare speech to radically
different, often less complex, acoustic stimuli, so it is possible
that motor effects in natural speech perception could be less pro-
nounced (McGettigan et al., 2010). The null finding in a study
studying motor involvement in more naturalistic speech per-
ception (Menenti et al., 2011) could be an indication in this
direction.

Now that there is clear evidence for some motor involve-
ment in speech perception, the debate has shifted to whether
this involvement is a necessary component of perceiving speech.
Researchers from the mirror neuron tradition argue for a causal
role of the motor cortex involvement in speech perception
described above, much along the lines of motor theory of speech
perception (Pulvermüller and Fadiga, 2010). But an alternative
view proposes that motor activation can occur, but that it is not
necessary. The involvement has been characterized as modulatory
(Hickok, 2009; Lotto et al., 2009; but see Wilson, 2009) or as being
specific to certain situations and materials (Toni et al., 2008).
In any case, evidence showing a link between specific properties
of speech sounds being perceived and the articulators needed to
produce them suggest that there is a link between representations.
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In summary, there is considerable evidence for neural parity
at the level of speech sounds. In contrast, the evidence for neu-
ral parity at higher linguistic levels is much scarcer. In particular,
the technical difficulties associated with investigating speaking
in fMRI increase as the stimuli become longer (e.g., words, sen-
tences, narratives). Furthermore, psycholinguistics (unlike work
on the articulation and perception of speech) has generally
assumed that comprehension and production of language have
little to do with each other. We now review what is available on
lexical and syntactic processing in turn.

Parity of lexical processing
For processing of words, two similar studies contrasted process-
ing of intransitive (e.g., jump) and transitive (e.g., hit) verbs in
either speech production (Den Ouden et al., 2009) or comprehen-
sion (Thompson et al., 2007). In the production study, the verbs
were elicited using pictures or videos, and in comprehension the
subjects read the verbs. The two studies produced very differ-
ent results for the two modalities: in the comprehension study
(Thompson et al., 2007), only one cluster in the left inferior pari-
etal lobe showed a significant difference between the two kinds of
verb. Despite the fact that a much larger distributed network of
areas showed the effect in production (Den Ouden et al., 2009),
that one cluster was not part of the production network.

However, studies that directly compare production with com-
prehension or manipulate the one while investigating the other
do find that words share neural processes between the two modal-
ities. In an intra-operative mapping study, Ilmberger et al. (2001)
directly stimulated the cortex during comprehension and produc-
tion of words. The two tasks used had previously been shown
to share a lot of variance, which was taken to indicate that they
tapped into similar processes. Twelve out of 14 patients had sites
where stimulation affected both naming and comprehension per-
formance. Many of these sites were in left inferior frontal gyrus.
This region contains Brodmann area (BA) 44, which has been
shown to be involved both in lexical selection in speaking and
in lexical decision in listening (Heim et al., 2007, 2009). Menenti
et al. (2011) reported an fMRI adaptation study that compared
semantic, lexical, and syntactic processes in speaking and listen-
ing. They found that repetition of lexical content across heard or
spoken sentences induced suppression effects in the same set of
areas (left anterior and posterior middle temporal gyrus and left
inferior frontal gyrus) in both speaking and listening, although
the precuneus additionally showed an adaptation effect in speak-
ing but not listening. On the whole, then, there seems to be some
evidence that the linguistic processing of words is accomplished
by similar brain regions in speaking and listening.

Parity of syntax
There is somewhat clearer evidence for neural parity of syntax.
Such work builds on theoretical and behavioral studies that sup-
port parity of syntactic representations (Branigan et al., 2000).
Heim reviewed fMRI data on processing syntactic gender and
concluded that speaking and listening rely on the same network
of brain areas, in particular BA 44 (Heim, 2008). In addition,
Menenti et al.’s (2011) fMRI adaptation study showed that rep-
etition of syntactic structure (as found in active and passive tran-
sitive sentences) induced suppression effects in the same brain

regions (BA 44 and BA 21) for speaking and listening. However,
in a PET study on comprehension and production of syntac-
tic structure, Indefrey and colleagues found effects of syntactic
complexity in speech production (in BA 44), but not compre-
hension (Indefrey et al., 2004). They interpreted their data in
terms of theoretical accounts in which listeners need not always
fully encode syntactic structure but can instead rely on other
cues to understand what is being said (Ferreira et al., 2002), but
where speakers always construct complete syntactic representa-
tions. However, it is also possible that this lack of parity is due
to task requirements rather than indicating general differences
between production and comprehension.

Importantly, as mentioned above, studies showing that the
same brain regions are involved in two modalities do not prove
that the same representations or even the same processes are
being recruited. Conceivably, different neuronal populations in
the same general brain regions could process syntax in speak-
ing and listening respectively. To address this issue, Segaert et al.
(2011) used the same paradigm as Menenti et al. (2011), but this
time intermixing comprehension and production trials within
the same experiment. Participants therefore produced or heard
transitive sentences in interspersed order and the syntactic struc-
ture of these sentences could be either novel or repeated across
sentences. This produced cross-modal adaptation effects and no
interaction between the size of the effect and whether priming
was intra- or inter-modal. This strongly supports the idea that
the same neuronal populations are being recruited for the pro-
duction and comprehension of syntax in speaking and listening,
and hence that the neural representations involved in the two
modalities are alike.

So far we have reviewed evidence for parity of different types of
linguistic representations in speaking and listening, but in intra-
individual settings. While such parity is a necessary condition for
alignment, it is not a sufficient one: a central tenet of interactive
alignment is that representations become more aligned over the
course of dialogue. Testing this tenet requires studies in which
actual between-participant communication takes place, and in
which different levels of representation can be segregated in terms
of their neural signature. These studies, unfortunately, still need
to be done.

PERCOLATION
The interactive alignment account further predicts that alignment
at one level of representation leads to alignment at other levels
of representation as well. To test this prediction, it is necessary
to conduct studies in communicative settings that somehow tar-
get at least two levels of representation. In the introduction, we
have noted behavioral evidence from structural priming (Cleland
and Pickering, 2003). In another behavioral study, Adank et al.
(2010) showed that alignment of speech sounds can improve
comprehension. Participants were tested on their comprehension
of sentences in an unfamiliar accent presented in noise. They then
underwent one of several types of training: no training; just lis-
tening to the sentences; transcribing the sentences; repeating the
sentences in their own accent; repeating the sentences while imi-
tating the accent; and doing so in noise so that they could not hear
themselves speak. They were then tested on comprehension for
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a different set of similar sentences. Only the two imitation con-
ditions improved comprehension performance in the post-test.
This suggests that allowing a listener to align with the speaker
at the sound-based level that is required to produce the output
improves comprehension.

In a study investigating gestural communication, Schippers
and colleagues scanned pairs of players in a game of charades
(Schippers et al., 2010). They first scanned the gesturer and video-
taped his or her gestures, and then they scanned the guesser
while he or she was watching the videotape. Using Granger
Causality Mapping, they looked for brain regions whose activ-
ity in the gesturer predicted that in the guesser. First, they found
Granger-causation between the “putative mirror neuron system
(pMNS)”—defined as dorsal and ventral premotor, somatosen-
sory cortex, anterior inferior parietal lobule, and midtemporal
gyrus—from the gesturer to the guesser. This provides further
support for the extensive literature arguing for overlap in neu-
ral processes between action and perception (Hasson et al.,
2012). In addition, they found Granger-causation between the
gesturer’s pMNS and the guesser’s ventromedial prefrontal cor-
tex, an area that is involved in inferring someone’s intention
(i.e., mentalizing; Amodio and Frith, 2006). Dale and colleagues
used the tangram task, a dialogue task known to elicit pro-
gressively more similar lexical representations from interlocu-
tors, to show that over time interlocutors’ eye movements also
become highly synchronous (Dale et al., 2011). Alignment in lex-
ical representation here, therefore, co-occurs with alignment in
behavior. Further, Broca’s area has often been found involved
in both producing and comprehending language at various lev-
els (Bookheimer, 2002; Hagoort, 2005), and in producing and
comprehending actions (Rossi et al., 2011), suggesting a poten-
tial neural substrate for percolation between these two levels
of representation. Together, these data suggest that alignment
between conversation partners occurs from lower to higher levels
of representation, and also between non-linguistic and linguistic
processes.

Admittedly, neural evidence for (or against) percolation is
scarce. As mentioned in the introduction, the lexical boost in syn-
tactic priming is one example of percolation. This lexical boost
could be used in an fMRI study by comparing syntactic prim-
ing between interlocutors in conditions with and without lexical
repetition. For example, if the study by Menenti et al. (2011)
was repeated in an interactive setting, then the extent of lexical
repetition suppression across participants should correlate with
syntactic priming. If inter-subject correlations in brain activity
reflect alignment (Stephens et al., 2010; see below), alignment at
one level (e.g., sound) could be manipulated, and the extent of
correlation between subjects as well as comprehension could be
assessed. Phonological alignment should affect the inter-subject
correlations, and in particular, it should affect those inter-subject
correlations that also correlate with the comprehension score of
the subject.

ULTIMATE GOAL OF COMMUNICATION: ALIGNMENT OF SITUATION
MODELS
According to the interactive alignment account, conversation is
successful to the extent that participants come to understand the

relevant aspects of what they are talking about in the same way.
Ultimately, therefore, alignment of situation models is crucial—
both to communication and to the interactive alignment account.

In an fMRI study, Awad et al. (2007) showed that a similar
network of areas is involved in comprehending and producing
narrative speech. However, production and comprehension were
each contrasted with radically different baseline conditions before
being compared to one another, making the results hard to inter-
pret. In their fMRI adaptation study on overlap between speaking
and listening, Menenti et al. (2011) also looked at repetition of
sentence-level meaning. As for lexical repetition and syntactic
repetition, they found that the same brain regions (in this case,
the bilateral temporoparietal junction) show adaptation effects
irrespective of whether people are speaking or listening, sug-
gesting a neuronal correlate for parity of meaning. This study,
however, left unanswered the question at which level of mean-
ing parity of representations held: was it the non-verbal situation
model underlying the sentences, or the linguistic meaning of the
sentences itself?

In a follow-up study on sentence production, Menenti et al.
(2012) thus further distinguished between repetition of the lin-
guistic meaning of sentences (the sense) or the underlying mental
representation (the reference). For example, if the sentence The
man kisses the woman was used twice to refer to different subse-
quent pictures, this constituted a repetition of sense. Conversely,
the same picture of a man kissing a woman could be shown first
with the sentence The red man kisses the green woman and then
with the sentence The yellow man kisses the blue woman, leading
to a repetition of reference. The brain regions previously shown
to have similar semantic repetition effects in speaking and lis-
tening (Menenti et al., 2011) turned out to be mainly sensitive
to repetition of referential meaning: they showed suppression
effects when the same picture was repeated even if with a different
sentence, but did not exhibit any such sensitivity to the repeti-
tion of sentences themselves if accompanied by different pictures.
This suggests alignment of underlying non-linguistic representa-
tions in speaking and listening, rather than purely alignment of
linguistic semantic structure.

It is also possible to investigate alignment of meaning in a more
naturalistic way, while still allowing for a detailed analysis. The
drawback of naturalistic experiments is often that interpretations
are hard to draw because the relevant details of the stimulus are
not clear. This problem can be circumvented by using subjects
as models for each other, an inter-subject correlation approach
(Hasson et al., 2004). The idea is that if there are areas where
subjects’ brain activity is the same over the whole time-course
of a stimulus, these correlations in brain activity are likely to be
driven by that stimulus, whatever the stimulus may be. Stephens
et al. (2010) used this approach to investigate inter-subject corre-
lations in fMRI between a speaker and a group of listeners. They
first recorded a speaker in the scanner while she was telling an
unrehearsed story, and then recorded listeners who heard that
story. Correlations between speakers and listeners occurred in
many different brain regions. These correlations were positively
related to listeners’ comprehension (as measured by a subse-
quent test). When a group of listeners were presented a story in
an unfamiliar language (Russian), these correlations disappeared.
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This suggests that alignment in brain activity between a speaker
communicating information and a listener hearing it is tied to the
understanding of that information.

In a study on listeners only, Lerner et al. (2011) studied inter-
subject correlations for four levels of temporal structure: reversed
speech, a word list, a list of paragraphs, and a story. They found
that as the temporal structure of the materials increased (i.e., they
were closer to complete stories), the correlations between partic-
ipants extended from auditory cortex further posterior and into
the parietal lobes. This study was conducted with listeners only,
and thus did not properly target alignment between interlocutors
in communication. However it provides indirect evidence: the
interactive alignment account assumes that listeners align with
speakers. Different listeners of the same speaker should, therefore,
also align. Building on the speaker-listener correlations shown
by Stephens et al. (2010) listener-listener correlations can, then,
tell us something about neural alignment. These findings provide
some evidence that alignment at several levels of representation
leads to more extensive correlations in brain activity. However,
for both Stephens et al. (2010) and Lerner et al. (2011) a word
of caution is in order: both studies showed an effect (in this case,
a correlation) in one condition but not the other (in Stephens
et al., different languages; in Lerner et al. different temporal struc-
tures); they did not show that the conditions were significantly
different.

These studies provide evidence that situation models for even
very complex stimuli can be usefully investigated by using novel
analysis techniques. They suggest that alignment can be tracked
in the brain, and can be measured in time as well (Hasson
et al., 2012). More work is needed though: while these studies
suggest that alignment can be operationalized as inter-subject
correlations, and that these are related to understanding, differ-
ent levels of representations can only be distinguished indirectly,
by mapping the findings onto other studies that haven’t neces-
sarily targeted communication. An important avenue for further
research, therefore, is to investigate in more detail to what aspects
of communication correlations in different brain regions are due.
Furthermore, the interactive alignment account assumes that dia-
logue is not just an expanded monologue. Therefore, if we want
to find out how dialogue works, we will need to go and study
dialogue.

NON-LINGUISTIC ASPECTS OF DIALOGUE
The interactive-alignment model assumes that successful com-
munication is supported by interlocutors aligning at many dif-
ferent levels of representation. Above, we have reviewed studies
concerned with linguistic representations. But language alone is
not sufficient to have a proper conversation (Enrici et al., 2010;
Willems and Varley, 2010). Alignment between interlocutors may
also be occurring for additional non-linguistic processes that are
necessary to keep a conversation flowing. In Section “Ultimate
Goal of Communication: Alignment of Situation Models” we
discussed a few examples of where alignment of non-linguistic
processes may percolate into alignment of linguistic represen-
tations. Below, we touch upon proposals of how alignment of
non-linguistic processes may help govern the act of holding a
conversation.

During conversation, we do not only use language to con-
vey our intentions. Body posture, prosody, and gesture are vital
aspects of conversation and are taken into account effortlessly
when trying to infer what a speaker intends. Abundant evidence
suggests that gesture and speech comprehension and produc-
tion are closely related (Willems and Hagoort, 2007; Enrici et al.,
2012). Percolation between gesture and speech could, there-
fore, occur just like percolation within levels of representation
in speech. The extensive literature on the mirror neuron sys-
tem shows that action observation and action execution are
intimately intertwined (Fabbri-Destro and Rizzolatti, 2008), sug-
gesting a plausible neural correlate for alignment at the gestural
level between interlocutors. Communicative gestures have indeed
been shown to produce related brain activity in observers’ and
gesturers’ pMNSs (Schippers et al., 2010).

Once a person has settled on a message, they may need to
decide how best to convey it in a particular setting to a particular
partner. A set of studies targeted the generation or recogni-
tion of such communicative intentions in verbal and non-verbal
communication. Both tasks were designed to make communi-
cation difficult and hence enhance the need for such processes:
in the non-verbal experiment, participants devised a novel form
of communication using only the movement of shapes in a grid
(Noordzij et al., 2009). In the verbal experiment, participants
described words to each other, but were not allowed to use words
highly associated with the target (Willems et al., 2010). Both stud-
ies showed that sending and receiving these messages involved the
same brain region: the right temporo-parietal junction in non-
verbal communication, and the left temporo-parietal junction in
verbal communication. These studies support parity for com-
municative processes in verbal and non-verbal communication,
respectively. However in neither study was feedback allowed, so
they would need to be generalized to interactive dialogue.

Another important aspect of holding a smooth conversation
is turn taking. While we may well be attuned to what our part-
ner intends to say, if we fail to track when it is our turn to
speak and when it is not, then we are likely to pause exces-
sively between contributions, speak at the same time, or inter-
rupt each other, leaving the conversation with little chance of
success. One account has alignment of neural oscillations play-
ing a major role in conversation (Wilson and Wilson, 2005).
In this account, the production system of a speaker oscillates
with a syllabic phase: the readiness to initiate a new syllable
is at a minimum in the middle of a syllable and peaks half a
cycle after syllable offset. Conversation partners’ oscillation rates
become entrained over the course of a conversation, but they
are in anti-phase, so that the speaker’s readiness to speak is at
minimum when the listener’s is at a maximum, and vice versa
(Gambi and Pickering, 2011; Hasson et al., 2012). A further
hypothesis is that the theta frequency range is central to this
mechanism: across languages, typical speech production is 3–8
syllables per second (Drullman, 1995; Greenberg et al., 2003;
Chandrasekaran et al., 2009). Auditory cortex has been shown
to produce ongoing oscillations at this frequency (Buzsaki and
Draguhn, 2004). A possibility is that the ongoing oscillations res-
onate with the incoming speech at the same frequency, thereby
amplifying the signal. This means that the neural oscillations
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in the theta frequency band become entrained between listeners
and speakers, and that this aids communication (Hasson et al.,
2012).

Entrainment at the syllable frequency, however, cannot be
enough to explain turn-taking as we don’t normally want to
interrupt our interlocutors at every syllable (Gambi and Pickering,
2011). Recently, Bourguignon et al. (2012) demonstrated coher-
ence between a speakers’ speech production (f0 formant) and lis-
tener’s brain oscillations around 0.5 Hz. This frequency is related
to the prosodic envelope of speech. Indeed, the coherence was also
present for unintelligible speech stimuli (a foreign language or
a hummed text), but in different brain regions. Possibly, then,
resonating with our interlocutor’s speech patterns at different
frequencies enables us to better predict when his turn will end
(Giraud and Poeppel, 2012).

FUTURE DIRECTIONS
In the above, we have reviewed neural evidence relevant to the
interactive alignment model of conversation. While neuroimag-
ing studies on speech production of anything more complex than
a single phoneme are still too scarce to provide a definite answer,
the evidence is mounting that speakers and listeners generally
employ the same brain regions for the same types of stimuli.
Indeed, when communicating, speakers’ and listeners also show
correlated brain activity. Alignment is, therefore, both possible
and real.

But does neural alignment occur during interactive language?
It would surely be surprising if neural alignment occurred when
speakers and listeners were separated, but did not occur when
they interacted (in part because psycholinguistic evidence for
alignment is based on dialogue; Pickering and Garrod, 2004).
However, the current literature does not yet directly answer this
question. The field needs strategies to meaningfully study inter-
acting participants. Promising approaches have been devised for
non-linguistic live interaction (Newman-Norlund et al., 2007,
2008; Dumas et al., 2010, 2011; Redcay et al., 2010; Baess et al.,
2012; Guionnet et al., 2012). It is time that neuroimaging research
on language follows suit—not an easy challenge, as the dearth
of studies attempting this shows. Technical challenges aren’t the
only issue when wanting to study conversation: with so little
control over a stimulus; it is hard to devise experiments that pro-
vide precise and meaningful information. Gambi and Pickering
(2011) provide suggestions for possible paradigms to study inter-
active language use; these may also be beneficial to neuroimaging
research on the topic.

As the attention of neuroscience turns toward the role of pre-
diction (Friston and Kiebel, 2009; Friston, 2010; Clark, in press),

interactive alignment provides a natural mechanistic basis on
which predictions can be built. Pickering and Garrod (in press)
propose a “simulation” account in which comprehenders covertly
imitate speakers and use those representations to predict upcom-
ing utterances (and therefore prepare their own contributions
accordingly). Comprehenders are more likely to predict appropri-
ately when they are well-aligned with speakers; but in addition,
the process of covert imitation provides a mechanism for align-
ment. This account assumes that production processes are used
during comprehension (and in fact that comprehension processes
are used during production).

Based on the interactive alignment model, we make the follow-
ing predictions for further research on dialogue: (1) Alignment:
speaking and listening make use of similar representations,
and hence have largely overlapping neural correlates. We have
reviewed the available evidence for this prediction above, but
more work is needed, particularly studies targeting both speaking
and listening simultaneously: the overlap in neuronal corre-
lates for each level of representation should further be increased
in an interactive, communicative setting compared to non-
communicative settings. (2) Percolation: alignment at one level
of representation leads to alignment at other levels. In partic-
ular, alignment at lower levels of representation leads to better
alignment of situation models, and thus, better communica-
tion. We have reviewed the (scarce) evidence available above,
but truly putting this prediction to the test requires that studies
of interacting interlocutors manipulate different levels of rep-
resentation simultaneously, and furthermore have an outcome
measure of communicative success. (3) Language processes are
complemented by processes specific to a communicative set-
ting. By carefully targeting both linguistic and non-linguistic
aspects of conversation, future research will hopefully be able to
demonstrate how these processes interact.

CONCLUSION
We have reviewed neural evidence for the interactive alignment
model of conversation. For linguistic processes, we have shown
that representations in speaking and listening are similar, and
that, hence, alignment between participants in a conversation is
at least possible. We have further reviewed evidence pertaining
to the goal of a conversation, which is to communicate. As the
interactive alignment model predicts, the ease of constructing a
situation model is associated with increased correlation in brain
activity between participants. Finally, we have touched upon liter-
ature dealing with alignment of processes more specific to the act
of communicating, and suggested how these might relate to the
interactive-alignment model.
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Mother-infant bonding is universal to all mammalian species. In this review, we describe
the manner in which reciprocal communication between the mother and infant leads
to mother-infant bonding in rodents. In rats and mice, mother-infant bond formation is
reinforced by various social stimuli, such as tactile stimuli and ultrasonic vocalizations
(USVs) from the pups to the mother, and feeding and tactile stimulation from the mother
to the pups. Some evidence suggests that mother and infant can develop a cross-modal
sensory recognition of their counterpart during this bonding process. Neurochemically,
oxytocin in the neural system plays a pivotal role in each side of the mother-infant bonding
process, although the mechanisms underlying bond formation in the brains of infants has
not yet been clarified. Impairment of mother-infant bonding, that is, deprivation of social
stimuli from the mother, strongly influences offspring sociality, including maternal behavior
toward their own offspring in their adulthood, implying a “non-genomic transmission
of maternal environment,” even in rodents. The comparative understanding of cognitive
functions between mother and infants, and the biological mechanisms involved in
mother-infant bonding may help us understand psychiatric disorders associated with
mother-infant relationships.

Keywords: mother-infant, bonding, oxytocin, maternal behavior

INTRODUCTION
“Sympathy is much strengthened by habit. In however com-
plex a manner this feeling may have originated, as it is one of
high importance to all those animals which aid and defend one
another, it will have been increased through natural selection;
for those communities, which included the greatest number of
the most sympathetic members, would flourish best, and rear
the greatest number of offspring” (Charles Darwin, “Descent of
Man,” 1871).

During the process of mammalian evolution, animals devel-
oped sympathetic neural and behavioral systems, in which for
example, weak and helpless member of individuals are protected
and nurtured by other group members. This phenomenon is
mostly clearly observed in mother-infant relationship, such as
mother infant bonding (Broad et al., 2006).

Social bonds like mother-infant bonding are hypothetical con-
structs and cannot be measured directly. However, there are sev-
eral behavioral and physiological measures that have been used as
indices of social bonding, including increased physical proximity
(Hennessy, 1997), behavioral distress, or elevated corticosteroid
levels following separation from the bonding partner (Ziegler
et al., 1995; Norcross and Newman, 1999). Social bonding has
not yet been clearly defined, but it has been proposed that social
bonding can be distinguished neurochemically from social affili-
ation, in which corticosteroid elevation does not occur following
separation (DeVries, 2002). Moreover, subsequent reunion with
conspecific animals ameliorates separation distress or aversive
experiences. This phenomenon is termed as “social buffering”

(Kikusui et al., 2006); its effect depends on the degree of affiliation
with the partner and is strongest with the bonding partner, such
as that seen in the dyad of mother-infant.

Mother-infant bonding is unique with respect to its influence
on the offspring’s future. This idea was first suggested in humans
by Bowlby’s attachment theory (Bowlby, 1969). Subsequently,
many psychological and animal research studies have reported
that child abuse or childhood neglect are correlated with severe,
deleterious long-term effects on the child’s cognitive, socio-
emotional, and behavioral development (Hildyard and Wolfe,
2002). The developmental effects of mother-infant bonding have
also been indicated experimentally in non-human primates. For
example, in a study by Winslow et al. (2003), mother-reared and
human nursery-reared monkeys were subjected to a novel envi-
ronment with or without a cage mate. The monkeys reared by
their mothers exhibited a reduced cortisol response when a social
partner was available, whereas nursery-reared monkeys did not.
In nursery-reared monkeys, social contact, such as allogroom-
ing and inter-male mounting, was drastically reduced. These
findings suggest that the social buffering effect is impaired as
nursery-reared monkeys had experienced less social contact in a
novel environment. Thus, impairment of mother-infant bonding
strongly influences offspring sociality in human and non-human
primates (Agid et al., 1999; Heim and Nemeroff, 2001), although
details of the underlying mechanisms are not yet fully understood.
Additionally, because the bonding formation is established during
the process of social communication between mother and infants,
social cognition has a pivotal influence on the bonding process
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(Ross and Young, 2009). However, little information has been
obtained regarding the role of each social cue in the formation
of bonds.

In the present review, we describe the manner in which mutual
communication between mother and infant leads to mother-
infant bonding in rodents. We emphasize the significance of the
conserved oxytocin neural system in mother-infant bond infor-
mation, with several studies having shown that oxytocin plays
a fundamental role in establishing this bond (Kendrick, 2000;
Young et al., 2001; Wang and Aragona, 2004; Young and Wang,
2004). Other neurotransmitters that regulated social bonding,
such as opioids and dopamine are also important, however, we
would concede these issues in other articles. We also review the
effects of deprivation of mother-infant bonding, by studying the
consequences of early weaning on neurobehavioral development
in rodent offspring. Intensive maternal care has evolved and has
been preserved, uniquely in mammals, and it is highly proba-
ble that mother-infant bonding is universal to all mammalian
species. These comparative points of view provide insights into
the biological significance of mother-infant bonding in mammals;
a comparative understanding of the developmental consequences
of this bonding and its underlying mechanisms, even in rodents,
may help in our treatment or prevention of disorders associated
with child abuse or childhood neglect (Agid et al., 1999; Heim and
Nemeroff, 2001).

SOCIAL CUES FROM INFANTS TO MOTHER
Although rodent pups have limited thermoregulatory and phys-
ical capabilities during the first 1 or 2 postnatal weeks, they
produce a variety of signals to their mother, such as olfactory
and auditory signals (Levy et al., 2004; Ehret, 2005). These social
cues play a very important role of facilitating maternal care and
ensuring formation of the mother-infant bond.

Ultrasonic vocalizations (USVs) are among the repertoire of
auditory outputs from rodent pups. When infant rodents are iso-
lated from their mother and/or littermates, they cool rapidly and
emit USVs (Branchi et al., 2001; Ehret, 2005). The incidence of
pup USVs generally increases during the first 6–7 days of life.
These vocalizations peak around day 8, after which they start to
decrease, finally disappearing at 2 weeks after birth (Elwood and
Keeling, 1982). Although vocalizations ranges differ between mice
and rats, (the range of mice was approximately 30–80 kHz, and
that of rats was approximately 30–50 kHz), many studies have
shown that pup USVs could stimulate maternal behavior such
as searching for/retrieving pups in both species (Brown, 1973;
Branchi et al., 2001). In a previous study, we showed that mother
mice responded to pup USVs reproduced by ultrasonic speakers,
but they did not respond to other synthesized ultrasounds such
as double-duration USVs (Uematsu et al., 2007), indicating that
mother mice can recognize the specific pattern of pup USVs in
order to retrieve their pups and return them to the nest. Moreover,
we showed that social experiences such as mating or parent-
ing enhanced both retrieving behavior and the responses to pup
USVs (Okabe et al., 2010). These results indicate that the mother
mice showed specific responsiveness to pup USVs, and this sound
contributed to the induction of maternal behavior. Interestingly,
electrophysiological studies reported that the auditory cortex of

mother mice showed specific activation in response to pup USVs,
as compared to non-experienced (those having never had a lit-
ter) female mice (Liu and Schreiner, 2007; Cohen et al., 2011).
Therefore, maternal behavior expression can be at least partially
regulated by functional changes in the sensory cortical representa-
tion of pup USVs. However, there is a critical missing link between
cortical responses to pup USVs and expression of maternal behav-
ior, which is probably regulated by neurons in the medial preoptic
area (mPOA) of the hypothalamus (Numan, 2007).

Olfactory cues from pups were also found to be extremely
important in stimulating maternal behavior in rodents. There
have been many studies showing the behavioral or neural
responses to pup odor, and it was shown that the role of olfac-
tory inputs in maternal behavior is different between rats and
mice (Levy et al., 2004). In rats, olfactory stimuli clearly inhibit
maternal behavior before parturition, a phenomenon termed
neophobia. After parturition, however, mother rats drastically
change their behavior; they develop a high level of responsiveness
to olfactory cues from their pups, and show intensive maternal
behavior toward pups (Fleming et al., 1989; Kinsley and Bridges,
1990). This suggests that the experience of partum and the hor-
monal changes accompanying pregnancy and partum induce this
maternal behavior. Once they start displaying maternal behav-
ior, mother rats show a high preference for bedding soiled by
pups over clean bedding (Kinsley and Bridges, 1990). In addi-
tion, when the pups’ heads were rubbed with their anogenital
smears and the anogenital areas were cleaned, the dams licked
only the head region (Brouette-Lahlou et al., 1991), suggesting
that odors emitted from the anogenital area stimulate licking and
grooming behavior in the mother rats. Although the behavioral
evidence clearly shows that olfaction plays an important orga-
nizational role in the induction of maternal behavior, lesions
of the main and the accessory olfactory system, or preventing
access to the olfactory cues from the pups, produces contra-
dictory or inconsistent results. Several studies have shown that
pup retrieval was somewhat impaired by lesions to the olfac-
tory mucosa caused by zinc sulfate (Benuck and Rowe, 1975).
However, other studies showed that these manipulations did not
decrease maternal behavior (Jirik-Babb et al., 1984; Kolunie and
Stern, 1995). Similarly, removal of the vomeronasal organ, such
as vomeronasal nerve cuts or olfactory bulbectomy, did not fully
disrupt maternal behavior (Jirik-Babb et al., 1984; Morgan et al.,
1992). These results suggest that, in rats, olfaction is not cru-
cial for the successful care of pups since the anosmic mother
apparently easily compensates for the loss of this sensory input.

Olfactory stimuli appear to play a more significant role in mice
than in rats. Mother mice failed to show any maternal behavior
following bulbectomy, or anosmia induced by either nasal irri-
gation of zinc sulfate or by depletion of noradrenaline within
the main olfactory bulb (Levy et al., 2004). Moreover, Wang
recently showed that type 3 adenylyl cyclase (AC3), which is one
among a multigene family of odorant receptors, knockout moth-
ers did not show any pup retrieving or nest building behavior
at all (Wang and Storm, 2010). From these lesion and genetic
deletion studies, it can be surmised that olfactory stimuli are
essential for the induction and maintenance of maternal behav-
iors in mice. Interestingly, in female mice which had a previous
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maternal experience, pup-killing induced by peripheral anosmia
was prevented (Seegal and Denenberg, 1974), indicating that the
primiparous mother depends profoundly on olfactory informa-
tion for the induction of maternal behavior, as compared with
the multiparous mother. However, experienced mother mice are
able to use multiple sensory inputs and compensate for the loss of
one type of sensory cues and still show maternal behavior.

In both mice and rats, maternal behavior is not regulated by a
single sensory input. Mothers can use both auditory and olfactory
cues to identify and locate their pups. For example, rat mothers
can detect pup USVs, and these pup USVs serve as a potent stimu-
lus for the induction of maternal retrieving behavior, particularly
when presented together with pup odors (Farrell and Alberts,
2002). Therefore, the integration of multisensory stimulus inputs
from pups triggers discrimination and retrieving of pups. Cohen
recently showed that exposure to pups’ body odor enhances the
neuronal response to pup USVs in the primary auditory cortex of
mother mice (Cohen et al., 2011). Additionally, they showed that
the pup retrieving behavior of mother mice decreased when the
pups were washed with warm water (Cohen et al., 2011).

In summary, multisensory stimuli from pups activates the full
range of maternal behavior, although there are no current reports
of direct anatomical or neural mechanisms that could explain
this multisensory integration. Further studies of the neurobio-
logical mechanisms for the integration of olfactory, auditory, and
other social stimuli may lead to a better understanding of the role
of sensory modalities to induce maternal behavior, which would
strengthen the bond between mothers and their pups.

SOCIAL CUES FROM MOTHER TO INFANT
The neonatal infants are innately attracted to their mother. For
instance, odors emitted from the nipple area have a specific char-
acter that attracts both rodent and human new-born infants
(Porter and Winberg, 1999). Therefore, the infant can suckle the
nipple just after the birth after which infant animals can recog-
nize their own mother using chemicals cues, probably because
the infant can memorize the mother’s individual odors associ-
ated with suckling (Moriceau and Sullivan, 2004). This type of
odor memory is regulated by the neuropeptide oxytocin (Nowak
et al., 2000, 2011). Oxytocin is released in the infant brain while
suckling, and it acts on the olfactory bulb. In the olfactory bulb,
oxytocin can enhance memory-related neural activation through
long-term potentiation (Fang et al., 2008). Therefore, odors from
the mother have a fundamental ability to attract her infants.

Physical and tactile stimuli from mother to infants have been
indicated to have a great impact on infant brain development. The
pioneer study in this field was conducted by Dr. Meaney’s group
at McGill University. They found that rat pups that received inten-
sive tactile stimulation, such as licking and grooming from their
mother, showed lower stress responses during their adulthood
(Liu et al., 1997; Meaney, 2001). Pups raised by higher licking and
grooming mothers had a higher level of glucocorticoid receptor
expression in the hippocampus, and showed an enhanced neg-
ative feedback ability along the hypothalamus-pituitary-adrenal
axis of stress responses. Such tactile stimulation releases 5 HT
in the hippocampus of pups, which epigenetically modulates the
CpG islands of glucocorticoid receptors (Weaver et al., 2004a,b).

These effects of tactile stimulation are most important just after
birth, because the epigenetic changes of DNA methylation are
determined within the first three days of the neonatal period.
However, the mother-infant relationship during the later neonatal
period also produces a long-lasting modulation of infant behav-
ior, implying that not only the tactile stimulation, but other social
cues from mother to infant have a significant role on the develop-
ment of pups (Kikusui and Mori, 2009; Curley et al., 2010; Mogi
et al., 2011).

Although the specific cues from mother to infant have not
yet been identified, the most well studied model is a maternal
deprivation paradigm. When mutually strongly bonded moth-
ers and young are separated prematurely, bouts of reinstatement
behavior such as locomotion (searching) and distress vocals
are exhibited by both the mother and the young, interspersed
with periods of energy-conserving depression in most mam-
mals (Panksepp, 2004), indicating the importance of mother-
infant bonding across species. Bowlby referred to these phases as
“protest” and “despair,” respectively (Bowlby, 1969). The impact
of deprivation of mother-infant bonding is not temporary, and
the effects can be observed much later in life. In rat and mouse
models, maternally deprived animals show higher anxiety and
stress responses, as well as lower learning and memory abili-
ties in their adulthood (Levine, 1967; Plotsky and Meaney, 1993;
Plotsky et al., 1993; Liu et al., 2000), suggesting that the epige-
netic modulation of the brain function by maternal deprivation
has long-lasting effects. We have studied the effects of early wean-
ing, where the animals are weaned one week earlier than normal,
and found that early weaned mice and rats showed higher lev-
els of anxiety-related behaviors, as well as higher stress responses
in their adulthood, even though no growth retardation was
observed (Kikusui et al., 2004; Kikusui and Mori, 2009; Mogi
et al., 2011). These results show that not only the early neonatal
period, but also the mother-infant relationship in the later lac-
tating period, has a profound impact on brain development in
the infant.

When early-weaned male mice are grouped together, high
levels of agonistic behavior, accompanied by an elevation in glu-
cocorticoid levels were found (Nakamura et al., 2008). In young
male elephants, following the loss of their mothers and other
family members due to poaching, unusually violent behavior has
been attributed to the termination of social interaction with older
elephants, including parents, and the loss of behavioral inhi-
bition that would normally result from the presence of older
males (Slotow et al., 2000). The critical role of older males in
normal social development was clearly shown when researchers
re-introduced older bulls to quell the young males’ violence, and
hyperaggression and abnormally early musth cycles (periods of
sexual activity and hormonal shifts) both ceased. Scott and Fuller
(1965) studied behavioral development in dogs, and found that
the socialization period, during which puppies stop suckling but
continue to live with their parents, was crucial to their behavioral
and social development. The social cues from mother or adult to
juvenile animals responsible for these phenomena has not been
determined, and we should consider the influence of social envi-
ronment on the development of normal brain function in juvenile
animals.

Frontiers in Human Neuroscience www.frontiersin.org February 2012 | Volume 6 | Article 31 | 100

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Nagasawa et al. Neurobiology of mother-infant bonding

NEUROENDOCRINE REGULATION OF MOTHER-PUP
INTERACTIONS
Female rats or mice that have never given birth usually with-
draw from or avoid pups, and it has been intensively studied
how neuroendocrine changes at parturition act to enhance the
neural mechanisms responsible for maternal behavior, such as
those occurring in the mPOA of the hypothalamus (Numan and
Stolzenberg, 2009). A great deal of evidence suggests that the oxy-
tocin neuroendocrine system plays a key role in the initiation
of maternal behavior following birth. It is now clear that oxy-
tocin, which is synthesized in the neurons of the hypothalamus
(specifically in the paraventricular nucleus [PVN] and supraop-
tic nucleus), is released not only into the general circulation from
the posterior pituitary, but centrally during vaginal stimulation
and parturition, to act upon oxytocin receptors widely expressed
throughout the central nervous system (Forsling, 1986; Barberis
and Tribollet, 1996; Gimpl and Fahrenholz, 2001). Moreover,
maternal behavior was found to be greatly impaired in post-
parturient rats that received PVN lesions during pregnancy (Insel
and Harbaugh, 1989), and in female rats administrated an oxy-
tocin antagonist immediately after parturition (van Leengoed
et al., 1987). Furthermore, oxytocin receptors proliferate in many
forebrain areas including the mPOA, ventromedial hypothala-
mus, and bed nucleus of the stria terminalis of female rats at the
time of partition (Jirikowski et al., 1989; Pedersen et al., 1994).
These alterations in oxytocin receptor expression may be partially
responsible for the induction of maternal behavior, since intra-
ventricular and mPOA infusion of oxytocin induces a rapid onset
of maternal behavior in virgin female rats (Pedersen and Prange
Jr, 1979; Pedersen et al., 1994).

In rodent mothers, the maintenance of maternal behavior is
dependent on stimuli from the pups. If new mothers are sepa-
rated from their pups and not permitted to interact with them,
their maternal responsiveness declines over the first postpartum
week (Orpen and Fleming, 1987). Among the various pup stim-
uli, physical contact is thought to play an important role in the
maintenance of maternal behavior. Suckling of the nipple is a
representative stimulus in lactating females, because suckling is
known to stimulate oxytocin release not only into the periph-
eral circulation to cause milk ejection, but also into the brain
(Neumann et al., 1993). Several types of tactile stimuli such as
touch or massage-like stroking and warmth have also been shown
to stimulate oxytocin release in rats; however, these are not associ-
ated with lactation physiology (Uvnas-Moberg et al., 1993; Agren
et al., 1995).

Although exteroceptive social cues from pups, such as infant’s
odors or vocalizations, may not have as strong an effect on the
development of nurturance as physical stimuli (Stern, 1983), they
do play an important role in making mothers seek their pups out
and maintain proximity. The infant’s odors are used as not only an
attractive signal to mothers, as described in previous sections, but
also for the mother’s recognition of their own infants (Ostermeyer
and Elwood, 1983). As described above for rats, infant’s odors
have been shown to be quite aversive to females before partu-
rition and lactation, whereas on the boundary of parturition,
these odors become very potent attractive stimuli (Levy et al.,
2004). This change in the mother’s responsiveness is governed by

hormonal changes at parturition, and it is suggested that the oxy-
tocin system participates primarily in this process. Pregnancy and
parturition enhance the sensitivity and neural firing in the olfac-
tory bulb in rats, and oxytocin infusion directly into the olfactory
bulb increases the firing frequency and spontaneous excitatory
postsynaptic currents in granule cells (Yu et al., 1996) via both
pre- and postsynaptic mechanisms, a process integral to olfactory
recognition memory (Engelmann et al., 1998; Dluzen et al., 2000;
Osako et al., 2001). Similar to the responsiveness to pup odors,
the response to pup USVs has also been shown to be far more
pronounced in mothers than in naïve females (Koch and Ehret,
1989; Okabe et al., 2010); however, the neuroendocrine mecha-
nisms responsible for this change in response to pup USVs has
not been elucidated.

Oxytocin-induced maternal behavior is reinforced by infants’
innate attachment behaviors, i.e., vocalization or milk suckling
for sustenance. Interestingly, it has been suggested that the oxy-
tocin neuroendocrine system is also involved in these behaviors
in infants. Central administration of oxytocin has been found
to reduce the frequency of isolation-induced USV in young rat
pups (Insel and Winslow, 1991), suggesting a possible role for
central oxytocin in the affective “calm” response infants display
during social contact. Central oxytocin also induces paw sucking
in neonatal rats (Nelson and Alberts, 1997). These innate attach-
ments regulated by oxytocin ensure the infant’s physical develop-
ment, and the subsequent development of adequate attachment
behaviors accompanied by growth of the pup. In return, ade-
quate attachments maintain maternal behaviors in response to
pup stimuli.

SOCIAL EXPERIENCE MODULATING THE MOTHER-PUP
INTERACTION
Maternal behavior is regulated by genetic and epigenetic back-
grounds. Regarding epigenetic modulations of maternal behavior,
“non-genomic transmission” has been indicated in a rat model
(Champagne et al., 2001; Champagne and Meaney, 2001; Weaver
et al., 2004a). As described above, pups that received higher lev-
els and more intensive care from their mother in turn showed
higher licking and grooming behavior toward their own offspring
after delivery (Francis et al., 1999a,b). This behavioral transmis-
sion was persistent even when the pups were cross-fostered to
other mother rats; that is, when pups born to the lower licking
and grooming mother were cross-fostered to the higher licking
and grooming mother, they showed higher maternal care to their
own pups (Francis et al., 1999a,b). This transmission was clearly
demonstrated by the epigenetic modification of the estrogen
receptor genes in the mPOA in the hypothalamus (Champagne
et al., 2001; Champagne and Meaney, 2001). The female rats that
received higher licking and grooming behavior from the mother
showed higher estrogen receptor expression in the same cells that
also express oxytocin receptor. Estrogen receptor activation acts
to induce oxytocin receptor expression, therefore, higher estrogen
receptor expression results in higher oxytocin receptor expres-
sion. The oxytocin system in the mPOA is associated with the
induction of maternal behavior (Pedersen et al., 1994). Therefore,
these epigenetic modulations are plausible candidates to cause the
individual differences in maternal behavior.
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Early-weaned females also showed lower maternal behavior
when they became mothers (Kikusui et al., 2005). This may be
because the early-weaned females were deprived maternal care in
the third week of the postnatal period, resulting in lower mater-
nal behavior in their adulthood. Although the responsible social
cues from mother to infant mice in this model was not identified,
it is suggested that not only the early neonatal period, but also
mother-infant interactions during the late lactating period can
epigenetically modulate the maternal behavior. Another inter-
esting model to aid our understanding of the significance of
social experience in the late neonatal period is the alloparental
care experience in juvenile animals. For example, if the juveniles
have a chance to show maternal or paternal-like behavior toward
their younger siblings (termed alloparental care), they will show
higher levels of nursing behavior toward their own offspring later
in life (Riedman, 1982). These phenomena are widely observed
in mammals, but detailed analyses have focused mainly on pri-
mates (Quiatt, 1979). In humans, similar mechanisms have been
suggested, but not clearly defined (Hrdy, 1999).

Social experience affects not only neonates or juveniles, but
also adult rodents in terms of maternal behavior. Unlike lactat-
ing mothers, most sexually and parentally naïve adult rodents
avoid physical contact with pups when they are first introduced
to them (Terkel and Rosenblatt, 1971). Particularly noticeable
in rats, [although juvenile and premature rats (18–42 days old)
will approach pups and initiate physical contact with unfamiliar
pups], inexperienced adult rats show clear avoidance or attack-
ing behavior toward unfamiliar pups (Terkel and Rosenblatt,
1971). However, after 5–8 days of continuous cohabitation with
donor pups, they first become tolerant of proximate contact with
pups, and then start caring for the pups, which includes licking,
retrieving, crouching, and nest building (Rosenblatt, 1967). This
cohabitation effect is termed “pup sensitization.” Once becoming
fully parental by pup sensitization, virgin female rats can main-
tain a high level of parental responsiveness for several weeks after
separation from pups (Bridges and Scanlan, 2005).

In mice, virgin females are often said to be “spontaneously
parental” like postpartum mothers, because a cohabitation period
of only 30 min can induce parental care behavior (Gandelman,
1972). At the first time of exposure to the pups, female mice sniff
the pups from a distance with their eyes closed, and then inves-
tigate the pups. During these bouts of investigation, the virgin
female runs between the pup and the nest, apparently showing an
approach-avoidance conflict. In addition, their retrieving latency
decreases with repetition of the presentation of donor pups,
indicating that previous parenting experience enhances parental
behavior (Ehret et al., 1987). Once they become parental through
pup sensitization, they seldom revert to rejecting pups, at least
during successive daily pup exposure. Therefore, parental expe-
rience can develop the parental responsiveness in a long-lasting
manner in rodents.

Reproductive experiences such as mating, pregnancy, and par-
turition are also important factors for expression of maternal
behavior. Graber showed that even uterine distention can shorten
the onset latency of maternal behavior in rats (Graber and Kristal,
1977). Similar to Graber’s study, in our previous study, mating
experience facilitates maternal behavior in female mice. However,

our results also showed that the additional experience of parent-
ing is necessary for the complete induction of maternal behavior
in female mice (Okabe et al., 2010).

These social experiences are all accompanied by the release
of oxytocin, not only from the posterior pituitary, but also
through central release in order to act upon oxytocin receptors
widely expressed throughout several brain regions. Interestingly,
increases in oxytocin levels have been measured both centrally
and peripherally following genital and cervical stimulation in
several species including rodents and ruminants (Kendrick and
Keverne, 1992; Sansone et al., 2002). In addition, tactile or nipple
suckling stimuli can stimulate the release of oxytocin (Uvnas-
Moberg et al., 1993; Agren et al., 1995), which is similar physical
contact to that experienced during pup sensitization. Therefore, it
is possible that pup sensitization as well as sexual experience could
facilitate maternal behavior through activation of the oxytocin
system in the brain, particularly the MPOA in the hypothalamus.

IMPLICATIONS FOR HUMAN MOTHER-INFANT
INTERACTIONS
In experimental animals, it has been shown that oxytocin strongly
influences maternal care, and the prosocial effects of oxytocin
have been widely recognized (Francis et al., 2000; Williams et al.,
2001; Caldwell and Young, 2006). However, the neuroendocrino-
logical research of mother-infant relations in humans is now
being progressively undertaken, although it remains unclear how
oxytocin links mother-infant relationship and post-growth off-
spring. In this section, we review the current research on the
effects of oxytocin in mother-infant relationships in humans.

Human research on the role of oxytocin in mother-infant
relations is divided into two types. One type involved the investi-
gation of the association between the mother’s oxytocin levels and
maternal behavior or degree of attachment, and the other type
involved examining the influence of parental care experienced by
the infants on their oxytocin levels. In the first type, maternal oxy-
tocinergic status from pregnancy to early postnatal was evaluated.
Levine et al. (2007) assayed plasma oxytocin levels in the first and
third trimesters of pregnancy and the first postpartum month,
and the subjects completed a psychological scale (Maternal-Fetal
Attachment Scale; MFAS) in the third trimester. Although there
was no significant correlation between oxytocin levels during
pregnancy and MFAS scores, the group having increasing oxy-
tocin patterns during pregnancy tended to show higher MFAS
scores. Feldman et al. (2007) examined maternal plasma oxytocin
levels at the same points as those used in Levine’s study along
with analysis of maternal representations and maternal behaviors
in the first postpartum month. Oxytocin levels in early preg-
nancy and postpartum correlated significantly with attachment
representation and maternal behaviors, such as gaze at infants,
affectionate touch, and frequent infant checking. Feldman and
colleagues also focused on mother-infant behavioral synchrony
and showed a correlation between maternal salivary and plasma
oxytocin levels and affection synchrony (Feldman et al., 2010,
2011). Strathearn et al. (2009) conducted an interview with preg-
nant women and divided them according to their attachment
style; that is, mothers with a secure attachment style and those
with an insecure-avoidant attachment style. At seven months after
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birth, they assayed maternal serum oxytocin within a short time
of mother-infant interaction, and found that oxytocin levels were
increased significantly in the secure mother group. Gordon et al.
(2010) examined both maternal and paternal plasma oxytocin
levels after a period of interaction with their infants, and found
that maternal oxytocin levels correlated with affectionate par-
enting behavior and paternal levels correlated with stimulatory
parenting behavior. These results suggest the presence of a clear
positive relationship between mothering style and attachment,
and oxytocin activity in mothers.

Conversely, Feldman et al. (2010) examined infants’ salivary
oxytocin levels following parent-infant interaction, and found
that parent and infant oxytocin levels were significant corre-
lated both pre-interaction and post-interaction. Moreover, under
conditions of high levels of affect behavioral synchrony in the
parent-infant interaction, infants whose parents had high oxy-
tocin levels had significantly higher oxytocin level than infants
whose parents had relatively low oxytocin levels. A recent study
showed that social vocalization from the mother to the daugh-
ter stimulates oxytocin release and reduces stress responses in
humans (Seltzer et al., 2010). These results suggest that social
signals from the mother stimulate the oxytocin system in infants.

However, Fries et al. (2005) elucidated a relationship between
infant’s oxytocin levels and early negative experiences. They mea-
sured urinary oxytocin levels of children aged approximately
4 years who had experienced early neglect and institutionaliza-
tion. Although the children were adopted into new families, their
oxytocin levels tended to be lower than in children who were
reared by their biological parents. Moreover, Gordon et al. (2008)
reported that plasma oxytocin levels of young adults had a sig-
nificant correlation with their maternal and paternal care, which
was measured by self-report (Parental Bonding Instrument).
Meinlschmidt and Heim (2007) targeted young adults who had
experienced early childhood trauma by divorce or separation
of parents at an age of less than 13 years. They measured sali-
vary cortisol levels after the nasal administration of either oxy-
tocin or placebo. In the control group, oxytocin administration
decreased cortisol levels; however, this was not the case in the
divorce/separation experienced group. Heim et al. (2009) exam-
ined the effects of early-life adversity on oxytocin activity in the
central nervous system in adult women. Oxytocin concentrations
in cerebrospinal fluid (CSF) in maltreated women decreased as
compared to healthy controls. These studies suggested that qual-
ity of parental care during the juvenile period might influence
oxytocinergic function over a longer duration, until adulthood.

In humans, the behavior of oxytocin can be measured mainly
in the periphery, such as the plasma, saliva, and urine (Amico
et al., 1987; Carter et al., 2007). Moreover, human interactions
are extremely complex and encompass various individual differ-
ences. These factors may prove to be an obstacle for elucidating
the precise influences of oxytocin in humans. On the other hand,
research on humans can make use of psychological introspective
methods that allow to map out behavior and feelings in more
detail. Moreover, recent fMRI research has begun to investigate
the relationship between oxytocin-related areas in the central ner-
vous system and social stimuli involved in bonding (Strathearn
et al., 2009; Riem et al., 2011). The research in humans may

be able to provide a new viewpoint on the role of oxytocin in
mother-infant relationships using a combination of endocrino-
logical, behavioral, and psychological methods.

The comparison of rodent and human studies is valuable
for translational research in this field. In the rodent models,
the release of oxytocin in the amygdala was increased by social
olfactory cues in mice (Ferguson et al., 2001), and oxytocin
administration to lactating mother rats activated the brain area
including the olfactory system and amygdala, as detected by fMRI
(Febo et al., 2005). Therefore, the oxytocin system is mainly acting
on the olfactory circuit. The release of oxytocin in the amygdala,
which is the higher brain area of olfactory circuit, also enhances
the effect on dopamine transmission in the nucleus accumbens,
which is essential for social bonding (Broad et al., 2006). On the
other hand, in monkeys and humans, it was found that social
visual cues, such as gazing, activated the oxytocin systems. Thus,
the sensory inputs that stimulate oxytocin in the brain are differ-
ent in rodents and primates. Interestingly, visual cues in monkeys
activate neurons in the amygdala (Morris et al., 1996; Gothard
et al., 2007), implying that the amygdala is the key region for the
social signal circuit. There is a possibility that similar mechanisms
may underlie bonding in both humans and rodents, nevertheless
the nature of the cues that can stimulate oxytocin has shifted over
the course of evolution (Broad et al., 2006).

CONCLUSION
We have presently described the mutual communication between
mother and infants, and discussed the manner in which this
type of communication creates a fundamental bonding between
mother and infant. Although the social cues used by human
beings are not so clearly defined, vocal and visual stimuli from
both mother and infants to others seem important. Moreover,
tactile stimulation between mother and infants is a basic commu-
nicative tool that is used to bond with each other. Further studies
are required to clarify these issues in humans. The summarized
role of the oxytocin system in reciprocal communication is shown
in Figure 1.

The oxytocin system may play a pivotal role in bonding for-
mation. In animal models, it has been clearly shown that mother-
infant bonding is mediated by the oxytocin systems, particularly
in ewes (Kendrick, 2004). As described above, experiences of
social and affiliative interactions, such as parenting and mating,
stimulate the oxytocin system. The oxytocin then enhances their
own parenting behavior toward their infants, indicating that there
is a positive loop of oxytocin and parenting behavior in individ-
uals. If the infants receive higher levels of parenting care, their
oxytocin system is stimulated and makes them seek more contact
with their parent. During parenting, animals show increased oxy-
tocin related to infant attachment behavior. Thus, there is also a
positive loop of attachment-parenting behavior via the oxytocin
system on each side of infant-mother dyad. Moreover, if the infant
receives higher parenting behavior, they will develop an enhanced
oxytocin system and oxytocin-related behaviors in their adult-
hood, such as parenting and social affiliative behaviors. Therefore,
there is also a positive loop of parenting/affiliative behavior that
crosses generations. This idea is schematically represented in
Figure 2.
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FIGURE 1 | Summary of the role of the oxytocin system in reciprocal

communication. Central oxytocin release is stimulated by multiple
sensory signals, such as olfactory, auditory, visual, and physical inputs.
In particular, physiological stimuli are known to induce oxytocin system
activation in mammals. When oxytocin release is increased in the central

nervous system, many sensory, physiological, and behavioral functions
are enhanced. Maternal as well as affiliative behaviors are
enhanced by oxytocin. Additionally, negative responses, such as
pain, stress endocrine, and anxiety behaviors are diminished by
oxytocin.

FIGURE 2 | A schematic illustrating the positive loop of social bonding

controlled by oxytocin. The mother mouse becomes pregnant and then at
partum, certain hormonal changes occur (1). After delivery, new-born infants
show attachment behavior toward the mother (2). The hormonal changes
related to partum and attachment behavior from the infant stimulate the
release of centrally acting oxytocin (OT) (3). OT in the maternal brain
facilitates parenting behavior toward the pups (4). This parenting behavior

also stimulates infant OT release in the brain (5). Therefore, there is a clear
positive loop of OT release in the mother-infant dyad. Once the mother
experiences parenting, her maternal behavior is persistently maintained
(6) positive loop in individuals. Intensive parenting care stimulates the infants’
brain development (7), which in turn brings about higher OT and parenting
activities in their adulthood (8). This intensive care is also non-genetically
transmitted to the next generation (positive loop in the generation).

Oxytocin is of vital importance for the induction of maternal
behavior as well as for social cognition (Young and Wang, 2004).
Dissociating the role of oxytocin in bond formation and in social
cognition is likely to be difficult, but it is plausible that oxytocin
may act as the master mediator in recognizing the object of the
bonding-partner and connecting to each other. This classic neu-
ropeptide, seen in a wide variety of vertebrate species including
humans, has a fascinating character, which may be vital to under-
stand the biological significance of bonding, from evolutional and
ethological points of view (Young and Wang, 2004).

Despite the difficulties involved in measuring oxytocin activity
in the human brain, as well as standardizing environments and
experiences, and considering genetic diversity among humans,
there have been some fascinating results obtained in the field
of mother-infant relationship in humans. We have recently
found that human-dog interaction stimulates oxytocin release in

humans, with this being particularly related to the dog’s initia-
tion of gaze communications (Nagasawa et al., 2009). This type
of study will shed further light on the nature of the biological
bonding system in humans, including inter-species bonding like
human-dog connections. We are only at the starting point of
the journey to reveal neuronal mechanisms involved in human
cognition and bonding formation.
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Successful human social interaction depends on our capacity to understand other
people’s mental states and to anticipate how they will react to our actions. Despite
its importance to the human condition, the exact mechanisms underlying our ability to
understand another’s actions, feelings, and thoughts are still a matter of conjecture.
Here, we consider this problem from philosophical, psychological, and neuroscientific
perspectives. In a critical review, we demonstrate that attempts to draw parallels across
these complementary disciplines is premature: The second-person perspective does not
map directly to Interaction or Simulation theories, online social cognition, or shared neural
network accounts underlying action observation or empathy. Nor does the third-person
perspective map onto Theory-Theory (TT), offline social cognition, or the neural networks
that support Theory of Mind (ToM). Moreover, we argue that important qualities of social
interaction emerge through the reciprocal interplay of two independent agents whose
unpredictable behavior requires that models of their partner’s internal state be continually
updated. This analysis draws attention to the need for paradigms in social neuroscience
that allow two individuals to interact in a spontaneous and natural manner and to adapt
their behavior and cognitions in a response contingent fashion due to the inherent
unpredictability in another person’s behavior. Even if such paradigms were implemented, it
is possible that the specific neural correlates supporting such reciprocal interaction would
not reflect computation unique to social interaction but rather the use of basic cognitive
and emotional processes combined in a unique manner. Finally, we argue that given the
crucial role of social interaction in human evolution, ontogeny, and every-day social life,
a more theoretically and methodologically nuanced approach to the study of real social
interaction will nevertheless help the field of social cognition to evolve.

Keywords: mentalizing, online/offline social cognition, second-person perspective, simulation, social interaction,

social neuroscience, stimulus independent thoughts, theory-theory

INTRODUCTION
Whether searching for a cure for life-threatening disease, devel-
oping a hybrid engine that reduces carbon emission, or simply
enjoying a barbecue in the park in the company of good friends,
understanding the desires, beliefs, and intentions of other people
is essential for almost every human endeavor. Despite the relative
ease with which we interact with others, philosophers, psycholo-
gists, and, most recently, neuroscientists have puzzled over how
exactly we gain sufficient access to the content of another’s mind.
Unlike other forms of mental content, such as the perception of
objects, we cannot directly experience what is on the minds of
others; most likely a process of social evolution or social learning
is responsible for our species expertise at simulating or predict-
ing how others will act, feel, or think. What remains less clear is

precisely how humans perform the feat of mental dexterity known
as mental state attribution.

One possibility is that social interactions involve qualitatively
different processes than those perceptual, cognitive and motor
computations that subserve the processing of information about
the objective physical reality (Adolphs, 2010). Such a modu-
lar view of the mind (Fodor, 1983) would postulate that in
the case of mental state attribution in social contexts, specific
forms of knowledge and particular brain modules exists that serve
these explicit social information processing functions. In cog-
nitive neuroscience, it has been debated whether certain brain
regions respond selectively to social stimuli, as in the case of faces,
the fusiform-face area (FFA) (Kanwisher et al., 1997; Kanwisher,
2000) or in the case of body parts, the extrastriate body area
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(EBA; Downing et al., 2001). Similarly, it has been argued that
the right temporal parietal junction (rTPJ) performs computa-
tions specifically related to the mental states of other individuals
(Saxe and Kanwisher, 2003). Such domain-specifc views of the
mind and brain has been criticised by advocates of a more dis-
tributed theory of mental processes in which information coding
and processing emerges from the brain’s dynamic and distributed
organization in space and time (e.g., Haxby et al., 2000; Mitchell,
2008 in the field of social neuroscience).

In this paper, we evaluate the evidence for exclusive social
information processing by critically reviewing the philosophi-
cal, psychological, and neuroscientific evidence regarding how we
understand other people’s thoughts, feelings, and actions. More
specifically, we first demonstrate that the philosophical concept
of second-person perspective taking can be used to point out
specific features of social cognition, as this notion of second-
person perspective taking is distinct from both the acquisition of
objective knowledge about the world and subjective knowledge
about the individual. We will then consider simulation, interac-
tive, narrative, and theory-theory (TT) accounts of mind reading
and summarize neuroscientific findings suggesting different neu-
ral networks underlying the ability to mentalize, empathize, and
understand the actions of others. Although superficial similar-
ities exist between the different modes of analysis, significant
problems emerge when the philosophical, psychological, and neu-
roscientific findings are simply mapped onto to each; we suggest
that attempts to unify these different levels of social cognition
may be premature. The last section (1) outlines different types
of models of social interaction that would be necessary to shed
light on the mechanisms of social interaction, (2) summarizes
the neuroscientific studies to date which have focused on social
interaction, and (3) discusses whether these findings can really
shed light on the “dark matter” of social neuroscience or whether
new paradigms are necessary to fill this gap. Here, we borrow
from the field of physical astronomy where “dark matter” is a
term for matter that cannot be directly detected via the existing
scientific instruments. Astrophysicists assume that this intangible
matter constitutes a stupefying 73% minimum of the total matter
in the universe (Lahanas and Nanopoulos, 2003)1. The physical
rules and elements of our universe are thus largely unexplored—
might this also hold for the neuroscientific investigation of social
interaction?

FIRST, SECOND, AND THIRD PERSON PERSPECTIVES
Psychologists and philosophers differ in their approaches, even
when they deal with the same phenomena. Broadly speaking,
psychologists usually focus on behavioral differences and the
underlying cognitive and emotional mechanisms, while philoso-
phers tend to concentrate on conceptual and normative issues.
When it comes to social cognition, the picture is sometimes a
bit more complicated, partly due to an intensive cooperation

1We thank one of the reviewers for pointing toward a paper with a similar title
(Zhang and Raichle, 2010). The authors refer to the same equation (75% of
the matter in the universe counts as dark energy, and we quote Lahanas and
Nanopoulos, 2003, saying that 73% does). However, Zhang and Raichle (2010)
use the term “dark energy” in the context of brain metabolism and not like us
to refer to social interaction.

between philosophers and psychologists. Still, psychologists typ-
ically investigate the relevant mechanisms with experimental
methodologies, while philosophers try to find out, for example,
whether social cognition creates a specific sort of knowledge—
a second-person perspective that is systematically different from
the third-person perspective of the world and our own first-
person knowledge about ourselves.

The idea that an intersubjective epistemic perspective has to
be added to the subjective first-person and the objective third-
person perspective is by no means new. The basic idea can already
be traced back to the beginning of the last century in the work of
Heidegger (1927/1975, 1927/1986) and Mead (1925, 1926, 1934).
More recent versions that use the metaphor of a “second-person
perspective” can be found in Varela and Shear (1999); Bohman
(2000); Davidson (2004); Habermas (2004); and Reddy (2008),
for an overview see Lindemann (2006).

The idea has gained momentum in recent years with the
advance of social neuroscience. Research in this area has resulted
in an increasing demand for a clarification as to what kind of
knowledge understanding other minds is, how this knowledge is
acquired, and whether or not it can be separated from other kinds
of knowledge acquisition.

This requires a closer investigation of how the notion of the
“second-person” is currently utilized in the literature. Varela and
Shear (1999) as well as Petitmengin (2006) introduced the term
for an interview method by which subjective first-person expe-
riences are gathered as “data” with the help of another “second”
person. This approach, especially its underlying idea of the physi-
cal presence of a second-person, may have influenced other fields
like developmental psychology (Reddy, 2008) and neuroscience
(Schilbach, 2010; Schilbach et al., 2010a; Wilms et al., 2010).
Still, there is unclear usage of a number of similar terms. For
example, the confusing use of similar terms such as “second-
person account,” “second-person engagements,” “second-person
experiences” (Schilbach et al., in press), and “second-person per-
spective” demonstrate a lack of a common language. Here we will
focus on the concept of second-person perspective, as it seems to
be essential in social cognition.

One crucial question in defining second-person perspective is
whether social interaction with a verbatim second-person plays a
decisive role. This seems, for example, to be Schilbach’s (2010)
view. He postulates, “social cognition is fundamentally different
when an individual is actively and directly interacting with others.
In such cases, an individual adopts a “second-person perspective”
in which interaction with the other can be thought of as essential
or even constitutive for social cognition, rather than merely observ-
ing others and relying on a “first- (or third-) person grasp” of their
mental states.” (p. 1).

Wilms et al. (2010) use the term “online interaction” instead of
“online social cognition.” Assumingly, what they wish to express
is social cognition which is in place during real-life interac-
tion. Moreover, they use this as a synonym for second-person
perspective taking: “‘Online’ interaction crucially involves [. . . ]
establishing reciprocal relations where actions feed directly into the
communication loop [. . . ]. This has been referred to as adopting
a “second-person-perspective” [. . . ] which can be taken to suggest
that awareness of mental states results from being psychologically
engaged with someone and being an active participant of reciprocal
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interaction thereby establishing a subject-subject (“Me-You”) rather
than a subject-object (“Me-She/He”) relationship.” (p. 1).

Others (De Jaegher et al., 2010) define social cognition with-
out any reference to the second-person perspective. Although
stressing the relevance of a comparatively strong version of inter-
action for the development of social cognition, De Jaegher et al.
(2010) concede that social cognition may occur in the absence of
interaction, e.g., in remote observation of social scenes.

With these observations in mind, we can start to character-
ize social cognition as the acquisition of knowledge2 about other
persons’ mental states, i.e., their beliefs, desires, and intentions
and also insight about the meaning of their utterings. It would
follow that social cognition includes at least two essential features
that should be accounted for with any definition. First, social cog-
nition is a means of knowledge acquisition. We suggest that this
aspect can be specified by referring to the distinction between the
second-person perspective, on the one hand, and the first- and
third-person perspective on the other. Second, social cognition
occurs in social contexts. One way to specify this aspect is to ask
whether or not the subjects involved interact, i.e., whether they
are engaged in online or offline social cognition. Taking inter-
action as a reciprocal pattern of action and reaction3 between
at least two agents affecting each other, we assume that knowl-
edge about other persons can be acquired without interacting
with them, for example, when one reads a letter or watches a
movie describing another person’s mental states. Consequently,
we argue that second-person perspective taking can happen with-
out direct interaction and that this perspective is, therefore, not
synonymous with being engaged in interaction or online social
cognition. Rather, treating interaction and perspective taking as
two different aspects of social cognition results in a much more
differentiated and suitable view.

Perspectives, in a nutshell, are ways of acquiring knowledge
(for more details see Pauen, 2012). Perspectival distinctions
answer questions like: (1) “What is this knowledge about?” and
(2) “How do we acquire this knowledge?” First-person per-
spective taking provides self-knowledge. So, reflecting on the
questions posed above, first-person knowledge (1) is about the
subject’s own mental states and (2) is acquired directly via those
very mental states that are directly accessible only for the sub-
ject him or herself. It can, thus be characterized as subjective
because it is acquired by and is about the subject’s own men-
tal states (Pauen, 2010). Third-person knowledge, by contrast,
(1) is about all kinds of objective (and mostly external) facts,
both scientific and non-scientific and (2) it is acquired by all
kinds of objective evidence that is accessible to everyone, among
them external observation and scientific methods. As a con-
sequence, the third-person perspective can be characterized as
“objective.”

2We do not only refer to “justified true beliefs,” but to a broader definition of
knowledge.
3Normally, this includes several cycles of action and reaction, but it seems
unreasonable to talk about interaction if there is not at least one such cycle by
every agent involved. This is in line with Wilms et al. (2010) who state that
“online” interaction [rather: online social cognition; authors’ note] crucially
involves [. . . ] establishing reciprocal relations where actions feed directly into
the communication loop.”

But why is it necessary to add a second-person perspective to
the first- and third-person perspective to begin with? In order to
see this, imagine that you are locating a restaurant in an unfamil-
iar city. In this endeavor the third-person perspective is helpful
because the eatery has a definite location in space that can be
assessed by consulting a map. By contrast, you apply the first-
person perspective when you wonder whether it is worth stopping
for a pretzel to slake your hunger before completing the journey:
Are you really that hungry? But when you reach your destina-
tion a quarter of an hour late because of this detour, and being
full yourself, you need to find out how your companion feels. Is
she still hungry? Is she angry because you are late? Or would she
like to go to another place? In assessing our companion’s state the
first-person perspective provides no information because, unless
they also stopped for dinner, their mental state is different to our
own. Likewise, the third-person perspective cannot be of assis-
tance because there are no objective facts upon which to assess
the person’s thoughts and feelings.

Thus, our capacity to infer our companions feelings is a
paradigmatic case of social cognition which is set apart both from
third- and first-person perspective taking by at least two distinc-
tive features. First, unlike first-person perspective taking, it is not
about one’s own mental states. Second, unlike the third-person
perspective, it is not just about facts. Rather, social cognition
is a question regarding another person’s mental states; i.e., it is
about what our companion thinks, what she feels, and what her
intentions are.

But how does social cognition relate to our capacity to acquire
knowledge? Social cognition is neither about pure objective data
as in third-person perspective taking, nor is it the application of
our subjective mental states, as in first-person perspective taking.
Instead, social cognition is a means of knowledge acquisition that
involves a combination of both. Just as in first-person perspec-
tive taking, we draw on our own feelings and experiences during
social cognition in order to access the other person’s feelings
and experiences. Likewise, social cognition is like third-person
perspective taking when we draw on our general background
knowledge as well as on the person’s behavior, gestures, and
facial play to understand why they are acting as they are. It is
clear that knowledge that we gain by taking the second-person
perspective is neither purely objective nor subjective; it is inter-
subjective because it requires that we understand the other as a
person with their own thoughts, feelings, and experiences 4. In
other words, the second-person perspective is set apart from the
first- and the third-person perspective both in terms of its relation
to (1) knowledge content and (2) knowledge acquisition (Pauen,
2012).

Note, first, that only first- and second-person perspective
taking are restricted regarding their objects; third-person per-
spective taking is not. As a consequence, you can take the third-
person perspective regarding your own or another person’s pain
experience, for example by drawing on objective fMRI data or
skin-conductance measures. Second, as already indicated above,

4So even if we draw on our own feelings and thoughts in order to under-
stand another person’s feelings and thoughts, we have to understand that we
are referring to the other person. Thus, empathizing would, but emotional
contagion would not count as full-fledged second-person perspective taking.
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the present notion of second-person perspective taking does not
require interaction—even though interaction certainly plays an
important role in the ontogenetic and phylogenetic development
of social cognition in general and second-person perspective tak-
ing more specifically. Still, interaction is not an epistemic feature
itself. That is why epistemic access might be completely identi-
cal, regardless of whether or not there is interaction. In order to
see this, think about someone who tries to figure out whether
another person is angry and does so by taking the other person’s
perspective. This can happen if one is interacting with some-
one who is (1) physically present, (2) the person can be seen
in a movie, or (3) is a character in a novel. Epistemic access to
the other person’s thoughts and feelings might be identical in
all three of these cases. What differs here are non-epistemic fea-
tures; for example that the other person reacts in the first case
but does not in the second and the third cases. Conversely, inter-
actions can take place without second-person perspective taking,
for example if the epistemic subject interacts with another per-
son for whom only objective information is available. Given that
second-person perspective taking (like first- and third-person
perspective taking) is an epistemic feature, these differences do
not matter for an assessment of the perspective that an individ-
ual adopts during the interaction, even if such issues are of great
importance in other respects. For this reason, we suggest that
differences regarding interaction should be denoted by the dis-
tinction between offline and online social cognition and not by
perspectival distinctions. This is in line with similar considera-
tions by Mead, Habermas, and Bohman who understand second-
person perspective taking—either implicitly or explicitly—as a
way of interpreting others, regardless of whether or not they are
present.

SOCIAL COGNITION: THEORIES FROM PHILOSOPHY
AND PSYCHOLOGY
Other theories discussed in philosophy, psychology, and recently
also in neuroscience have rather focused on explaining the
mechanisms underlying our ability to understand other minds,
feelings, and actions. These theories try to find answers to the
common questions: How can we tell what another person’s
mental states are? How can we predict and explain the behavior
of others, i.e., what are the psychological processes that allow for
mindreading? First, we discuss the debate of Simulation-Theory
(ST) and Theory-Theory (TT) vs. interactive and narrative
accounts and then we turn to clarifying different accounts of on-
vs. offline social cognition.

SIMULATION-THEORY vs. THEORY-THEORY
Two prominent approaches to mindreading commonly described
in the literature are TT and ST. TT and ST are not simply psy-
chological theories, but are similarly rooted and largely debated
in philosophy, as well as in neuroscience (e.g., see Gallese and
Goldman, 1998; Keysers and Gazzola, 2007). According to TT
(e.g., Sellars, 1956; Gopnik, 1993), the psychological process
that enables us to understand others’ minds consists of theoriz-
ing, as there is no direct access to the mental states of others.
Instead, mental states of others are concealed entities, which,
while unobservable, can be calculated implicitly or explicitly. If

shortly after meeting our friend in the restaurant we saw signs
of uneasiness, we would be in a position to infer that our com-
panion was still hungry. To do so, we draw on common sense
knowledge about the signs of hungriness but, more importantly,
on our knowledge about social norms, i.e., good manners. Here
we might rely on a general rule or societal norm. In this case, it is
that not being on time is impolite and thus causes disapproval.

According to ST (e.g., Goldman, 2005), mental state attribu-
tion is a process-driven rather than a theory-driven mechanism
that allows us to understand other minds. We are able to under-
stand others as we generate (or embody) states in ourselves that
are similar to the other’s mental states. We simulate what we
would experience if we were the other person. Unlike the TT
viewpoint, this process relies far less on explicit knowledge, and
instead depends upon the capacity of the individual to put one-
self in the other’s mental shoes. In the example of the dinner date,
ST would argue that we might find out about our friend’s state
directly based on imagining ourselves in our friend’s situation.
So, if our companion ate rapidly as soon as the waiter brought her
food to the table, we could translate this non-verbal enthusiasm
into a state of hunger in our companion.

INTERACTION THEORY
Phenomenologists recently introduced the Interaction-Theory
(IT) as an alternative to ST and TT (see Gallagher, 2008).
Following Husserl’s and Scheler’s tradition, IT postulates that
most of the mental states of others are incorporated and visi-
ble in the “Leib,” the “lived body.” According to Gangopadhyay
and Schilbach (2012), there is plenty of empirical evidence that
experiencing others’ mental states, i.e., having an immediate per-
ceptual access to the perception of their embodied intentionality
is possible due to the tight coupling of action and perception.
Hence, the problem of understanding others minds depends
neither on explicit theorizing nor simulation, but on direct inter-
action embedded in a concrete interpersonal realm. The mental
states of others are not “hidden” per se and do not always have to
be consciously inferred. The question is, however, how exactly do
we perceive other minds in direct interaction? What does “direct”
mean in the first place (see Zahavi, 2011, for more details)?
Furthermore, understanding others feels qualitatively different
than having an experience from the first-person perspective. But
what the IT yields is a more contextual and embodied look at the
problem of other minds.

THE NARRATIVE PRACTICE HYPOTHESIS
The Narrative Practice Hypothesis (NPH; Hutto, 2007) is yet
another approach to social cognition. The NPH postulates that
being told stories about others’ mental states from an early age
allows children to understand other persons’ inner lives in partic-
ular contexts. There is a lot of empirical evidence for the linguistic
and narrative competence in the development of a theory of mind
(ToM) (Woolfe et al., 2002). However, because a basic under-
standing of implicit rules and theories is necessary for narrative
comprehension and ToM, the NPH appears to be a legitimate
refinement of TT rather than a novel approach to the understand-
ing of other minds (Przyrembel, thesis in preparation). Therefore,
being told stories certainly broadens the ability to understand
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others, but it is not a completely theory-independent explanation
for understanding other minds.

ONLINE vs. OFFLINE SOCIAL COGNITION
Most social neuroscience studies to date have focused on under-
standing the effects of socially relevant stimuli on the mind of an
individual, i.e., an isolated understanding of our own thoughts
and feelings. In contrast, the study of social interaction involves a
bidirectional relation between two or more agents as well as the
impact of the social context in which they emerge. It is concerned
with understanding how two minds mutually shape each other
through reciprocal interactions (see Frith, 2003; Singer et al.,
2004c). An investigation of social interaction also needs to under-
stand how we communicate thoughts and feelings to another
mind to enable this person to build an appropriate representa-
tion of our thoughts and feelings that will ultimately be fed back
to ensure there has not been any misunderstanding. In a keynote
lecture Frith (2003) referred to such a mechanism underlying
this kind of real-life social interaction as “Neural Hermeneutics.”
Based on this view, it has recently been suggested that social cog-
nition involves two distinct modes, which are also known as the
“offline” or “online mode”; whereas the former refers to agents
passively viewing another agent during social interaction, the
latter refers to an reciprocal interaction in which two or more
agents are involved in real-life social engagement and in which
the behavior of one leads to a change in another person’s behavior
(Schilbach et al., 2006; Wilms et al., 2010).

Note however, that in current papers, we find a quite hetero-
geneous usage of the terms. Mojzisch et al. (2006, see p. 185) as
well as Schilbach et al. (2006, see p. 718) speak of on- vs. offline
Theory of Mind (ToM). Wilms et al. (2010) refer sometimes to
on- vs. offline mentalizing (p. 1), and sometimes to on- vs. offline
social cognition (p. 8). While social cognition is, however, gen-
erally used as an umbrella term for all socially relevant processes
and thus includes also action intention understanding, affective
resonance and empathy, face recognition, social memory, and
many others, mentalizing is usually reserved to specifically denote
cognitive perspective taking processes and the underlying ToM
network. Therefore, we prefer to use the term of on- or offline
social cognition in the context of the present paper.

It is furthermore worth noting that in these papers, the terms
online/offline with respect to social cognition are used in a way
that is contrary to the way that these processes are generally
understood and discussed in cognitive neuroscience. According to
this view, states of offline, or decoupled cognition, tend to emerge
in situations in which the mind generates streams of thoughts
that have minimal direct correlation to ongoing perceptual events
and are often defined as stimulus independent thoughts (SIT).
These SIT can also subserve either inferences about other peo-
ple’s minds, or, alternatively, reasoning about the self and the
world (Smallwood et al., 2008, 2011; Barron et al., 2011; Kam
et al., 2011). The offline mode of social cognition proposed by
Schilbach and colleagues, in contrast, does not refer to SIT, as the
subjects in the scanner do receive social stimuli from direct online
perception; these subjects are simply not addressed by these stim-
uli or engaged in the social encounter, and this is why this kind of
social cognition is called offline social cognition.

FIRST, SECOND, AND THIRD PERSON PERSPECTIVES
vs. OFFLINE AND ONLINE SOCIAL COGNITION
Now what about the relation between perspectival distinctions on
the one hand and on- and offline social cognition on the other? To
evaluate these definitions of online and offline social cognition,
it is necessary to examine how they compare to the philosoph-
ical definitions of different perspectives of knowledge that are
involved in any attempt to understand another mind. While inter-
action is essential for the difference between off- and online social
cognition, it does not play an important role in second-person
perspective taking. Given that perspectives are means of epistemic
access, it should be epistemic features that are decisive for per-
spectival distinctions. Even if interaction plays an important role
in many cases of second-person perspective taking, as well as in
the ontogenetic and phylogenetic development of social skills, it
is not an epistemic feature itself. That is why epistemic access
or, more specifically, evidence (one’s own mental states, social
norms) and type of knowledge (another person’s mental states)
set the second-person perspective apart from first- and third-
person perspectives. On the other hand, it is interaction rather
than epistemic access that makes the difference between on- and
offline social cognition. So, even though interactions certainly
have important neurobiological effects, this does not constitute
evidence of a unique epistemic perspective. One of the reasons
why this distinction is important is that epistemic access to the
mental states of the other person might be completely identical,
regardless of whether or not there is interaction.

NEUROSCIENTIFIC EVIDENCE FOR MULTIPLE SYSTEMS
UNDERLYING SOCIAL COGNITION
In the last decades, social neuroscience has made progress in refin-
ing models of social cognition. These studies have revealed that
there are several neural routes to the understanding of another
person’s actions, feelings, and thoughts. Three major routes have
reliably been identified as being crucial for our ability to under-
stand others, namely (1) motor actions and motor intentions—
the so-called mirror neuron system (MNS), (2) beliefs, desires,
and thoughts—the so-called ToM or mentalizing system, and
(3) emotional and bodily states—relating to our ability to
empathize with others.

Each of these abilities is associated with different brain circuits.
Early research on the discovery of the mirror neurons in macaque
monkeys (di Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti
et al., 1996; for a review see Rizzolatti and Fabbri-Destro, 2010)
suggested that the same cells, which are activated when a mon-
key is performing a particular grasp, also fire if the same monkey
merely observes another during the same action. Later research
in humans, mostly using fMRI, demonstrated “shared networks”
between self-performed and vicariously perceived actions acti-
vate similar regions in the human brain. The identified neural
network comprised the inferior parietal lobule (IPL), the ventral
premotor cortex, and the caudal part of the inferior frontal gyrus
(IFG) (Dinstein et al., 2007; Gazzola et al., 2007; Etzel et al., 2008,
for reviews see Blakemore and Decety, 2001; Grèzes and Decety,
2001).

This research was subsequently expanded to the domain of
emotions and empathy (Gallese and Goldman, 1998; Gallese,
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2001; Preston and deWaal, 2002) culminating in the emergence
of empathy research in the field of social neuroscience (for
reviews see Decety and Jackson, 2004; de Vignemont and Singer,
2006; Keysers and Gazzola, 2006, 2009; Singer and Lamm, 2009).
A multitude of imaging experiments in humans in the domain of
empathy for pain, disgust, taste, and touch revealed that, in con-
trast to mirror neuron networks, in the domain of motor actions,
sharing sensations and feelings with others engages somatosen-
sory cortices, as well as anterior parts of the insula and anterior
cingulate cortex (ACC; Keysers et al., 2010; Fan et al., 2011;
Lamm et al., 2011). In addition to this affective route, researchers
have distinguished a cognitive route which is helpful for under-
standing the beliefs, thoughts, and desires of other people. This
“mentalizing,” “ToM”, or “cognitive perspective taking” (Premack
and Woodruff, 1978; Wimmer and Perner, 1983; Frith and Frith,
1999, 2003; Baron-Cohen et al., 2000) network typically com-
prises areas in the medial prefrontal cortex (mPFC), precuneus,
superior temporal sulcus (STS), and rTPJ (for reviews see Frith
and Frith, 1999, 2003; Gallagher and Frith, 2003; Saxe et al., 2004;
Amodio and Frith, 2006; Saxe, 2006; Mitchell, 2009).

Many of these neural systems are also recruited when indi-
viduals are not interacting in a social context. For example, the
mPFC is activated by tasks involving the evaluation of the per-
sonality of the self and others (Kelley et al., 2002; Macrae et al.,
2004; Mitchell et al., 2006), as well as by the task of assessing the
likelihood of enjoyment of activities that will occur in the future
(Tamir and Mitchell, 2011). Likewise, regions including the TPJ,
the mPFC, and the PCC are recruited when thinking becomes
decoupled from the events in the here and now and stimulus
independent mental contents form the cornerstone for conscious-
ness (Mason et al., 2007; Christoff et al., 2009; Smallwood et al.,
2011; Stawarzyck et al., 2011). Taken together, the fact that simi-
lar neural processes are engaged during self-referential processes
and social interactions, as well as internally generated thoughts
with no explicit external referent, suggests that many forms of
social cognition are likely to be involved in a more general set
of processes that allow the mind to devote processing resources
to make predictions necessary for navigation through social life
(Frith, 2007).

Finally, an enormous amount of work has been performed in
the domain of the neural networks underlying the recognition of
facial emotional and non-emotional expressions. For this social
cognitive ability, brain regions such as the amygdala, secondary
somatosensory cortices, and FFA seem to be particular relevant
(Adolphs, 2002; Kanwisher and Yovel, 2006).

INTEGRATION OF THESE DIVERSE APPROACHES
As is clear from the review of philosophical, psychological, and
neuroscientific approaches, the problem of understanding others
minds has been addressed by different disciplines using several
different methods. There seems to be an implicit assumption
among many scholars studying social cognition that despite
differences in these approaches, there is a close link between
the third-person perspective, TT, and offline social cognition on
the one hand and the second-person perspective, IT, ST, and
the online mode, including empathy on the other. Moreover, it
is often argued that these different modes depend on different

neural networks. The next section of this paper critically reviews
the extent to which such a dichotomous view of social interac-
tion across the different domains of philosophy, psychology, and
neuroscience is realistic.

ST AND TT vs. FIRST, SECOND, AND THIRD PERSON PERSPECTIVE
As we have already argued, a theory of second-person perspec-
tive taking should describe a specific sort of knowledge. More
precisely, it must specify the object of this knowledge (another
person’s mental states) and the relevant evidence (one’s own
experiences, feelings, social norms, etc.), and finally it tells us
something about the relational status of this knowledge (inter-
subjective). Again, these specifications do not encompass the
underlying psychological or neurobiological mechanisms. They
only specify the criteria any mechanism needs to meet in order to
realize second-person perspective taking.

For the same reason, second-person perspective taking is
not just another word for simulation: It describes an epistemic
position rather than a psychological process. Simulation is one
implementation of second-person perspective taking; however,
second-person perspective taking may include automatic and
subpersonal replications of another person’s mental state or
explicit logical theorizing regarding what they must be thinking
or feeling. The latter might be involved when we try to account for
perspectival differences between our own point of view and the
perspective of the person that we are trying to understand, partic-
ular if we are not familiar with these differences. Openness with
respect to the psychological and neurobiological mechanisms is
of special importance. As we will argue below, second-person
perspective taking might be realized by a multitude of psycho-
logical processes beyond simulation and theorizing, as presented
in the NPH (Hutto, 2007) or the IT (Gallagher, 2008). There
is no reason to accept the dichotomous view outlined above.
Instead, we endorse Hybrid-Theories that incorporate elements
of ST and TT, as well as IT and NPH. Still, this openness has its
limits. Mere theorizing, combined with external observation of a
person’s behavior, does not constitute second-person perspective
taking; it is third-person perspective taking, because one’s own
mental states are not accessed in order to understand someone
else’s beliefs, desires, or feelings.

ST AND TT vs. NEUROSCIENCE
As mentioned above, scholars from different fields have recently
argued for a direct mapping between certain models, terms,
and theories in philosophy, developmental psychology, and social
neuroscience. Thus, it has been suggested that mirror neuron net-
works and “shared networks” underlie empathic understanding
and can be taken as evidence for ST or IT. TT approaches, by con-
trast, are mapped to ToM processes and their underlying neural
networks.

There are several problems to such an approach. First, it is
questionable how ST, IT, NPH, and TT accounts could ever be
translated into the language of neural processes and the brain.
What in terms of neuronal computations would simulation or
using a theory about the world actually mean? The difficulty of
mapping high-level constructs like these on brain organization
and functions is quite evident here. Many cognitive neuroscien-
tists prefer to take a more cautious approach and refer to “mirror
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neuron cells”, which have the property of processing one’s own
and others observed movements if there is access to single cell
recording. Alternatively, when referring to fMRI studies, so-called
“shared brain networks” are assumed to underlie the represen-
tation of emotions or actions in first-person and second-person
experience only when similar brain regions respond under both
conditions. Although the notion of mirror neurons and shared
network share many things in common at a gross theoretical level,
neuroscientists maintain the awareness that functional imaging
techniques reflect the activation of large assemblies of cells, while
single cell recording reveal the computations performed by a
single neuron. That is why these activations neither allow any
inference about the properties of the single cells nor about the
real computations subserved by these networks (e.g., Singer and
Lamm, 2009). In line with substantial evidence for predictive cod-
ing in the human brain (e.g., Schultz et al., 1997; Seymour et al.,
2004; O’Doherty et al., 2006; Frith, 2007), it is more likely that, for
example, activation in anterior insula when empathizing with the
pain of others rather reflects predictive models about the poten-
tial negative effects of pain (Singer et al., 2009; Lamm and Singer,
2010), which are also activated when we anticipate the effects of
impending pain in ourselves (Ploghaus et al., 1999).

Accordingly, rather than using the term simulation, it would
probably be closer to the biological reality of the brain to use
terms such as vicarious prediction or the activation of cortical
representations that have been generated through the perfor-
mance and experience of similar movement or affective experi-
ence in the self.

Second, even if we set these problems aside, recent findings
suggest that mapping TT to mentalizing of cognitive processes
and ST or IT to empathy or action understanding is incorrect.
Jason Mitchell, for example, has presented neuroscientific evi-
dence that we “simulate” others, even when we are in the domain
of mentalizing about cognitive states or abstract knowledge, like
political attitudes. This follows from a series of ToM or mentaliz-
ing studies, suggesting an important role of mPFC when reflecting
on one’s own as well as other peoples’ mental states (Mitchell
et al., 2005). These studies also demonstrated functional differ-
ences between judging the mental states of similar and dissimilar
others, with the former activating parts of the ventral mPFC and
the latter dorsal parts of the prefrontal cortex (Mitchell et al.,
2006). Furthermore, Waytz and Mitchell (2011) stated that sim-
ulation consists not only of mirroring (“a vicarious response in
which a perceiver experiences the same current mental state as that
of another person,” p. 197), but also of self-projection (i.e., “imag-
ining oneself in the same situation as another person, predicting
one’s thoughts and feelings in that hypothetical scenario and assum-
ing that the other would think and feel the same way,” p. 197).
The latter again involves the mPFC. This suggest that even in
the domain of tasks that may seem as if these require an out-
right rule-governed, intellectual stance, we apparently use cortical
representations underlying the inference of such attributes for
ourselves to derive knowledge about the other—a process which
would map to ST rather than to TT.

On the other hand, empathy research has clearly shown that
when we empathize we only activate parts of the entire neu-
ral networks elicited when experiencing a certain emotion in

ourselves. As these representations in the anterior insula are also
observed in empathy for other unpleasant experiences, such as
disgust (Wicker et al., 2003) or obnoxious tastes (Jabbi et al.,
2007), and are modulated by contextual factors as well as person-
specific factors (for an overview see e.g., Hein and Singer, 2008),
it has been suggested that these activities stand for higher-level
representations of subjective feelings that have already integrated
both contextual information and information from the body into
global feeling states (Craig, 2009; Singer et al., 2009; Lamm and
Singer, 2010). This higher-level coding of information would
probably better map to information processing of abstract con-
tent than to simulation based on an automatic activation of
primary sensory networks.

Together, these results suggest that a direct match between
ST and the MNSs or empathy-networks vs. ToM-networks to
TT is problematic. Consequently, an unproductive “either/or
logic” concerning simulation and theorizing should be avoided,
as Mitchell (2005, p. 363) has suggested (see also Keysers and
Gazzola, 2007).

MODELS OF SOCIAL INTERACTION IN PSYCHOLOGY AND
SOCIAL NEUROSCIENCE
In the previous section, we demonstrated that equating epis-
temic perspectives, cognitive processes, and neural mechanisms
underlying social cognition is problematic. Based on this analysis
we will now consider whether online social cognition is nec-
essarily the dark matter of social neuroscience. To address this
issue we must answer two further questions. First, what do we
actually mean when we talk about social interaction? And sec-
ond, do we really need to assume that there are neural networks
specifically dedicated to only processing the social world or social
interactions?

What does it take for an action to be real social interaction?
The experimental aim in social neuroscience, following Wilms
et al. (2010 who, in turn, follow Frith, 2007) consists in “closing
the loop between interaction partners” (p. 1). This means that the
action of one subject (henceforth A) should trigger a response of
her partner, a sentient being (henceforth B), which in turn influ-
ences A and A’s reaction. This particular feedback has a specific
effect on B resulting in a reaction in B that subsequently changes
A’s mental state and so on (see Figure 1, left panel). In every iter-
ation, each partner’s mental state is changed by his/her partner
and these new states form the basis of the next iteration of social
interaction. One basic feature of such a reciprocal interaction
is the occurrence of emergent qualities, i.e., the largely unpre-
dictable rearrangement of the already existing entities, namely
A and B’s possible reactions. Such emergence is only possible if
none of the involved subjects responses are controlled. Without
the essential unpredictability that occurs in natural social interac-
tion reciprocal changes in behavior would not occur. Along these
lines Schippers et al. (2010) stated that it is, therefore, difficult to
assess when one action ends and another starts (p. 9388; please
note that for this reason, the time of measurement in the left
panel of Figure 1 should be seen as no more than a formal ori-
entation). It is only when the design of the experiment allows for
an action possessing four specific criteria (dynamic interplay, a
virtually unlimited range of responses, living and uncontrolled

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 190 | 114

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Przyrembel et al. Illuminating the dark matter

FIGURE 1 | Two models of social interaction.

partners, and emergent qualities) that we can speak of real social
interaction.

Just consider an example of a fundamentally social form of
behavior such as tickling. Blakemore et al. (1998) have argued that
tickling, certainly a low-level, bottom-up, mostly pre-reflective
phenomenon is quintessentially social because, at least under
normal conditions, the sensation can only arise when another
individual delivers the touch. It has been proposed that the reason
we cannot tickle ourselves is that during self-generated move-
ments the brain produces a forward model that allows us to
predict the effects of tickling and thus cancel these effects out in
advance. When the touch is delivered by another, this model is
absent, making the touch unpredictable that, hence, leads to the
sensation of being tickled (Blakemore et al., 1998, 2000).

In contrast, the right panel in Figure 1 illustrates other ways
of modeling social interaction, which are relevant in the con-
text of present social neuroscience research. In these types of
social interaction, A’s behavior is studied under the full control
of B’s response (in experimental research, the presence of the sub-
ject’s interaction partner B is often feigned and therefore entirely
controlled by the experimenter). Strictly speaking, because A’s
behavior does not cause a novel and unpredictable response in
B, it is similar to a blind alley. B, being just an algorithm, would
always react independent of A’s action. This is indicated by the
dotted lines in the right panel of Figure 1.

Although A repeatedly reacts to fixed “actions” made by B, the
model that guides B’s behavior does not change over time and
so there is “no closing of the loop.” Accordingly, the emergent
qualities of such interactions are limited; hence, no reciprocal
transformation can happen from T1 until T4. While temporally
dynamic, such controlled interchanges are no more than “pseudo
social interaction.”

It has repeatedly been criticized that classic ToM tests allow for
a bystander or spectator stance toward others rather than involv-
ing a stance of participation and involvement (e.g., Schilbach
et al., 2006; Reddy, 2008). This critique raises the question
whether current neuroscientific paradigms succeed in investigat-
ing the neural basis of minds that truly interact, as illustrated in

the left panel of Figure 1. Despite the astute variety of creative
and visionary approaches to operationalize social cognition and
interaction, it is goes without saying that the degrees of freedom
for real-life social responses and interactions in the scanner envi-
ronment are limited. In the next paragraph, we will briefly review
the social neuroscience literature, discuss some exemplary types
of social interaction, and present some of the results. Please note,
however, that we cannot provide a full review of social neuro-
science literature, as this would go far beyond the scope of this
article.

PARADIGMS IN SOCIAL NEUROSCIENCE TO STUDY
SOCIAL COGNITION
One major challenge in social neuroscience is creating real social
cognition and social interaction within the non-social environ-
ments associated with neuroscientific methods such as fMRI,
EEG, MEG, or TMS. To confront these challenges, neuroscien-
tists have used a rather large diversity of methods and paradigms.
One specifically promising category of such paradigms is based
on the use of game-theory derived from economic research and
now widely used in neuroeconomics. In such economic game
paradigms, one subject, typically lying in the scanner, engages
in monetary exchange with real or pretended playing partners
situated either outside of the scanner in another room (e.g.,
McCabe et al., 2001; Rilling et al., 2002, 2004, 2008; Gallagher
and Frith, 2003; Sanfey et al., 2003; Singer et al., 2004a; Fehr and
Camerer, 2007; Baumgartner et al., 2008, 2011; for an overview
see Glimcher et al., 2009) or in another scanner in the context of
hyper-scanning experiments (Montague et al., 2002).

Among other research questions, one focus of these studies was
to examine whether brain responses of subjects differ as a func-
tion of whether they believe that they are interacting with a real
human partner or simply with a computer or a non-intentional
playing partner (e.g., McCabe et al., 2001; Gallagher et al., 2002;
Singer et al., 2004b). McCabe et al. (2001) were among the first to
conduct experiments on playing a two-person game in the scan-
ner. The subjects played either with another alleged person or
a computer and were asked to make choices in the game tree.
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They all cooperated less in the condition under which they
thought that they were playing with an algorithm. Moreover, the
mere belief that they were playing with a human being resulted in
the activation of specific regions of the prefrontal cortex.

Gallagher et al. (2002) introduced the “stone-paper-scissors”
game in a PET paradigm. Their goal was to “investigate the
neural substrates of ‘on-line’ mentalizing” (p. 814). Again, the sub-
jects believed that they were either playing with another person
(whom they met shortly before) or a computer, while in fact all
responses were constantly generated by a computer program. As
the respective neural substrate of the alleged social encounter,
Gallagher et al. (2002) recorded activity in the anterior portion
of paracingulate cortex bilaterally.

Similarly, Sanfey et al. (2003) scanned subjects playing the
Ultimatum Game (UG) who had to respond to fair as well as
unfair offers. Unfair offers elicited anger and rejection in the par-
ticipants when another person to whom they had been introduced
beforehand made them but not when these unfair offers were
made by a computer. In the case of the illusion of interacting
with a conspecific, the anterior insulae, the dorsolateral prefrontal
cortex, and the ACC showed higher activation.

Rilling et al. (2004) tried to create a paradigm that allowed
for the “immersion of participants in real social interaction that
have personally meaningful consequences” (p. 1694) by scanning
subjects while playing the UG and the Prisoner’s Dilemma Game
(PDG) using both, assumed human and computer partners, out-
side the scanner. These studies demonstrated that these tasks only
activated the ToM network (including the anterior paracingulate
cortex, the posterior, and mid-STS, as well as the hippocampus
and regions of the hypothalamus) when the subjects believed
that they were playing with real human beings. Just like in the
studies conducted by Gallagher et al. (2002) and Sanfey et al.
(2003), the illusion that a real partner B was present elicited
different brain patterns than if the partner was assumed to be
artificial.

Finally, Singer et al. (2004b) involved participants in sequential
trust games with intentional or non-intentional playing part-
ners and revealed, in line with the findings above, that only
when subjects believed to play with intentional agents, emotion-
related brain activation (e.g., in the left amygdala, the insulae, and
reward-related areas) were induced when perceiving intentional
co-operator or defector faces as compared to neutral players.

Another set of paradigms focused on measuring the effects of
directed or averted gaze on neural processes. For example, in an
early PET study, Wicker and colleagues (1998) investigated the
neural activation of mutual gaze (“a psychological process during
which two persons have the feeling of a brief link between their two
minds”, p. 221). Subjects were shown videos of persons looking
toward them (in a mutual gaze condition) or away (in an averted
gaze condition). This study revealed that eye contact activates the
occipital part of the fusiform gyrus, the right parietal lobule, the
right inferior temporal gyrus, and the middle temporal gyrus in
both hemispheres. Further effects of eye contact were presented
by Kampe et al. (2001) who demonstrated that the perceived
attractiveness of an unfamiliar face depicted on still photographs
augmented activity in the ventral striatum when the viewer met
the person’s gaze, whereas it decreased in the absence of direct

eye contact. Central reward-related brain areas seem, thus, to be
engaged during direct but not averted gaze when presented with
still pictures of human faces.

In more recent eye-gaze paradigms, Schilbach et al. (2006,
2010a,b) sought to characterize neural correlates of being person-
ally involved in social interaction by introducing more dynamic
virtual-reality technologies in the scanner environment. Virtual
characters were created that gazed at and greeted others—either
the subjects (who were lying passively in the scanner) or a
bystander. One of their main neuroscientific findings was that the
vMPFC underlies the perception of social communication and
feeling of personal involvement (Schilbach et al., 2006). Moreover,
when the sharing of attention with the avatar was self-initiated
by the participants, this led to an increase of neural activity in
the ventral striatum (Schilbach et al., 2010a). Similarly, Wilms
et al. (2010) tried to study social encounters in a truly interac-
tive manner. They asked subjects in the scanner to respond or to
probe the gaze of another person, depicted as an anthropomor-
phic avatar (who was actually computer-operated). The subject’s
goal was to establish eye contact with the avatar and to jointly
attend to one of three objects on a screen as a function of the
subject’s eye-gaze. This method of interactive eye-tracking reflects
the attempt to close the interaction loop between A and B. More
precisely, Wilms et al. (2010) were interested in the neural differ-
ences of successfully initiating joint attention compared to mere
gaze following. In this regard, they reported a main effect of joint
attention that resulted in the activation of the mPFC, PCC, and
the anterior temporal poles.

Another type of social neuroscience paradigms involves the
presence of real people present in the scanner environment. For
example in empathy for pain research, subjects in the scanner
were coupled with either their loved ones (Singer et al., 2004a)
or unfamiliar persons who differed in important aspects such
as perceived fairness or group membership (Singer et al., 2006;
Hein et al., 2010) who sat outside of the scanner room but
visible to the subjects. In these paradigms, brain responses are
elicited by creating the experience of painful shocks in the sub-
jects. This first-personal pain response is compared with those
brain responses elicited when watching the real person present in
the same room suffering from pain.

Finally, some recent innovative paradigms have started to use
cross-correlational statistics to compare brain activity of two indi-
viduals involved in a task together (Schippers et al., 2010; Anders
et al., 2011). For example, Schippers et al. (2010) asked cou-
ples of participants to play charades in the scanner in order to
examine brain activity during longer streams of social commu-
nication. Both of their brains were measured at separate times
in the same scanner (thus, the authors did not draw on hyper-
scanning technology). In one session, brain activity was recorded
during the gesturing of a word for the partner. This gesturing was
videotaped so that their partners could guess it in the subsequent
scanning session. Results show that during guessing, the subject’s
brain activity in the putative MNS and the vmPFC is caused by
fluctuations in activity in the pMNS of the gesturing partner.

All the above-mentioned studies have been conducted with
imaging methods. What about EEG-studies investigating social
processes? Lindenberger et al. (2009) investigated interbrain
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synchronization when eight pairs of guitar players performed a
short piece together. They found significant between-brain oscil-
latory couplings during the preparatory period of metronome
tempo setting in especially the fronto-central connections in the
frequency range between 2 and 10 Hz, as well as after the play
onset in the frequency range between 0.5 and 7.5 Hz. According
to the authors, this coupling can be interpreted as a sign for social
attunement.

In another EEG-study, Kourtis et al. (2010) registered the
brain couplings of two persons who “interacted,” i.e., passed each
other an object and then put it back on its original place. The
authors then compared these EEG-measures with the brain activ-
ity of a third-person who only watched this interaction. The two
interacting persons showed more motor activation during action
anticipation than the “loner” who was not involved in the action.
This motor activation was measured via the amplitude of the
contingent negative variation (CNV), known to reflect motor
preparation and activity in both the supplementary motor area
(SMA) and the primary motor cortex (MI). Kourtis et al. (2010)
suggest that this data indicates that social interaction modulates
action simulation.

HAS SOCIAL NEUROSCIENCE REALLY YET SUCCEED IN
STUDYING SOCIAL INTERACTION?
The previous section reviewed social neuroscience paradigms that
have tried to investigate the neural basis of social cognition and
social interaction using real-life experimental set-ups or cross-
brain correlational methods rather than the presentation of static
pictures such as faces or stories. However, when these are consid-
ered in light of our definition of real social interaction, a closer
analysis reveals that none of these paradigms demonstrate a pat-
tern of actions and reactions in which living and uncontrolled
partners engage in behavior that leads to reciprocal impact on
each other’s behavior. For example, experiments relying on game
theory paradigms have had complete control over playing partner
B’s responses (see right panel of Figure 1). McCabe et al. (2001)
used the game tree, which offers limited response options: partic-
ipants were presented to a dichotomous choice (they had to select
either the left or the right branch of the tree). Moreover, player A
was made to play with a partner who was fully controlled. Sanfey
et al. (2003) and Rilling et al. (2004) were also unable to establish
real social interaction. Even though the subjects met their partner
(B) before scanning started and saw B’s photo in the scanner, there
was no opportunity for real interaction. These “interactional”
degrees of freedom offered just two options—either acceptance
or rejection of B’s (again fully pre-fabricated) offer.

Similarly, the paradigms created by Schilbach and colleagues
do not constitute real social interaction because even though
B reacts to A’s behavior, B’s response is programmed by the exper-
imenter and so lacks the unpredictability of a real person. Despite
its novelty relative to the previous social neuroscience paradigms,
the use of still pictures of faces as outlined above offers no emer-
gent qualities of real interaction. Schippers et al. (2010) presented
a different and ambitious approach to the “information flow across
brains during social interactions” (p. 9391). Nevertheless, each
trial of guessing the action ended without the other’s sponta-
neous feedback, and the subjects gestured the word-to-be-guessed

in a video camera instead of directly toward the partner’s face,
therefore we can conclude that, although this experiment cap-
tures naturalistic complex symbolic and non-verbal behavior, the
“loop” was never fully closed within a single interaction. The
sought-after information flow from one brain to another was not
really flowing.

Finally, the empathy paradigms (Singer et al., 2004a, 2006;
Hein et al., 2010), even though integrating authentic uncon-
strained (and uncontrolled) partners in the same scanner envi-
ronment, can again not be considered as real social interaction
paradigms, as the response of B is not important for the analyses
or claims of this investigation. The only thing that matters is the
brain response of A.

Do the EEG-studies capture real social interaction? Although
Lindenberger et al. (2009) studied coordinated action, this again
do not fulfill our criteria of studying real social interaction. The
guitar players follow a common goal (performing a specific piece
together over 60 trials), preventing opportunities for creative
actions and responses. For real musical interaction to be stud-
ied, it would be necessary to record the brain activities while two
individuals, for example, improvise. Imagine for example jazz
improvisation, where the tunes emerges through the reciprocal
impact that one players melody has on the other player’s tune and
by doing so capture real elements of social interaction. During
improvisation, repetition, and predictable responses are nearly
impossible because each individual’s contribution emerges from
the process of listening and replying to the other (Seddon, 2005).
An additional worry concerning these studies is that observed
between-brain oscillation can also be explained by the fact that
the musicians are merely following the same synchronizing stim-
ulus (i.e., the metronom or the melody they play). This would
then again not be an example of real social interaction but
similar to two persons watching the same movie, and whose
brain activities consequently are synchronized by this same visual
material.

Also, in Kourtis et al.’s (2010) EEG-study two persons “inter-
act,” but only in the sense that they pass each other an object.
Although this counts as interaction because the subjects are real
living persons who can act jointly in a face-to-face setting, the
paradigm restricted the type of interaction that was possible and
so the two minds do not mutually shape each other by the unpre-
dictability of their responses. Due to the limited range of behavior
and the restricted possibility for emergent qualities, we do not see
the closing of the loop here, neither.

In sum, this short review has shown that even though some of
these studies provided innovative ways to study social cognition,
they still fail to capture real social interaction and so fall short of
revealing the neural processes that occur during online social cog-
nition. However, what could be investigated were indeed several
forms of second-person perspective taking.

IS THERE EVIDENCE FOR PURELY SOCIAL PROCESSES
AND COMPUTATIONS IN THE HUMAN BRAIN?
Our short review about some social neuroscience studies with
associated neuronal findings point to another important question
raised in this paper. Can we assume that the brain contains spe-
cific modules only devoted to the processing of social stimuli or,
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even more radically, specific brain regions or specific cells tuned
to online social cognition. More precisely, we are distinguish-
ing between two separate questions: (a) To what extend is the
so-called social brain specifically social? and (b) Are there neu-
ronal networks, computations or single cells specifically tuned to
process only online social interactions?

A closer look into the brain areas involved in the social neu-
roscience experiments reviewed suggest that the answer to both
questions is no. To answer question (a), the social brain is not
exclusively social; rather, each of these brain regions has been
shown to also be involved in other non-social tasks. For exam-
ple, even though “the meeting of minds” (Amodio and Frith, 2006)
certainly has hedonic qualities and may “feel good” (see Schilbach
et al., 2010a), the ventral striatum or other reward-related brain
areas cannot be seen as specific neural correlates of the second-
person perspective or of mutual social interaction because these
brain areas are known to be sensitive to all kinds of rewards, be it
social or non-social (e.g., Schultz, 2002; O’Doherty et al., 2006).
Hence, these regions will also be equally strongly involved in
pleasant non-social activities such as indulging in a glass of high-
class Bordeaux. Similarly, the consistent involvement of anterior
insula and mACC in empathy for pain paradigms (see Lamm
et al., 2011) does not make these brain regions specific “empathy
regions.” On the contrary, these “shared activation” studies reveal
that these regions are also involved in processing negative affec-
tive experiences in the self or in other non-social context (see also
Singer, 2012).

The phenomenon of ticklishness when being tickled by others
but not by oneself, as mentioned earlier, can be taken as a good
example to discuss the question to whether a specific neural sys-
tem is responsible for social interaction. This phenomenon does
not occur because of unique neural computations specialized for
being tickled but rather emerges from more general predictive
properties of our sensory and motor system and the fact that we
can predict the effects of our own actions but not those of others5.
Accordingly, online social cognition could be explained by under-
standing how different basic cognitive, emotional, and motor
processes and their underlying brain mechanisms cooperate to
produce representations of the actions, sensations, or mental state
of another individual. Hence, a review of the present social neuro-
science literature does not support the claim that neural processes
or computations that specifically subserve the processing of social
stimuli exist. In sum, the answer to question (a) would be that
to the best of our knowledge so far, no neural computations or
neuronal networks specifically dedicated to social stimuli or social
cognition alone have been identified.

Would this conclusion have to change if eventually neuroscien-
tists succeed in bringing real social interactions into neuroscience
paradigms? The hope of identifying neuronal networks, neu-
ral computations, or even single cells, that would selectively
only react when we are involved in online social cognition,
seems—given the hitherto existing neuroscientific evidence—
simply highly unlikely. For this to be the case, our brains would

5Note that this does of course not imply that unpredictability is a sufficient
condition for being a person or for an action to be social interaction.

need to contain cells or perform computations that are only sen-
sitive to the interactive nature of two intentional living agents but
are silent when merely one agent is concerned, even if this involves
the processing of social stimuli. Following this line of reasoning,
the answer to question (b) would again have to be no.

Having said this, we would, however, expect that social interac-
tion might activate neuronal patterns (but not hitherto unknown
areas) different from situations where subjects are not personally
being involved. Still, this effect would come as no surprise, as it
may just stem from mere attention and saliency effects known to
modulate activation patterns in the brain. The brains of subjects
being half asleep will obviously show a different activation pattern
than a highly engaged subject irrespective of whether this subject
is engaged in social or non-social information processing.

Note also, that even though we have argued that social neu-
roscience has not yet succeeded in implementing real social
interaction paradigms, the so-called social brain circuitries have
nevertheless been discovered and repeatedly described on the
basis of subjects merely believing in the presence of another
interaction partner.

Even though the implementation of real social interaction
paradigms may not reveal novel brain mechanisms exclusively
devoted to social cognition or social interaction, it is important to
stress at this point that the implementation of real-life social inter-
active paradigms can, nonetheless, inform our understanding of
social dynamics and the psychological phenomena that emerge in
these conditions. Social interaction is a central and enormously
important factor for human evolution, ontogeny, and daily life,
for example, in the development of individual personhood or self-
consciousness. In evolutionary terms, for example, it has been
argued that the demands of interacting with group members have
been a vital and a powerful influence on the size of the neo-cortex
of the brain (as measured by the ratio between the volume of
medulla oblongata and neocortex Dunbar, 1998). According to
this social brain hypothesis, the need to understand other minds, as
well as the related processes of communication and self-control,
drove an increase in neo-cortical volumes in mammals, particu-
larly in primates. Social environments are also important at an
ontogenetic level. Anecdotal evidence from the eighteenth cen-
tury indicates that isolation from the social group, such as that
experienced by feral children like the Wildboy of Averyon, leads to
problems with developing more than rudimentary skills essential
for social interaction (Zingg, 1940). More recent studies showed
that human psychosocial development is largely influenced by
the quality of parent-child interactions (Beebe et al., 2008).
Furthermore, developmental psychologists have stated that it is
through interactive sharing that children ontogenetically acquire
the capacity of taking and confronting intersubjective perspec-
tives, i.e., understanding other minds (Moll and Meltzoff, 2011).
We argue that face-to-face encounters are a necessary condition
for social cognitive abilities to evolve, but that, once in place, other
minds can also be understood when the persons are not engaging
in real social interaction. Therefore, we have challenged the cur-
rently widespread narrow definition of second-perspective taking.
In sum, at both the level of evolution and of ontogeny, immersion
in a complex social environment seems necessary for the human
mind to develop normally.
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Future investigations of online social cognition could
be inspired by paradigms developed in developmental and
attachment psychology (as conducted by Tronick et al., 1978;
Tronick, 2003, and, more recently, Beebe et al., 2008). The sub-
jects in these studies, mainly mothers and their babies, are given
time and space to interact naturally and face-to-face with one
another. They play with each other, mirror, and validate the
other’s expression, misunderstand one another, undergo com-
municative disruptions, and by return engage in so-called repair
processes of these mismatches—or they do not. A detailed micro-
analytic decomposition of the interplay may reveal features of
individual, natural interaction that are important for further
investigations in developmental, social, or clinical psychology,
but will perhaps not be that useful for the identification of
specifically social neuronal computations in particular. This is, of
course, not to say that social interaction should not be investi-
gated in the context of social neuroscience. Thus, even though its
study may not be about understanding new brain processes, it is
about understanding how existing brain processes are deployed
and influenced in a particular dynamic during social interaction.
Furthermore, investigating real interaction might enable social
neuroscience to shed more light on some of the classical prob-
lems of social psychology like conformity (Asch, 1951; Milgram,
1963) or decision-making in groups (Surowiecki, 2004).

CONCLUSION
Moving toward an understanding of the neural basis of social
interaction is one of the main goals in social neuroscience. In this
paper, we asked why social interaction is accredited with such a
central significance. We showed that its definition, as well as the
definition of the terms on- vs. offline social cognition and second-
person perspective taking is imprecise leading to confusion.
Furthermore, significant problems emerge when the philosoph-
ical, psychological, and neuroscientific investigations concerning
the understanding of other minds are simply mapped to each

other. We have also reviewed relevant neuroscientific studies that
focus on social interaction and have demonstrated that none to
date have investigated real social interaction, understood as the
emergent qualities of an encounter that occur through the recip-
rocal interaction of two real individuals. In this sense, true social
interaction remains the “dark matter” of social neuroscience.
However, this is not as daunting as it may seem at a first glace.
First, understanding other minds is not bound to interaction
because it is an epistemic perspective rather than a process tied
to online social cognition. Second, the specific neural correlates
of reciprocal interaction are unlikely to differ from those that
have already been identified by prior work. Third, even though
our short review has shown that no studies have captured online
social cognition during real social engagement, they have cap-
tured important features of second-person perspective taking and
so do reveal important information on how we make sense of
other minds. We suggest that this should be the focus of future
work investigating mental states attribution. Rather than seeking
neural substrates for computations that can only be performed
during social interaction, research on how we understand other
minds would be more likely to be informative if it examined
how basic cognitive and affective processes are deployed to cope
with the demands placed on the mind by the complex interac-
tions that make the social lives of our species so remarkable.
In this way neuroscience can help us understand the way that
social interaction continues to shape our evolution, ontogeny, and
every-day lives.
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Cognitive neuroscientists often study social cognition by using simple but socially relevant
stimuli, such as schematic faces or images of other people. Whilst this research is
valuable, important aspects of genuine social encounters are absent from these studies,
a fact that has recently drawn criticism. In the present review we argue for an empirical
approach to the determination of the equivalence of different social stimuli. This approach
involves the systematic comparison of different types of social stimuli ranging in their
approximation to a real social interaction. In garnering support for this cognitive ethological
approach, we focus on recent research in social attention that has involved stimuli ranging
from simple schematic faces to real social interactions. We highlight both meaningful
similarities and differences in various social attentional phenomena across these different
types of social stimuli thus validating the utility of the research initiative. Furthermore, we
argue that exploring these similarities and differences will provide new insights into social
cognition and social neuroscience.

Keywords: social attention, social neuroscience, ecological methods, ethology

INTRODUCTION
Imagine the following scenario. You are walking down a busy city
street and you see a life size mural of two people sitting down eat-
ing a meal. You approach the mural and inspect it. This inspection
will likely involve a characteristic pattern of eye movements and
brain activity. Now imagine walking down that same busy city
street and you see two real people sitting down eating a meal. You
approach and inspect them. This inspection will also involve a
characteristic pattern of eye movements and brain activity. The
question motivating the present review is the extent to which
researchers should expect the patterns across these situations to
be qualitatively and quantitatively equivalent and, more funda-
mentally, how to approach such a question. This issue has recently
surfaced in the context of research on social neuroscience given
its reliance on stimuli more akin to the first scenario (e.g., sim-
ple, static representations of socially relevant stimuli) than the
second scenario (e.g., an actual live social interaction) in attempt-
ing to map the social brain. One of the critical assumptions
driving social neuroscience is that the knowledge gained about
the social brain using the former class of stimuli will generalize
to the richer scenarios associated with everyday social cogni-
tion. However, as others have remarked, this could prove to be a
dangerous assumption (Neisser, 1978; Ochsner, 2004; Schilbach
et al., 2006; Kingstone et al., 2008; Kingstone, 2009; Zaki and
Ochsner, 2009). That said, it is important that this concern not
turn into a presumption of non-equivalence (see Mook, 1983).
Rather, we argue for an empirical approach to the determination
of the equivalence of different social stimuli. Specifically, we argue

for the systematic comparison of different types of social stimuli
ranging in their approximation to a real social interaction as a
means to address issues about the equivalence of social stimuli
and as a means to provide new insights into social cognition and
social neuroscience.

OVERVIEW
In the review that follows, we describe a number of studies
in the context of social attention research that assess putatively
social phenomena in different environments ranging in their
approximation to a real social interaction. While it is difficult to
operationalize the extent to which a stimulus approximates a real
social interaction, we have tried to sample stimuli that would span
the implied continuum. Toward this end, we discuss social atten-
tion research using static schematic faces, dynamic schematic
faces, static photographs of faces, static photographs of people
in complex social scenes (e.g., people having lunch), dynamic
images of people in complex social scenes (e.g., a movie), situ-
ations with the potential for real social interaction (e.g., walking
down a street), and real social interactions (e.g., in conversation).
By focusing our review on the social attention literature, it allows
us to engage the discussion about the equivalence of social stim-
uli within a common framework, though the issues are by no
means restricted to social attention. This review is not meant to
be exhaustive; instead the review focuses on research that high-
lights both similarities and differences in how we attend to social
stimuli that vary in their approximation to a real social inter-
action. Thus, the purpose is not to simply advocate for the use
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of more naturalistic stimuli (as others have done) but to pro-
vide examples that testify to the utility (and necessity) of such an
approach. In this respect the modulations of various social phe-
nomena by the nature of the stimulus (i.e., looking at an image
of a face versus looking at a real face), which is only possible
through comparison between stimuli, provides a central piece to
the puzzle. Thus, we hope to support this special issue’s call to “go
social” by describing some of the work that has “gone social” and
what it has revealed about social cognition and social cognitive
neuroscience. Furthermore, while we highlight relevant neuro-
scientific research where appropriate, it is important to note that
many of the examples provided are behavioral. Nonetheless, given
that human behavior is the bedrock of social neuroscience, the
implications for social neuroscience are no less clear.

Advocating for the use of stimuli that vary in their approxima-
tion to a real social interaction in the context of studying social
cognitive neuroscience is not in and of itself a condemnation of
research using social stimuli that are far removed from such a
situation. These “unnaturalistic” stimuli have clear benefits (e.g.,
control) and abandoning their use is fraught with as many chal-
lenges as neglecting to use stimuli that more closely approximate
a real social interaction. For example, eschewing stimuli because
they are not “naturalistic” would severely limit a researcher’s abil-
ity to isolate the mechanisms that make social cognition possible.
Take for example the point light walkers used in studies of bio-
logical motion. This research has made important contributions
to our understanding of social cognition and social cognitive
neuroscience (e.g., Pavlova, 2012) arguably as a direct result of
stripping away characteristics of the stimuli that might make
them more “naturalistic” on some level. The approach advocated
here embraces the entire range of available social stimuli and
specifically highlights the utility of directly comparing between
them. That being said, in the present context history demands
that an emphasis be put on highlighting the positive aspects of
using stimuli that better approximate a real social interaction as
opposed to highlighting, for example, the positive aspects of the
status quo, though this should not be taken as indicating that the
latter is devoid of such aspects. Extensive discussions of the ben-
efits of “external invalidity” are available elsewhere (see Mook,
1983; Banaji and Crowder, 1989).

Before beginning the review it is important to note that using
stimuli that better approximate a real social interaction comes
with methodological challenges. For example, while monitoring
behavioral and/or neural responses to a picture of two people
engaging in a social interaction is straightforward, it would be
difficult to monitor behavioral and/or neural responses (partic-
ularly the latter) as individuals actually engage in a real social
interaction. Despite these difficulties, we do not see the challenge
as insurmountable, and in fact we will highlight research that
has begun to overcome some of these challenges. Furthermore,
taking on the methodological challenge will likely require inno-
vations (e.g., technological) and new paradigms for exploring
social cognition (e.g., Wilms et al., 2010) both of which would
likely be viewed as welcome. Lastly, even if some aspect of real
social interactions were beyond the scope of current (and future)
methods, this would not negate the benefits of exploring the com-
parisons that are technologically feasible (e.g., comparing a static

schematic face to a real dynamic face). The following review aims
to provide support for these claims.

GAZE FOLLOWING
Folk knowledge suggests that people are very interested in where
other humans are directing their attention. Driven by this intu-
ition, researchers have proposed that eye gaze represents a special
social attentional cue (Baron-Cohen, 1995), and that this cue is
associated with specific neural mechanisms (such as that revealed
by activity in the superior temporal sulcus; Campbell et al., 1990;
Itier and Batty, 2009). Gaze direction can give the observer an
indication of a person’s mental state, their focus of attention,
and their goals (Baron-Cohen, 1995; Shimojo et al., 2003; Tipper
et al., 2003; Ristic et al., 2005; Frischen and Tipper, 2006). This
notion leads to the expectation that where someone looks should
have a profound impact on where we allocate our attention (i.e.,
we should attend to where others are looking). This idea dove-
tails with work suggesting that the morphology of eyes have
evolved for social communication (Kobayashi and Kohshima,
1997) and that we are skilled at detecting the direction of gaze
(e.g., Anderson et al., 2011).

To examine gaze following in the laboratory, researchers have
modified a cueing task popularized by Posner (1980) and used
it to investigate whether people are biased to attend to where
someone else is looking. Typically observers are presented with
a schematic face that looks to the left or right. This is then fol-
lowed by the presentation of a target to the left or right of the
face. Results from such experiments indicate that people are faster
to respond to the target when it appears at the location the face
is looking at (Friesen and Kingstone, 1998; Driver et al., 1999;
Langton and Bruce, 1999). This gaze cueing effect occurs rapidly
(i.e., less than 100 ms after the appearance of the cue; Friesen and
Kingstone, 1998; Frischen et al., 2007) and is thought to be largely
obligatory (e.g., orienting in response to gaze occurs even if the
gaze-cue is counter-predictive; Friesen et al., 2004). Gaze cueing
has become a signature of not only the tendency for people to
reorient attention in the direction of another’s eyes but of social
attention in general. The latter point is well supported by the pro-
portion of social cognitive neuroscience papers that focus on gaze
following (as opposed to other potential social behaviors; see Itier
and Batty, 2009).

While the simple elegance of the original gaze cueing paradigm
is laudable, a cursory glance at the simple schematic faces typically
used raises just the kind of question discussed in the introduction.
While the schematic faces and eyes are recognizable as such, they
are clearly not real faces and real eyes (i.e., the ones we presum-
ably follow and have followed over our lifetime). This leads to
the concern that schematic faces could elicit different behavioral
and neural responses than real faces. Consistent with this concern,
Sagiv and Bentin (2001) demonstrated important differences in
how faces are processed when those faces are schematic versus
real images of faces. While schematic faces and real images of
faces generated an equivalent N170, an ERP component thought
to index face processing in the right hemisphere (Bentin et al.,
1996), when the researchers inverted the faces the neural response
was qualitatively different across the different stimulus types.
Specifically, inversion of schematic faces lead to a reduction in
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the amplitude of the N170 whereas inversion of real images of
faces lead to an enhancement of the N170. The authors attributed
the difference to the relative abilities of the two stimulus types to
engage holistic and part based face processing mechanisms. Thus,
even a simple difference (i.e., schematic face versus an image of
a real face) in the stimulus can lead to a qualitative difference in
brain activity in response to that stimulus. Results such as these
underline the potential that gaze processing might be influenced
by inherent differences in stimuli that covary with changes in the
extent to which they represent naturalistic social stimuli.

GAZE CUEING WITH IMAGES OF REAL FACES
Researchers have discovered important differences in gaze cue-
ing when using stimuli that vary in their approximation to a real
social interaction. For example, Hietanen and Leppanen (2003)
compared gaze cueing using schematic and real images of faces.
While they found that both types of stimuli produced a sig-
nificant gaze cueing effect, schematic faces actually produced a
larger gaze cueing effect than real images of faces. This partic-
ular form of non-equivalence can be interpreted in a number
of theoretically useful ways. For example, on the argument that
gaze cueing with schematic faces is social, one might expect
that a change in the stimulus that made it more similar to the
gaze cues we typically encounter in social interactions would
increase the magnitude of the gaze cueing effect. That it did
not might suggest that orienting in response to schematic faces
is at least partially mediated by non-social mechanisms (e.g.,
motion cues; Farroni et al., 2000). Alternatively, as Hietanen
and Leppanen (2003) suggest, the use of a schematic face could
enhance the gaze cueing effect by reducing the noise intro-
duced by the presence of other facial features (e.g., skin texture)
that are typically present while individuals follow the gaze of
conspecifics.

GAZE CUEING WITH DYNAMIC STIMULI
Aside from schematization, the stimuli typically used in gaze cue-
ing studies also differ from real faces in that the former are static
rather than dynamic. Motion is an important aspect of face pro-
cessing (e.g., Curio et al., 2010) and gaze following at least early
in development (Farroni et al., 2000). For example, Farroni et al.
(2000) demonstrated that early in development individuals would
only orient to gaze if a motion cue was present (i.e., the eyes actu-
ally moved). While adults do not require such a cue in order to
follow gaze (i.e., static gaze cues yield gaze cueing effects; Friesen
and Kingstone, 1998), research using complex dynamic gaze cues
has revealed interactions between gaze and emotion (Putman
et al., 2006) that are absent (or much less pronounced) using sim-
ple static or simple dynamic gaze cues (Hietanen and Leppanen,
2003). Hietanen and Leppanen (2003) compared a static gaze-
cue and a simple dynamic gaze cue. In the dynamic condition,
a face was presented initially with straight gaze and after a delay
a face was presented with averted gaze, thus giving the appear-
ance of the eyes moving. In the static condition, only the latter
image was presented. Results demonstrated a significant cueing
effect in both conditions and no difference in the magnitude of
the gaze cueing effect across conditions. Furthermore, Hietanen
and Leppanen (2003) failed to find any evidence for an effect

of facial emotion (e.g., happy, sad, fearful) on the magnitude of
the gaze cueing effect using either type of stimulus (i.e., static or
dynamic). Thus, across a static and dynamic gaze cue, the pat-
tern of results appeared similar such that the gaze cueing effects
were equivalent and showed a similar lack of interaction with the
emotion of the face.

In contrast to the Hietanen and Leppanen (2003) research,
Putman et al. (2006) did find an interaction between gaze cueing
and emotion (i.e., greater gaze cueing effect for fearful expres-
sions) when they employed a more complex dynamic represen-
tation of emotion and gaze. Putman et al. (2006) used stimuli
wherein both the emotion and the gaze changed simultaneously
across frames of a video (rather than a two-frame gaze-only
change). Thus, the emotion-based modulation of gaze cueing was
revealed when emotion and gaze changes occurred dynamically
(i.e., a stimulus that better approximates a natural social stimu-
lus; see also Bayless et al., 2011). One potential explanation for
this pattern of results is based on the relative ability of static and
dynamic faces to engage areas of the brain responsible for social
cognition (e.g., Kilts et al., 2003; Sato et al., 2004; Schultz and
Pilz, 2009; Vuilleumier and Righart, 2011). Specifically, given that
the majority of our experience with faces, and faces displaying
emotion, is with dynamic faces, the neural regions dedicated to
processing this type of information may show a stronger response
when presented with dynamic relative to static faces (Schultz and
Pilz, 2009). In a similar vein, it may be, as others have argued
(e.g., O’Toole et al., 2002), that motion aids in facial recogni-
tion either because it facilitates perception of the 3D structure
of the face or because we actually retain motion information
about a face when storing its representation. Consistent with these
ideas, Schultz and Pilz (2009) found that dynamic faces elicited
stronger responses than static faces in face processing areas of the
brain and Vuilleumier and Righart (2011) note that of the lim-
ited fMRI studies that used dynamic faces as stimuli, responses
were increased compared to those elicited by static stimuli in
face-sensitive areas. These stronger responses are also related to
improved learning (i.e., there is a dynamic advantage for learning
faces; Pilz et al., 2006, 2009). With respect to emotion specifically,
in a series of studies Sato and colleagues (2004, 2007a,b) have
demonstrated that dynamic stimuli are better able to engage the
mechanisms that support the processing of emotion. For exam-
ple, dynamic expressions of fear activated the amygdala more
strongly than static expressions of fear (Sato et al., 2004), and
dynamic expressions were more likely to lead to facial mimicry
(Sato and Yoshikawa, 2007b). If the interaction between gaze and
emotion is linked to the effectiveness of the stimulus to engage the
mechanisms responsible for understanding emotion in others (as
seems likely) or social cognition in general, then this could explain
the increasing likelihood of observing gaze and emotion interac-
tions with stimuli that better approximate a real social stimulus. It
is interesting to note that even the complex dynamic stimuli used
by Putman et al. (2006) and others (Bayless et al., 2011) are sub-
tly different from viewing, for example, a video of a real face or
a real face (Schultz and Pilz, 2009) suggesting the need for fur-
ther research. Thus, while the gaze cueing effect is present across
a wide range of stimuli varying in their approximation to a real
(live) gazing face; it is clear that important differences also exist.
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In the next section we consider another salient social attentional
phenomenon: the bias to attend to others.

ATTENDING TO OTHERS
In addition to people’s tendency to follow gaze, researchers inter-
ested in social attention have also focused on people’s tendency to
orient attention to other people, their faces and in particular, their
eyes. Attending to others represents an important pre-requisite to
normal social functioning. In the following, we review research
investigating overt attention to others using stimuli that vary in
their approximation to a real social interaction.

THE EYE BIAS
One of the most investigated areas in social attention research
concerns the bias of individuals to attend to the eyes of others.
This research has typically employed measures of overt attention
(i.e., eye tracking) while individuals view still photos of faces. For
example, individuals will spend the majority of their fixations on
the eyes of the faces in the photos (Walker-Smith et al., 1977;
Barton et al., 2001; Henderson et al., 2005). As with gaze cue-
ing, attending to the eyes of others seems to be at least partially
automatic (Itier et al., 2007; Laidlaw et al., in press). Here again,
the eyes are viewed as a kind of “special” cue for social attention.
Indeed, some have suggested that there exists a neural mechanism
devoted exclusively to the detection and processing of gaze infor-
mation (e.g., the Eye Direction Detector; Baron-Cohen, 1995)
though neural evidence for such a module is mixed (see Itier and
Batty, 2009).

THE EYE BIAS IN STATIC COMPLEX SOCIAL SCENES
One potentially important difference between the types of stim-
uli typically used in studies demonstrating an eye bias (e.g., still
photos of faces) and a real social interaction is that in the latter,
the eyes are embedded within a complex visual array consisting
of other objects (animate and inanimate) that could compete for
attention. From research on attention to the eyes during face per-
ception, it is unclear whether biases toward the eyes reflect true
interest in the eyes or a less social phenomenon, such as a center
of gravity effect initially pulling gaze to the eyes of forward facing
images (e.g., Bindemann et al., 2009). To examine this question,
Birmingham et al. (2008) investigated the gaze bias in complex
static social scenes containing one or several people in a variety of
poses either doing something (e.g., reading a book; active scenes)
or doing nothing (e.g., sitting on their own; inactive scenes). In
addition, participants were given three possible task instructions:
to view freely, to describe the scene, or to describe where people
in the scene were directing their attention. Results demonstrated
that even in these complex static scenes with multiple poten-
tial objects competing for attention, participants committed the
highest proportion of their fixations to the eyes of others in the
scene (controlling for the size of the stimulus). The magnitude
of the gaze bias, however, was not invariant across conditions.
Birmingham et al. (2008) demonstrated that the eye bias was
stronger in the more social scenes (i.e., scenes containing multiple
people doing something together) and in the task requiring social
cognition (i.e., describe where people were attending). Thus, the
bias to attend to the eyes of others extends to complex static scenes

and is modulated by “social” factors such as the number of indi-
viduals in the image. Importantly, the latter finding would have
been impossible to uncover had only single isolated faces been
used as stimuli.

THE EYE BIAS IN DYNAMIC SOCIAL SCENES
A complex static scene, like those used in Birmingham et al.
(2008), might provide a better approximation to a real social
interaction than an isolated face, but it nevertheless falls short
in at least one important respect: natural social interactions
are dynamic not static. To address this important difference,
Foulsham et al. (2010) explored attention while individuals
watched a dynamic social interaction. Specifically, participants
viewed a video recording of people taking part in a group
decision-making task while their eye movements were monitored.
Important for the current discussion, Foulsham et al. (2010)
demonstrated that, as with isolated faces and complex social
scenes, most of the fixations on people were targeted at an indi-
vidual’s eye region. Thus, the eye bias was present in a complex
dynamic scene consisting of individuals gesturing, taking turns
speaking, and against a complex background where the eyes were
relatively small. These data demonstrate that the general bias to
look at the eyes is present in static isolated faces, complex static
scenes and complex dynamic scenes (i.e., videos).

While the studies above have identified clear similarities in
attention to the eyes across a range of social stimuli (i.e., iso-
lated images of faces, complex static scenes and complex dynamic
scenes), a recent series of studies investigating the gaze bias
in individuals with autism spectrum disorder (ASD) has also
revealed important differences as well (Klin et al., 2002; Pelphrey
et al., 2002; Speer et al., 2007). Individuals with autism are
believed to have impairments in social attention. Indeed, marked
impairment in eye contact and responding to gaze during infancy,
childhood and adulthood is a diagnostic feature of the disorder
(Lord et al., 2000). Consequently, autism has figured promi-
nently in investigations of social attention with numerous studies
attempting to assess which aspects of social attention are deviant
in those with ASD (e.g., Klin et al., 2002; Dawson et al., 2004;
Fletcher-Watson et al., 2009; Freeth et al., 2011a,b). Pelphrey
et al. (2002) reported that when (high-functioning) individuals
with ASD looked at static faces they showed less of a bias to
attend to the eyes than did individuals without ASD. This find-
ing is consistent with the general notion that individuals with
ASD have a social attentional deficit such that they fail to pay
attention to salient social cues like eyes. However, van der Geest
et al. (2002a,b) failed to replicate the behavioral patterns found by
Pelphrey et al. (2002) both within a similar task (Experiment 1;
van der Geest et al., 2002a) and using static complex social scenes
(van der Geest et al., 2002b). Freeth et al. (2010) also found
that non-developmentally delayed adolescents with ASD spent
a similar proportion of overall viewing time fixating on the eye
and mouth region of people when presented with static complex
scenes.

The research failing to detect an overall differential attentional
bias toward the eyes of others in autism relied on static scenes. As
with the interaction between gaze and emotion in gaze cueing, the
pattern of findings appears to be different when dynamic social
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stimuli are considered. Specifically, Klin et al. (2002) found a
robust difference in eye bias across an autistic and non-autistic
sample (i.e., a marked reduction in attention to the eyes in indi-
viduals with autism) using dynamic social scenes (i.e., a movie).
Furthermore, they found that attention to the eye region was the
best predictor of group membership (i.e., autistic group versus
non-autistic group). In a recent attempt to reconcile these dis-
parate findings across static and dynamic stimuli, Speer et al.
(2007) compared gaze patterns in an autistic and non-autistic
sample using four types of stimuli (1) social dynamic (i.e., social
encounter in a movie), (2) isolated dynamic (i.e., a single per-
son in a movie), (3) social static (i.e., two or more people in
static scene), and (4) isolated static (i.e., one person in a static
scene). Critically, all of the stimuli were from the same movie
used by Klin et al. (2002). Speer et al. (2007) demonstrated, in
the dynamic social condition, that individuals with autism were
less likely to look at the eyes than individuals without autism in
the dynamic social condition (replicating Klin et al., 2002; see also
Riby and Hancock, 2009), however, they did not differ in any
of the remaining conditions (i.e., isolated dynamic, social static,
isolated static). As with the emotion and gaze cueing studies,
one interpretation of these results is that the amount of over-
lap between the stimulus and a typical social situation (which is
strongest in the dynamic social condition) determines the extent
that a stimulus engages areas of the brain responsible for social
cognition. Thus, with greater similarity between stimuli and real
social situations, the differences between a typically developing
group and a group with social attentional deficits (i.e., indi-
viduals with autism) might better reveal themselves, assuming
these differences are based in the relative function of the neural
mechanisms supporting social cognition. In other words, more
contrived and less socially realistic stimuli may serve to mask
underlying deficits and equate performance across two groups
who, in actuality, perform very differently in everyday social sit-
uations. Whatever the mechanism responsible for the disparate
findings, it seems clear that the nature of the social stimuli may
be particularly important in investigating social cognition in spe-
cial populations. In the following section we move from attention
to the eyes of others to attention to others in general and also
shift to recent studies that have been conducted in situations that
involve either the potential for, or the involvement in, a real social
interaction.

SOCIAL ATTENTION IN THE WILD
The studies reviewed above, and social cognitive neuroscience
in general, have focused predominantly on individual minds
and brains observing representations of other people (e.g., static
image or dynamic set of images). This approach, however, seems
to overlook a defining attribute of social cognition, namely, social
interaction (De Jaegher et al., 2010; Schilbach, 2010). While it
may be difficult to identify the attributes that constitute a real
social interaction (see De Jaegher et al., 2010 for a recent attempt),
the notion of reciprocity or at least the potential for reciprocity
seems to be central. The individuals depicted in images or movies
can neither look back at the observer nor can they alter their
behavior in response to the observer’s actions. In addition, the
observer’s actions cannot influence the individuals in the static

images or movies. These missing elements are potentially impor-
tant provided the view that the neural mechanisms that realize
social attention likely evolved to facilitate this two-way interaction
(e.g., Emery, 2000). In the following we discuss research aimed at
understanding how individuals attend to others in situations that
have the potential for real social interaction or actually involve
real social interaction (i.e., in the “wild”).

Foulsham et al. (2011) asked whether the allocation of gaze in
a live situation was the same as that observed while individuals
watched a video of a similar situation. Participants wore a mobile
eye tracker while walking to buy a coffee, a trip that required a
short walk outdoors through a university campus. These same
participants subsequently watched, in the laboratory, first-person
videos of their own walk or the same walk by another participant.
Critically, by presenting video of the same events to people in
the laboratory condition, the contents of central vision were kept
as similar as possible across the real and movie conditions. This
permitted a comparison of individuals attention to others while
embedded in the actual “buying coffee” situation versus simply
watching a video of someone participating in the “buying cof-
fee” situation (from a first-person perspective). While there are a
number of informative comparisons to be made in this study (see
Foulsham et al., 2011), we focus here on individuals attending to
other people.

In Foulsham et al. (2011), other people were frequently fixated
on in the live and video conditions and the amount of time spent
looking at people was equivalent across conditions. Interestingly,
while the amount of time fixating people was similar across the
conditions, there was a subtle difference in when people were
looked at. Specifically, people in the scene who were far away from
the observer were looked at equivalently in both conditions (i.e.,
live and video), however, when people in the scene were close to
the observer (e.g., were approaching to pass by) they were more
likely to be gazed at in the video condition than the live condi-
tion. This result suggests that when there exists the potential for
social interaction (e.g., the walkers), participants adjusted their
attentional focus, perhaps as a means to deter such interaction.

In a related study, Laidlaw et al. (2011) compared an indi-
vidual’s tendency to look at other people in a live and video
condition. The Laidlaw et al. (2011) experiment took place in a
more intimate setting than the Foulsham et al. (2011) study and
focused exclusively on social looking behavior. Participants were
told that they were taking part in a “real world search” task that
involved wearing a mobile eye tracker. Participants were fitted
with the eye tracker, calibrated, and then told to wait in a room
for the experimenter to return. Participants were unaware that
this waiting period was part of the experiment. Critically, for half
of the participants there was a confederate sitting in the waiting
room and for the other half there was a videotape of the same
confederate filmed from an earlier session. The live confederate
did not interact with the participant but the potential for inter-
action according to the participant certainly existed. Thus, the
experiment compared looking behavior in a waiting room where
the potential for social interaction existed (in the case of the live
confederate) or was absent (in the case of a recording of the con-
federate). The results were consistent with those from Foulsham
et al. (2011). Specifically, Laidlaw et al. (2011) demonstrated that
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participants looked at the videotaped confederate more often
and for a longer duration than the live confederate. In addition,
when Laidlaw et al. (2011) compared gaze to the confederates ver-
sus a baseline non-social object in the room, the frequency and
duration of looks to the live confederate were actually less fre-
quent than to the baseline object, whereas looks to the videotaped
confederate were significantly greater than to the baseline object.

The Laidlaw et al. (2011) results provide a compelling counter-
point to the idea (generated from research using social stimuli
with no potential for social interaction) that individuals are
biased to attend to other people and hints toward the influence
of complicated social norms and practices that may govern social
attention within real social situations. Interestingly, this result
also implies that measuring “social” attention in scenarios that
do not allow for social interaction (i.e., eye movements in social
scenes) may exaggerate the extent to which we attend to others in
everyday situations. Together these results suggest, as in Foulsham
et al. (2011), that a live situation fundamentally alters how people
attend to people. Specifically, when attentional objects represent
real social agents for whom the actions of the observer (e.g.,
gazing) would have meaning, gaze patterns change.

Further support for the notion that the potential for social
interaction alters attention has recently been provided in the
context of gaze following. Gallup et al. (2012a,b) assessed the
tendency for individuals to follow the gaze of others using nat-
uralistic observation. The researchers placed an attractive object
in a busy hallway and monitored individual’s gaze behavior
in response to the gaze of other pedestrians. Gaze toward the
attractive object increased when other nearby pedestrians looked
toward the object, consistent with the gaze following research
reviewed above. Interestingly, Gallup et al. (2012a) demonstrated
that this gaze following behavior was modulated by whether the
nearby pedestrian was walking toward or away from the “par-
ticipant” (i.e., the individual who did or did not follow gaze).
Specifically, when the participant was behind the individual that
looked at the attractive stimulus (i.e., they could not see them)
gaze following was frequent. However, when the participant was
facing the individual that looked at the attractive stimulus, they
were actually less likely to look at it than if no one had looked at
the attractive stimulus (i.e., a baseline condition). Thus, individ-
uals were less likely to follow the gaze of someone who could see
them. Note that in Gallup et al. (2012a) individuals were not only
failing to exhibit gaze following when the nearby pedestrian was
facing them, but rather the individuals gaze was inhibited when
the oncoming pedestrian’s gazed toward the attractive object. As
with the Laidlaw et al. (2011) results, this research provides a
salient counter-point to the power of gaze following in more
traditional laboratory set ups. Similar results were reported by
Gallup et al. (2012b) using a paradigm based on early work of
Milgram et al. (1969). In this experiment, again using natural-
istic observation of gaze following, Gallup et al. (2012b) placed
confederates at a heavily trafficked location and had them stand
and look upward. Important for the present discussion, pedestri-
ans were more likely to follow the gaze of the confederate (i.e.,
look up) when they passed behind them rather than in front of
them. Thus, again, gaze following was dependent on the relation
between the gazer and the gaze follower.

The majority of studies reviewed in this section have involved
potential social interactions between the observer and the
observed. Participants inhabited the same environment as the
other people and were able to interact with them, but situations
were controlled so that no verbal or physical interaction actually
took place. In a recent study, Freeth et al. (under review) again
compared a live condition to a video condition (as in Foulsham
et al., 2011; Laidlaw et al., 2011), but this time in the context
of a genuine social interaction. In both conditions (manipu-
lated across experiments) a female interviewer sat across a desk
from the participant who was wearing an eye tracker and asked
the participant a series of questions. In the live condition the
interviewer was physically in the same room as the participant,
thus replicating a real social interaction with its associated reci-
procity. In the video condition the same social interaction was
completed but the “interviewer” was a pre-recorded video of the
interviewer.

Freeth et al. (under review) demonstrated a number of com-
mon gaze patterns across these conditions. For example, in both
conditions, participants spent most of the time looking at the
interviewer’s face. In addition, participants were more likely to
look at the interviewer, especially their face, when they were being
asked a question versus when they were answering a question.
Freeth et al. (under review) also found a number of interesting
differences in gaze patterns across conditions. For example, in
the live interview there was an eye contact effect that was not
present in the video interview. Specifically, participants in the
live condition were more likely to look at the interviewer’s face
than her body when the interviewer made eye contact than when
eye contact was not made. This was not true in the video condi-
tion. Thus, interviewer eye contact was more effective at capturing
participants’ attention in the live interviews.

One interpretation of all of these results is that the mean-
ing of attending to another (i.e., looking at another person) or
attending to what another is attending to (i.e., gaze following) is
altered by the nature of the situation. Previous research (includ-
ing that reviewed above) has consistently shown a strong bias to
attend to people, their faces, and their eyes but studies of interper-
sonal behavior have suggested that in a natural context people will
sometimes avoid looking at others, a phenomenon known as civil
inattention (Goffman, 1963; Zuckerman et al., 1983). Again, a key
consideration is the imminent potential for interaction in “real”
versus “reel” social situations. Looking at someone is a potent
social signal, however, this is only true (for the most part) when
the individual at whom we are gazing is real. Returning to our
two situations in the introduction, you can stare at a mural of two
people sitting down to a meal as much as you like, but the equiv-
alent behavior when those two people are real social agents could
have very different consequences. Risko and Kingstone (2011)
provided further evidence for the importance of social context
for individual’s tendency to look at people by demonstrating that
monitoring an individual’s looking behavior with an eye tracker
will reduce their tendency to look toward a provocative stimulus.
Thus, the knowledge that one’s eyes were being watched alters
looking behavior, a result consistent with the impact of social
presence on behavior (Bond and Titus, 1983; Risko et al., 2006;
Crosby et al., 2008).
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The idea that gaze takes on different meaning as the stimuli
better approximate a real social interaction was recently inves-
tigated by Pönkänen et al. (2011) using event related potentials
(ERPs) and a design conceptually analogous to those reviewed
here (e.g., Foulsham et al., 2011; Laidlaw et al., 2011). These
researchers assessed differences in face related brain activation
for averted versus direct gaze by a real person or a static image
of a person. Pönkänen et al. (2011) focused on the N170, a
component demonstrated to be sensitive to averted versus direct
gaze. Critically, when the gazer was a live person, the difference
in the N170 between direct and averted gaze was larger than
when the gazer was a static image. In other words, the neu-
ral response to gaze is modulated by the extent to which the
stimulus approximates a real social interaction. Hietanen et al.
(2008) reported similar results. These researchers demonstrated
that direct gaze more strongly activated the approach-avoidance
system than averted gaze, as indexed by electroencephalography
and skin conductance measures. However, this was only true
when the gazer was a live actor and was not true when the gazer
was a static image of another person. Thus, as we have seen at var-
ious points in this review, a putatively social phenomenon (i.e.,
the difference between direct and averted gaze) is modulated by
the extent to which the stimuli are real versus reel.

Further neuroscientific evidence for a difference between live
and video interaction has been provided by Redcay et al. (2010).
They report a study in which participants either took part in an
interaction with the experimenter via video feed (while the partic-
ipants were in a functional magnetic resonance imaging scanner)
or watched a taped version of the same interaction. Thus, in one
condition a live social interaction took place while in the other
participants merely watched an interaction. Redcay et al. (2010)
found increased activity in the live condition across a number of
areas associated with social cognition, including right posterior
superior temporal sulcus and the right temporoparietal junction.
There was also increased activity in the live versus recorded con-
dition in regions associated with attention (e.g., dorsal anterior
cingulate cortex) and reward (e.g., regions within the ventral
striatum). Redcay et al. (2010) also compared activity across a
joint attention condition wherein the participant followed the
experimenter’s gaze to find a target and a solo attention condi-
tion wherein the participants did not follow the experimenter’s
gaze but the experimenter was nonetheless present. Critically, dif-
ferences in brain activity between the joint and solo attention
conditions were specific to the social cognitive brain regions that
had previously been demonstrated to exhibit increased activity
in the live condition relative to the recorded condition. Thus, a
live social interaction was better able to engage the neural mecha-
nisms thought to be intimately involved in social cognition. Taken
together, these findings converge on the conclusions that a “live”
situation fundamentally alters how individuals attend to others
and accordingly how their brains respond to social stimuli.

BEYOND SOCIAL ATTENTION—THE MIRROR NEURON
SYSTEM
The general notion that some stimuli would be better at engag-
ing the social brain than others (an idea touched on throughout
this review) has received support from research on the mirror

neuron system. The mirror neuron system “transforms sensory
information describing actions of others into a motor format
similar to that the observers internally generate when they imag-
ine themselves doing that action or when they actually perform
it” (Rizzolatti and Fabbri-Destro, 2008, p. 179). This system is
hypothesized to play a fundamental role in social cognition (Frith,
2007; Rizzolatti and Fabbri-Destro, 2008) as it provides a basis
for understanding the minds of others (e.g., their emotions).
Important for the present discussion are recent findings demon-
strating modulations of the response of the mirror neuron mech-
anism based on the extent to which the visual stimulus is a socially
relevant stimulus (Jarvelainen et al., 2001; Shimada and Hiraki,
2006). For example, Shimada and Hiraki (2006) compared activ-
ity in the sensorimotor cortex of adults and infants using near
infrared spectroscopy in an action observation condition (i.e., an
actor performed a series of simple actions with an object), an
object observation condition (i.e., an invisible actor performed
a series of simple actions with an object) and a spontaneous
object motion condition (i.e., control). Critically, each condi-
tion was also presented live or via video. Shimada and Hiraki’s
(2006) results demonstrated that only in the live condition was
activity in the sensorimotor cortex significantly greater than in
the control condition. When presented via video, the equiva-
lent condition did not activate sensorimotor cortex any more
than it was activated by spontaneous object motion. Jarvelainen
et al. (2001) also demonstrated that responses within the human
premotor cortex were greater when viewing live compared to
pre-recorded human movements. Thus, the human brain’s mir-
roring of others (a critical neural correlate of social cognition)
can be altered by the medium in which the other appears (i.e., live
versus video).

The reduced response of the mirror neuron system to “reel”
stimuli versus “real” stimuli has also been observed in single
neuron recording studies of the macaque brain. Ferrari et al.
(2003), in the context of exploring mirror neuron responses to
mouth actions, reported: “Mirror neurons that, during natural-
istic testing, showed good responses to a hand action made by
the experimenter, showed weak or no response when the same
action, previously recorded, was shown on the screen” (p. 1705).
Thus, similar to the results reviewed above, the mirror neuron
system was less responsive to a video representation than to a
live demonstration of an action. Interestingly, in a recent study
of hand actions Caggiano et al. (2011), in the context of study
hand actions, reported that video and live presentation of actions
actually activated the mirror neuron system of the macaque in a
similar manner. According to the researchers, the critical differ-
ence between the two studies was that in the case where the video
stimuli failed to elicit a strong mirror neuron response, there had
been no initial training task that encouraged the animals to attend
to the location of the video in the first place. In conjunction,
these studies make an important point in the present context.
Namely, the comparison of stimuli that ranged in their approx-
imation to a real action (i.e., live action versus filmed action)
initially produced a pattern of results suggesting some form of
non-equivalence (Ferrari et al., 2003). Subsequent work, mak-
ing a similar comparison, then identified the potential source
of that non-equivalence (i.e., attending to the video stimulus;
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Caggiano et al., 2011). This latter step thus provides a poten-
tial mechanism through which to explain (some) differences
observed between “reel” and “real” stimuli, specifically, the rel-
ative ability of those stimuli to capture/hold an individual’s atten-
tion. It is important to note that this latter insight would not
have been uncovered had the researchers not engaged in the sys-
tematic comparison of stimuli ranging in their approximation to
a real action. In addition, these researchers actually began with
“real action” or what they called “naturalistic action” and only
(cautiously) moved toward less “naturalistic” stimuli. This direc-
tion is the opposite of that typically employed (i.e., moving from
less to more naturalistic stimuli), an issue that we will discuss
briefly below and has been discussed at length in other work (e.g.,
Kingstone et al., 2008; Kingstone, 2009).

SUMMARY
This review has focused on one approach to addressing concerns
about the nature of social stimuli commonly used in social neuro-
science research. This work has typically relied on simple stimuli
(e.g., schematic faces) lacking, at least on its face, many of the
potentially important characteristics of a real social interaction.
This is a critical limitation if the neural mechanisms uncovered
in the former “reel” instance differ quantitatively and/or qual-
itatively from those engaged in the latter “real” case. We have
suggested here that a useful approach to addressing these types
of concerns is to explicitly compare different types of social stim-
uli ranging in their approximation to a real social interaction.
We have highlighted recent research that has done just that. This
approach allows researchers the opportunity to identify similari-
ties and differences in brain and behavior as the stimuli become
more like the natural social stimuli with which our systems have
evolved and developed to deal with.

The current review suggests that the promise of the approach
described here has already started to be realized. The studies con-
sidered suggest important similarities and differences in social
attention across different social stimuli ranging from a schematic
face to a face-to-face interaction. For example, individuals will
follow the gaze of a static and a dynamic schematic face and a
static and dynamic image of a real face. In addition, the bias
to look at another individual’s eyes is present when the stimu-
lus is an isolated face (Henderson et al., 2005; Laidlaw et al., in
press), a complex social scene (Birmingham et al., 2008), and a
dynamic social scene (i.e., a movie; Klin et al., 2002; Foulsham
et al., 2010). Despite these and other similarities, there also appear
to be important differences. For example, dynamic faces reveal
effects of emotion on gaze following not observed for static
faces (e.g., Putman et al., 2006). In addition, dynamic social
scenes, relative to static ones, appear better able to reveal dif-
ferences between individuals with and without a typical social
attention system (Klin et al., 2002; Speer et al., 2007). Lastly,
the propensity to look at other people (Foulsham et al., 2011;
Laidlaw et al., 2011) and follow their gaze (Gallup et al., 2012a,b)
seems to be profoundly altered when there is the potential for
an actual social interaction. The presence of both similarities
and differences seems to falsify any simple notion of equiva-
lence or non-equivalence of social stimuli and, through attempts
to understand these similarities and differences, researchers will

better understand the variables that influence social cognition
in general and how the brain responds to social stimuli in
particular.

COGNITIVE ETHOLOGY
The methodological approach advocated here is based on a more
general framework for cognition and cognitive neuroscience
referred to as cognitive ethology (Smilek et al., 2006; Kingstone
et al., 2008; Kingstone, 2009). Briefly, the basic idea behind the
framework is to begin one’s research approach at the level of the
phenomenon of interest (e.g., real social interaction) and to sys-
tematically move toward the more simplified and abstracted level
(e.g., looking at schematic faces). While much of the research
reviewed here can be seen as going in the opposite direction,
such that researchers have started with simplified and abstracted
stimuli and have moved toward more ecological stimuli, both
approaches have merit and are based fundamentally on the same
notion: to systematically compare brain and behavior at various
levels of abstraction. One caveat should be noted, as Kingstone
(2009) suggests, by beginning at the level of the phenomenon
of interest researcher’s subsequent work can be benchmarked
against the original phenomenon and conclusions can be related
back to what is experienced there. However, when we begin using
a possibly distant approximation to the phenomena of interest,
researchers run the risk of spending a great deal of time, effort,
and resources studying “phenomena” that are peculiar to (or
worse even, products of) that distant approximation. That said,
the purpose of the present review is not to espouse a particular
direction (i.e., from artificial to naturalistic versus naturalistic to
artificial) but rather to champion the act of moving along that
continuum in either direction.

IMPLICATIONS FOR SOCIAL NEUROSCIENCE
The promise of social neuroscience is that we can understand the
neural basis of social phenomena. Given the uniquely social envi-
ronment of humans, other primates and their ancestors, such an
understanding will have widespread ramifications for our knowl-
edge of how and why the brain evolved in the way that it did. Far
from being a special circumstance, it is likely that social context
colors the majority of our cognitive and behavioral repertoire.
However, the challenge of social neuroscience, and the impetus
for the current issue, is to bring the social environment under the
microscope of current neuroscientific methods.

We have argued that one useful approach toward this gen-
eral goal will be to compare social phenomena using stimuli
ranging in their approximation to a real social interaction. This
approach has both methodological and theoretical advantages
for social neuroscience. Methodologically the approach provides
researchers with an empirical assessment of the equivalence of
different social stimuli. The knowledge gained from such an
approach allows researchers to make an informed decision about
the stimuli they use while mapping the social brain. For exam-
ple, the review has suggested that in some cases the use of more
contrived stimuli can lead to difficulties in detecting effects (e.g.,
the series of studies investigating the modulation of gaze cue-
ing by emotion and the importance of using dynamic stimuli
to detect it). Thus, the power to observe and measure effects
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might be strongest when the social stimuli closely match those
that make up our social environment. For example, Schultz and
Pilz (2009; see also Fox et al., 2009) have argued that dynamic
images of faces should be used in place of static images of faces
as localizers of face processing regions in the brain. The impor-
tance of such knowledge should not be underestimated given the
cost (e.g., time, money, effort) of conducting research in social
neuroscience.

Theoretically, the explicit comparison between stimuli varying
in their approximation to a real social interaction can yield new
insights into the neural underpinnings of social cognition. This
is true both when similarities and differences emerge from the
comparison. For example, Sagiv and Benton’s (2001) demonstra-
tion that the N170 was comparable across upright schematic and
images of real faces suggest that the neural processes generating it
are sensitive to some common feature of the stimuli (i.e., the basic
structural configuration of a face). The same author’s demon-
stration that the N170 was qualitatively different for inverted
schematic and images of real faces, however, suggests that the
neural processes generating the N170 are also sensitive to some
unshared feature (e.g., experience, familiarity) between schematic
and real faces. Both pieces of information can inform theorizing
about the neural basis of social cognition.

It is important to reiterate that the approach advocated here
does not seek to minimize the contribution of using stimuli
that are not “naturalistic.” These types of stimuli have numer-
ous benefits for researchers in social neuroscience as evidenced by
the progress made using such stimuli. The approach advocated

here calls for the addition of more naturalistic stimuli and, more
specifically, the systematic comparison between stimuli that range
in their approximation to a real social interaction. Lastly, in
some facets of social neuroscience (e.g., studies involving fMRI or
EEG), the approach we have suggested will present methodologi-
cal challenges. Rather than see this as a reason to abandon such an
effort, we see it as a reason to innovate—a challenge researchers
are already beginning to meet and overcome (e.g., Redcay et al.,
2010; Wilms et al., 2010). For example, we have reviewed numer-
ous neuroscientific investigations that have successfully compared
social phenomena using stimuli ranging in their approximation to
a real social interaction (Sato et al., 2004; Schultz and Pilz, 2009;
Redcay et al., 2010; Pönkänen et al., 2011). We are confident this
effort will continue and continue to succeed.

CONCLUSION
Understanding the social brain represents one of the fundamental
aims of neuroscience. This pursuit faces daunting challenges given
the complex nature of social phenomena. This review presents
one viable way to meet the challenge. Future research employing
an approach derived from cognitive ethology promises to provide
further insight into the nature of the social brain.
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Laboratory studies of social visual cognition often simulate the critical aspects of joint
attention by having participants interact with a computer-generated avatar. Recently,
there has been a movement toward examining these processes during authentic social
interaction. In this review, we will focus on attention to faces, attentional misdirection, and
a phenomenon we have termed social inhibition of return (Social IOR), that have revealed
aspects of social cognition that were hitherto unknown. We attribute these discoveries
to the use of paradigms that allow for more realistic social interactions to take place. We
also point to an area that has begun to attract a considerable amount of interest—that of
Theory of Mind (ToM) and automatic perspective taking—and suggest that this too might
benefit from adopting a similar approach.

Keywords: vision, attention, social cognition, misdirection, eye gaze, social inhibition of return

SOCIAL ATTENTION: THE NEED FOR REAL SOCIAL
INTERACTION
Ever since its inception during the late 1960s (e.g., Neisser, 1967),
research into human visual attention has moved toward examin-
ing the behavior of individuals as they perform tasks alone. In the
standard experiment a single observer is seated in front of a visual
display and performs a required task. Clearly, this laboratory-
based paradigm has been instrumental in uncovering many of
the fundamental properties of visual cognition (e.g., Eriksen
and Eriksen, 1974; Posner, 1980; Duncan, 1984; Tipper, 1985;
Raymond et al., 1992; Watson and Humphreys, 1997; Simons
and Rensink, 2005). However, humans are social animals and the
majority of people spend some part of each day interacting with
others. As this issue of Frontiers demonstrates, a growing num-
ber of visual cognition studies are beginning to reflect this and
examine how attention is deployed when a person interacts with
another individual or individuals. In this article we first present
our own assessment of why the new field of social neuroscience
can be considered as more than an attempt to improve the ecolog-
ical validity of our experiments. We then go on to show how the
social neuroscience method not only informs us about the mental
processes involved in social interaction but has also revealed the
existence of visual mechanisms that were previously unknown.
Indeed, we cite particular cases where the method has revealed
effects previously thought not to occur. Examples are drawn from
our own research examining attention to faces, attentional mis-
direction, and a phenomenon we have previously labeled social
inhibition of return (SIOR). Finally, we point to one recent debate
that could likely benefit from this new approach. That is the ques-
tion of whether Theory of Mind (ToM) and perspective-taking
are automatic processes.

The study of social attention is often considered to have
begun in the late 1990s with the first report of the gaze cue-
ing effect (Friesen and Kingstone, 1998) in which a person’s

attention is oriented on the basis of another person’s direction
of gaze. However, it is more accurate to say that developmen-
tal psychologists have been studying these types of phenomena
for decades and, as with the developing field of social neu-
roscience, their methods involved measuring behavior during
interaction between real people. An early example (Scaife and
Bruner, 1975) involved young infants sitting with a caregiver and
looking directly ahead toward an experimenter. The experimenter
would then turn their head 90◦ to the left or right and fixate an
object. The infant’s propensity for gaze following would then be
recorded. This line of work was subsequently placed within the
context of ToM in which infants were assessed for their ability to
understand others as intentional agents (Tomasello et al., 1993).

The lead that developmental psychologists have taken in study-
ing infant cognition in the real world is beginning to find favor
amongst those advocating a cognitive ethological approach to adult
cognition (Kingstone et al., 2008). Ethology, the study of animal
behavior, was developed by a number of naturalists in Europe
during the 1930s. Its central position was that animal “routines”
and “patterns” should be examined in as natural environment as
possible. Ethology’s basic philosophy explicitly contrasted with
that of the American-led Behaviorists during the same period.
Their models of behavior were derived from laboratory studies
of animals, usually rats and pigeons. Although many influen-
tial models of behavior were developed from the behaviorist
approach, the field was often criticized for its lack of ecolog-
ical validity. In the same way, cognitive ethologists emphasize
the importance of ecological factors in human cognition and
consider social interaction as being central. Although social neu-
roscience does not advocate a naturalistic setting per se, the field
does employ paradigms that take into consideration the social
situations in which cognition occurs.

A number of recent attention researchers have therefore
examined adult visual attention in scenarios where participants
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perform tasks in conjunction with other individuals. For instance,
Brennan et al. (2008) made the point that many everyday sit-
uations involve joint visual search, such as when an adult and
child look through a picture book together. With this in mind,
Brennan et al. examined whether joint visual search might be
more efficient than that of a solitary observer. Pairs of partic-
ipants were asked to search arrays for a target letter appearing
amongst distractors, with cursors allowing each participant to see
the location of their partner’s gaze at any point during the search.
Results showed that searches were almost twice as efficient when
made jointly than alone. Furthermore, Brennan et al. showed that
observers coordinated their search with their partner’s without
explicit training. The authors concluded that joint gaze can be
used spontaneously to minimize collective effort and optimize
search success.

The acknowledgment that psychological models can benefit
from ecological consideration can be seen in other areas of vision
research, as in the case of vision and action. The study of visual
perception has been dominated by the view that the function
of vision is to generate a representation of the external environ-
ment. That is, to provide a percept. However, a number of authors
have pointed out that vision is most often accompanied by action
(e.g., Milner and Goodale, 1995; Prinz, 1997; Jeannerod, 1999;
Hommel, 2009) and paradigms have therefore been developed
with this in mind. For instance, an abundance of work has shown
that the appearance of a new object is particularly effective in
attracting attention (e.g., Cole et al., 2004; Cole and Liversedge,
2006; Cole et al., 2007; Davoli et al., 2007; Cole and Kuhn, 2009,
2010; Yantis and Jonides, 1984). However, Welsh and Pratt (2006)
demonstrated that the propensity with which new onsets cap-
ture attention is influenced by the type of action an individual
makes when responding to them. More specifically, the authors
showed that task-irrelevant offsets interfere with new object cap-
ture when a standard keyboard press is required but do not when
a reaching response is made. Thus the act of reaching toward
an object enables attention to be focused more effectively. As is
the case with social neuroscience, proponents of the vision-for-
action perspective argue that a phenomenon in question may be
better elucidated when consideration is given to its functional
significance in the real world.

Social neuroscience is clearly grounded in the notion that
humans are social animals and this ought to be reflected in our
experimental paradigms. In the field of visual attention the social
aspect of this process has typically been implemented by present-
ing participants with social stimuli in the form of static images or
video clips of people, and then measuring their effects on visual
attention. The use of these often well controlled, yet rather reduc-
tionist depictions of real world stimuli offer a valuable tool to
investigate social attention in the laboratory. This is particularly
the case in the field of neuroscience, where experimental proto-
cols are often limited by the logistical constraints of the apparatus
(e.g., MRI, EEG; but for recent developments see Guionnet et al.,
2012; Guionnet et al., and Schippers et al., 2010). Progress in
overcoming these constraints has allowed face-to-face interaction
between people by channeling a live video feed inside a scanner.
In one such experiment, Redcay et al. (2010) recorded functional
MRI data as participants interacted with an experimenter via a

video screen in one of three cooperative scenarios: a “live” interac-
tion, a recording of one of their earlier interactions, or a recording
of the experimenter’s interaction with a different participant.
Hence, all three conditions contained identical visual informa-
tion but differed according to the mental state imputed to the
experimenter’s actions. Results showed that the live feed elicited
greater activation in the ventral striatum, amygdala, and ante-
rior cingulate cortex (ACC), areas activated in studies of social
reward (e.g., Walter et al., 2005), and the right posterior superior
temporal sulcus (rpSTS), a region implicated in social percep-
tion and social cognition (Allison et al., 2000; Saxe, 2006). That
these brain regions are differentially activated on the basis of the
authenticity of face-to-face interactions leads one to enquire as
to their importance. Are such areas central or peripheral to the
processes we as experimenters attempt to measure in our stud-
ies of social visual cognition? How does their involvement impact
upon processes occurring elsewhere in the brain? Do they scale up
to produce measurable differences in behavior? And the question
most pertinent to the current review: Are the processes that medi-
ate perception of these social stimuli the same as those involved
in perceiving a real person? Hence, it is not merely a matter of
improving the ecological validity of our experiments; it is about
the extent to which the findings from social attention studies
translate to real person interaction. If these processes differ, it is
likely to have serious implications for our understanding of social
attention, and social neuroscience in general. In the next section
we compare examples of what we have learned about social atten-
tion from classical behavioral studies and from those in which real
people interact. We find that the former can yield very different
results from the latter.

ATTENTIONAL ORIENTING TOWARD OTHER PEOPLE
Rather than processing all of the available sensory input, the
visual system selects only that which is likely to be behaviorally
important. Metaphors such as the attentional spotlight (Posner
et al., 1980; Broadbent, 1982) or zoom-lens (Eriksen and St.
James, 1986) describe the way in which attention is oriented
around the field of vision, selecting for further processing any
objects or locations falling within the “illuminated” boundary.
Attentional orienting can be overt (i.e., where people look), or
covert (i.e., where people attend without moving their eyes or
head). Given the importance that attention plays in mediating
what we see, it is not surprising that there has been much inter-
est in determining how we select the information deemed to
be “important” (Henderson, 2003). Some have argued that this
selection process is largely driven by bottom-up stimulus features
(e.g., Itti and Koch, 2000). According to these models, certain
stimulus features, such as luminance contrasts, are particularly
salient and thus automatically capture attention. Detailed com-
putational models are remarkably accurate in predicting people’s
eye movements as they view images of natural scenes (Itti and
Koch, 2001). However, due to the complexity of the processes they
attempt to simulate, these models necessarily simplify humans
as passive observers of the world (Findlay and Gilchrist, 2003).
In reality, however, vision is an active process that enables us
to carry out multifarious tasks in which required objects might
not be the most salient aspect of the visual scene (Land, 2006).
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Consequently, others have argued that eye movements are driven
by our top-down goals rather than by salient aspects of the visual
scene (Land et al., 1999; Hayhoe and Ballard, 2005; Land, 2006).
This reinforces the view outlined in the previous section that
vision and action are intricately linked.

In addition to task goals and bottom-up salience, it has become
clear that the attention system is strongly influenced by social fac-
tors. Some of the earliest eye tracking studies by Yarbus (1967)
have shown that whilst viewing images of social situations our
eyes are particularly attracted by the people in the scene. More
recent studies have replicated this observation and shown further
that attention is strongly drawn toward faces, and in particu-
lar the eyes (Yarbus, 1967; Kuhn and Land, 2006; Birmingham
et al., 2008b, 2009; Fletcher-Watson et al., 2008; Kuhn et al., 2009).
Indeed, such is the appeal of eyes that observers still tend to look
at them even when faces are presented in isolation (Walker-Smith
et al., 1977; Pelphrey et al., 2002; Itier et al., 2007).

However, to what extent do these findings generalize to more
complex social interactions? Most studies of face perception
involve faces presented in isolation and are, as a consequence,
already attended (Walker-Smith et al., 1977; Pelphrey et al., 2002).
Hence these studies may demonstrate a preference for the eyes
because these are often the most complex or salient component of
a pre-selected face. The true measure of eye-preference is whether
they are able to summon attention when faces are embedded
within a complex scene. Evidence has shown that this is indeed the
case (Birmingham et al., 2008a,b, 2009). Although those studies
used static scenes, others have investigated where observers look
in dynamic scenes. For instance, Kuhn et al. (2009) had partici-
pants observe a magician performing a magic trick. In spite of the
trick involving the magician’s hands, the proportion of fixations
on his head and eyes was close to 70%. Likewise, when partici-
pants were asked to watch videos of other students engaging in
conversation, 77% of fixations were directed to the people in the
clips (Foulsham et al., 2010).

Much empirical work has therefore demonstrated that as
humans, we generally prioritize other humans, their faces and, in
particular, their eyes when viewing natural scenes. Whilst these
studies vary in terms of their ecological validity, there remain
questions as to whether these studies capture the true nature of
social cognition. Indeed, social cognition involves more than pas-
sively observing images of people; it involves interaction with real
people. Interestingly, there is evidence that even the potential for
real social interaction can influence behavior. For example, peo-
ple will often meet the gaze of an approaching stranger that is
depicted in an image (Henderson et al., 2005; Itier et al., 2007) but
will avoid direct eye contact when the same event occurs in real
life (Ellsworth et al., 1972). Hence the presence of a real person
clearly elicits a different behavioral response. The main differ-
ence between these settings is that the latter involves the potential
for social interaction whilst the former does not. A recent study
by Laidlaw et al. (2011) directly examined the effect of those
two scenarios. In the study, participants’ eye movements were
monitored as they sat in a waiting room. The crucial manipu-
lation in the experiment was whether participants were joined
by a real confederate posing as another research participant or
the confederate appearing on a video screen in the waiting room.

Results showed that whereas participants frequently looked at
the confederate on the video screen, they rarely did so in per-
son. Moreover, ratings of the participants’ social skills correlated
positively with the amount of time spent looking at the live con-
federate, yet did not in the video condition. Similar conclusions
concerning the difference between real and artificial social inter-
actions have been drawn from studies examining eye movements
in response to social cues in autism (e.g., Nation and Penny,
2008).

In sum, it is clear that attempts to measure aspects of social
cognition can yield different results depending on whether the
social context is real or merely simulated. The majority of
research demonstrates that our willingness to look at others
is strongly influenced by whether or not they are physically
present. Although traditional, controlled, computer-based tasks
are important in examining some of the mechanisms involved
in social attention, its underlying mechanisms may only be fully
understood in more naturalistic settings that take into account
how we interact with other people.

ATTENTIONAL ORIENTING AWAY FROM OTHER
PEOPLE: GAZE FOLLOWING
Eyes are not only highly effective in attracting attention, but also
in orienting attention to other parts of the visual field indicated
by their gaze direction. This orienting response to where other
people look has been termed gaze following or gaze cueing and
has been studied extensively since the late 1990s (Friesen and
Kingstone, 1998; Driver et al., 1999). In these experiments, partic-
ipants are typically presented with a face in the centre of a display
with its eyes and/or head directed to the left or right. A target
is then presented at either the gazed-at location or the opposite
hemifield. The characteristic results are that response times are
reduced for targets appearing in the gaze-indicated position, a
facilitatory effect arising from the gaze cue having automatically
shifted the observers’ attention. In the years since this discovery,
many variations of this paradigm have been developed to deter-
mine the parameters of gaze cueing and its underlying neural
bases (Williams et al., 2005; Frischen et al., 2007; Materna et al.,
2008).

Even though gaze cues are intended to represent real human
faces, it has been argued that the paradigm may not necessar-
ily capture the true nature of social attention (Kingstone et al.,
2003, 2008; Kingstone, 2009). Although some researchers have
tried to address this concern by improving the realism of the
images used in their experiments (e.g., Hermens and Walker,
2010), the very nature of simulating social interaction via a com-
puter monitor is questionable (Kingstone, 2009). Hence other
researchers have begun to examine gaze following in more nat-
uralistic settings whereby target locations are cued by real people.
For instance, Gallup et al. (2012a) used a hidden video cam-
era to record the number of glances received by an attractive
stimulus as pedestrians walked by. The critical measure con-
cerned whether a pedestrian’s gaze would increase the likelihood
of other passers-by glancing toward the stimulus. This was indeed
the case. Moreover, this likelihood was greater for those who
walked behind the pedestrian than for those who approached
from the front. This finding is consistent with the notion of
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gaze avoidance by approaching strangers (Ellsworth et al., 1972),
and demonstrates that the effectiveness of a visual cue in direct-
ing attention can be modulated by the social context (see also
Gallup et al., 2012b, for gaze following in large crowds of people).
Kuhn and colleagues have adopted a similar ethological approach
to examining visual cognition by recording the eye movements
of observers as they watch magic tricks (for reviews see Kuhn
et al., 2008; Macknik et al., 2008; Kuhn and Martinez, 2012).
Magicians are highly skilled in directing—and misdirecting—the
attention of observers. Social cues play a crucial role in misdirec-
tion, and numerous studies have now demonstrated that gaze cues
are instrumental in successfully achieving this (Kuhn and Land,
2006; Tatler and Kuhn, 2007; Kuhn et al., 2009; but see Cui et al.,
2011). For instance, Kuhn et al. (2009) found that the magicians’
gaze influenced where people looked, and consequently the likeli-
hood of successful detection (see also Tatler and Kuhn, 2007). The
advantage of this over the standard gaze cueing paradigm is not
only are the cues generated in a more naturalistic way, but that
they also compete against other salient features in the visual scene
as well as the participant’s intention to discover the trick. These
paradigms therefore offer a significant step toward investigating
attention in a more realistic social context. Importantly how-
ever, attempts have been made to improve the ecological validity
still further by comparing the likelihood of trick detection when
observed on a video or in a live setting (Kuhn and Tatler, 2005;
Tatler and Kuhn, 2007). These have indicated that misdirection
experienced during a face-to-face interaction is more effective,
suggesting that social cues are stronger when presented by a real
person. Moreover, the instructions concerning what participants
would expect to see in the face-to-face scenario did not influence
their eye movement behavior, nor did it improve their detection
of the trick (Kuhn and Tatler, 2005). However, when viewed on a
computer monitor, prior instructions influenced both detection
as well as eye movement behavior (Kuhn et al., 2008).

In sum, whilst the gaze cueing paradigm has been immensely
valuable in investigating different aspects of social attention, there
is a clear difference in the way attention operates in the presence
of real people as opposed to simulated people. We now turn to
further evidence of this in the next section.

SOCIAL INHIBITION OF RETURN (SIOR)
Another example of how the presence of others influences atten-
tion is the way inhibition of return (IOR) is expressed during
individual and joint visual search tasks. Indeed, the differences
are such that Skarratt et al. (2010) have proposed that IOR and its
social counterpart social IOR may even be independent processes
rather than facets of the same processes as revealed in social and
solitary search contexts.

IOR refers to the slowing of responses to targets appearing in
previously attended locations (Kingstone and Pratt, 1999; Taylor
and Klein, 2000; Godijn and Theeuwes, 2002). It has been pro-
posed as having evolved as a means of expediting visual search
(Klein and MacInnes, 1999). To this end, inhibitory mechanisms
serve to bias attention from returning to previously inspected
locations, and to discourage successive eye-movements being
programmed to the same spatial location (Rafal et al., 1989). One
can imagine the utility of such mechanisms during a search for

a friend in a crowd of people. The search is less likely to yield
a successful outcome if attentional and saccadic resources are
repeatedly realigned with spatial locations that have recently been
searched. However, as social animals, we are likely to have car-
ried out many of our predatory and defensive search behaviors
in conjunction with other individuals. This raises the interesting
question of whether one might inhibit a spatial location know-
ing that another person has previously searched there. This very
rationale motivated Welsh and colleagues (Welsh et al., 2005)
to examine whether IOR can be socially “transferred” between
different individuals. This was investigated by having pairs of par-
ticipants sit across a table from one another. Each took turns
at reaching out to one of two targets as they appeared on the
workspace. The basic social IOR phenomenon is the observa-
tion that participants are slower to initiate a reaching action
to a location previously responded to by a partner. That is
to say, one inhibits a location on the basis that another per-
son has searched there. As such, it can be said that IOR can
indeed be “transferred” between two individuals. This effect is
clearly a visual phenomenon based on real social interaction.
However, not only has this paradigm revealed information con-
cerning such interaction but, as the following two sections show,
the procedure also reveals aspects of visual attention previously
unknown.

SOCIAL IOR AND NEW INSIGHTS INTO HUMAN COGNITION
THE ROLE OF VISIBLE TRANSIENTS
Skarratt et al. (2010) sought to investigate the extent to which
social IOR is generated on the basis of social information rather
than the visual information carried by another person’s responses.
If it is the former, then it ought to occur when participants sim-
ply know where their partner has responded without having seen
it take place. To address this possibility, the view each participant
had of their partner was restricted to a central portion measur-
ing 12◦ across. All peripheral information was occluded, meaning
participants could not see their partner’s targets, response buttons
and, consequently, the completion of their responses. In other
words, all the visual information that could give rise to IOR at
the response location was eliminated. White noise also masked
the sound of the response buttons being pressed, thus preclud-
ing the likelihood of IOR occurring due to auditory stimulation
(cf. Spence and Driver, 1998). This meant that participants could
infer a response location only from their partner’s eye gaze (sig-
naling their intention to respond), or their initial hand movement
toward the target. Results showed that social IOR emerged even
under these restricted viewing conditions. Moreover, it was the
same magnitude as the corresponding IOR effect observed under
free-viewing conditions, to which all the sensory information had
contributed. Thus, simply knowing where a person had responded
was as effective as seeing the complete reaching response.

The implication of these findings is that a visual cognition
effect, mediated in this case by inhibitory processes, is initiated
by inferred events occurring in the external world. Importantly,
this contrasts markedly with what was previously assumed about
IOR from classical precueing studies in which participants per-
form alone. For instance, Cole et al. (2011a) showed that even
when observers are aware that an occluded visual event has taken
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place in a spatial location, they do not inhibit it. The experi-
ment involved participants having to detect a target appearing
in a cued or uncued location. On some trials, a luminance cue
indicated the possible target location. On others, a pattern mask
briefly occluded the cue onset, but the indicated target location
was revealed after the mask was removed. Thus, in both cases
a precue indicated the potential target location, but only in one
case did the participant see the cue generated. Results showed
that IOR emerged only when the cue transient was visible, indi-
cating that localized sensory input is required for inhibition to
occur. Indeed, these findings concur with a great deal of evi-
dence suggesting that local transients are necessary for attention
to be marshaled at all. Using a similar method to occlude lower
level visual transients, Franconeri et al. (2005) examined whether
new perceptual objects can capture attention without an abrupt
visual onset. To this end, they used a standard irrelevant single-
ton paradigm (Egeth and Yantis, 1997) comparing search slopes
yielded by new versus already present targets. An annulus shape
was presented around the perimeter of the array, which then con-
tracted during the course of each trial. As the shape contracted,
the new object appeared behind and was then revealed in a loca-
tion previously seen to be unoccupied. As with Cole et al. (2011a),
participants were aware that a scene change had taken place, but
had not seen the accompanying transient that signaled its arrival.
Results showed that new objects failed to capture attention under
these conditions, yet they did attract attention when the annulus
was seen to move behind the search items thus rendering a visible
onset (but see Cole et al., 2011a, Experiment 6). In a similar vein,
Skarratt et al. (submitted) have shown that attention is captured
by objects that loom towards or recede away from the observer
(see also Skarratt et al., 2009). These objects began their motion
paths in far and near depth planes, respectively, before moving
into alignment with objects remaining static throughout the trial.
However, when the motion sequence was replaced with a blank
frame, thus removing the transients associated with the objects’
movement path, these objects were no longer capable of attract-
ing attention. In the case of social IOR, however, spatial locations
undergo inhibitory tagging on the basis of knowing rather than
seeing that a stimulus event has taken place.

DO CENTRAL CUES ELICIT IOR?
That social IOR occurs under restricted viewing conditions indi-
cates that peripheral locations can be inhibited on the basis of
centrally presented information. This contrasts with IOR, whose
emergence in a peripheral location requires a localized periph-
eral cue, and which is not reliably observed when a peripheral
location is indicated by a central arrow cue. Like peripheral cues,
central arrows can facilitate processing when they precede a tar-
get by a short interval (Ristic et al., 2002; Tipples, 2002) yet they
do not give rise to later IOR (Posner and Cohen, 1984; Abrams
and Dobkin, 1994). Hence there is a clear difference in the effects
of central cueing in a conventional precueing paradigm and in
a social IOR paradigm. Indeed, this discrepancy becomes even
more apparent when examining the effects of gaze cues. As we
described earlier, attention can be oriented by the gaze direction
of centrally presented faces. They too result in prolonged facil-
itation that rarely gives way to subsequent IOR (McKee et al.,

2007; Greene et al., 2009). As far as we are aware, only two studies
have shown IOR in response to gaze cues. According to Frischen
et al. (2007; see also Frischen and Tipper, 2004), gaze cues do
give rise to IOR but at much later cue-target intervals than can
be observed with peripheral cues (around 2400 ms rather than
300 ms), and only when attention is disengaged from the gazed-at
location prior to target presentation. The highly specific circum-
stances in which gaze cues elicit IOR are in contrast with those
in which social IOR occurs. For instance, Skarratt et al. (2010;
Experiment 3) ensured that each participant saw only their part-
ner’s face as they performed the alternating response task. This
provided a very close approximation of the classic gaze-cueing
method in that the partner looked toward their response location
after which the participant’s own target appeared in the same or
opposite location. The results showed reliable social IOR occur-
ring much earlier (i.e., between 1300–1700 ms) than the IOR
effect found by Frischen et al., and without a controlled attempt
to remove attention from the gazed-at location. These findings
suggest that the mechanisms underlying attention and inhibition
respond differently to real and simulated biological behavior.

REAL VERSUS ANIMATED BIOLOGICAL BEHAVIOR
This point is further underscored by our attempts to induce social
IOR using a realistic animation of a person’s response behavior.
In this experiment (Skarratt et al., 2010, Experiment 1), indi-
vidual participants performed the alternating response task in
conjunction with an animated partner. This was achieved by
projecting a movie of a male partner onto a screen such that
he appeared to be seated opposite. In keeping with our other
experiments, we disambiguated the social and visual information
conveyed by the partner’s response by manipulating the partici-
pants’ view of him. Results showed the inhibitory effect occurred
only when participants had an unrestricted view of the animated
partner’s responses, indicating that IOR was elicited by the asso-
ciated lower level visual transients. The absence of social IOR in
the restricted viewing condition suggests that the visuomotor sys-
tem is less sensitive to simulated biological behavior than it is to
the same behavior performed by a real person. Hence the crit-
ical factor in the generation of social IOR is that the observed
behavior must demonstrate agency. This view is supported by
several recent findings revealing different neural substrates for
the perception of real and virtually real biological behavior. For
instance, Gobbini et al. (2011) compared the BOLD responses
of participants observing either human or robot faces perform-
ing basic emotional expressions. Perhaps unsurprisingly, both
face types activated face-specialized regions such as the fusiform
gyrus and the superior temporal sulcus. More interesting, how-
ever, was that human faces evoked stronger activations in the
medial prefrontal and the anterior temporal cortices, and the
right amygdala. The latter system has long been associated with
emotion (Breiter et al., 1996; Morris et al., 1996), suggesting par-
ticipants were less sensitive to automated displays of emotion,
whilst the former regions are thought to be involved in the repre-
sentation of others’ mental states and ToM (Leibenluft et al., 2004;
Mitchell et al., 2005; Amodio and Frith, 2006; Frith and Frith,
2006). These findings can be interpreted as observers empathiz-
ing more with sentient than with automated beings. This claim
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is corroborated with the observation that robotic faces elicited
stronger activation in three gyri associated with the perception of
inanimate objects and automated motion—the medial fusiform,
the lingual, and mid temporal gyri (see Beauchamp et al., 2002).
In a similar study by Perani et al. (2001), positron emission
tomography (PET) was used to record the neural responses of
participants whilst they observed scenes of a hand grasping vari-
ous geometrical objects. Responses to scenes involving a real hand
were compared to those evoked when the same scenes were ren-
dered in 3D virtual reality or 2D movie clips. Results showed
that observation of the real and virtual hands was associated with
greater activation in the inferior temporal cortices and the right
inferior parietal cortex. These are regions that have been impli-
cated, respectively, in the perceptual representation of actions and
motor planning (e.g., Decety, 1996; Decety et al., 1997), and these
stronger activations may reflect greater sensitivity to more realis-
tic depictions of behavior. Finally, when the same brain regions
are activated by live-action and computer-animated behavior,
overall activation is stronger for live-action images (Mar et al.,
2007).

FUTURE DIRECTIONS
The findings described above demonstrate that classical attention
paradigms can not only underestimate effects but may also fail
to reveal aspects of human cognition. Throughout this review we
have pointed out cases in which important theoretical advances in
visual cognition have been made by implementing social interac-
tion into experimental manipulations. In the remainder of this
article, we focus on one such phenomenon that until recently
has been the exclusive domain of developmental researchers, but
which is now enjoying increased interest within our own disci-
pline. We propose that a recent development concerning the ToM
phenomenon is perfectly suited to experiments employing real
social interaction.

Theory of Mind is the ability to impute mental states to one-
self and to others. Although the concept was originally employed
in the context of animal cognition (Premack and Woodruff,
1978), a number of developmental psychologists applied the idea
to human infants (e.g., Wimmer and Perner, 1983). Indeed,
ToM has now been applied within various contexts including,
for instance, schizophrenia (Harrington et al., 2005), autism
(Baron-Cohen, 2000), Alzheimer’s disease (Gregory et al., 2002),
decision-making (Torralva et al., 2007), and evolutionary psy-
chology (Povinelli and Preuss, 1995). Real person interaction
studies have been employed in work on ToM. For instance, Stuss
et al. (2001) examined the ability of frontal lobe patients to infer
the visual experience of others; that is, to perspective take. Rather
than depict an individual on a computer monitor, the patients
were asked to consider the perspective of a real person who was
seated opposite. Using both depicted and real person interac-
tion, Rilling et al. (2004) examined whether economical decision
making in conjunction with another individual is subserved by
cortical areas known to be involved in ToM (e.g., anterior paracin-
gulate cortex and posterior superior temporal sulcus). Not only
did Rilling et al. find this to be the case but the activation observed
was greater when the decision maker was interacting with a real
person.

Although adult humans are adept at considering others’ men-
tal states when required to do so, a number of authors have
recently argued that ToM attributions occur automatically. That
is, without conscious effort. Evidence for automatic ToM has
come from a number of different paradigms including gaze cue-
ing (Nuku and Bekkering, 2008; Teufel et al., 2009, 2010a,b).
Gazing agents have been employed in the context of ToM because
when a person looks to a location, a mental state such as inten-
tion can be assumed to be occurring. As Calder et al. (2002)
point out, gaze implies that the person may have some intention
or goal toward a fixated object. Similarly, Nuku and Bekkering
(2008) argued that gaze cueing occurs because the observer infers
that the agent is physically able to attend to the target. They
based their conclusion on results from a gaze cueing procedure in
which the targets would or would not be visible to the agent from
his vantage point. The authors found larger cueing effects when
the targets were visible to the agent. This clearly suggests that
inferring the agent’s mental state (i.e., seeing versus not seeing)
influenced the degree to which the agent shifted the observer’s
attention.

Langton (2009), however, has urged caution in concluding
that mental state attribution modulates gaze cueing. For instance,
objects that have no mental state (e.g., a glove) but which incor-
porate a pair of eyes are effective in shifting attention toward
the “looked-at” direction (e.g., Quadflieg et al., 2004). Moreover,
Cole et al. (2011b) found that gaze cueing was not influenced
according to whether the inducing agent had their view of a
peripheral target blocked or not. These findings suggest that gaze
cueing is largely controlled by bottom-up mechanisms with lit-
tle contribution from higher processes that are responsible for
mental state attribution.

Apperly et al. (2006) have also examined whether ToM can
occur automatically. Adult participants were shown a video
sequence in which an agent marked a box that she knew con-
tained an object. After she was seen to leave the room, a sec-
ond agent then secretly placed the marker on a different box,
meaning that when she returned, the first agent would hold a
false belief about which box contained the object. Participants
were then given true/false statements assessing their own per-
spective (e.g., “the object is in the left box”) or occasionally
that of the female agent (“she thinks the object is in the left
box”). Apperly et al. reasoned that if participants automatically
infer and encode another’s perspective then judgments about
the agent’s beliefs should be made as quickly as are judgments
about their own. Results showed, however, that participants
were relatively slow to indicate the agent’s belief when unex-
pectedly asked to do so. This therefore challenges the notion
that ToM can occur automatically. By contrast, German et al.
(2004) have provided support for the automatic ToM hypothe-
sis using neuroimaging. They found that brain areas known to
be concerned with inferring another person’s intentions (medial
prefrontal, inferior frontal, and temporoparietal cortex; Frith and
Frith, 2006) are also recruited when participants view videos
of social situations but are not required to make judgments
about mental states; a phenomenon the authors refer to as auto-
matic engagement of the intentional stance. Given that the issues
relating to the automaticity of ToM are, by definition, concerned
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with the attribution of mental states to real people, we suggest
that the real-person interaction paradigm we have advocated in
this review would appear particularly suited to its investigation.
Furthermore, the present review shows how much more sensitive
the paradigm can be to cognitive phenomena.

CONCLUSIONS
In this review we have emphasized how real-person social interac-
tion research can yield very different results when compared with
paradigms in which the social context is merely depicted. Indeed,
new information concerning visual cognition is being derived
from the method. It is clear from the work described in this review
that a fresh insight into human cognitive abilities can be gained
from experiments that allow for more realistic social interaction.

The development of such paradigms is particularly timely given
the burgeoning interest in issues such as ToM and automatic
perspective taking. Indeed, we suggest that if any debate within
cognition could benefit from real-person interaction paradigms
it is this. In the same way as processes underlying attentional ori-
enting and IOR can be elucidated during social interaction with
other people, one might hypothesize that those underlying per-
ception of others’ thoughts, intentions, goals and actions might
also be better understood. The adoption of such an approach can
only increase our understanding of these fascinating processes.
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Since its first description four decades ago, attachment theory (AT) has become one
of the principal developmental psychological frameworks for describing the role of
individual differences in the establishment and maintenance of social bonds between
people. Yet, still little is known about the neurobiological underpinnings of attachment
orientations and their well-established impact on a range of social and affective
behaviors. In the present review, we summarize data from recent studies using
cognitive and imaging approaches to characterize attachment styles and their effect on
emotion and social cognition. We propose a functional neuroanatomical framework to
integrate the key brain mechanisms involved in the perception and regulation of social
emotional information, and their modulation by individual differences in terms of secure
versus insecure (more specifically avoidant, anxious, or resolved versus unresolved)
attachment traits. This framework describes how each individual’s attachment style (built
through interactions between personal relationship history and predispositions) may
influence the encoding of approach versus aversion tendencies (safety versus threat)
in social encounters, implicating the activation of a network of subcortical (amygdala,
hippocampus, striatum) and cortical (insula, cingulate) limbic areas. These basic and
automatic affective evaluation mechanisms are in turn modulated by more elaborate
and voluntary cognitive control processes, subserving mental state attribution and
emotion regulation capacities, implicating a distinct network in medial prefrontal cortex
(mPFC), superior temporal sulcus (STS), and temporo-parietal junction (TPJ), among
others. Recent neuroimaging data suggest that affective evaluation is decreased in
avoidantly but increased in anxiously attached individuals. In turn, although data on
cognitive control is still scarce, it points toward a possible enhancement of mental state
representations associated with attachment insecurity and particularly anxiety. Emotion
regulation strategies such as reappraisal or suppression of social emotions are also
differentially modulated by attachment style. This research does not only help better
understand the neural underpinnings of human social behavior, but also provides important
insights on psychopathological conditions where attachment dysregulation is likely to play
an important (causal) role.

Keywords: adult attachment style, functional neuroanatomical framework, human social interactions, cognitive

affective neuroscience, emotional versus cognitive mentalization

INTRODUCTION
In mammals, including humans, attachment is a major dimen-
sion of behavior that can come into play in several domains
(Fisher et al., 2006). This includes bond formation and main-
tenance between children and parents (parental care), love and
sexual fidelity between long-term partners (partner attachment),
but also various social links between individuals in a group.
How much people value and react to interactions with others is
undoubtedly a major ingredient of human life and emotions. In
recent years, important progresses have been achieved by neuro-
science research concerning the brain circuits involved in basic
sexual and parental bonding (Insel and Young, 2001), as well

as the close functional interactions between social and emo-
tional/motivational systems in the brain (Lieberman, 2007), but
the neural processes subserving affective attachment of humans
to others in various conditions still remain to be elucidated.

The notion of attachment is a central feature of a prominent
theoretical framework of social-emotional behavior in develop-
mental psychology, known as attachment theory (AT) (Bowlby,
1969, 1982). This framework relies on the assumption that every
human being is born with an innate attachment system, whose
biological function is to obtain or maintain proximity to signif-
icant others in times of need or presence of threats, and thus
to regulate support seeking behavior. Such a function is crucial
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for survival in early life, as a child cannot live on its own with-
out the care of his/her primary attachment figure—mainly the
mother. This is especially vital in mammals, as the mother is the
main resource for food, and even more so in humans, because
the time span during which an offspring is dependent on external
care is particularly long. Importantly, however, AT suggests that
repeated interactions with attachment figures (e.g., parents), and
the responses of the latter to the proximity seeking attempts of the
child, will induce the formation of differential cognitive schemes
for representing the self and others, and for behaving in interper-
sonal relationships later on in life. These processes are thought to
lead to the establishment of so-called internal working models of
attachment (IWMs), encoding expectations of care and allowing
a “mental simulation and prediction of likely outcomes of various
attachment behaviors” (Mikulincer and Shaver, 2007) when inter-
acting with significant social partners. This will then constitute
the foundation of a person’s individual attachment style, which
remains fairly stable into adulthood and may provide a template
for determining how people perceive and react during various
types of social encounters. Thus, although adult attachment style
(AAS) may influence response patterns during close relationships
with other individuals (e.g., romantic partners), it is consid-
ered to also operate during interactions or social appraisals with
unknown people, as well as during a range of different emotional
situations throughout life (Niedenthal et al., 2002; Fraley et al.,
2006; Mikulincer and Shaver, 2007). The impact of individual dif-
ferences in AAS on social and affective functioning is therefore
thought to go far beyond the specific behaviors associated with
parental and partner attachment (Fisher et al., 2006).

Although very prominent in developmental psychology
(Mikulincer and Shaver, 2007) and some psychopathological the-
ories (Fonagy and Luyten, 2009), the social-affective phenomena
associated with attachment style as well as their impact on human
behaviors and their neural mechanisms have only rarely been
investigated in a human neuroscience perspective. The current
review therefore aims at providing an overview of recent investi-
gations that combined an AT perspective with cognitive and neu-
robiological approaches. Doing so may offer novel and promising
avenues for future research, not only to better understand normal
social behaviors in humans, including individual differences in
AAS; but also to illuminate some conditions or pathologies asso-
ciated with disturbances in social emotional functioning, such as
autism (Andari et al., 2010), schizophrenia (Abdi and Sharma,
2004; Marwick and Hall, 2008), borderline personality (Fonagy
and Luyten, 2009; Fonagy et al., 2011), or violence and sociopathy
(Decety et al., 2009; Blair et al., 2011a,b). In this review, we will
first introduce the general theoretical aspects of AT and discuss
how it may offer a fruitful framework in social cognitive and affec-
tive neuroscience. We will then mainly focus on the functional
neurobiological mechanisms of social and affective processing
that may underlie individual differences in attachment style.

ATTACHMENT THEORY
Distinct individual profiles in attachment style have been
described and can be identified in adults by specific
questionnaires or semi-structured interviews (see Mikulincer
and Shaver, 2007 for an overview). In the case of an available

and responding attachment figure providing a “secure base”
for restoring emotional balance in times of distress, a positive
model of others linked with supportiveness and trustworthiness
can be developed, paired with positive self-attributes such as
worthy, competent, and lovable. This allows the formation of a
secure attachment style. In contrast, an insecure attachment style
will emerge if attachment figures are repeatedly experienced as
unresponsive or inconsistent in their responses in times of need
and stress. Two major patterns of insecurity have been classically
distinguished: either avoidant or anxious attachment, associated
with the establishment of attachment system de-activation or
hyper-activation as secondary attachment strategies, respectively,
(Mikulincer and Shaver, 2007).

In the case of attachment avoidance, proximity seeking is
perceived as futile or even dangerous because of the distress
felt by failing to achieve proximity to an attachment fig-
ure. Consequently, avoidant individuals develop a dismissive
approach to and a negative model of others, operating through
the denial of positive traits in others. They disavow needs for
attachment, avoid affective closeness and intimacy, but seek inde-
pendence with the goal to prevent the felt rejection by others.
Concomitantly, they tend to suppress negative aspects of the self
and boost their positive features instead, leading to the emer-
gence of a positive self-model. In addition, attachment avoidance
is associated with a preferential use of (expressive) suppression
to regulate emotions (Mikulincer and Shaver, 2007), allowing the
individual to keep the attachment system in a low activation state
and to prevent others of perceiving their internal emotional states
(Vrticka et al., 2012a).

The other main form of insecurity is attachment anxiety, where
a perceived failure to handle threats autonomously will encour-
age subjects to intensify their support-seeking attempts despite
the fact that attachment figures are experienced as inconsistent.
In this case, others are still viewed as (partly) positive due to the
desire for attention and protection. However, repeated experience
of rejection leads to an increased sense of helplessness and vulner-
ability, paired with doubts about self-worth and -efficacy, leading
to a negative internal model of the self and poor self-esteem.
Such individuals become highly vigilant to potential threats and
rejections. This style is also thought to imply a distinctive emo-
tion regulation strategy, with preferential use of re-appraisal but
in the “wrong” direction: instead of decreasing the impact of
negative emotions, these subjects actually tend to intensify the
impact of negative social signals due to their hypersensitivity
to the latter (Bartholomew, 1990; Bartholomew and Horowitz,
1991; Griffin and Bartholomew, 1994; Mikulincer and Shaver,
2007).

Besides these three main categories of secure, avoidant,
and anxious attachment styles, a fourth attachment orienta-
tion has been proposed, referred to as fearful or disorganized
(Main et al., 1985; Bartholomew and Horowitz, 1991; Griffin
and Bartholomew, 1994; Mikulincer and Shaver, 2007). It is
either characterized by the presence of both avoidant and
anxious attachment traits, reflecting negative models for both
the self and others, or by disoriented attachment behaviors
indicating the lack of a coherent attachment strategy. The lat-
ter type is also called unresolved attachment, in contrast to
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the resolved/organized attachment orientations corresponding
to the secure, avoidant, or anxious styles. Such a dissociation
between resolved versus unresolved attachment categories is par-
ticularly prominent in psychopathology research, where it has
been proposed that attachment dysregulations in terms of an
unresolved attachment orientation might lay at the core of some
emotional disturbances, including borderline personality disor-
der (BPD; Fonagy and Luyten, 2009), as well as schizoaffective
disorder, bipolar disorder, and major depression (Berry et al.,
2007).

On the ground of such descriptions of secure and insecure
AAS, Mikulincer and Shaver (2007) have proposed that an exten-
sive list of human social behaviors might be importantly modu-
lated by these psychological traits. This includes (1) romantic and
sexual behavior, (2) self-regulation and personal growth, (3) emo-
tion regulation and coping, (4) interpersonal regulation, as well
as (5) family functioning and parental care. In addition, AAS may
also influence more general behaviors related to affect and moti-
vation, including pain and medical care (Meredith et al., 2006;
Hooper et al., 2012). Thus, attachment dysregulations are nowa-
days recognized as important contributors to various emotional
and social disturbances, a fact which bolsters the need of bet-
ter understanding their cognitive underpinnings as well as their
neural substrates.

However, the current distinction of AAS into three, four,
or even five main categories has been questioned by some
researchers who proposed instead to conceive these individ-
ual differences along a single continuum of emotional security
(e.g., Fraley and Spieker, 2003a). For example, attachment and
affective social behaviors might be mapped on two indepen-
dent dimensions of anxiety and avoidance (Bartholomew and
Horowitz, 1991), with the secure style corresponding to both
low anxiety and low avoidance, and the disorganized style to
high traits in both anxiety and avoidance. Thus, it remains to
be clarified whether individual differences in AAS mainly refer
to a true taxonomy of personality traits or to some underlying
mechanisms that might result in distinct patterns of attachment
behaviors. Nevertheless, this issue does not undermine the gen-
eral assumptions of AT (Waters and Beauchaine, 2003), and both
classification schemes seem equally useful for analyzing indi-
vidual differences in attachment security and social interactions
(Fraley and Spieker, 2003b).

Furthermore, some aspects of AAS might partly overlap with
other important psychological dimensions associated with indi-
vidual personality traits, such as neuroticism, reward dependence,
and novelty seeking (Chotai et al., 2005). Hence, it also remains
to be better determined what the specificity of these different
constructs really is. Importantly, functional neuroimaging stud-
ies might help to address this issue, for example by showing that
differences in attachment anxiety and avoidance correlate with
functional modulations in distinct brain systems. Moreover, some
of these effects on brain activity may be specific to attachment
traits and do not correlate with other personality or anxiety mea-
sures (see Vrtička et al., 2008; Vrticka et al., 2012a). Yet, as we
describe below, we are only just beginning to unveil the cerebral
architecture of various components that are potentially at play in
the emotional and behavioral features of AAS.

ATTACHMENT-RELATED EFFECTS ON BEHAVIOR AND
COGNITION
The influence of individual differences in attachment style on
emotion processing and social cognition has been extensively
demonstrated in a wide range of behavioral experiments. The
latter have generally examined how attachment style, alone
or combined with tasks activating cognitive representations of
attachment, may influence performance in vigilance, attentional
monitoring, perceptual judgment, or memory for verbal material
or emotional facial expressions. These effects illustrate the vari-
eties of mental functions that are potentially modulated as a func-
tion of individual differences in AAS. Although the corresponding
neural substrates are generally unknown, these behavioral effects
provide an important cornerstone to identify processing stages
influenced by attachment style, and to guide neurobiological
investigations with brain imaging or other means. Below we
briefly summarize behavioral findings related to different cogni-
tive and affective domains, in order to provide a comprehensive
overview of the field, but in subsequent sections concerning brain
systems our review will more specifically focus on emotional and
social domains.

ATTACHMENT EFFECTS ON EMOTION PROCESSING
Since attachment style is thought to influence individual
responses to social affective cues, emotion processing has been
explored in various task conditions, for different kinds of stim-
uli. A few studies examined the processing of emotional facial
expressions in a movie morph paradigm (Niedenthal et al., 2002;
Fraley et al., 2006), in which faces could change from neutral to
happy, sad, or angry, and vice versa. The results showed that the
detection of both the onset and offset of all emotional expressions
was reported earlier by people with insecure attachment (anxiety,
avoidance, or more general attachment insecurity). Remarkably,
faces were from unknown people in these experiments, indicating
that AAS can have profound influences on emotional appraisals
even for unfamiliar social material during simple perceptual
tasks.

Another investigation of emotion perception looked at more
controlled processes by asking participants to make explicit rat-
ings of pleasantness and arousal for video-clips with attachment-
related content (Rognoni et al., 2008). The results showed that
anxiously attached individuals rated negative emotions of fear
and sadness as more arousing, as compared with secure indi-
viduals, whereas avoidantly attached participants rated positive
emotions as less arousing. These findings are consistent with
theoretical proposals postulating an enhanced responsiveness to
negative social cues associated with anxious attachment, and
a dismissal of positive interactions associated with avoidance.
Similarly, in a recent behavioral experiment carried out in our
own laboratory (Vrticka et al., 2012b), participants were asked to
explicitly rate visual images depicting either positive or negative,
and either social or nonsocial, scenes along scales of pleasantness,
arousal, and control. Again, attachment avoidance was associ-
ated with a selective decrease of pleasantness ratings but only for
positive social scenarios, whereas attachment anxiety was associ-
ated with both increased arousal and decreased control ratings
for negative social scenarios specifically. These data underscore
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the selective impact of AAS on affective responses to social cues,
rather than on more general emotional information.

ATTACHMENT EFFECTS ON SELECTIVE ATTENTION
In addition to emotion, several studies examined how infor-
mation processing may be biased by personal representations
of attachment. For example, some studies showed that anx-
iously attached participants are faster to make lexical decisions
in response to the names of their attachment figures (Mikulincer
et al., 2002), and display a selective hypervigilance toward attach-
ment names (Dewitte et al., 2007a,b). Likewise, attachment style
can affect attention in a Stroop task when it is performed fol-
lowing exposure to threat- versus neutral-word primes (i.e.,
Mikulincer et al., 2002) or attachment-related versus -unrelated
words (i.e., Edelstein, 2006). In one of these studies (Mikulincer
et al., 2002), the Stroop task was made of names of attachment
figures and measured their degree of accessibility (by naming
latencies) in threatening and nonthreatening contexts. Response
times were slower in anxiously attached participants in both the
neutral and threat prime conditions, but faster in avoidantly
attached participants specifically after presentation of the threat-
word primes. These data were taken to suggest that attachment
anxiety leads to a heightened processing of attachment-related
information in general, whereas attachment avoidance entails
opposite effects (i.e., suppression of processing) during negative
contexts specifically. Another study (Edelstein, 2006) confirmed
these findings for avoidant attachment style by showing that
emotional Stroop interference is reduced for attachment-related
words. This study also revealed that such inhibition of attention
to potentially threatening information requires cognitive effort
because it was attenuated under conditions with simultaneous
increase in cognitive load.

Other experiments tested for attention effects by using a dot-
probe task in which participants were presented with either
pairs of positive or negative attachment-related or attachment-
unrelated words (Dewitte et al., 2007b), or pairs of different
kinds of known or unknown names (Dewitte et al., 2007a). The
results revealed that both avoidantly and anxiously attached indi-
viduals were characterized by preferential orienting of attention
away from negative attachment-related words, relative to secure
individuals. In addition, anxious attachment was also associated
with an attentional bias toward positive and negative attachment-
related (versus attachment-unrelated) names (Mikulincer and
Shaver, 2007). Taken together, such findings suggest that negative
attachment-related information might be feared in case of highly
anxious and/or highly avoidant attachment traits, but only attach-
ment anxiety to lead to an enhanced representation of attachment
signals under threatening circumstances.

ATTACHMENT EFFECTS ON MEMORY
A third line of studies examining the impact of attachment
style on cognition has focused on memory processes, using
forced-choice recall of emotionally-laden drawings (Kirsh, 1996),
free recall for positive, neutral, or threatening words (Van
Emmichoven et al., 2003), as well as an operation-word span task
including neutral, emotional, and attachment related words dur-
ing working memory performance (Edelstein, 2006). The first

of these studies reported that avoidantly attached individuals
remembered depictions of anger better than securely or anxiously
attached participants, whereas the second found better recall for
threatening words in securely attached compared to insecurely
attached participants. In the working memory domain, deficits
were observed in avoidantly attached participants for both pos-
itive and negative attachment-related stimuli (Edelstein, 2006).
The latter findings for working memory performance are highly
consistent with the proposal that avoidant individuals tend to
defensively inhibit the processing of potentially distressing infor-
mation (Edelstein, 2006). However, in contrast, data from the
memory recall tasks are partly divergent and not directly pre-
dicted by AT (Mikulincer and Shaver, 2007). More research is
therefore needed to clarify the effect of individual attachment
traits on various stages of memory functioning.

Taken together, the existing behavioral findings clearly show
that individual differences in AAS correlate with difference in
a range of cognitive and affective processes, particularly in
attachment-relevant or social contexts. Moreover, these effects
may act on different kinds of functions, operating both at a rather
automatic or implicit (even unconscious) level and at a more vol-
untary or explicit (conscious) levels of processing. However, the
exact neural mechanisms involved in these effects remain largely
unexplored, although general models of social cognition and
emotion processing (Lieberman, 2007) suggest that they should
implicate several distinct brain circuits.

NEUROSCIENCE OF HUMAN SOCIAL INTERACTIONS
FROM AN ATTACHMENT THEORY PERSPECTIVE: THE
ROLE OF AUTOMATIC AFFECTIVE APPRAISALS
As mentioned above, the neuroscientific investigation of attach-
ment in humans has just recently begun. To date, only a handful
of studies have probed brain systems activated during social inter-
actions or emotional tasks from an AT perspective, and even fewer
explored the influence of individual differences in secure or inse-
cure AASs. The following sections will provide an overview of
recent findings from these studies, specifically those focusing on
the neural substrates of human attachment as well as those explor-
ing other relevant social functions with a neuroscience approach.
While doing so, we will organize the putative mechanisms modu-
lated by AAS in a general framework (see Figure 1), with distinct
functional components based on both (1) current cognitive and
affective neuroscience models, and (2) modern views on AT.
Specifically, we will distinguish brain systems modulated by indi-
vidual attachment orientations that belong, on the one hand,
to networks associated with basic affective evaluation processes,
such as threat or reward, and on the other hand, networks that
are associated instead with cognitive control and mentalizing
abilities, such as a theory of mind, self-reflection, and emotion
regulation.

SOCIAL APPROACH
Several models of emotion and social cognition (e.g., Phillips
et al., 2003a,b; Lieberman, 2007; LeDoux, 2012) include core
processes subserving rapid or automatic (sometimes even uncon-
scious) processing of information in terms of safety versus dan-
ger, which are intrinsically linked with behavioral tendencies
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FIGURE 1 | Functional neuroanatomical model of the influence of adult

attachment style on social processing. Two core component networks
mediate relatively automatic affective evaluations versus more controlled
cognitive processes, broadly corresponding to emotional versus cognitive
mentalization mechanisms proposed in other models (Fonagy and Luyten,
2009). The affective evaluation component further comprises social approach
(purple) versus aversion (blue) systems, whereas the cognitive control
component comprises distinct systems implicated in emotion regulation
(orange) and mental state representation (red). We assume “push-pull”
effects between approach versus aversion modules (green arrow), which

might be jointly influenced by learning as well as genetic factors (e.g.,
neuromodulator systems listed in the gray box). In addition, more complex
reciprocal influence may exist between the affective evaluation and cognitive
control components (turquoise arrows). The possible influence of attachment
avoidance (AV) or anxiety (AX) on activity of each of these networks is
depicted by (downward or upward) arrows (red boxes) representing relative
hypo- or hyper-activation, respectively. For details, please refer to text.
(DL)PFC = (dorsolateral) prefrontal cortex; OFC = orbitofrontal cortex;
(p)STS = (posterior) superior temporal sulcus; TPJ = temporo-parietal
junction; aSTG = anterior superior temporal gyrus.

to either approach or avoid a stimulus. Automatic appraisals
of danger and safety may thus also apply to socially relevant
cues, and guide adaptive behaviors in a quasi “reflexive” man-
ner. This concept draws upon the phylogenetic perspective of
social engagement and attachment proposed by Porges (Porges,
2003). This author suggested that in order to achieve proso-
cial ends, evolution had to counterbalance the asocial tendencies
of more primitive survival-enhancing systems, especially sympa-
thetic fight-or-flight circuits. In other words, there might be a
dynamic balance, or a “push-pull” mechanism, between activ-
ity in a threat-sensitive system motivating social aversion, on
the one hand, and an attachment system that promotes a sense
of safety through close social interactions, on the other hand
(for a summary, see MacDonald and MacDonald, 2011). Both
the social approach and aversion components might poten-
tially be modulated by differences in attachment style (see
Figure 1).

In this perspective, a fundamental hypothesis about the social
approach component is that it might build upon specific brain
mechanisms related to the “neuroception of safety” (Porges, 2003),

which assumes that (mutual) social interactions are innately
rewarding and thus counteracting fear tendencies. Such a view
converges with research associating activations in dopaminer-
gic brain areas [including the ventral tegmental area, substantia
nigra, striatum, and medial orbitofrontal cortex (OFC)] with
many different kinds of positive social emotions, as well as with
the modulations of fear-circuits in the amygdala by dopamin-
ergic inputs (Haber and Knutson, 2010). There is mounting
evidence for a role of reward circuits and reinforcing processes
in social approach and bonding from several recent functional
and structural brain imaging investigations on maternal and
romantic love (Lorberbaum et al., 1999; Nitschke et al., 2004;
Ranote et al., 2004; Aron et al., 2005; Fisher et al., 2005, 2006;
Gobbini and Haxby, 2007; Sander et al., 2007; Swain et al.,
2007; Zeki, 2007; Noriuchi et al., 2008; Strathearn et al., 2008;
Lenzi et al., 2009; Minagawa-Kawai et al., 2009; Kim et al.,
2010a,b, 2011; Xu et al., 2011), the perception of the mother’s
face in children (Minagawa-Kawai et al., 2009), as well as the
experience of social reward (e.g., a smiling face paired with pos-
itive feedback after correct task performance) over and above
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positive feedback alone (Vrtička et al., 2008). Altogether, these
data suggest that, under normal circumstances, social interac-
tions with beloved ones (children, parents, partners), friends,
or any “significant” (e.g., contextually relevant) other person
with a cooperative relationship (e.g., joint task), are all asso-
ciated with the experience of positive emotions and increased
activity in the reward circuits. This could contribute to promot-
ing expectations of positive social outcomes, and thus in turn
enhance approach-related attachment behaviors and a feeling of
safety.

The recruitment of this positive reinforcement mechanism has
been found to be strongly influenced by individual differences in
AAS. On the one hand, individuals with a secure attachment style
(or other measures indirectly suggesting a secure attachment ori-
entation) were observed to show stronger activation, or display
increased gray matter volume, in the reward network as well as
other interconnected regions such as the hypothalamus or OFC.
For instance, the ventral striatum differentially activates in secure
mothers seeing images of their own babies with a smiling or a
crying facial expression (Strathearn et al., 2009). Also, in mothers
who score higher on the mother positive perception subscale of
the Yale inventory of parental thoughts and actions, there is not
only increased gray matter volume, but also more activity in OFC
in response to infant cries (Kim et al., 2010a). Likewise, activity
in ventral striatum and ventral tegmental area is greater in secure
than insecure individuals when receiving positive social feedback
(praise by others) after a correct performance in a perceptual
game (Vrtička et al., 2008). Thus, in securely attached individuals,
(mutual) social interactions indeed seem generally to be associ-
ated with more positive emotion experiences and stronger signals
of reward.

On the other hand, these positive responses are much weaker
or even absent in individuals with an avoidant attachment style.
This was first demonstrated in a recent study (Vrtička et al.,
2008) where different faces were presented with different expres-
sions (smiling or angry) to convey either positive/supportive
or negative/hostile feedback about current task performance in
a pseudo-interactive game context (see Figure 2A). Differential
responses in ventral striatum and ventral tegmental area to the
social nature of feedback (smiling face versus angry faces on
winning trials) was inversely correlated with increasing scores
on the avoidant attachment dimension (Vrtička et al., 2008;
see Figure 2B). This pattern is further supported by the find-
ings of very low ventral striatum and medial OFC activation in
avoidantly versus securely attached mothers when seeing images
of their own babies (Strathearn et al., 2009). An avoidant attach-
ment style, which is thought to emerge due to early and/or
repeated social interactions with an unresponsive attachment fig-
ure, and characterized by a negative model of others (Mikulincer
and Shaver, 2007), therefore seems to entail a profound change in
the social approach system (see Figure 1), leading to a reduction
or lack of reward-related activity during positive social situations.
It still remains to be determined whether such blunted responses
in reward-related areas associated with avoidant attachment are
primarily due to past experiences and learning mechanisms (so
to speak as a result of down-regulation or desensitization), or
whether they also have a partly genetic cause (i.e., receptor-gene

polymorphisms, reduction of certain neurotransmitters, etc.),
or whether they emerge as a combination of these two factors
through gene-environment interactions (see below).

These neural findings dovetail nicely with behavioral evidence
that avoidant individuals rate positive social information as less
arousing and less pleasant, relative to securely attached individ-
uals (Rognoni et al., 2008; Vrticka et al., 2012a). More generally,
they also agree with some key assumptions put forward by AT,
according to which avoidance is associated with the use of deac-
tivating strategies to keep the attachment system in a very low
recruitment state, although behavioral research has most often
considered these effects in relation to the processing of nega-
tive rather than positive (social) content (Mikulincer and Shaver,
2007). The new findings therefore add to previous work by indi-
cating that avoidantly attached people could appraise positive
social interactions with less—or even no—intrinsically rewarding
values, and perhaps fail to learn from positive social reinforcers.
These notions may not only help refine AT but also provide new
clues for therapeutic clinical strategies tailored to treat attachment
disturbances.

By contrast, there is no evidence that anxious attachment style
is associated with a modulation of neural processes related to
social approach (Vrtička et al., 2008). As described in the next
section, this attachment dimension seems primarily related to the
appraisals of negative social cues, consistent with the assumptions
of AT (Mikulincer and Shaver, 2007).

SOCIAL AVERSION
According to the same phylogenetic perspective on social engage-
ment and attachment as described above (Porges, 2003), the
approach system should be in a dynamic balance (“push-pull”)
with a distinct social aversion network (see Figure 1). In humans,
appraisals of potential threats to the self may not only concern
information that poses an immediate danger for survival or bod-
ily integrity—such as physical pain or disgust—but brain systems
responding to such general threats are also recruited when pro-
cessing dangers of a more social kind. Thus, a set of regions
typically associated with negative affect and fear responses are
activated by various aversive social events including—amongst
others—the perception of untrustworthiness of faces in the
amygdala (Engell et al., 2007), stressful social situations in the
hippocampus—as part of the HPA axis—(Foley and Kirschbaum,
2010), psychological pain and social rejection in insula and mid
cingulate cortex (Eisenberger and Lieberman, 2004; Lamm et al.,
2011), social emotional conflict in ventral anterior cingulate
cortex (ACC) (Somerville et al., 2006; Koban et al., 2010), as
well as the experience of sadness or grief in anterior temporal
pole (ATP; Levesque et al., 2003; Kersting et al., 2009). Thus,
appraisals of negative social contexts will trigger activity in a net-
work of areas promoting aversion, withdrawal, or even defense
responses.

Recent neuroimaging data suggests that both the functioning
and structure of brain areas contributing to this social aver-
sion component is modulated by a secure attachment style (see
Figure 1). In a pioneer study in this field, securely attached mar-
ried female participants (as assessed by the satisfaction subscale
of the dyadic adjustment scale—measuring marital quality) were
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FIGURE 2 | Modulation of social aversion and approach activations

by adult attachment style. Adapted from Vrtička et al. (2008).
(A) Participants performed a visual task, while receiving feedback from virtual
partners about their performance. Feedback was composed of words
reflecting outcome (“Won” if correct and “Lost” if incorrect response was
given), associated with either smiling or angry faces, inducing the perception
of supportive “friends” (congruent word-face combinations) or hostile
“opponents” (incongruent combinations). (B) Top: reward-related areas (left:
ventral striatum; right: ventral tegmental area) were activated during the

perception of positive social feedback (“Won” paired with a smiling face;
SF-W), but this effect was modulated by avoidant attachment style.
Bottom: negative relation between avoidant attachment style (AVS) scores
and the ventral striatum response. (C) Top: the central amygdala was
activated by the perception of social punishment (“Lost” paired with an
angry face; AF-L), and this effect was modulated by anxious attachment style.
Bottom: positive relation between anxious attachment style (AXS)
scores and amygdala response. BOLD signal is depicted in arbitrary
units.

found to show less insula activation during both the antici-
pation and experience of electrical shocks while holding their
partners hand, implying weaker distress reactions and more suc-
cessful emotional support (Coan et al., 2006). Another study
using structural MRI measures reported increases in gray mat-
ter volume in the amygdala in mothers at four months compared
to one month postpartum, and this postpartum plasticity was
correlated with scores on the maternal positive perception sub-
scale of the Yale inventory of parental thoughts and actions

(Kim et al., 2010a). Such findings suggest a progressive develop-
ment of affective vigilance mechanisms in mothers who recently
gave birth, a notion corroborated by previous findings show-
ing highest amygdala activation in mothers for own versus other
familiar or unknown children (Leibenluft et al., 2004). Therefore,
a secure attachment orientation seems to be associated changes
in key structures of the aversion system, presumably reflect-
ing more differentiated and thus adaptive responses to social
stimuli.
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In individuals with avoidant attachment, partly similar effects
have been observed, namely, a relative deactivation of brain areas
associated with social aversion (see Figure 1). In a recent fMRI
study using the cyberball paradigm (a virtual ball tossing game
during which the participant see two people playing with a ball
either including or excluding him/her into the game), which has
previously been found to induce social rejection and “social pain”
(Eisenberger et al., 2003), avoidantly attached individuals showed
decreased activations in the anterior insula and dorsal ACC dur-
ing social exclusion (Dewall et al., 2011). This was interpreted as
reflecting the weaker social need for closeness and weaker distress
elicited by social rejection in these individuals. Along the same
lines, masked sad faces were found to induce weaker responses
in the somatosensory cortex (BA 3) of avoidantly attached par-
ticipants, compared to secure participants, which was attributed
to their “habitual unwillingness to deal with partners’ distress
and needs for proximity” (Suslow et al., 2009). Avoidant attach-
ment has also been related to weaker attentional and seman-
tic processing of fearful faces in an EEG study (Zhang et al.,
2008).

However, contrary to securely attached persons, such blunted
responses to social negative contexts in avoidantly attached indi-
viduals are thought to result from deactivating strategies that
suppress the recruitment of attachment processes in order to
circumvent too strong emotional involvement (Mikulincer and
Shaver, 2007), rather than from a more effective regulation of
emotions during negative or stressful social interactions. This
highlights the fact that emotional decreases in a given brain
area might result from different causes, which might be diffi-
cult to interpret when considered alone. Moreover, an apparent
decreased sensitivity to social rejection in avoidantly attached
individuals may work well under normal circumstances, but
tends to fail if the social emotional stimuli are too disturbing or
intense (i.e., in insecure mothers seeing their baby with a crying
facial expression—see Strathearn et al., 2009), or if the emo-
tion suppression strategy usually referred to cannot be employed
successfully—see Vrticka et al., 2012a and below). In fact, a
different pattern of results, with higher rather than lower amyg-
dala responses to emotional social stimuli, may be observed in
avoidantly attached individuals in some conditions when emo-
tion regulation strategies are constrained by specific task demands
(Vrticka et al., 2012a).

A more consistent and opposite trend is associated with anx-
ious attachment style, where increased activation of the aversion
system has generally been found in response to negative social
cues. In our own study where faces with different expressions
were presented as a social feedback signal about performance
during a perceptual game (Vrtička et al., 2008), we showed that
the amygdala was selectively activated when an angry face was
presented as negative feedback after incorrect response (repre-
senting social punishment), and the magnitude of this response
was correlated with the degree of anxious attachment in par-
ticipants (Figure 2C). Such increase in amygdala activation is
likely to reflect the tendency of anxiously attached individuals
to experience heightened distress in situations of personal fail-
ure or social disapproval, when social support would be desired
instead. In keeping with this notion, another study reported an

increase of amygdala activity in response to negative sentences
with attachment-related meaning, which was related to individ-
ual attachment insecurity (Lemche et al., 2006). However, the
latter study did not examine the distinct prototypes or dimen-
sions of attachment using standard structured interviews, but
rather inferred general attachment differences (secure or inse-
cure) based on reaction times to the sentences (slow or fast). In
addition, in the study by Dewall et al. using the cyberball game
(Dewall et al., 2011), increased activation was observed in ante-
rior insula and dorsal ACC during social rejection as a function
of anxious attachment style scores, mirroring an increased sensi-
tivity to negative social clues related to social exclusion. Finally,
another fMRI investigation also found an enhanced hippocam-
pus response when listening to own versus unknown baby cries in
mothers who scored low on a maternal care measure (Kim et al.,
2010b), and the same brain area exhibited a reduction in gray
matter volume which (negatively) correlated with anxious attach-
ment scores (Quirin et al., 2010). These data accord with the role
of the hippocampus in stress responses (Foley and Kirschbaum,
2010).

These findings also converge with other, more clinical fMRI
investigations assessing attachment orientations and brain acti-
vation patterns by means of the adult attachment projective
(AAP)—schematic drawings of attachment-related scenes depict-
ing either one or two persons—which distinguishes between a
resolved versus unresolved attachment orientation (Buchheim
et al., 2006, 2008). The latter studies revealed a positive relation
between unresolved attachment and activation in both the amyg-
dala and hippocampus to traumatic AAP images in general, as
well as an increase in ACC activity in BPD patients—who are
considered to have an unresolved attachment style.

In sum, the available data from recent neuroimaging research
points to a higher sensitivity to negative social clues, and
enhanced recruitment of social aversion or threat systems in rela-
tion to anxious attachment, in agreement with previous work
suggesting higher vigilance to social emotional cues and hyper-
activating of secondary attachment-related strategies in these
individuals (Mikulincer and Shaver, 2007). This also converges
with behavioral findings showing that anxious attachment cor-
relates with higher arousal and lesser control reported for scenes
with negative (sad or threatening) social content (Rognoni et al.,
2008; Vrticka et al., 2012a), and that stressful task conditions
produce abnormal cortisol responses in anxiously attached indi-
viduals, suggesting impaired regulation of the HPA stress system
(Kidd et al., 2011). By contrast, avoidantly attached individ-
uals show normal cortisol responses and are thought to use
de-activating strategies when processing social emotional infor-
mation. Note that, although such individual differences may arise
in some conditions with no direct attachment-related mean-
ing, there is evidence for relatively specific or stronger effects
of AAS on responses to the social significance of events at
both the neural (Vrtička et al., 2008; Vrticka et al., 2012a) and
behavioral levels (Vrticka et al., 2012b), indicating that differen-
tial responses observed in social approach or aversion networks
are not merely related to a general modulation of these sys-
tems to any emotional challenge. Taken together, such data add
support to the view that individual differences in attachment
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and social affective behaviors may ultimately result from an
interaction between genetic factors and learning through early
life experiences, but also have extended influences on other
emotional contexts beyond interpersonal relationships, as pos-
tulated by recent developments in AT (Mikulincer and Shaver,
2007).

COGNITIVE VERSUS EMOTIONAL MENTALIZATION
Besides the notion of a basic level of automatic appraisals of safety
versus danger, underlying social approach versus aversion ten-
dencies (Porges, 2003), another important component of social
cognition involves a set of more controlled processes mediat-
ing conscious representations about others, as well as behavioral
regulation and decision making (Lieberman, 2007). In line with
this, Fonagy and Luyten (Fonagy and Luyten, 2009) suggested
to make a basic distinction between two aspects of social pro-
cessing necessary to understand and respond to others, which
they conceptualized as emotional versus cognitive mentalization
processes. According to this distinction, emotional mentaliza-
tion would correspond to the rather automatic, implicit, or even
unconscious processing of externally-focused (physical and vis-
ible) information about others (such as expressions, actions,
etc.), which are also closely related to neurocognitive mechanisms
implicated in “emotional contagion” (Shamay-Tsoory et al., 2009)
or “empathizing” (Baron-Cohen, 2009). Thus, this level of pro-
cessing implies a predominantly affective representation of other
people and events in the world that would correspond to dif-
ferential activation patterns in the social approach and aversion
systems as described above. Consequently, this component of
emotional mentalization globally overlaps with affective evaluation
processes in our model (see Figure 1).

In contrast, distinct brain networks are known to be acti-
vated by more explicit and voluntary levels of social and affec-
tive processing (Lieberman, 2007; Fonagy and Luyten, 2009).
These processes are also preferentially involved in the represen-
tation of internally-focused information about others (such as
mental states, intentions, etc.), and correspond to what Fonagy
and Luyten (Fonagy and Luyten, 2009) referred to as a cog-
nitive mentalization system. The latter is thought to comprise
(mainly but not exclusively) a wide network of areas in the
lateral prefrontal (PFC), OFC, and posterior cingulate cor-
tex (PCC), as well as the precuneus, superior temporal sulcus
(STS), and temporo-parietal junction (TPJ), plus specialized sen-
sory regions in superior temporal gyrus, lateral occipital cor-
tex, and fusiform cortex (Lieberman, 2007; Fonagy and Luyten,
2009).

Importantly, there is evidence that activity in these two sys-
tems for emotional evaluation and cognitive mentalization might
also be in a dynamic balance, and that this equilibrium might be
strongly influenced by stress factors (Mayes, 2000, 2006). Thus,
the higher the stress (arousal), urgency, or novelty of a situation,
the more the “switch point” between different modes of pro-
cessing might be shifted toward an activation of the emotional
evaluation system (Fonagy and Luyten, 2009). This shift would
correspond to behavioral changes “from flexibility to automaticity,
. . . that is from relatively slow executive functions . . . to faster
and habitual behavior . . . ” (Fonagy and Luyten, 2009; p. 1367).

From an evolutionary perspective, such a shift between processing
modes would normally be adaptive in threatening conditions, as it
can promote immediate and automatic (reflexive) self-protective
reactions. However, in interpersonal settings where cognitive
mentalization is a necessary prerequisite and danger neither vital
nor immediate (Dunbar, 1998), a too strong or exclusive reliance
on affective evaluation might represent an insufficient or inap-
propriate strategy. Crucially, individual differences in AAS might
play a key role in adjusting this balance between cognitive and
emotional mentalization, in addition to modulating the differ-
ential recruitment of approach or aversion tendencies within
the affective system itself. According to this view, an anxious
attachment style would facilitate emotional mentalization due
to a decreased recruitment of cognitive mentalization capaci-
ties, whereas an avoidant attachment style would be associated
with a predominant use of cognitive mentalization and a sup-
pression of emotional evaluation, at least until the point where
such de-activating strategies fail and highly emotionally reactions
occur in avoidantly attached individuals (Fonagy and Luyten,
2009).

In this “mentalization-based approach” described by Fonagy
and Luyten (2009), no distinction is made between cognitive
mentalization in terms of theory of mind (the representation of
the internal states of others or oneself) versus cognitive control
of emotions and social behaviors (regulation), in relation to oth-
ers or oneself. However, AT suggests that individual attachment
styles also imply distinct modes of emotion regulation strategies
(Mikulincer and Shaver, 2007), which have no direct relation to
mentalization processes. Moreover, an influential theory of emo-
tion regulation theory (Gross, 1998, 2002) has emphasized differ-
ent types of strategies (e.g., antecedent- and response-focused),
but the latter do not make specific reference to interpersonal
emotion situations. It therefore appears useful to consider neu-
ral networks for theory of mind/mental state representation
and emotion regulation/cognitive control separately, in order to
understand the effects of attachment style on mentalization and
social behaviors.

MENTAL STATE REPRESENTATION
The notion that attachment-related thoughts can modulate brain
systems involved in the representation of others’ mental states has
received some support from pioneer work examining the neu-
ral substrates of romantic love, measuring brain responses to
faces of partners versus friends versus unknown persons (Zeki,
2007). These studies reported consistent deactivations in cor-
tical brain areas known to be involved in theory of mind
(Zeki, 2007), accompanied with increased activity in the affec-
tive evaluation (emotional mentalization) networks (Gobbini
and Haxby, 2007; Lieberman, 2007), supporting the view of
a reciprocal balance between cognitive and emotional mental-
ization processes. Furthermore, mothers viewing infant stimuli
have also been found to exhibit greater activity in superior
medial PFC regions (BA 8, 9, and 10) involved in cognitive
mentalization (Swain et al., 2007), which was interpreted as
reflecting the capacity of these mothers “to orchestrate a new
and increased repertoire of complex interactive behaviors with
infants . . . ” (Kim et al., 2010a; p. 698). Thus, both increases
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and decreases may arise in different parts of the cognitive
mentalization networks. However, still little is known about
whether, and how, these networks might be influenced by spe-
cific adult attachment orientations (e.g., secure or insecure) in
different individuals.

One study relevant to this issue examined gray matter volume
and brain activations to own infant cries in mothers in the early
postpartum period, who were divided into two groups according
to their perceived maternal care scores (Kim et al., 2010b), a mea-
sure reflecting differences along secure versus insecure attachment
dimensions. Not only did the mothers with high perceived mater-
nal care scores display increased gray matter volume in several
areas associated with theory-of-mind, such as the PFC (superior
frontal and orbital gyrus; BA 10 and 47), STS, and fusiform gyrus,
but they also showed increased BOLD signal change in these
areas when hearing baby cries. These results suggest that mothers
with secure attachment traits (high scores on perceived mater-
nal care) might more readily engage in complex social behaviors
involving mentalization and theory of mind when interacting
with children, possibly implying more efficient cognitive pro-
cessing to represent their mental states in terms of intentions
or needs. In turn, this could potentially have beneficial effects
on the emerging attachment styles of the child him/herself (see
below). Conversely, low scores on the perceived maternal scale
reflecting insecure attachment, were associated with increased
hippocampus responses to infant cries in the same mothers. As
the hippocampus is known to play an important role in stress
responses (Foley and Kirschbaum, 2010), this pattern again nicely
reflects the notion of a balance between cognitive mentalization
and emotional evaluation processes. Moreover, it also provides
support to the view that a secure attachment style may facilitate
the access to mental state representations, whereas an insecure
attachment may lead to more emotional mentalizing. However,
no finer distinction between avoidant and anxious attachment
styles was made in this study.

Other researchers (Buchheim et al., 2008) explored brain
responses during exposure to monadic versus dyadic pictures of
the AAP. This study compared healthy individuals with resolved
and unresolved profiles, as well as patients with BPD who typ-
ically exhibit an unresolved attachment orientation, for exam-
ple as a result of traumatic attachment-related experiences in
childhood. The results revealed that only BPD patients—but
not unresolved controls—displayed increased activity in the STS
when exposed to dyadic images of the AAP. Simultaneously, BDP
patients showed strongest reports of affective loss and abuse, rela-
tive to the unresolved controls. Because the STS is a key substrate
of the theory-of-mind network, and BPD patients are known
to show distorted and “hyperanalytical” thinking in attachment
contexts, possibly reflecting enhanced representation to other’s
mental states, this pattern of findings was interpreted as “a neural
indicator of fear-based hypervigilance in attachment relationships
. . . ” in BPD patients (Buchheim et al., 2008; p. 233). These data
therefore indicate that, in some cases, mental state representa-
tions may also be enhanced by attachment insecurity, and that
this might be more strongly associated with hypervigilance linked
to attachment anxiety (fear caused by trauma). Moreover, because
in unresolved BPD patients, increased emotional mentalizing was

also demonstrated by the same study (see above), the notion
of an obligatory “push-pull” between emotional and cognitive
mentalization as proposed by Fonagy and colleagues (Fonagy
and Luyten, 2009) may not always hold true. It remains to be
seen whether distinct aspects of mental state representations are
differentially modulated by anxious and avoidant attachment
traits. In particular, some theorists (Mikulincer and Shaver, 2007)
have proposed that anxious and avoidant attachment dimensions
might correspond to different access to positive and negative rep-
resentations of others (as well as of the self). Preliminary data
from our own ongoing work provide tentative support to these
models.

In sum, the emerging evidence from neuroscience research
regarding the impact of individual differences in AAS on mental
state representation seems to suggest that an insecure attach-
ment orientation may not always lead to decreased use theory
of mind and controlled appraisals of mental states in others,
but could also have inverse effects, particularly in the case of
attachment anxiety (hypervigilance). This somewhat contradicts
the hypothesis put forward by the developmental mentalization-
based approach of Fonagy and Luyten (Fonagy and Luyten, 2009),
and their proposal that attachment insecurity observed in BPD
patients reflect a lower cognitive mentalization combined with
higher emotional mentalization. However, as BPD is mainly asso-
ciated with an unresolved attachment orientation, whereas both
anxious and avoidant attachment actually fall into a resolved
category, a strict opposition between cognitive and emotional
mentalization should be regarded with caution when using it
from a psychological perspective in healthy people (adults), rather
than in a psychopathological context like BPD. This apparent dis-
crepancy might also be explained by the fact that Fonagy and
Luyten (2009) considered a single social cognitive system for con-
trolled mentalization, whereas a more complete push-pull model
should regard theory of mind and emotion regulation as separate
components of cognitive mentalization processes, and the latter
might be more strongly influenced by attachment insecurities in
different directions (see next section below). More research using
a neuroscientific approach is still needed to clarify these issues,
particularly regarding attachment avoidance, which is conceptu-
alized as involving increased cognitive mentalizing up to a certain
“breakdown threshold”.

EMOTION REGULATION
Attachment theory assumes that a key component of individual
differences in attachment styles involves distinct affective regula-
tion strategies leading to hyper- or hypo-activation of attachment
system in anxious and avoidant people, respectively. The relation
of these regulation strategies to other mechanisms of emotion
regulation is still incompletely elucidated, however. Both the
cognitive mechanisms and the neural substrates of emotion reg-
ulation have been extensively investigated in the past decade
(Gross, 1998, 2002; Ochsner and Gross, 2005), but in condi-
tions totally unrelated to attachment. In fact, most of this work
has focused on emotion experience at the intrapersonal level
rather than in interpersonal or social contexts. Traditionally, a
main distinction has been made between so-called antecedent-
and response-focused emotion regulation strategies. The former
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aims at interfering early with the emotion generation process,
before the emotional response arises, through distraction from an
emotional event or modulation of its meaning by extrinsic infor-
mation. The second type of regulation instead is characterized
by a reaction to an already elicited emotion, implying voluntary
control of subsequent behavior. Another important difference
between these two forms of regulation concerns the underlying
mechanisms. Antecedent-focused emotion regulation is thought
to operate either through attentional processes (i.e., avoiding
exposure to the emotion-eliciting stimulus using distraction tech-
niques, etc.), or cognitive re-appraisal strategies (i.e., changing the
interpretation of the stimulus and/or minimizing its emotional
significance). Hence, these emotion regulation strategies are gen-
erally referred to as distraction, detachment, or reappraisal. By
contrast, response-focused emotion regulation involves the (vol-
untary) inhibition or transformation of the emotional response
or behavior after an emotion has ben generated (e.g., facial
expression or physiological changes). This strategy is therefore
generally referred to as (expressive) suppression. In terms of brain
activity patterns, the employment of both emotion regulation
strategies has been linked with increased PFC cortical activation
related to executive control and/or behavioral inhibition (parts of
the cognitive mentalization network), and a simultaneous mod-
ulation (e.g., reduction) of responses evoked in the emotional
evaluation system (Ochsner et al., 2002, 2004b; Ochsner and
Gross, 2005; Kim and Hamann, 2007; McRae et al., 2010; Vrticka
et al., 2011). In addition, there is a general consensus that, on
the long term, antecedent-focused emotion regulation may repre-
sent a more beneficial emotion regulation strategy (Gross, 1998,
2002).

Attachment theory makes several claims about the efficiency
as well as the preferential use of different emotion regulation
strategies. On the one hand, secure attachment is associated
with a constructive and thus successful use of antecedent-focused
emotion regulation, mainly by means of cognitive re-appraisal,
leading to a low and stable emotional responsiveness in stress-
ful social situations. On the other hand, insecure attachment is
generally associated with difficulties in emotion regulation capac-
ities, leading to poor outcomes in stressful social situations and
persisting high emotionality. In particular, attachment avoidance
may lead to preferential use of response-focused emotion regu-
lation through suppression, which can reduce overt emotional
reactions, but is not very efficient in regulating emotion elici-
tation itself. Moreover, suppression may work up to a certain
point only, after which this protective mechanism will break down
and avoidantly attached people become overwhelmed by their
emotions. In contrast, attachment anxiety has not been associ-
ated with consistent patterns according to the classic emotion
regulation framework (Mikulincer and Shaver, 2007). Although
social emotional hypervigilance typically observed in anxiously
attached individual might be driven by a persistent cognitive
up-regulation of affective processing through re-appraisal, and/or
some deficiency in inverse mechanisms aiming at decreasing
emotional reactivity, the exact functioning of these processes
and their modulation by attachment anxiety remains to be
elucidated (Mikulincer and Shaver, 2007; Fonagy and Luyten,
2009).

Recent neuroimaging investigations have provided new sup-
port to the notion that attachment insecurities are generally asso-
ciated with less efficient or even disturbed emotion regulation
capacities. In a first study of this kind, Coan et al. (Coan et al.,
2006) scanned female participants while holding their husband’s
hand and being threatened with electrical shocks. They found
that the higher the marital quality reported by the participants
(reflecting a secure attachment in current romantic relationship),
the less activity in PFC cortical areas as well as anterior insula and
hypothalamus there was during shock anticipation, suggesting
more efficient emotion regulation capacities. Conversely, another
study using items of the AAP as visual stimuli (Buchheim et al.,
2006) found that only participants with unresolved attachment
displayed increased activation in lateral PFC areas plus amyg-
dala and hippocampus as a function of increasing traumatic
image content, reflecting impaired emotion regulation capacities.
Finally, a third study used an emotion-word Stroop task dur-
ing which participants had to indicate the color of unpleasant,
neutral, or pleasant words while ignoring their meaning (Warren
et al., 2010). The results revealed that an insecure attachment style
was associated with poor task performance and simultaneously
high activity in both dorsolateral PFC and OFC, again pointing to
less efficient cognitive control capacities—here more specifically
linked with a vulnerability to distraction by attachment-relevant
emotional information.

Other investigations focused on the distinction between dif-
ferent insecure attachment orientations. An early study by Gillath
and colleagues (Gillath et al., 2005) used fMRI in participants
who were told to either think or stop thinking about negative rela-
tionship scenarios. Their findings revealed that anxiously attached
participants exhibited increased activity in the ATP, hippocampus,
and dorsal ACC when thinking about negative emotions, but less
activity in the OFC when suppressing such thoughts. Moreover,
activity in ATP and OFC was inversely correlated. This suggests
a stronger recruitment of neural systems involved in negative
emotional states during normal processing of attachment-related
information, and impaired regulatory capacities to inhibit such
processing, consistent with the hallmarks of anxious attachment.
Conversely, high scores on avoidant attachment were associated
with sustained activity in subcallosal cingulate and medial frontal
gyrus (BA 9) during both the “think” and the “don’t think”
conditions, which was interpreted as a failure of “task-induced
deactivation” (Gillath et al., 2005)—but could actually also be
understood as persistent unsuccessful inhibition. However, these
results provide only indirect evidence for altered emotion regula-
tion capacities in attachment anxiety and avoidance.

We recently extended these findings by specifically compar-
ing the effect of both reappraisal and suppression strategies
within the same fMRI experiment (Vrticka et al., 2012a). For
this purpose, participants were shown social or nonsocial visual
scenes, with either a positive or negative content, while being
asked to either attend to the scenes naturally (NAT), reap-
praise their content to diminish any emotional interpretation
(REAP), or suppress any visible expression of emotion elicited
by the images (ESUP). Distinct patterns of activations were
observed as a function of the degree of attachment avoidance or
anxiety, but interestingly, the most important differences were
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disclosed during the spontaneous emotion processing condi-
tion (NAT). When participants were instructed not to use any
regulation strategy, higher scores on avoidant attachment were
associated with increased activity for negative social scenes in
dorsal and ventral anterior cingulate, as well as in both the lat-
eral and medial dorsal PFC, but for positive social scenes in
the medial OFC and supplemental motor area (SMA). This pat-
tern may reflect heightened cognitive and emotional conflict in
combination with increased regulatory inhibition during sponta-
neous viewing of social emotional scenes. Furthermore, during
REAP, amygdala activation to negative social images decreased
for low, but not high avoidantly attached participants, implying
that this emotion regulation strategy was not efficient in reduc-
ing affective mentalizing (Figures 3A,B,C). Finally, during SUP,
attachment avoidance was associated with stronger responses to
positive social images in the SMA and caudate, again implying
stronger regulatory efforts with the successful use of suppres-
sion. As a whole, these brain imaging data support but also
extend the notion put forward by AT (Mikulincer and Shaver,
2007) that attachment avoidance is associated with a prefer-
ential use of emotion suppression in interpersonal/social con-
texts. Furthermore, they reveal that reappraisal may not work
for these individuals, leading to impaired down-regulation of

amygdala reactivity. This pattern may help understand why
avoidantly attached individuals tend to become highly emo-
tional when their preferred regulation strategies fail or cannot be
employed.

Conversely, in the same study, higher scores on attachment
anxiety were correlated with higher amygdala activation to social
negative scenes during spontaneous viewing without specific reg-
ulation instructions (NAT; Figures 3D,E,F), confirming the pre-
vious proposals of heightened emotional mentalizing. However,
there was no additional evidence of impaired emotion regula-
tion, neither during REAP, nor during SUP. Moreover, we also
found that anxious attachment predicted greater activation in
the parahippocampal cortex (during NAT and REAP), suggesting
that it might ease the access to memory about previous attach-
ment experiences, as already proposed in a previous study (Gillath
et al., 2005). Although no final conclusions can be drawn from
such results, our data nonetheless imply that anxiously attached
individuals can successfully apply both antecedent- and response-
focused emotion regulation strategies when properly instructed
to do so, and that the increased emotional mentalization in
spontaneous conditions could partly be accompanied with an
eased access to memory information, for example about former
personal attachment experiences.

FIGURE 3 | Modulation of social emotion perception and regulation by

adult attachment style. Adapted from Vrticka et al. (2012a). (A) Bilateral
amygdala activation to social (versus nonsocial) emotional scenes perception,
regardless of valence (positive or negative) and task. (B) Positive correlation
between avoidant attachment (AV) scores and activity in left amygdala for
social negative images during reappraisal (averaged across voxels).
(C) Median split illustrating data for high (red; N = 5) versus low (blue; N = 8)
avoidantly attached participants in left amygdala, showing a decrease in
activity to social negative images during reappraisal for the low but not high
avoidant group (∗∗ indicate the differential response accounting for significant
effects in the correlation analysis). (D) Right amygdala activation to negative

scenes showing a significant modulation by anxious attachment (AX) scores
during natural viewing conditions. (E) Negative correlation between anxious
attachment scores and response to nonsocial negative scenes in the right
amygdala. (F) Median split illustrating data for high (red; N = 8) versus low
(blue; N = 9) anxiously attached participants in right amygdala, showing that
activation to negative scenes was greater for nonsocial content in those with
lower AX scores, but greater for social content in those with higher AX
scores. (∗∗ indicate the differential response accounting for significant effects
in the whole-brain correlation analysis). NAT = natural viewing, REAP =
reappraisal, ESUP = expressive suppression. BOLD signal is depicted in
arbitrary units, and error bars represent +/− 1 standard error from mean.
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Overall, these neuroscientific data on emotion regulation con-
verge with theoretical assumptions that have generally character-
ized attachment insecurities by altered or less efficient cognitive
control capacities (Mikulincer and Shaver, 2007), leading in turn
to enhanced emotional responses. Furthermore, these new find-
ings also indicate that the underlying mechanisms may differ in
avoidantly and anxiously attached individuals, particularly with
respect to the use and/or efficacy of antecedent- or response-
focused emotion regulation strategies. However, although extant
data have begun to characterize these individual differences in
relation to a well-established model of emotion regulation (e.g.,
making a key distinction between reappraisal and suppression),
it remains to be determined whether more specific regulation
strategies are differentially modulated by individual attachment
orientations—beyond the traditional strategies studied in healthy
people (Ochsner et al., 2002, 2004a; Kim and Hamann, 2007;
McRae et al., 2010; Kanske et al., 2011; Vrticka et al., 2012a).
These issues should be investigated in more detail in the future,
because they could prove of great importance to develop and
monitor intervention strategies of attachment insecurities and
their associated regulation deficits.

MOLECULAR AND GENETIC MECHANISMS
As mentioned in the introduction, some investigations on the
neurobiological underpinning of (human) social behavior have
begun to explore the molecular and genetic mechanisms at play
in social affective processing, learning, and bonding (Insel and
Young, 2001; Meyer-Lindenberg, 2008; Heinrichs et al., 2009;
Champagne, 2010; Insel, 2010; Bakermans-Kranenburg and van
Ijzendoorn, 2011; MacDonald and MacDonald, 2011), as well
as those implicated in disorders such as autism, sociopathy, or
aggression (Piggot et al., 2009; Koenigs et al., 2011; Soyka, 2011).

Within this new field of research, several studies have recently
focused on specific questions related to individual differences in
attachment style (Gillath et al., 2008; Salo et al., 2008; Costa
et al., 2009; Bradley et al., 2011; Troisi et al., 2011). For exam-
ple, there is emerging evidence that some aspects of attachment
are transmitted across generations (Hautamaki et al., 2010; Shah
et al., 2010), and that genetic polymorphisms related to emo-
tions and social behavior might influence individual responses
to attachment-related experiences during development (Gillath
et al., 2008). In particular, anxious attachment has been found to
correlate with a polymorphism of the DRD2 dopamine receptor
gene, whereas avoidant attachment is associated with a polymor-
phism of the 5HT2A serotonin receptor gene. By contrast, no
relation was found between attachment insecurities and a poly-
morphism of the oxytocin receptor (OXTR) gene (Gillath et al.,
2008), even though the latter has been associated with other indi-
vidual differences in social behavior (Meyer-Lindenberg, 2008).
Future studies will also have to examine possible epigenetic
mechanisms, looking for particular gene-environment interac-
tions which can be induced by early life experiences (Graeff et al.,
2011). Possible candidate genes comprise, among others, oxy-
tocin, vasopressin, dopamine, the opioids, cortisol, and serotonin
(see Figure 1).

Two recent fMRI studies have also described an association
between amygdala activations during the perception of emotional

facial expressions and OXTR and vasopressin (Avpr1a) receptor-
gene polymorphisms, which even correlated with individual mea-
sures of emotional reactivity and prosocial temperament in one
study (Meyer-Lindenberg et al., 2009; Tost et al., 2010). Future
experiments should employ more specific social emotional tasks
and probe for modulations by more specific personality traits,
including in particular individual differences in attachment style.
The effects of genetic or epigenetic factors on distinct neural cir-
cuits mediating attachment processes and their impact on social
cognition (as depicted in Figure 1) should also be systematically
examined.

SUMMARY AND OUTLOOK
The present paper proposes an overview of the human brain sys-
tems underlying individual differences in AAS, and how they
influence social and emotional processing in healthy individ-
uals. It employs a developmental psychological AT perspective
and integrates these notions in a schematic functional architec-
ture derived from current neuroscience models, with two major
components for affective and cognitive representations, respec-
tively. This framework suggests that early interactions between
children and their main attachment figure as well as subsequent
social experiences, perhaps combined with some genetic factors,
will become integral parts of one’s personal schemas guiding
relationships with others in later life, resulting in profound indi-
vidual differences characterized by secure or insecure (avoidant,
anxious, disorganized/unresolved) attachment. Such personality
traits will produce important and long-lasting influences on social
emotional information processing and regulation, associated with
differential recruitment of specific functional brain networks for
understanding and responding to others in close (or at times less
close) relationships.

We propose a functional neuroanatomical model to describe
such interactions, which builds on two main core components.
These comprise, on the one hand, a system for rapid, automatic
affective appraisals (emotional mentalization), which is primar-
ily involved in encoding basic dimensions of safety versus threat,
or approach versus aversion tendencies in social contexts; and
on the other hand, a system for controlled social processing and
regulation (cognitive mentalization), operating in a more con-
scious, voluntary mode, which is involved in representing the
mental states of others (theory of mind) and regulating one’s own
behavior, thoughts, and emotions. These two functional compo-
nents rely on distinct brain networks (Porges, 2003; Lieberman,
2007; Fonagy and Luyten, 2009), essentially centered on limbic
cortico-subcortical areas (e.g., amygdala, striatum, insula, cingu-
late, hippocampus) for affective evaluations, and fronto-temporal
areas (e.g., MPFC, OFC, STS, TPJ, etc.) for cognitive mental-
ization and regulation, respectively. Importantly, these compo-
nents may entertain a reciprocal dynamic balance between each
other. Moreover, their differential recruitment across individuals
in social contexts allow for a distinction between behaviors and
emotions associated with specific attachment orientations (avoid-
ance or anxiety), rather than just a distinction between secure
versus insecure or disorganized/unresolved attachment.

According to this model, an avoidant attachment style is char-
acterized by blunted responses in both subparts of the emotional
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mentalizing systems (signaling social safety or threat), reflecting
a deactivation of attachment needs. Findings regarding mental
state representation specifically related to attachment avoidance
are still preliminary and need further confirmation. Yet, avoidant
attachment style also appears to imply a distinctive pattern of
emotion regulation strategies, with greater reliance on suppres-
sion but difficulties in using reappraisal (antecedent-focused
regulation) to dampen affective appraisals.

In contrast, an anxious attachment style is associated with
enhanced responses to social emotional information signaling
threat and motivating aversion, mirroring the hyperactivation of
attachment needs and subjective lack of control observed behav-
iorally. This might also be combined with enhanced recruitment
of mental state attribution systems in some situations related
to fear (trauma in BPD patients). However, emotion regulation
appears relatively operational when explicitly required by task
instructions, although mingled with greater recruitment of asso-
ciative memory systems that may promote access to memories of
previous attachment contexts.

This research highlights the fact that social interactions and
emotions therein are susceptible to strong modulations by indi-
vidual differences, reflecting (among others) the key role of the
attachment history of a person as well as possible neurobiological
predisposition factors. Such consideration of individual attach-
ment style and history in recent neuroimaging studies appears
critical to extend social and affective neuroscience research to
a comprehensive and valid framework of socially motivated
behaviors, although there still is a lack of experimental inves-
tigations of these effects in more complex and “true” social
interactions. Future studies should therefore aim at better assess-
ing attachment effects on brain responses during “real” social

encounters, or at least in laboratory context resembling the lat-
ter as closely as possible, as for example by employing func-
tional near infrared spectroscopy (fNIRS) in two participants
at the same time, also referred as to hyperscanning (Cui et al.,
2012).

In addition, despite the fact that most attachment effects
described in this review concern healthy non-clinical popula-
tions, they also have implications for promoting well-being and
reducing social stress, and may in addition provide useful clues
regarding attachment system dysregulations in patients with psy-
chopathologies or abnormal social behaviors (Galynker et al.,
2011; Nolte et al., 2011). Future investigations need to deepen
our knowledge of the neural mechanisms involved in different
facets of attachment, its development (brain activation patterns
related to attachment in childhood and adolescence and their
transition into adulthood) and its malleability by new experi-
ences and learning, including at the level of gene-environment
interactions. We believe that this endeavor will be made possible
by using an interdisciplinary approach based on neuroimag-
ing, genetic, and psychological investigations in humans, as well
as innovative studies on animal models of social behaviors, as
effectively illustrated by many recent advances in social neuro-
science.
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As a distinct feature of human social interactions, spontaneous mimicry has been widely
investigated in the past decade. Research suggests that mimicry is a subtle and flexible
social behavior which plays an important role for communication and affiliation. However,
fundamental questions like why and how people mimic still remain unclear. In this
paper, we evaluate past theories of why people mimic and the brain systems that
implement mimicry in social psychology and cognitive neuroscience. By reviewing recent
behavioral and neuroimaging studies on the control of mimicry by social signals, we
conclude that the subtlety and sophistication of mimicry in social contexts reflect a social
top-down response modulation (STORM) which increases one’s social advantage and this
mechanism is most likely implemented by medial prefrontal cortex (mPFC). We suggest
that this STORM account of mimicry is important for our understanding of social behavior
and social cognition, and provides implications for future research in autism.
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INTRODUCTION
Human social interaction is complex and dynamic (Hari and
Kujala, 2009). Individuals communicate with each other by means
of multiple verbal and nonverbal behaviors, which rapidly change
from moment to moment. Unraveling mechanisms underlying
the subtlety of social behaviors is important for our understand-
ing of the nature of human social interaction.

One remarkable nonverbal behavior during social interactions
is spontaneous mimicry (van Baaren et al., 2009). People have a
tendency to unconsciously imitate other’s behaviors (Chartrand
and van Baaren, 2009). In the past decade, this spontaneous
mimicry has become the key focus of research in social psy-
chology and cognitive neuroscience (Heyes, 2009), and has been
regarded as a paradigm for exploring the complexity of human
social interaction. Investigations of the causes, consequences and
brain basis of mimicry have been widely carried out (Chartrand
and van Baaren, 2009). For example, social psychology suggests
that mimicry has positive consequences on social interaction; it
increases liking and affiliation between interaction partners and
makes communication more smooth and enjoyable (Chartrand
and Bargh, 1999). Cognitive neuroscience further suggests that
mimicry is based on the mirror neuron system (MNS) (Catmur
et al., 2008, 2009; Heyes, 2011a). This system provides a direct link
between perception and action where observing an action auto-
matically activates the motor representation of that action (Brass
and Heyes, 2005) and this link is most likely developed by asso-
ciative sequence learning (“the ASL theory,” Heyes, 2001, 2011a;
Catmur et al., 2007, 2008, 2009).

However, two key questions still remain unclear. First, what is
the purpose of mimicry? Although the ASL theory clearly eluci-
dates how we develop the ability to mimic, it does not directly

explain under what circumstances we will mimic and why we
mimic to different degrees in different situations. Second, what
brain mechanisms control and implement mimicry responses? In
this article we aim to address these two questions by reviewing
cutting-edge research on the control of mimicry by social sig-
nals. In the first part, we give a brief outline of past theories on
the purpose of mimicry and emphasize that mimicry is a strategy
for social advantage. We provide evidence that mimicry changes
depending on the social context [i.e., social top-down response
modulation (STORM)], and suggest that this subtle control may
reflect a Machiavellian strategy for enhancing one’s social stand-
ing. In the second part, we move to a neuroscience point of
view and examine the information processing systems underly-
ing the control of mimicry. We suggest that medial prefrontal
cortex (mPFC) plays a key role in the control of mimicry in
social contexts. Finally, we discuss the importance of the STORM
model of mimicry in our understanding of social interaction and
social cognition. We argue that subtly controlling when and who
to mimic is essential to human competence in social interac-
tions and suggest that impairment of this function could lead to
social-communication disorders such as autism.

WHY DO WE MIMIC?
THEORIES OF MIMICRY
Mimicry is a pervasive behavior in social interaction. People
spontaneously copy a wide array of behavioral mannerisms from
other individuals such as the postures, gestures, facial expressions,
emotions, and languages (Chartrand and van Baaren, 2009).
This “Chameleon effect” is not normally conscious controlled
(Chartrand and Bargh, 1999) and most likely develops from long-
term associative learning (Heyes, 2001, 2011a). Extensive research
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suggest that mimicry is a subtle and flexible behavior which is
sensitive to social situations, the people involved, and the spe-
cific goals of the interaction at hand (Chartrand and van Baaren,
2009). The purpose (or function) of mimicry has long been
debated by social psychologists and cognitive neuroscientists.
Three major theories have been proposed so far.

First, the STORM theory of mimicry claims that mimicry
is a strategic intervention to change the social world for self-
advancement (Lakin and Chartrand, 2003; Lakin et al., 2003). The
theory assumes that if I mimic Anna, she unconsciously detects
the mimicry and changes her attitude toward me. Thus, I can use
mimicry as tool to make Anna like me, and will do this more if
“Anna liking me” is to my social advantage. This implementation
of mimicry is somewhat Machiavellian, in that it is strategic and
driven by the anticipated social consequences of the action. The
underlying mechanism could be unconscious and unintentional.
Evidence in favor comes from studies of the positive consequences
of mimicry, suggesting that being mimicked leads a participant to
like the mimicker (Chartrand and Bargh, 1999), feel close to the
mimicker (van Baaren et al., 2004), give more money to the mim-
icker (van Baaren et al., 2003a), and be more easily persuaded by
the mimicker (Maddux et al., 2008).

The second theory claims that mimicry is a form of simu-
lation, and functions to improve interactive alignment between
two individuals and thus feed into a simulation theory of mind
(Pickering and Garrod, 2004; Gallese, 2007, 2009; Niedenthal
et al., 2010). For example, when I mimic Anna, that helps me
understand how Anna feels and gives me better insight into her
desires and intentions. Evidence in favor comes from studies
showing that preventing automatic mimicry of facial expressions
makes people slower to judge what expression is shown (Stel and
van Knippenberg, 2008). Preventing mimicry also changes brain
activation in response to seeing faces (Hennenlotter et al., 2009).

Finally, the third theory suggests that mimicry is largely an
epiphenomena arising out of domain-general processes and has
no specific social purposes or functions. This domain-general
model is an extension of the ASL theory (Heyes, 2001) but is not
explicitly stated or endorsed by Heyes. Under this model, mimicry
is not necessary to be a special social behavior but could be imple-
mented in just the same way as other over-learned non-social
responses (Heyes, 2011b). Mimicry can be modulated by social
signals, but it may assume that social modulation of mimicry is a
side-effect of simple domain-general processes such as attention,
conditioning, and disinhibition (Heyes, 2012a). Several sources
of evidence suggest that mimicry is subject to general attentional
effects (Chong et al., 2009; Heyes, 2011a, 2012b) and classical
conditioning effects (Cook et al., 2012). This means that it is
important to consider the null hypothesis that there is no ded-
icated and sophisticated mechanism for determining when and
who to mimic.

Although all three theories acknowledge the essential role of
associative learning in the development of mimicry, the positive
contributions of mimicry to social interaction, and the flexibility
and sensitivity of mimicry in social contexts (van Baaren et al.,
2009; Press et al., 2011; Heyes, 2012a), they emphasize differ-
ent functions of mimicry and thus have different predictions on
empirical evidence. The simulation theory predicts that mimicry

should be as fast and detailed as possible, to maximize inter-
active alignment (Pickering and Garrod, 2004). Thus, mimicry
should be driven by the detailed contents of imitable features
but not by social features that cannot be imitated (e.g., eye gaze
and social group membership). In contrast, the STORM theory
suggests more sophisticated mimicry, driven by integrative evalu-
ation of all social features in the current interaction. If mimicry in
the current situation can benefit one’s social standing, individuals
will increase mimicry; on the contrary, if mimicry becomes inap-
propriate at the present time, individuals will inhibit mimicry.
The domain-general model suggests that mimicry is largely deter-
mined by prior sensorimotor experience and is strongly influ-
enced by the properties of the stimulus (i.e., stimulus-driven;
Heyes, 2012a,b). Modulation of mimicry by simple domain-
general processes is possible, but the null hypothesis does not
detail any sophisticated, consequence-driven control of mimicry.
Here we review some recent data on mimicry from both social
psychology and cognitive neuroscience, which leads us to support
the STORM account.

RESEARCH ON MIMICRY FROM SOCIAL PSYCHOLOGY
Research in social psychology provides substantial evidence that
mimicry is sophisticatedly directed by social signals (Chartrand
and van Baaren, 2009) and this control of mimicry is for one’s
social advantage (Lakin et al., 2003). People increase mimicry
toward those who are important for their social welfare. For
example, participants show stronger mimicry to targets who are
human but not robots (Longo and Bertenthal, 2009; Liepelt and
Brass, 2010), who are attractive and nice (Likowski et al., 2008;
van Leeuwen et al., 2009; Stel et al., 2010), who are powerful and
have high social status (Cheng and Chartrand, 2003; Mastrop
et al., in preparation), and who are friends and in-group mem-
bers (Yabar et al., 2006; Bourgeois and Hess, 2008). People also
increase mimicry when their social relationship is endangered.
For example, participants show enhanced mimicry when they fail
to affiliate with other individuals (Lakin and Chartrand, 2003) or
when they are ostracized by their group members (Lakin et al.,
2008; Over and Carpenter, 2009).

Social signals not only dictate when and who to mimic,
but also carefully control what to mimic for social advantage.
Studies revealed that participants show stronger facial mimicry
of empathic expressions (e.g., sad) and less facial mimicry of neg-
ative expressions (e.g., anger) to ingroup members, compared to
outgroup members (Bourgeois and Hess, 2008). This is incon-
sistent with the simulation theory which predicts that mimicry
should not be sensitive to non-imitable features like social mem-
bership, but is compatible with the STORM theory. As the authors
explain, strong mimicry of empathic facial expressions may sig-
nal prosocial intent and thus help to enhance one’s affiliation
with ingroup members, while reduced mimicry of anger would
prevent a spiral of increased aggression and thus aids social har-
mony. This strategic control of mimicry of different emotions is
best explained by the STORM model.

More direct evidence of the STORM theory comes from
studies suggesting that the control of mimicry by social sig-
nals is strategically driven by the consequence of mimicry.
In most cases, mimicry produces positive social consequences
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which help one enhance interpersonal relationship and facilitate
social-communication (Chartrand and Bargh, 1999). However
in special situations, mimicry may jeopardize the mimicker’s
social welfare. One example is that mimicry of dominant behav-
iors to high social status targets makes the mimicker less lik-
ing and affiliation (Tiedens and Fragale, 2003). Mastrop et al.
(in preparation) revealed that participants decreased mimicry
when high social status targets displayed dominant behaviors
and increased mimicry when high social status targets displayed
status-unrelated behaviors. Karremans and Verwijmeren (2008)
showed similar consequence-driven mimicry in another situation
where participants who were (or not) involved in a relation-
ship interact with attractive opposite-sex targets. Previous study
found that people generally increase mimicry toward attrac-
tive opposite-sex targets (van Leeuwen et al., 2009). Here the
researchers further proposed that when a man is already in
a romantic relationship, increased mimicry toward attractive
women other than his romance partner could potentially under-
mine the current relationship. As they predicted, the results sug-
gest that romantically involved participants displayed decreased
mimicry toward opposite-sex targets compared to romantically
not-involved participants. This finding suggests that the con-
trol of mimicry is sophisticatedly driven by the consequence of
mimicry and participants in romance decreased mimicry to shield
romantic relationship with their current partner.

Finally, some evidence suggests that the subtly control of
mimicry during social interaction can be goal-directed. People
implement more mimicry when they have a goal to affiliate with
others. For example, in a study by Lakin and Chartrand (2003),
participants were either given or not given an affiliation instruc-
tion before interacting with a stranger. They found that those par-
ticipants who were instructed to get along well with the stranger
mimicked the stranger to a greater extent than those participants
who received no affiliation goal. Similar results were found when
participants were implicitly primed by an affiliation goal, such as
exposure to a prosocial attitude or interdependent self-construal
(Lakin and Chartrand, 2003; van Baaren et al., 2003b; Leighton
et al., 2010; Obhi et al., 2011). In another study by Cheng and
Chartrand (2003), researchers found that participants who were
high self-monitors (i.e., those who are generally strongly moti-
vated to control their own behaviors to leave a good impression
to others) displayed more mimicry during social interactions than
participants with low self-monitors. These two studies suggest
that people tend to display more mimicry when they have cer-
tain affiliation goals, whether it is to follow affiliation instructions
or to leave a good impression to others. Again, these findings
strongly support the STORM account of mimicry that people use
mimicry as a behavioral strategy to affiliate with others.

NEW EVIDENCE OF THE STORM THEORY FROM A SOCIAL SRC
MIMICRY PARADIGM
The above-mentioned studies in social psychology primarily
adopted a naturalistic paradigm to investigate mimicry in social
contexts where participants naturally interact with a confeder-
ate whose behaviors or traits were manipulated (Chartrand and
van Baaren, 2009). However, these paradigms are limited in their
ability to measure the time course of mimicry and to precisely

control the social environment. Here we provide new evidence
of the STORM in mimicry from recent studies using a novel
social stimulus-response compatibility (SRC) paradigm. In this
paradigm, participants are required to learn social information
about a person by vignettes or videos at first (“social cues stage”)
and then play a simple SRC task with that person (“social interac-
tion stage”) (Figure 1). In each trial of the SRC task, participants
observe a simple hand/finger movement by that person and con-
currently perform a congruent or incongruent hand/finger move-
ment. As observing an action automatically triggers the tendency
to execute that action, previous research found faster responses
to congruent than incongruent actions in SRC tasks and took
this congruency effect (CE) as a measure of mimicry (see the
methodological review by Heyes, 2011a). Thus, researchers can
manipulate different social cues about an actor (e.g., animacy,
eye gaze, niceness, social status) and test how much participants
mimic the actor using the SRC task.

First, the “human bias” feature of mimicry was re-examined
by using this social SRC paradigm (Longo and Bertenthal, 2009;
Liepelt and Brass, 2010). Previous evidence suggests that mimicry
is stronger when the observed action is performed by humans
than by non-human agents (see a review by Press, 2011). The
underlying mechanism of this effect remains controversial (Press
et al., 2006; Stanley et al., 2007, 2010). The domain-general
account attributes this animacy effect to the substantial per-
ceptual differences (e.g., kinematics and surface form) between
human and non-human action stimuli. It suggests that because
people have more sensorimotor experiences with human stim-
uli than non-human stimuli in the development, action stimuli
with human perceptual features elicit stronger motor response
than stimuli with non-human perceptual features (Press, 2011).
In contrast, the STORM account suggests that the animacy effect
primarily comes from the social nature of mimicry, because there
would be no need to use mimicry to affiliate with non-human
agents. Liepelt and Brass (2010) tested these two accounts by
manipulating participants’ belief about animacy while keeping
the perceptual features constant. They asked participants to com-
plete a finger tapping task (Figure 1, version 2) where identical
animation displayed finger movements of a hand in a leather
glove. Before running the experiment, half participants were pre-
sented with a human hand wearing the leather glove and the
other half were presented with a wooden analog hand wearing the
leather glove. The results revealed stronger mimicry when partici-
pants believed that they interacted with a human hand than when
they believed to interact with a wooden hand. As participants with
different animacy belief kept equivalent highly loaded attention
on stimuli (Leighton et al., 2010) and had the identical perceptual
inputs, this finding favors the STORM account suggesting that the
animacy effect of mimicry are not from low-level domain-general
processes, but from high-level socially specific processes.

Second, we investigated whether the eye gaze of the interac-
tion partner influences mimicry. The STORM theory of mimicry
claims that mimicry is driven by its positive social consequences,
that is, mimicry facilitates social interaction and enhances liking
and affiliation. However, the prerequisite of this affiliative conse-
quence is that the copying behaviors have to be somehow detected
by the interaction partner. As eye gaze is a critical social cue that
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FIGURE 1 | A social SRC paradigm. In this paradigm, participants
have to learn about a person (via vignettes or videos) at first (“social
cues stage”) and then play a SRC task with that person in videos
(“social interaction stage”). Two versions of SRC tasks are available:
the hand opening/closing task (Heyes et al., 2005) and the finger
tapping task (Brass et al., 2000). In hand opening/closing task
(“version 1”), participants have to always execute a pre-specified action
(e.g., hand open) when the person’s hand in the video began to move.

The person’s hand could be either open (congruent trials) or close
(incongruent trials) but participants always respond by opening their
hand. In the finger tapping task (“version 2”), participants have to press
a button by using either index or middle finger in response to a number
cue (1, index finger; 2, middle finger) while observing a congruent or
incongruent finger movement in the background. Both tasks measure
mimicry by calculating the response difference between congruent and
incongruent trials.

FIGURE 2 | Experimental design (A) and behavioral results (B) of the

control of mimicry by eye gaze (Wang et al., 2011a). (A) Participant were
shown a series of video clips where an actress did a head movement (direct
or averted gaze) and a hand movement. Only the last frame of each video is
illustrated here. Participants were required to make the same pre-specified
response (e.g., Hand Open) in every stimulus trial in a block, as quickly as
possible after the actress’ hand in video clips began to move, which could be

either a hand opening (congruent trials) or hand closing (incongruent
trials). As such, each trial fell into a 2 × 2 factorial design for direct or
averted gaze, congruent or incongruent trial. (B) Mean reaction time on each
type of trials. Statistics show that there is a significant difference in the
congruency effect between direct and averted gaze conditions, and this
difference results from the facilitated congruent trials preceded by direct gaze
(the asterisk).

conveys the social knowledge of partner’s visibility on mimicry
behavior, we examined whether mimicry is subtly controlled by
partner’s gaze direction (Wang et al., 2011a). We adopted our
novel social SRC paradigm where participants opened (or closed)
their own hand in response to a hand-opening or hand-closing

stimuli by an actress (version 1 in Figure 1; Heyes et al., 2005).
Critically, before the actress moved her hand, she naturally per-
formed a head movement which resulted in direct gaze or averted
gaze (Figure 2A). The results demonstrate that eye gaze rapidly
and specifically modulates the mimicry of the hand actions.
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In particular, direct gaze facilitates mimicry of hand action by
13 ms, compared to averted gaze (Figure 2B). These data show
that the control of mimicry is fast and selective and that mimicry
can be affected by social engagement cues. Thus, we go beyond
previous studies showing slower modulation of mimicry by the
character of the actor (Chartrand and van Baaren, 2009).

More recently, we have investigated which aspect of eye gaze
contributes to this enhancement effect (Wang and Hamilton, in
preparation A). As the domain-general theory claims that all
modulations of mimicry are through general processes (Heyes,
2012a), we aimed to test whether the control of mimicry by eye
gaze is mediated by any attentional processes. Using a similar
social SRC paradigm as Wang et al. (2011a), we showed partic-
ipants a sequence of two gaze events followed by a hand action in
the SRC task. In these sequences, the actress’ hand was beside (not
in front of) her face so that face and hand are spatially separate.
The three possible gaze events were: “direct gaze,” “averted gaze”
and “gaze to the acting hand.” Each trial contained two of these
three gazes in sequence (e.g., direct-gaze followed by averted-gaze;
or averted-gaze followed by hand-gaze), giving a 3 × 3 factorial
design. One critical trial type involves a joint-attention sequence
where the actress provides a direct gaze first and then gazes to the
hand. If the enhancement of mimicry is due to joint attention or
spatial attention, then mimicry should be strongest in this con-
dition. We contrast this with the three trials where direct gaze
was the second event in the sequence (following either direct,
averted or hand gaze) and the direct gaze remained during the
hand movement cue. If eye contact during action is required for
enhancement of mimicry, then the strongest mimicry should be
seen in these trials. The results revealed that only the direct-gaze-
during-action trials showed mimicry enhancement. This finding
rules out explanations of gaze-mimicry interaction in terms of
spatial attention and joint attention, and suggests that the social
cue of eye contact itself drives mimicry. The eye contact cue could
act as an ostensive signal which enhances imitation (Senju and
Csibra, 2008; Southgate et al., 2009) or could lead to an “audi-
ence effect” where participants are aware they are being watched
(Bateson et al., 2006). Further studies will be needed to distin-
guish these possibilities. Together, these studies of the influence of
eye contact on mimicry demonstrate that only direct gaze during
action engages a rapid and specific mechanism which enhances
the mimicry of hand actions. These findings suggest that the con-
trol of mimicry is a social mechanism, not a domain general one,
and are compatible with the STORM theory.

Finally, in order to examine whether the effects of social cues
on mimicry serve any specific social purposes, we investigated the
joint effect of social status and niceness on mimicry (Wang and
Hamilton, in preparation B). Participants played the social SRC
task (Figure 1, version 2) with four actresses: a nice actress with
high status, a nice actress with low status, a nasty actress with
high status and a nasty actress with low status. Past studies sug-
gest that high social status (Cheng and Chartrand, 2003; Mastrop
et al., in preparation) and nice personality (Likowski et al., 2008;
Stel et al., 2010) individually enhance mimicry. If mimicry has
no social purposes but only acts as a passive learned response to
social stimuli (i.e., “the domain-general theory”), the joint effect
should be the summation of individual effect and participants

would show greatest mimicry to nice actresses with high status.
However, if mimicry acts as an active strategy for social affiliation,
participants should show greatest mimicry to those they need to
affiliate with but technically challenging to affiliate with, such as
the nasty actress with high status. Our results support the latter
prediction and found that participants showed greatest mimicry
to the nasty actress with high status rather than the nice actress
with high status. Again, we suggest that these findings support the
STORM theory rather than a simple, stimulus-driven mechanism.

Before finishing this section, we would like to emphasize that
our novel social SRC paradigm provides a promising approach
for future investigation of the subtlety of mimicry in social con-
texts. First, some studies have already examined the validity of
the SRC paradigm as a measure of mimicry (Heyes, 2011a). It
has been suggested that the CE in the SRC paradigms is closely
related to the “chameleon effect” in the naturalistic paradigms,
and these two paradigms share similar modulative effects by
social signals (Lakin and Chartrand, 2003; Leighton et al., 2010;
Cook and Bird, 2011a,b; Heyes, 2011a). Second, the novel social
SRC paradigm has some advantages over the classic naturalistic
paradigm. Social signals are more carefully controlled in the social
SRC paradigm. Researchers can accurately manipulate the type,
onset and duration of a social signal and measure correspond-
ing mimicry with multiple trials per person in a within-subject
design (note that most mimicry studies in naturalistic paradigms
are between-subject design). Meanwhile, the social SRC paradigm
allows us to investigate the control of mimicry by rapid social
cues such as eye gaze (Wang et al., 2011a). Comparing with the
naturalistic paradigm which examines modulations of mimicry
over a couple of minutes (Chartrand and van Baaren, 2009), the
social SRC paradigm optimizes the measurement of control of
mimicry into a second-by-second timescale, which is ideal for fur-
ther application of neuroimaging techniques (Wang et al., 2011b).
Finally, the social SRC paradigm can provide us important hints
about the underlying mechanisms of the control of mimicry by
social signals. As mimicry is measured by the response differ-
ences between congruent and incongruent trials, we can roughly
infer whether the social signal impacts mimicry process per se
(i.e., congruent trials) or the process of inhibition of mimicry
(i.e., incongruent trials). For example, in our gaze-mimicry study
(Wang et al., 2011a), we found that direct gaze enhances mimicry
mainly through the congruent trials rather than incongruent tri-
als (Figure 2B), which suggests that eye gaze directly influences
the mimicry process per se, but not the process of the inhibition
of mimicry.

In summary, substantial evidence from social psychology and
SRC paradigms supports the STORM theory of mimicry, which
claims that people strategically control mimicry for their social
advantage. Social signals subtly and sophisticatedly guide when
and who to mimic and make mimicry behavior more efficient and
adaptive. However, what is the neural mechanism underlying this
STORM of mimicry?

HOW DO WE MIMIC?
Without question, it is challenging to directly investigate the
neural mechanism of mimicry during social interaction because
of its complexity and dynamics. However, understanding why
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we mimic can also contribute to our understanding of how we
mimic, and of the brain mechanisms which support flexible and
socially meaningful mimicry behavior. We outlined three mod-
els above—a STORM model in which mimicry is controlled for
social advantage; a simulation model in which mimicry aids
interactive alignment, and a domain general model in which
mimicry is controlled by general mechanisms. We suggest that
these three models can be mapped on to the debate about the rela-
tionship between mirror systems and mentalising systems in the
human brain. The MNS are located in the inferior frontal gyrus
(IFG), inferior parietal cortex (IPL) and superior/middle tem-
poral sulcus/gyrus (STS/MTG), and are engaged by both obser-
vation and execution of action (Iacoboni et al., 1999; Rizzolatti
and Craighero, 2004). They have been strongly linked to the
implementation of mimicry and other visual-motor responses
(Iacoboni et al., 1999; Catmur et al., 2008, 2009; Bien et al., 2009;
Heyes, 2011a). Mentalising systems are found in temporo-parietal
junction (TPJ) and mPFC and are engaged when participants
must judge other people’s mental states or other social features
(van Overwalle and Baetens, 2009). The relationship between
these two brain networks and their relative roles in social cog-
nition is a matter of much debate (Brass et al., 2007; Csibra, 2007;
Uddin et al., 2007; Hickok, 2009).

We suggest that the interactions between these two brain net-
works during mimicry are different for each model (Figure 3).
If mirror systems respond to and mimic an observed action,
and this information feeds up to mentalising systems, this rep-
resents a simulation process (Figure 3, arrow A). The action
representation in the mirror systems aids interactive alignment
and thus enhances mentalising. In contrast, if social judgements
from mentalising systems are used to control the implementation
of mimicry in the mirror system, this represents a top-down con-
trol process, i.e., STORM (Figure 3, arrow B). Social evaluation
from mentalising system acts as a controller of mimicry. If mirror
systems and mentalising system are independent during mimicry,
this favors the domain-general model suggesting that mimicry is
not controlled by any specific social processes.

All three models encompass current theories suggesting that
mimicry arises from associative learning (the ASL model, Heyes,
2001), and focus instead on how basic mimicry processes relate to
other components of social cognition (Figure 3). Distinguishing
these models will help to determine why people mimic and will
define the neural mechanisms underlying mimicry. Here, we will
review previous evidence of the brain systems for the inhibition
of mimicry and introduce our recent neuroimaging data on the
brain systems for the social control of mimicry. We suggest that
the evidence favors the STORM model.

NEURAL MECHANISMS OF THE INHIBITION OF MIMICRY
To some extent, the implementation of mimicry by the MNS
makes mimicry act as a prepotent response tendency—observing
an action automatically triggers the tendency to execute that
action. Since mimicry is not adaptive in every situation, the
question that arises is how such a tendency to mimic is pre-
vented from leading to over-mimicry symptoms such as echolalia
and echopraxia (i.e., excessive repetition of other’s speech or
observed actions) or inappropriate mimicry such as copying

FIGURE 3 | Three brain models for information processing during

mimicry. Mimicry is implemented in mirror neuron system (lower half) and
developed by associative sequence learning (ASL), but it is not clear how
this system interact with mentalising system (top half). When mimicry
information feeds up to aid social evaluation (arrow A), this enhances
simulation of the other person (“the simulation model”). Social top-down
response modulation (STORM) model is illustrated by arrow B, showing
how social information can guide and monitor mimicry response. When
there is no interaction between mirror neuron system and mentalising
system, the control of mimicry could be mediated by other domain-general
processes (“the domain-general model”).

dominant behaviors from high status people. Moreover, a sim-
ple direct-mapping mechanism provided by the MNS cannot
fully explain the complexity and dynamic of mimicry in social
interactions (Southgate and Hamilton, 2008). As mimicry is sub-
tly and sophisticatedly controlled by social signals, there must be
some controlling systems supervising the MNS according to social
contexts.

Early clinical observation suggests that the inhibition of inap-
propriate response tendencies is a function of the prefrontal lobes.
Patients with prefrontal lesions have difficulties in tasks involving
inhibition of prepotent responses (such as Stroop task and the
go/no-go paradigm) and sometimes display over-mimicry symp-
toms such as echolalia and echopraxia (Luria, 1980; Lhermitte
et al., 1986; Vendrell et al., 1995; De Renzi et al., 1996). Later
neuroimaging studies using the classic SRC paradigm support
this observation and further suggest mPFC and TPJ are two key
brain regions for the inhibition of mimicry (Brass et al., 2001,
2005). Stronger activations in mPFC and TPJ were observed
when participants have to inhibit their natural tendency to mimic
in incongruent trials. Interestingly, these two regions are both
anatomically and functionally different from the systems respon-
sible for the Stroop task (e.g., dorsolateral PFC, ACC) (Brass et al.,
2003, 2005). This shows that control of imitation is distinct from
other simple forms of cognitive control, and thus argues against a
domain-general theory of the control of mimicry.

Recent studies suggest that the inhibition of mimicry is closely
associated with mentalising processes (Brass et al., 2009). As
mPFC and TPJ are two brain regions that engage in both men-
talising tasks (Frith and Frith, 1999) and inhibition of mimicry
tasks (Brass et al., 2001, 2005), Brass and his colleagues (2009)
proposed that these two processes are linked. They did several
behavioral studies to test this idea. In the first study, Spengler
et al. (2010c) implemented the SRC and Theory of Mind tasks in
both healthy participants and neuropsychological patients with
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prefrontal lesions or TPJ lesions, to examine whether there is
a functional association between the inhibition of mimicry and
mentalising abilities. The results showed a highly significant cor-
relation between mimicry control and the abilities to mental
attribution in both health participants and patient with lesions.
In the second study, Spengler et al. (2010a) implemented the same
experiment design on individuals with autism, who are known to
have difficulties with mentalising. Similar to those patients with
prefrontal or TPJ lesions, the results suggest that mentalising abil-
ities in autism are positively correlated with their inhibition of
mimicry: the worse individuals with autism performed in the
mentalising tasks, the less they were able to inhibit their auto-
matic mimicry. A key question arises here: what is the cognitive
overlap between mentalising and inhibition of mimicry? Brass
et al. (2009) suggest that both require good self-other distinction.
In the third study, Spengler et al. (2010b) directly manipulated
the processes for self-other distinction when healthy participants
were performing the SRC task. In half of the blocks, partici-
pants were asked to do the task with two mirrors placed on
each side of the monitor, so that participants could see their
face and upper part of the body reflected in the mirror (“self-
focus” condition). In the other half blocks, the mirrors were
turned around with the non-reflective side facing the subjects
(“no self-focus” condition). Results showed that comparing with
no self-focus conditions, participants showed stronger inhibi-
tion of mimicry during self-focus conditions, which suggests
that increasing self-other distinction leads to enhanced inhibi-
tion of mimicry. Interestingly, a recent study by Santiesteban
et al. (2012) supports this close relationship in the other direc-
tion. They trained participants to inhibit the tendency to mimic
and then measured their performance in tasks requiring self-
other distinction. They found that, compared with no-training
groups, participants with inhibition training showed improved
performance on a visual perspective-taking task, which suggests
that enhanced inhibition of mimicry leads to enhanced self-other
distinction process. To sum up, these findings consistently sug-
gest that the inhibition of mimicry and mentalising processes
all share cognitive components such as the self-other distinction
in mPFC and TPJ. These components are specifically social, not
domain-general.

SOCIAL CONTROL OF MIMICRY
As outlined above, the inhibition of mimicry is linked to some
types of social information processing such as the self-other
distinction. However, this does not explain the information pro-
cessing behind the decision of when to mimic and when to inhibit
mimicry. Behavioral studies show that mimicry responses change
dependent on the social context, but it is not yet clear how this
could be implemented. Again, recent data suggests that mPFC
responds to social cues such as eye gaze and social status (Kampe
et al., 2003; Singer et al., 2004; Zink et al., 2008) and has a key role
in monitoring other social processes (Teufel et al., 2010). mPFC is
also an important region in monitoring of task responses asso-
ciated with social rewards or punishment (Amodio and Frith,
2006). Thus, we suggest that mPFC could be a good candidate
for implementing STORM in many social contexts, though other
components of the social brain are also likely to contribute.

We tested this idea by examining the neural mechanism of the
eye contact effect on mimicry (Wang et al., 2011b). Participants
performed a social SRC task with eye gaze priming as Wang
et al. (2011a) (see Figure 2) during fMRI scanning. The fMRI
results showed that performing the SRC task activated the MNS
while observation of direct gaze and inhibition of mimicry both
engaged mPFC. These findings were consistent with previous
studies (Brass et al., 2001, 2005; Senju and Johnson, 2009).
Critically, three brain regions showed an interaction between the
eye gaze present on a trial and whether mimicry was inhibited
or enhanced. These were the mirror system regions STS and IFG,
together with mPFC (Figure 4A). This result is compatible with
our hypothesis that mPFC is controlling mimicry implemented
by STS and IFG.

We then used dynamic causal modeling (DCM) to investigate
the information processing between these regions (Figure 4B).
In the optimal model, three features stand out. First, there was
strong intrinsic connectivity strength from mPFC to IFG and
from mPFC to STS (solid white arrows in Figure 4B), which sug-
gests that mPFC constantly exerts top-down control on the MNS.
Second, when participants performed the SRC task (compared
to a baseline task), the connectivity strength from STS to IFG
increased, suggesting that these regions implement the visuomo-
tor mapping for the task. Finally, the interaction of direct gaze
and mimicry enhances the connection strength from mPFC to
STS, which suggests that mPFC is the originator of the gaze-
mimicry interaction and that it modulates sensory input (i.e.,
STS) to the MNS. This study is the first to investigate the underly-
ing neural mechanism of the control of mimicry by social signals,
and demonstrated that mPFC subtly controls mimicry accord-
ing to gaze directions by modulating the sensory input of the
MNS. It demonstrated how different components of the social
brain work together to control mimicry according to the gaze
direction. It provides strong support for the STORM model of
mimicry that social judgments from mentalising systems are used
to top-down control mimicry. In the future, it will be interesting
to test whether other social cues modulate mimicry through the
mediation of mPFC and whether other brain regions for social
evaluation/monitoring (e.g., ventral striatum, basolateral amyg-
dala) are also involved in the STORM of mimicry (Singer et al.,
2004; Zink et al., 2008).

IMPLICATIONS AND FUTURE DIRECTIONS
The STORM model of mimicry we discussed in this paper has
several important implications for our understanding of mimicry
and human social behavior. First, the claim that mimicry is
socially top-down modulated means that even this rapid, uncon-
scious, learning-dependent behavior is subtly controlled by social
goals. This control seems to include the somewhat Machiavellian
goal of increasing one’s social standing and welfare. The STORM
of mimicry could be built on top of non-specific associative learn-
ing mechanism (Heyes, 2001) but goes beyond it with dedicated
social mechanisms that use mimicry as a social strategy. The
evidence we reviewed above hint at the remarkable sophistica-
tion of this mechanism—it can implement both inhibition and
enhancement of mimicry (Wang et al., 2011b), and it evaluates
the social meaning of each event rather than simply responding
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FIGURE 4 | The neural mechanism of the eye contact effect

on mimicry. (A) the fMRI results showed three brain regions
specifically for the gaze-mimicry interaction: mPFC, STS, and IFG;
and (B) the DCM further suggested a best model where the

mimicry increases the connectivity strength from STS to IFG
during the SRC task (blue line) and the direct gaze controls
mimicry by modulating the connection strength from mPFC
to STS (red line).

to positive stimulus features (Wang and Hamilton, in prepara-
tion B). Further work will be needed to define the limits of
mimicry control and to determine how different types of social
information and social goals contribute to this process. In par-
ticular, the relationship between the modulation of mimicry by
semantic priming (Lakin and Chartrand, 2003; Leighton et al.,
2010) and the control of mimicry by social cues remains unclear.

It is also important to consider what might happen when
the control of mimicry breaks down. As mentioned above, both
echopraxia/echolalia and utilisation behavior are seen in patients
with prefrontal lobe damage, suggesting poor control of pre-
potent responses in this group (De Renzi et al., 1996). Deficits
in imitation and mimicry have also been reported in partici-
pants with autistic spectrum disorder (Williams et al., 2004), and
some have linked this to the functioning of the MNS (Williams
et al., 2001; Oberman et al., 2005; Oberman and Ramachandran,
2007). However, increasing evidence points to typical mirror neu-
ron responses in participants with autism (Dinstein et al., 2010;
Marsh and Hamilton, 2011), meaning that a “broken mirror sys-
tem” cannot be the origin of poor mimicry in autism (Southgate
and Hamilton, 2008). As STORM of mimicry is important for

functional mimicry and one’s social competency, here we sug-
gest that the control of mimicry might be abnormal in autistic
individuals. It is now known that the mPFC, the key brain region
for the control of mimicry, is abnormal in autism (Kennedy et al.,
2006; Gilbert et al., 2009). Recent data from (Cook and Bird,
2011a,b) directly suggests that abnormality of mPFC in autis-
tic populations or immaturity of mPFC in adolescents lead to
poor control of mimicry. Thus, it is plausible to suggest that poor
social top-down control of mimicry is responsible for abnormal
mimicry behavior in autism (Hamilton, 2008). Further research
will be needed to test this possibility.

CONCLUSION
This paper has evaluated theories of why people mimic and the
brain systems that implement mimicry. We suggest that current
data favor a STORM model of mimicry, in which mimicry is
carefully controlled to maximize one’s social advantage. Recent
fMRI data implicate mPFC in this control process. Future studies
should examine how different types of social information are used
in the control of mimicry and whether the control of mimicry is
abnormal in autism.
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Skepticism has been expressed concerning the possibility to understand others’ intentions
by simply observing their movements: since a number of different intentions may have
produced a particular action, motor information—it has been argued—might be sufficient
to understand what an agent is doing, but not her remote goal in performing that
action. Here we challenge this conclusion by showing that in the absence of contextual
information, intentions can be inferred from body movement. Based on recent empirical
findings, we shall contend that: (1) intentions translate into differential kinematic patterns;
(2) observers are especially attuned to kinematic information and can use early differences
in visual kinematics to anticipate the intention of an agent in performing a given action;
(3) during interacting activities, predictions about the future course of others’ actions
tune online action planning; (4) motor activation during action observation subtends a
complementary understanding of what the other is doing. These findings demonstrate
that intention understanding is deeply rooted in social interaction: by simply observing
others’ movements, we might know what they have in mind to do and how we should act
in response.

Keywords: kinematics, intention understanding, reach-to-grasp, social intention, complementary actions, mirror

system

The actions we perform in daily life are usually driven by a
prior intention. A current controversy concerns the possibility
to understand the intentions of others by simply observing their
movements (Jacob and Jeannerod, 2005; Csibra, 2007; Kilner
et al., 2007; Jacob, 2008, 2009). A person grasping an apple may
grasp it to eat or to hand it to another person (Figure 1). Is
it possible to anticipate what he/she is going to do next from
the way he/she reaches and grasps the apple? Could an observer
understand the person’s intention by simulating the observed
movement?

Questioning motor theories of social cognition, Jacob and
Jeannerod (2005) argued against this possibility: motor infor-
mation might allow an observer to represent what an agent is
doing, i.e., his/her intention in action, but will not allow him to
understand why the agent is performing that particular action,
i.e., his/her prior intention (Searle, 1983). Since the same motor
sequence can serve different prior intentions, motor simulation—
it has been claimed—might be sufficient to understand the agent’s
intention in action (e.g., grasping the apple), but it is not suffi-
cient to understand the agent’s remote goal in grasping the object.
In other words, motor simulation is not sufficient to understand
whether the agent is grasping the apple: (1) with the individual
intention to eat it; (2) with the social intention to offer the apple to
another person; or (3) with the communicative intention to show
the apple to another person. To substantiate their claims, Jacob
and Jeannerod (2005) proposed the following thought experi-
ment. Consider the case of Dr. Jekyll and Mr. Hyde. The former
is a renowned surgeon who performs appendectomies on his

anesthetized patients. The latter is a dangerous sadist who per-
forms exactly the same hand movements on his non-anesthetized
victims. As it turns out, Mr. Hyde is Dr. Jekyll. Suppose that
Dr. Watson witnesses Dr. Jekyll alias Mr. Hyde reaching and
grasping for a scalpel. Would it be possible for Dr. Watson to rec-
ognize the different social intentions of Dr. Jekyll and Mr. Hyde
in grasping the object?

According to Jacob and Jeannerod (2005), this is unlikely.
Since the same movement sequence can be at the service of
different social intentions, a simply motor equivalence between
observed action and its motor representation in the observer’s
brain, might allow Dr. Watson to represent what the action is (e.g.,
that’s a grasping), but will not allow him to discriminate between
Dr. Jekyll and Mr. Hyde’s social intentions.

Here we challenge this conclusion by showing how motor
information conveyed by visual kinematics may provide a direct
access to others’ intentions. To illustrate this we focus on one of
the most investigated objected-oriented action, grasping. Based
on recent empirical findings within the grasping literature, we
shall contend that:

1. in contrast to the assumption that the same movement might
serve different intentions, the way an object is reached and
grasped varies depending on the intention with which the
object is grasped;

2. observers are especially attuned to kinematic information and
can use early differences in visual kinematics to anticipate
others’ intentions in grasping an object;
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FIGURE 1 | Intention from movement understanding. The same action
sequence—reaching toward and grasping an apple (A)—can be performed
with different intents: (B) eat the apple, or (C) hand the apple to another
person. Is it possible to understand the intention of a person grasping the
apple by simply observing her movement?

3. during interacting activities, predictions about the future
course of others’ actions are integrated with pre-planned
grasping actions;

4. motor activation during observation of grasping movements
is sensitive to intention, and subtends a complementary repre-
sentation of what the other is doing.

KINEMATIC SPECIFICATION OF INTENTION
The action of grasping an object might be performed with differ-
ent intents: touch, use, move, throw, or pass. Evidence that prior
intention shape action kinematics was first provided by mea-
suring prior-to-contact grasping kinematics for reach-to-grasp
movements performed toward a bottle filled with water (Ansuini
et al., 2008; see also, Marteniuk et al., 1987; Ansuini et al.,
2006; Sartori et al., 2011a). By comparing hand shaping across
tasks involving different subsequent actions—pour the water into
a container, throw the bottle, move the bottle from one spa-
tial location to another spatial location—the authors were able
to demonstrate how the prior intention in grasping the object
strongly affected the positioning of the fingers during the reaching
and the contact phases of the movement.

Using the same experimental window—reach-to-grasp for an
object—variations in the kinematic patterning have been demon-
strated for prehensile movements performed with an individual
intention and prehensile movements preparing to a subsequent
social interaction (Becchio et al., 2010; see also Mason and
MacKenzie, 2005; Meulenbroek et al., 2007). Participants reached
toward an object and grasped it either to move it from one spatial
location to another (individual intention) or to place it into the
hand of a partner (social intention). The results revealed a signif-
icant decrease in maximal finger aperture and peak grip closing
velocity when the object was grasped to be passed to the partner
(Becchio et al., 2008a). Similarly, Ferri et al. (2010, 2011) found
that when a piece of food was grasped to be placed into the mouth
of a human receiver, the final phase of the reaching slowed down
compared to when the same action sequence was directed to a
mouth-like aperture on the “face” of a human body shape.

Actions such as placing an object into a conspecific’s
hand or mouth directly affect the behavior of another agent.

Communicative acts, in contrast, aims at influencing indirectly
the behavior as a consequence of changing the mental state of the
recipient. Successful communication relies on the fact that the
recipient understands and recognizes the intention of the com-
municative act (Sperber and Wilson, 1986). To test whether com-
municative intentions modulate movement kinematics, Sartori
et al. (2009a) devised a task in which participants used two spher-
ical objects—a green and blue sphere—to communicate with a
partner in a binary code. Different color sequences were associ-
ated with specific words. Participants were asked to select a word
(and thus a color sequence) and to communicate it to the partner
by lifting the spheres in the corresponding order. Relative to the
execution of the same action sequence with no-communicative
intent—grasp an object and simply lift it—approach movements
to the object were more careful and accurate when the lifting
action was performed with the scope to show the object to the
interacting partner.

Taken together, these findings contradict the assumption that
the same movement can serve different prior intentions (e.g.,
Jacob and Jeannerod, 2005; Csibra, 2007; Kilner et al., 2007;
Jacob, 2008, 2009). Intentions influence action planning so that,
although the to-be- grasped object remains the same, different
kinematic features are selected depending on the remote goal to
be achieved.

INTENTION-FROM-MOVEMENT UNDERSTANDING
Is it possible to understand the intentions of other people from
observing their movements? The finding that intentions shape
action kinematics allows us to refine the question: are observers
sensitive to differences in visual kinematics? Are they able to
use these differences to understand other people’s intentions in
grasping an object?

One approach to investigate the contribution of motor infor-
mation to intention understanding is to use temporal and spa-
tial occlusion methods (Abernethy and Russell, 1987). Sartori
et al. (2011a) adopted this approach to investigate how well
observers can discriminate between cooperative, competitive,
and individual intentions on the basis of movement observa-
tion. The experiment consisted of a motion recording phase
and an intention discrimination task. First, to assess whether
intention information was indeed available in the movement
stimuli, they analyzed the kinematics of reach-to-grasp move-
ments performed with the intent to cooperate with a partner,
compete against an opponent, or performing an individual action
at natural or fast speed. Next, to assess attunement to kinematic
information, video clips of the same grasping movements were
presented to participants in an intention discrimination task.
To ensure that only advance sources of information were made
available as to judge the model’s intention, videos were tempo-
rally occluded at the time the fingers contacted the object so
that neither the second part of the movement nor the interact-
ing model, when present, was visible. The results revealed that
observers were able to discriminate between cooperative, compet-
itive and individual trials (Sartori et al., 2011a). Discrimination
performance was similar for full-body video clips and partially
occluded video clips, displaying only the arm and forearm of the
model.
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Video clips have the advantage of capturing the near nor-
mal visual input that is available when watching the motion of
others. However, because movement information is provided in
conjunction with other sources of information, they do not allow
determining the specific role of motion cues. A method employed
to isolate the contribution of kinematics is the point-light tech-
nique (Johansson, 1973). With this method, the movements of a
body are represented by a small number of point-lights indicating
the major joints of a moving person. Despite the drastic degrada-
tion of the stimulus, observers can easily understanding what an
actor is doing in a point-light display (e.g., Dittrich, 1993). From
observing a point-light action, they can identify the identity (e.g.,
Loula et al., 2005), gender (e.g., Kozlowski and Cutting, 1977;
see also, Pollick et al., 2005; Richardson and Johnston, 2005), age
(e.g., Montpare and Zebrowitz-McArthur, 1988), and emotion of
the actor (Atkinson et al., 2004). Moreover, observers can easily
discern activities involving two individuals represented through
point-light displays (Mass et al., 1971; Manera et al., 2010), being
able to use the action of one agent to predict the actions of a
second agent (Neri et al., 2006; Manera et al., 2011a,b).

Observers viewing point-light displays of grasping move-
ments can estimate the visual size of the invisible grasped object
(Campanella et al., 2011). Manera et al. (2011c) examined
whether they can also discern the intention in grasping the object.
To this end, they presented participants with point-light displays
of grasping movements performed with the intent to cooper-
ate, to compete, or to perform an individual action (Figure 2).
Point-light clips were temporally occluded at the time the fingers
contacted the object, so that the second part of the movement was
not visible.

FIGURE 2 | Examples of stimuli used in to investigate the contribution

of motor information to intention understanding. (A) Single frames
extracted from a video clip representing an individual cooperative action
sequence. (B) Single frames extracted from a point-light clip representing
the same cooperative action sequence. Adapted from Manera et al. (2011c).

The results demonstrated that participants were able to
pick up the intention information available in the kinematic
patterns: although discrimination was less accurate than under
full-light conditions, observers were nonetheless able to discrim-
inate between cooperative, competitive, and individual grasping
actions (mean accuracy for the video clips = 76% of correct
responses; mean accuracy for the point-light clips = 72% of cor-
rect responses). In this study, grasping movements were displayed
from a lateral perspective, i.e., the perspective of passive observer.
A question for future research is whether discrimination of inten-
tion is influenced by the viewpoint, i.e., whether discrimination
of intention is facilitated when the action is observed from a view
consistent with the observer performing the action or a potential
interacting partner performing the action.

CLOSING THE LOOP: FROM SOCIAL INTENTION TO SOCIAL
AFFORDANCE
During social interaction, understanding others’ intentions is
only part of the story (Frith and Frith, 2010): predictions about
the future course of other’s actions need to be integrated with
pre-planned actions. For instance, when cooperating with a part-
ner to accomplish a task (e.g., building together a tower with
wooden blocks), we might use online action and intention pre-
diction to plan an appropriate response to be performed at an
appropriate time (Georgiou et al., 2007). But, imagine to be asked
to cooperate with a partner who clearly displays the intention to
compete, or vice versa. How would the incongruent attitude of the
partner influence the implementation of your action? Translating
this scenario into an experimental setting, Becchio et al. (2008b)
have shown how interacting with a partner displaying an incon-
gruent attitude produces a reversal in the kinematic patterning.
Participants were asked to reach and grasp a wooden block either
to cooperate with a partner in building a tower or to compete
to place their object first in the middle of the working surface.
For the congruent trials, the partner—a semiprofessional stage
actor—displayed an attitude congruent with the task instructions:
cooperative for the cooperative task, competitive for the compet-
itive task. For the incongruent trials, her attitude was manifestly
in contrast with the task instructions: competitive for the cooper-
ative task, cooperative for the competitive task. Results revealed a
significant reversal of kinematic patterning for incongruent tri-
als: when cooperating with a partner displaying the intention
to compete, the agent’s kinematic pattern became similar to a
competitive pattern; when competing with a partner displaying
the intention to cooperate, the kinematic pattern became simi-
lar to a cooperative pattern. These findings might indicate that
during incongruent trials participants were able to infer the part-
ner’s incongruent intention and this led to a re-planning of the
action sequence. In this interpretation, reversal in the kinematic
patterning would emerge as a consequence of intention attri-
bution. An alternative yet not mutually exclusive explanation is
that changes in the agent’s kinematics resulted from interpersonal
alignment. When people interact, they become aligned at many
different levels, from basic motor programs to high-level aspects
of meaning (Frith, 2008). Alignment in action, enabled by in-built
motor resonance mechanisms (see below), may allow individ-
uals to automatically adjust their actions to those of another
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person to achieve a common goal (Knoblich and Sebanz, 2008;
Marsh et al., 2009). In this view, coordinated resonance might
contribute to the emergence of cooperative and competitive
patterns.

Beyond eliciting coordination, direct perception of inten-
tion in action has been proposed to afford specific action plans
(Gangopadhyay and Schilbach, 2011). Raising an empty hand
to ask for an object is a prime example. Using a perturba-
tion paradigm, Sartori et al. (2009b) demonstrated that the
social affordance of this gesture can be so powerful as to over-
ride the initial motor plan. Participants were instructed to grasp
an object and then locate it on a platform. On 20% of trials,
at the moment the participants started the action toward the
objects, a co-experimenter unexpectedly stretched out her arm
and unfolded her hand as if to ask for the object. Analysis of
the participants’ spatial trajectories revealed a significant veering
in the arm trajectory occurring 165 ms following the perturba-
tion. Strikingly, in some trials, participants totally disregarded
the instructions and handed the object to the co-experimenter.
No changes in movement trajectory were observed when the
human co-experimenter was replaced by a robotic agent or when
the perturbation consisted of a human arm conveying no social
intention. Ferri et al. (2011) report a similar perturbation effect
for the aperture of the mouth signaling the request to be fed.
Exposure to this signal influences both the reaching and the plac-
ing phase of action sequences unrelated to feeding, e.g., reach
and grasp a sugar lump and touch with it the forehead of the
partner. As for hand request gestures (Sartori et al., 2009b),
changes in movement parameterization are only observed when
the partner’s gaze was available, suggesting that gaze—acting a as
a strong cue to intention (Becchio et al., 2010)—might be criti-
cal to activate an appropriate complementary action plan in the
observer.

Taken together, these findings suggest that during social inter-
action, agents integrate the predictions about the future course of
others’ actions into their own action planning. As a result, action
kinematics does not simply reflect the agent’s intention, but also
the intentions of others.

MIRRORING BEYOND SIMULATION
What neural mechanisms mediate this ability to extract inten-
tion from motion? It has been proposed that an important
function of the motor system lies in the prediction of others’
actions (Blakemore and Frith, 2005; Wilson and Knoblich, 2005;
Prinz, 2006). Observing others’ actions activates corresponding
representations in the observer’s motor system and these repre-
sentations might be used to generate predictions by running an
internal simulation (Wolpert and Flanagan, 2001). This simula-
tion is thought to be carried out by neurons in the premotor
and the parietal cortex that are active during both action execu-
tion and action observation—the so-called mirror-neuron system
(Rizzolatti and Sinigaglia, 2010).

Evidence that in humans activity in mirror areas is sensitive to
subtle difference in kinematics conveying intention information
is provided by two recent functional MRI studies. Vingerhoets
et al. (2010) found that discriminating between an actor’s inten-
tion to move or use an object based on the visual properties of the

movement involves multifocal activations within the intraparietal
sulcus, a region also involved in planning of grasp-related actions
(Tunik et al., 2007). Becchio et al. (2012) report that in absence
of contextual information, observing prehensile movements per-
formed with a social intent relative to prehensile movements per-
formed with an individual intent activates mirror areas, including
the inferior frontal gyrus and the inferior parietal lobule (along
with the brain areas with no mirror properties, i.e., the temporo-
parietal junction and dorsal medial prefrontal cortex, which are
normally involved in processing social intentions).

Contrary to the assumption that motor simulation merely
reflects what an agent is doing (i.e., grasping), these findings
might indicate that simulation processes within the observer
motor system integrate why aspects conveyed by action kinemat-
ics. An alternative, non-mutually exclusive explanation is that
differential activity within mirror areas reflects the activation
of a complementary response. Evidence favoring this hypoth-
esis comes from experiments showing that laboratory training
(e.g., Catmur et al., 2007) and context (Newman-Norlund et al.,
2007; van Schie et al., 2008; Sartori et al., 2011b) can reverse mir-
ror activity. For example, Newman-Norlund et al. (2007) report
that merely changing the context in which an action is embed-
ded modulates mirror activity so that activation in the inferior
frontal gyrus and inferior parietal lobule is greater during prepa-
ration of complementary than of imitative prehensile actions.
Along the same lines, Sartori et al. (2011b) demonstrate that
depending on the context, motor-evoked potentials to transcra-
nial magnetic stimulation reflect the observed movement or the
complementary movement. When an object is present and the
observer is implicitly required to act upon the object in response
to the observed action, a shift from symmetrical motor reso-
nance to complementary activations of hand muscles is observed.
As prehensile movement performed with different intents are
likely to evoke in the observer different complementary response,
these findings might well explain why activation within mirror
areas is modulated by intention. Note than on this account, mir-
ror activation during action observation would not implement
a simulation of the observed action, but subtend “a direct inter-
subjective perception of what the other is doing” (Gallagher,
2008).

CONCLUSIONS AND FUTURE DIRECTIONS
Because kinematics retains specificity to the person’s intention
in producing a certain action, intention information is poten-
tially available in the human kinematic pattern (Runeson and
Frykholm, 1983). In this perspective article we have drawn
together studies that highlight the importance of intention-from-
movement information in social interaction. By simply observing
others’ movements, we might know what they have in mind to
do. This knowledge is critical to discriminate between move-
ments performed with different intents, predict what others will
do next, and plan an appropriate complementary act in response.
A challenge for future research will be to clarify how movement
kinematics combines with other sources of information in the
online prediction of others’ actions. There are many situations
in which the intention of an observed actor can be unambigu-
ously inferred from goal objects and/or situational constraints.
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If the scene involves multiple possibilities of action, however,
combining movement kinematics with other information might
be crucial for action prediction. Stapel et al. (in press) found
that in action observation settings observers exploit subtle move-
ment cues rather than the direct visual information about
target objects and context to predict how an ongoing action
will unfold. Inasmuch as social interaction is rooted in the
actions of the interacting agents, we would expect reliance on

movement kinematics to be even greater during online social
interaction.
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kinematics as competitive or  cooperative 
in contexts where these two behavior types 
are relevant (e.g., military bases, police sta-
tions, airports, or even nightclubs and bars). 
Based on the output of such classifiers, an 
individual could be “flagged” as a potential 
threat, and security personnel could be on 
guard to respond. This form of classifica-
tion, although perhaps not viable right now, 
would solve many social problems relating 
to issues such as racial profiling. With such 
a system, the term would be “kinematic 
profiling” and the kinematics may well be 
irrespective of race or social class.

In sum, the human ability to read 
intentions from kinematics is fascinating 
and could explain numerous aspects of 
our social behavior. Much future work is 
required to advance our understanding of 
the capacity and scope of this amazing abil-
ity, and I am sure that this work will yield 
even deeper insights into the social brain.

RefeRences
Becchio, C., Manera, V., Sartori, L., Cavallo, A., and 

Castiello, U. (2012). Grasping intentions: from 
thought experiments to empirical evidence. Front. 
Hum. Neurosci. 6:117. doi: 10.3389/fnhum.2012.00117

Becchio, C., Sartori, L., Bulgheroni, M., and, Castiello, U. 
(2008). Both your intention and mine are reflected 
in the kinematics of my reach to grasp movement. 
Cognition 106, 894–912.

Jacob, P., and Jeannerod, M. (2005). The motor theory of 
social cognition: a critique. Trends Cogn. Sci. (Regul. 
Ed.) 9, 21–25.

Manera, V., Becchio, C., Cavallo, A., Sartori, L., and 
Castiello, U. (2011). Cooperation or competition? 
Discriminating between social intentions by observ-
ing prehensile movements. Exp. Brain Res. 211, 
547–556.

Sartori, L., Becchio, C., and Castiello, U. (2011). Cues 
to intention: the role of movement information. 
Cognition 119, 242–252.

Received: 26 April 2012; accepted: 21 May 2012; published 
online: 08 June 2012.
Citation: Obhi SS (2012) The amazing capacity to read 
intentions from movement kinematics. Front. Hum. 
Neurosci. 6:162. doi: 10.3389/fnhum.2012.00162
Copyright © 2012 Obhi. This is an open-access article distrib-
uted under the terms of the Creative Commons Attribution 
Non Commercial License, which permits non-commercial 
use, distribution, and reproduction in other forums, provided 
the original authors and source are credited.

The amazing capacity to read intentions from movement 
kinematics

Sukhvinder S. Obhi*

Department of Psychology, Centre for Cognitive Neuroscience, Wilfrid Laurier University, Waterloo, ON, Canada
*Correspondence: sobhi@wlu.ca

A commentary on

Grasping intentions: from thought experi-
ments to empirical evidence
by Becchio, C., Manera, V., Sartori, L., 
Cavallo, A., and Castiello, U. (2012). 
Front. Hum. Neurosci. 6:117. doi: 10.3389/
fnhum.2012.00117

Becchio et al. (2012) provide an overview of 
several fascinating and ingenious experiments 
in which observers are able to discriminate 
between differing intentions purely based on 
the kinematics of the observed movement. 
The range of work presented and the diverse 
methods that all converge on the same idea is 
truly impressive and the paper is a very useful 
contribution to the field. However, although 
the evidence is clear that “intention reading” 
of sorts is possible, the scope of this ability 
remains to be fully explored and the applied 
implications of this capacity of the human 
brain require elaboration.

Becchio et al. (2012) frame their paper 
with respect to a thought experiment pro-
posed by Jacob and Jeannerod (2005). In their 
thought experiment, Jacob and Jeannerod 
pose the question of whether an observer 
could differentiate between the socially help-
ful intent of Dr. Jekyll when he reaches for a 
scalpel to operate on an anesthetized patient, 
and the criminal intent of Mr. Hyde when 
he reaches for a scalpel to perform the same 
operation on an unanesthetized patient. 
Initially, Jacob and Jeannerod suggested that 
action understanding on the basis of action 
observation alone could not allow this dif-
ferentiation, as action understanding relates 
to the “what” of an action (i.e., the reach-
ing), as opposed to the “why” of an action 
(i.e., to help someone or hurt someone). 
So, do the experiments reported in Becchio 
et al.’s (2012) excellent paper shed light on 
this thought experiment? Undoubtedly yes, 
to an extent. In my view however, even in 
the light of the reported experiments, the 
answer to the Jekyll and Hyde question is 
still negative: kinematics alone cannot fully 
specify the intention of the actor.

The reason for this is that, even in some 
of the most elegant studies performed, for 
example by Sartori et al. (2011) and Manera 
et al. (2011) in which observers were able 
to discriminate between cooperative, com-
petitive, and individual intentions based on 
observation of kinematics alone, the choice 
set of possible intentions was experimentally 
constrained. If the task for participants was to 
identify the intention without other boundary 
conditions, what would the results look like? It 
seems to me that this type of unconstrained, 
or less constrained experiment is warranted 
to more thoroughly test the full scope of the 
“intention-from-kinematics” ability of the 
human brain. This comment is in no way 
to question the importance of the results 
reported in Becchio et al.’s (2012) article, but 
simply to point out a limitation in how far 
we can realistically take this idea, given the 
current data. So, going back to the Jekyll and 
Hyde thought experiment, it may be possible 
for an observer to say that the intent between 
the two situations differs, but without addi-
tional context or a highly constrained choice 
set, it may be impossible for them to elaborate 
on exactly what the differences are.

Another very interesting study reported 
in the paper is Becchio et al. (2008) in which 
kinematics of a participant’s movement were 
found to reverse on the basis of congruent 
or incongruent actions of a partner. The 
logical next step in understanding the full 
social relevance of this effect is to manipulate 
the identity of the partner. Is there a partner 
whose actions cause faster or more definite 
reversals? Conversely, is there a partner 
whose actions do not prompt reversals? If 
such results are found, perhaps a possible 
application of this technique is as an implicit 
measure of the degree to which an individual 
identifies with another person, who may or 
may not be from a different social group.

Finally, given that competition and 
cooperation seem to be distinguishable via 
observation of kinematics, there is tremen-
dous applied scope for the work reported by 
Becchio et al. (2012). For example, algorithms 
could potentially be developed to  classify 
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A number of recent studies have put human subjects in true social interactions, with the
aim of better identifying the psychophysiological processes underlying social cognition.
Interestingly, this emerging Neuroscience of Social Interactions (NSI) field brings up chal-
lenges which resemble important ones in the field of Brain-Computer Interfaces (BCI).
Importantly, these challenges go beyond common objectives such as the eventual use of
BCI and NSI protocols in the clinical domain or common interests pertaining to the use
of online neurophysiological techniques and algorithms. Common fundamental challenges
are now apparent and one can argue that a crucial one is to develop computational mod-
els of brain processes relevant to human interactions with an adaptive agent, whether
human or artificial. Coupled with neuroimaging data, such models have proved promising
in revealing the neural basis and mental processes behind social interactions. Similar mod-
els could help BCI to move from well-performing but offline static machines to reliable
online adaptive agents.This emphasizes a social perspective to BCI, which is not limited to
a computational challenge but extends to all questions that arise when studying the brain
in interaction with its environment.

Keywords: brain computer-interfaces, social interactions, artificial agent, computational neuroscience, real-time

decoding

At first sight, the recent field of Brain-Computer Interfaces (BCI)
and the even more recent field of Neuroscience of Social Inter-
actions (NSI) do not have much in common and at first glance
appear totally unrelated. The aim of the former is to create an
interface between a brain and an artificial agent, while the lat-
ter is exclusively interested in the interaction between two or
more human minds. They have also emerged from different sci-
entific communities. BCI developed thanks to the efforts of a
few adventurous engineers (Vidal, 1973), clinicians, and physi-
ologists (Birbaumer et al., 1999), while social neuroscience has
built on ethology, sociobiology, social psychology, and philoso-
phy (Adolphs, 2003). Nevertheless, both have recently attracted
neuroscientists, and while BCI rely on explicit, real-time, and
often closed-loop connections, an emerging trend in the study
of social cognition is the move toward online experiments, with
realistic interactions between a subject and a social (human or
human-like) environment (Redcay et al., 2010; Schilbach et al.,
2010).

In BCI, the human brain is typically connected to a non-social
(artificial) device, whose aim is to reinstate behavior, including
social behavior. However, even though it is not only this ultimate
objective but the strongest link between the two might rather lie
in the nature of the interaction itself. Indeed, both are essentially
concerned with the instantiation and the study of a dynamical
exchange between two agents. This shared core aspect provides
strong ground for possible cross-fertilization between the two
fields in the near future. This becomes particularly striking when
looking at the main challenges faced by BCI.

WHAT IS BCI?
In a broad sense, a BCI refer to some direct interface between the
brain and the outside world, bypassing the usual sensory or motor
pathways. BCI provide the brain with a new way of interacting
with the environment, where the latter refers to the user’s own
body (Moritz et al., 2008) or to other people (Birbaumer, 2006).

Although one might categorize as BCI, those artificial systems
that directly stimulate the brain (implants or deep brain stimu-
lators), BCI usually refer to devices that enable the brain to act
upon or via a machine (Nicolelis, 2001). Here I will focus on
the latter, in which feedback from the machine or the environ-
ment is usually obtained through normal sensation, although it
could also be delivered to the brain directly (O’Doherty et al.,
2011).

Essentially, such BCI rely on online decoding and conversion
of brain activity into reliable commands or understandable infor-
mation. As such, electrophysiology techniques are usually favored,
although fMRI has been used successfully in real-time (DeCharms,
2008). EEG is by far the most widely used BCI technique, either
with patients or healthy volunteers, simply because it is cheap,
portable, and non-invasive and it offers a high temporal resolution
(Millan and Carmena, 2009).

Brain-Computer Interfaces developments are mostly driven by
clinical applications, to replace or restore lost communication or
locomotion abilities in patients suffering from severe neuromus-
cular disorders. Another promising line of research is the use
of BCI techniques in disorders of consciousness, to better diag-
nose non-responsive patients (Kübler and Kotchoubey, 2007) and
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possibly to communicate with those in a minimally conscious
state (Cruse et al., 2011). Furthermore, in various pathologies (as
diverse as attention disorders and hyperactivity, depression, motor
deficits, tinnitus. . .), BCI could also prove useful in devising new
therapies based upon neurophysiological training (Johnston et al.,
2010).

Finally, BCI are also being investigated for general public appli-
cations such as gaming (Plass-Oude Bos et al., 2010). Altogether,
BCI applications have been particularly efficient in promoting
the development of new, wireless, and gel-free EEG technologies
(Zander et al., 2011). Such systems are very useful and are almost
essential for data acquisition outside the laboratory, not only for
clinical trials but also for ecological NSI experiments involving sev-
eral brain-scanned participants (so-called hyperscanning; Dumas
et al., 2011).

WHAT IS SOCIAL ABOUT BCI?
Brain-Computer Interfaces clearly overlap with social neuro-
science, at least in as much as the two fields share common
objectives. Even though they have not yet contributed to new
therapies, BCIs aim to improve the quality of life of patients who
suffer due to an inability to interact with the environment and
whose interactions with others are thereby severely limited. A suc-
cessful BCI would enable such patients to recover social abilities,
namely interacting, communicating, exchanging, and even play-
ing with others. However, despite tremendous efforts and partial
success, BCI research is yet to establish and produce such a routine
application. Even the widely explored P300-based (Perrin et al.,
2011) and motor imagery protocols (Pfurtscheller et al., 2009)
have proven limited in their robustness and efficiency, despite
the fact that they rely on fairly reproducible neurophysiological
markers associated with simple mental tasks. The reason for this
might be that these markers do not directly reflect the user’s pre-
cise intention. Indeed, the P300-speller, for instance, exploits the
EEG response evoked by an expected but rare stimulus (item) pre-
sented in a sequence of undesired events (other items). Hence the
machine does not infer the intended words from their direct and
transient neuronal representations but rather detects and com-
pares the automated, unspecific, and time-locked responses to a
sequence of proposed items. Similarly, although the sensorimo-
tor rhythms (SMR) elicited by mental imagery do reflect a motor
related activity that is usually coherent with the intended move-
ment (e.g., imagery of a right hand movement to move to the
right), this activity can hardly be used online to infer all the fine
parameters of the movement plan.

This incomplete or non-ecological mapping between the actual
command and the ultimate action might contribute to the sub-
optimality of BCI and could partially explain the high inter-subject
performance variability and the so-called BCI illiteracy observed
in healthy volunteers and patients (Vidaurre and Blankertz, 2010;
Maby et al., 2011).

To overcome this lack of reliability, BCI research faces at least
three crucial challenges:

• To deal with the complex, multidimensional, dynamical, non-
linear, and highly distributed nature of the neural code;

• To endow the machine with adaptive behavior;

• To make use of rich, multidimensional, and robust feedback
that favors learning and cooperation with the user.

Interestingly, each of these challenges points to a different part
or perspective of the Brain-Computer interaction. As expounded
below, taken together, these perspectives emphasize the fundamen-
tal and technical challenges that BCI share with the field of NSI.

THE MACHINE’S PERSPECTIVE
In BCI, the machine or computer is the one that transforms brain
activity into actions. It has to select relevant brain signals and
decode them online. Although this decoding challenge is often
circumvented by making use of substitution strategies (e.g., fre-
quency tagging to create a“brain switch”; Pfurtscheller et al., 2010),
it is reasonable to assume that decoding should improve as we
progress in our ability to decipher the neural code in real-time. In
other words, provided that one can measure the relevant signals,
the performance of BCI should increase with our knowledge of
how intentions, ensuing behaviors, and even perception of the con-
sequences of our own actions map onto brain dynamics (Serences
and Saproo, 2012).

In that respect, the future of BCI depends heavily on our ability
to reveal and to interpret the neuronal mechanisms and men-
tal processes underlying human perception, action, learning, and
decision making but also imagination, prediction, and attention.
Such processes are all core components of social behavior (Frith
and Frith, 2012). It has even been suggested that the most complex
forms of these processes emerged in human beings because of our
very social nature (Dunbar, 2011). From this first point of view
alone, BCI should benefit from future NSI studies.

However, beyond studies that aim at identifying the neural
correlates of human mental processes, NSI protocols, and BCI
should take into consideration studies that incorporate and vali-
date computational models of how the brain implements relevant
cognitive and motor tasks (Wolpert et al., 2003). This suggests a
paradigm switch and comes with methodological and technical
challenges. Fortunately, such models and methods have recently
emerged from computational neuroscience and have been used
to shed light on neuroimaging data (Friston and Dolan, 2010),
including experiments on social neuroscience (Behrens et al.,
2009).

Importantly, for BCI and for NSI protocols, these models have
a twofold interest:

• In NSI protocols they can be used to explain and question
the specificity of social behavior in terms of underlying brain
mechanisms. An elegant example is the work of Behrens and
collaborators who showed that, although instantiated in differ-
ent brain regions, reward, and social information are processed
with similar cognitive and neuronal mechanisms in order to
optimize behavior (Behrens et al., 2008). Importantly for BCI,
this so-called model-based fMRI approach has recently been
applied successfully with non-invasive electrophysiology data
(Philiastides et al., 2010). Alternatively, these models could also
be used to emulate an avatar (or a robot Wolpert and Flanagan,
2010) and to test subjects involved in a true social interaction
with a well-controlled human-like environment.
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• Similarly, in BCI, they could be used to refine the online decod-
ing of brain activity. A promising example is the work by Broder-
sen and collaborators who used a computational model of
neurodynamics and thus improved decoding by restricting the
relevant feature space to a sparse and biologically meaningful
representation (Brodersen et al., 2011). Alternatively, computa-
tional models could also be used to endow the machine with
(human-inspired) artificial intelligence, namely to relieve the
strain on the user and implement shared control of continuous
actions. Such models could be informed online by complemen-
tary neurophysiological markers. In a recent study for instance,
we demonstrated that the user’s electrophysiological responses
to the machine’s decisions reflected human learning and could
also be used by the BCI system to distinguish between error and
correct decisions (Perrin et al., 2011).

THE EXPERIMENTER’S PERSPECTIVE
In BCI, the experimenter is the one who designs the whole inter-
face. It is the experimenter who is in charge of endowing the
machine with signal feature selection, classification or hidden-
state inference as well as decision-making algorithms. An emerging
trend in the BCI field is the design of adaptive methods in order to
avoid the need for cumbersome initial calibrations and to accom-
modate the slow fluctuations of brain activity, due to physical
drifts, drowsiness, or learning phenomena (Vidaurre et al., 2006).
This is particularly relevant for applications in which BCI is used
for monitoring (Blankertz et al., 2010). In this respect, model-
based decoding approaches like those mentioned above can be
thought of as adaptive methods. Relying on cognitive and neu-
ronal generative models of relevant brain signals, they are adaptive
in nature since they aim at mimicking the dynamics of mind and
brain.

This puts the BCI experimenter into a rather new situation.
Instead of considering the BCI user’s brain as a black box and
instead of taking a static machine’s perspective, the experimenter
is forced to adopt a systemic view and to consider the human and
artificial agents as a whole. From a practical viewpoint, this means
that he or she is now faced with two inter-dependent choices. The
first one is about the model of the user’s brain activity that the
machine should be endowed with. The second choice concerns
the learning and decision-making algorithms that will generate
actions from the machine, based on its ongoing perception and
inference of the user’s mental states.

These choices will be guided by the targeted BCI application and
the signal at hand. But most importantly, this procedure amounts
to endowing the interacting computer in the BCI, with some
degree of theory of mind or mentalizing properties, a core and
well documented concept in social neuroscience (Frith and Frith,
2012). This brings BCI and NSI even closer; the latter being directly
committed to studying, modeling and testing the computational
and neuronal mechanisms of mentalizing.

As a consequence, developing a mechanistic account of socially
relevant processes such as reward learning and intention tracking
(implicit mentalizing) will likely benefit BCI design in the long
term.

Luckily enough, recent experimental and theoretical work has
shed light on such mechanisms. Some have even paved the way

toward generic frameworks that could be used to formalize, imple-
ment, test, and compare alternative models of such mechanisms.
Just to mention a few, the predictive coding and Bayesian brain
hypotheses are supported by a growing body of evidence from
studies examining cognitive functions relevant to social neuro-
science (e.g., Kilner et al., 2007; Peters and Büchel, 2010). Further-
more, a meta-Bayesian framework has been proposed to imple-
ment and test models of learning and decision making (Daunizeau
et al., 2010). Hierarchical models have also been suggested as an
optimal tool to incorporate constraints and to implement flexi-
ble and efficient control (Todorov, 2009). Finally, the free-energy
principle proposed by Friston has been shown to enable the online
inference of states and parameters of hierarchical dynamical mod-
els that can be used to either prescribe or recognize actions and
intentions (Friston, 2010; Friston et al., 2011).

To sum up, the explicit need for decoding models in BCI on
the one hand, and the promising experimental and theoretical
findings about mechanisms and processes relevant to social neu-
roscience, on the other hand, speak in favor of a new generation
of BCI based on such advances and whose development might
parallel that of NSI.

THE HUMAN’S PERSPECTIVE
In BCI, the human is the end-user, the one who will benefit from
the interaction and the one to whom it should adapt. The user
will eventually validate the interface and adopt this new way of
interacting with the world. This emphasizes a crucial need: the full
cooperation of the adaptive interacting machine. Thus, while not
all social interactions are relevant to BCI cooperative ones are def-
initely relevant. There is no real symmetry between the two agents
here, and the user knows it. Nevertheless, the more sophisticated
the machine, the more it might be perceived as helpful and the
more the user might engage the interaction (Krach et al., 2008).
Note that in this context, sophistication could be understood as
complexity in a broad and common sense, but could also refer
to the degree of recursion in the machine’s representation of the
user’s representation, that is the order of the mentalizing machine
(Yoshida et al., 2008).

Whether endowing the machine with advanced decoding and
adaptive capacities based on mentalizing as well as human-
inspired learning and decision-making models will be successful
and sufficient to significantly improve current BCI is an open ques-
tion that can only be answered with online experiments. As such,
BCI could well become a peculiar but useful neuroscience para-
digm of social interactions (Obbink, 2011), enabling researchers
to tackle questions such as: how much control should the machine
take over? What degree of sophistication would provoke a percep-
tual switch in the user and transform the machine or tool into an
agent or partner (Johnson, 2003)? When does the interface turn
into a dyadic interaction? What would be the condition of opti-
mal joint-decision making and would it compare to known social
situations, in animal models (Seeley et al., 2012) or in humans
(Bahrami et al., 2010)?

CONCLUSION
The aim of both BCI and social neuroscience is to conceive and
implement real-time interaction protocols, whether they involve
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online decoding of neural activity or simply make use of classical
behavioral responses from the actor. They both call for compu-
tational models of an interacting mind, whether with an artificial
but adaptive agent or with another human being. They will both
benefit from uncovering the neural mechanisms of such an inter-
action to establish and later implement an optimal shared control
that differs depending on the context of the interaction. They also
both motivate the coupling of electrophysiology and neuroimag-
ing techniques with advanced technologies such as robotics and
immersive virtual environments. Therefore it is likely that BCI and
NSI protocols will be mutually beneficial in the near future, with
this unlikely collaboration answering diverse questions related to
theoretical, technical, methodological, but also clinical and even
ethical issues (Blanke and Aspell, 2009).

Central to these common needs and objectives are models of the
brain as a computational machine, as well as models of neuronal
dynamics (Friston and Dolan, 2010). Crucially, and especially
in NSI and BCI protocols, our ability to use them online could
yield new experimental paradigms and applications (Kelso et al.,
2009).

In NSI protocols, these models would help in the study and
characterization, from a neuronal and psychological point of
view, of the dynamics of true interactions. Such NSI experiments
would help identify realistic and efficient models of social inter-
actions that BCI could then use to instantiate more productive
interactions, between an adaptive machine and a patient. In one
category of clinical applications, the patient would perceive or

even incorporate the adaptive BCI as a means to communicate
with people or to act upon the world. This is typically the aim
of neuroprosthetics. In the other category, the adaptive machine
itself would be perceived as the world or agent to exchange with.
This could be the case in future forms of Neurofeedback training.

The latter is of particular interest with respect to NSI proto-
cols. Indeed, it is a typical situation where the BCI is not meant
to be fully cooperative but should trigger adaptation or learn-
ing from the patient in order to bring him up to a stable and
non-pathological state. This considerably widens the putative clin-
ical scope of BCI. It could potentially even be used with patients
with deficits in social interactions such as people with autism.
Indeed, whereas the existing evidence does not support the use
of neurofeedback in the treatment of autism spectrum disorder
(Holtmann et al., 2011), a new generation of adaptive and biolog-
ically informed systems could well prove reliable and efficient in
treating such patients as it is well-known that these patients favor
predictable or slowly varying agents, such as machines to interact
with and learn from (Qian and Lipkin, 2011).
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We outline general theoretical and practical implications of what we promote as enactive
cinema for the neuroscientific study of online socio-emotional interaction. In a real-time
functional magnetic resonance imaging (rt-fMRI) setting, participants are immersed in
cinematic experiences that simulate social situations. While viewing, their physiological
reactions—including brain responses—are tracked, representing implicit and unconscious
experiences of the on-going social situations. These reactions, in turn, are analyzed
in real-time and fed back to modify the cinematic sequences they are viewing while
being scanned. Due to the engaging cinematic content, the proposed setting focuses
on living-by in terms of shared psycho-physiological epiphenomena of experience rather
than active coping in terms of goal-oriented motor actions. It constitutes a means to
parametrically modify stimuli that depict social situations and their broader environmental
contexts. As an alternative to studying the variation of brain responses as a function of
a priori fixed stimuli, this method can be applied to survey the range of stimuli that evoke
similar responses across participants at particular brain regions of interest.

Keywords: enactive cinema, real-time fMRI, neurofeedback, social neuroscience, generative storytelling, implicit

interaction, Brain Computer Interfaces

INTRODUCTION

“David observes Sally entering a coffee room filled with lively conver-
sation of colleagues. Immediately the conversation ends and every-
body leaves hastily. Sally is left alone. David sees how she fights the
tears while sipping her coffee, and cannot help feeling sorry for her.
The scene repeats every day. Then once again, the coffee room is
crowded. David is already expecting Sally’s entrance. Suddenly some-
one looks directly at David, as if realizing his presence. This time, as
Sally enters and everybody else leaves, the person who has shared a
look with David hesitates. Glances at David but then leaves together
with others, which makes David feel disappointed. Next time during
the coffee break, the person with whom David earlier shared a look,
unexpectedly remains and greets Sally. The gratefulness on Sally’s
face, and a quick glance that the fellow worker shares with David,
makes David feel that his engagement with the events has made a
difference.”

Consider that David, instead of being physically in the same
space as Sally and despite of lying motionless in an fMRI scanner,
is nevertheless enactively engaged in the setting. That is, he not
only reacts to but also influences the emotional behavior of the
screen characters. According to our vision, this setting addresses
socially synchronized and shared everyday experiences online by
means of engagement characteristic for cinema viewing.

NEUROSCIENCE OF SOCIAL INTERACTION
In experimental settings social behavior is typically stripped
out of its situational and embodied contexts due to method-
ological reasons, thus risking their ecological validity (Neisser,
1976; Gibson, 1979). Recent paradigms of social neuroscience
experiments try to overcome these problems by, for example,
letting participants in a functional magnetic resonance imag-
ing (fMRI) scanner interact with someone inside another scan-
ner (Montague et al., 2002), or outside of the scanner (Redcay
et al., 2010). Also magnetoencephalographic (MEG-to-MEG)
real-time interaction recordings have been successfully conducted
(Baess et al., 2012). Further, the development of two-person
fMRI head-coils allows a major step forward in introducing
physical presence and intimacy to online interaction settings
in fMRI (Lee et al., 2010, 2011). But adding another person
into the scanner still leaves these settings far from capturing
context-dependency of social behavior. Since the biological brain
continuously simulates the phenomena of surrounding world
(Rizzolatti and Arbib, 1998; Iacoboni et al., 2005; Rizzolatti and
Fabbri-Destro, 2008; Cattaneo and Rizzolatti, 2009; Hari and
Kujala, 2009), brain activity cannot be fully understood with-
out a model that addresses even the dynamics of the social
environment.
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NEUROCINEMATICS
Cinema serves the interest of social neuroscience because it
simulates life by its very nature (Tan, 1996; Mar and Oatley,
2008; Tikka, 2008; Grodal, 2009). Neurocinematics, so termed by
Hasson et al. (2008b) refers to neuroimaging experiments that
use cinematic stimuli to study human behavior. So far, neurocine-
matic experiments have shown that different viewers’ attention to
socially determining aspects of the story, often communicated by
facial expressions and bodily gestures, is highly correlated (Bartels
and Zeki, 2003, 2004; Hasson et al., 2004, 2008a,b, 2010; Bartels
et al., 2008; Jääskeläinen et al., 2008; Lahnakoski et al., 2012).

Regarding cinema-viewing in fMRI, we consider two par-
ticular conditions essential to social validity. The method of
unconstrained free viewing in fMRI allows viewer’s emotional
immersion into the cinematic world without disturbing breaks.
This condition is not different from the reported experiences of
presence in virtual reality experiments (Hoffman et al., 2003;
Sanchez-Vives and Slater, 2005; Baumgartner et al., 2008). The
viewer’s engagement with the fictional characters may be under-
stood as parasocial interaction in the sense of Horton and Wohl
(1956), or as a kind of inter-reality, an experience that con-
verges real and fictional worlds (Riva et al., 2010). As another
aspect of social validity we take the characteristic of immediate
two-way responsiveness. This is difficult to achieve with tradi-
tional cinema material with a fixed storyline. While the paradigm
of interactive cinema has introduced various means of combi-
natory and generative narrative solutions to this issue, it has
another problem: the conscious decision-making expected from
the viewers often interrupts the narrative flow. The dilemma
we suggest to solve with the enactive cinema setting is how
to model participants’ engagement in the social situations cre-
ated by cinematic scenes without destroying the emotional
immersion.

ENACTIVE CINEMA
While regular cinema may be regarded as simulation of life sit-
uations, enactive cinema takes the simulation one step further
by letting the viewer’s experience influence the narrative in real-
time. Being enactive refers to engagement that is more holistic
than being interactive. The origin of the notion goes back to
the idea of embodied interaction between a subject and another
entity as discussed by Varela et al. (1991). In an enactive sys-
tem, changes in the psychophysiological reactions of participants
(enactors) that are assumed to represent implicit and unconscious
reactions of the mind, determine the changes made to the narra-
tive presentation in real-time (Kaipainen et al., 2011). The related
concept of “enactive cinema” was first introduced in the context of
cinema installation “Obsession” (Tikka, 2005). This installation
relied on (1) the tracking of spectator’s real-time physiological
responses, such as heart rate and electrodermal activity, which
controlled (2) the algorithm-driven montage of the cinematic
expression, which again influenced the spectator’s experience,
and so on (Tikka et al., 2006). The continuous follow-up of the
changes in the participants’ bodily responses drives algorithmic
modification of the cinematic narration in such a manner that
the viewpoints of the ongoing events may change, for exam-
ple, from suspense to romantic expectations. As a distinction

to what is typically called interactive media, in enactive media
the participants are not directly in control of the narrative.
Enactive cinema can be regarded as modeling socio-emotional
dialogs by means of modifying situational factors as a function
of participants’ experience. The advantage of enactive cinema
over conventional linear narration for real-time social neuro-
science experiments lies in the systemic interdependence due to
two-way feedback, which addresses the socio-emotionally engag-
ing nature of cinema as a simulation of the situatedness in the
“real” world.

REAL-TIME PHYSIOLOGICAL FEEDBACK
Part of the methodology that can be used to implement an enac-
tive cinema system stems from the vast body of experimental
and clinical research using physiology-based real-time feedback
since the 1970’s (e.g., Nowlis and Kamiya, 1970; Manuck et al.,
1975). By presenting participants with feedback of their own
physiological state (heart rate, breathing, brain activity, etc.) con-
trol over these states can be learnt (e.g., deCharms et al., 2004;
Weiskopf et al., 2004). Recently, real-time functional magnetic
resonance imaging (rt-fMRI; Cox et al., 1995) has allowed neu-
ral activity of multiple brain regions to be used as feedback
(see Weiskopf, 2011, for overview). Due to the development of
real-time connectivity analysis (Lee et al., 2012) and multivari-
ate classification (Hollmann et al., 2011) real-time fMRI can go
beyond mere manipulation of region-of-interest based activity
by allowing network analyses and actual prediction of behavior.
These neurofeedback methods seem particularly suitable for the
investigation of emotions and social behavior (Posse et al., 2003;
Johnston et al., 2010; Sarkheil et al., 2011; Veit et al., 2011).

The measures of neural activity can be complemented by
peripheral physiological and behavioral signals that give access to
emotional and attentional states: e.g., heart-rate and electroder-
mal activity may indicate emotional arousal, facial electromyog-
raphy (EMG) activity can index affect, and eye-tracking inform
about the direction of overt attention (see e.g., Davidson, 2004;
Ravaja, 2004; Heller et al., 2011). Real-time feedback has been
explored in various virtual reality settings. For example, eye-
tracking has been used to reflect participants’ real-time response
to the behavior of a virtual character in fMRI (Wilms et al., 2010).
Outside of scanner, the motion-capture experiment of Pugliese
and Lehtonen (2011) explored a feedback loop of action and
reaction between a human participant and a virtual character by
means of imitation and designed rules. In the video game Ghost
in the Cave the player can control the emotional state of a vir-
tual character (avatar) by using nonverbal acoustical or motion
cues (Rinman et al., 2004). Moreover, emotionally adaptive games
(e.g., Emoshooter) dynamically change their design depending on
the player’s emotional state (Kuikkaniemi et al., 2010).

However, the proposed enactive approach goes beyond the
previously described paradigms by combining physiological feed-
back techniques with socially engaging cinematic stimuli. While
sharing many techniques with the rapidly developing area of
Brain Computer Interfaces (BCI) for neuroscience of social inter-
action (Mattout, 2012) as well as with unconscious man-machine
control loops (e.g., Kaplan et al., 2005), the enactive cinema
emphasizes more holistic human-system dialogs.
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ENACTIVE CINEMA FOR SOCIAL REAL-TIME NEUROSCIENCE
Rather than studying the variation of brain responses as a func-
tion of a-priori fixed stimuli we suggest the study of brain
activity as a function of dynamically adapted stimuli. Rt-fMRI
feedback reflecting the viewer’s idiosyncratic brain activity pat-
terns, potentially combined with their peripheral physiological
responses, can be applied to modify cinematic stimuli that address
ranges of socially engaging situations. The comparison of para-
metric variations in cinematic stimuli with the synchronous brain
data will augment the understanding of the dynamical context-
dependency of the social mind.

ENACTIVE CINEMA SYSTEM
The enactive cinema system includes (1) real-time acquisition
and (2) analysis of physiological response data, which is further
fed into an (3) “interpretation toolbox” that modifies the stim-
ulus stream so as to trigger desired responses based on previous
knowledge of brain behavior (see Figure 1).

ENACTIVE rt-fMRI FEEDBACK
The availability of real-time analysis methods is constantly
increasing, thereby greatly enhancing the possibilities of an enac-
tive cinema system. Next to the established real-time analyses of
ROIs, several other properties of fMRI data can be exploited,
such as functional connectivity (e.g., rt-ICA; Ma et al., 2012),
effective connectivity (Lee et al., 2012), pattern classification
(Hollmann et al., 2011; LaConte, 2011), as well as a combi-
nation of brain data and peripheral physiology (Wilms et al.,
2010; Voyvodic et al., 2011). This entails that feedback to the
system can be more than a one dimensional increase-decrease
relationship of a single region, allowing more fine-grained reflec-
tion of the mental state. For example, using real-time ICA the

FIGURE 1 | Diagram of the enactive setting: (A) the viewer’s

physiological responses are analyzed in real-time, (B) an

“interpretation toolbox” compares them with previously known

behaviors and selects cinematic elements that are expected to lead

toward a desired response, (C) real-time montage produces

continuous cinematic stimulus projected back to the participant,

whose brain responses are scanned (A), and so on.

involvement of specific functional networks can be defined. While
a single region can be involved in several different cognitive func-
tions, the identification of a functional network will give the
system more information about the ongoing cognitive processes,
allowing for more detailed feedback. The accuracy of the iden-
tification of the cognitive, emotional, and motivational states of
an individual can be enhanced by combining several physiologi-
cal indices with the rt-fMRI data, as the advantages of response
patterns (or profiles) over single physiological measures are well
established (e.g., Ravaja, 2004). For example, employing several
physiological signals, neural networks (e.g., probabilistic neural
network) have successfully been trained to recognize emotions
when viewing films (Arroyo-Palacios and Romano, 2010). As an
example of potential settings, assuming that each participant’s
brain activation correlates to some extent with a particular type of
experience (e.g., fear; Ehrsson et al., 2007), one may optimize the
similarity across different participant’s brain activations by means
of stimuli personalized in real time.

ENACTIVE CINEMATIC STIMULI
We envision two technical solutions for the real-time presenta-
tion of enactive cinematic content in fMRI: (1) the fine-grained
recombination of existing cinematic elements, and (2) algorith-
mic generation of cinematographic characters and images by
adapting methods from the fields of animation, gaming and
virtual reality research (e.g., Parsons and Courtney, 2011).

The recombination of cinematic elements in real-time allow
varying the contextualizing conditions of social interaction within
the experimental focus. Its prerequisite is the rich time-coded
metadata associated with the content, which enables the retrieval
of video footage from a content database and the sorting of this
footage into a coherent sequence. The rough annotation of the
content with attributes (or “tags”) such as low level perceptual
features (e.g., visual, auditory), ecologically valid features (e.g.,
hands, faces, basic emotions) and higher level features (e.g., social,
psychological, cultural) may not suffice to the generation of fine-
grained coherent narrative sequences that meet the criteria of
social validity.

Based on the ontospace approach (Kaipainen et al., 2008;
Kaipainen and Hautamäki, 2011), a metadata approach to nar-
rative has been elaborated (Pugliese et al., 2012), where meaning-
bearing annotations of content are described by means of graded
values, referring to the prominence of particular content-related
features. These values may correspond to above mentioned anno-
tations or, for example, rules of cinematic storytelling (e.g., flash-
backs, emotion cues, or temporal ellipses). They are conceived of
as narrative dimensions that altogether define a space of narra-
tive metadata, allowing each narrative element to be described
in terms of its narrative coordinates (Pugliese et al., 2012). The
advantage of this approach is that it allows a dynamical stimulus
montage as an element-to-element trajectory through the narra-
tive medatata space, which in turn is shaped by a parametrically
controllable perspective, a set of weights associated with one for
each dimension. In this space elements similar to each other with
respect to the weighted dimensions lie in each other’s proxim-
ity. Insofar the metadata describes the socially valid aspects of
the narration, the approach guarantees a stimulus montage that
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is not only continuous but even socially coherent. Enactive cin-
ema installation Obsession (Tikka, 2005) can be regarded as a
preliminary proof of concept.

The described method can also be applied to generate desired
behavior of dynamically controlled stimulus characters, or avatars
that can be used to model a partner in a social dialogue. In
this case, content-describing narrative dimensions correspond to
generative parameters of the avatar. This approach relies on find-
ings of recent fMRI experiments that have revealed the sensitivity
of brain functions associated with viewing artificial human-like
agents in comparison to humans (Moser et al., 2007; Chaminade
et al., 2010; Cheetham et al., 2011; Saygin et al., 2011), confirming
the observation of the “uncanny valley” by Mori (1970). However,
as the recent technological developments render virtual avatars
more human-like than ever before (Rizzo et al., 2004; Alexander
et al., 2010), we envision that the technology can eventually bridge
the uncanny valley.

TOWARD IMPLEMENTATION OF ENACTIVE CINEMA IN fMRI
How enactive cinema may be harnessed to study complex social
settings in fMRI can be exemplified on the basis of Singer et al.
(2006), who showed that after perceiving two people being fair
or unfair in an economical game and then seeing both persons
receiving painful electrical shocks, two types of response pat-
terns emerged in the participants. The female subjects showed
empathy-related brain activity to seeing both fair and unfair per-
sons receiving pain, while the males showed reward-related activ-
ity to seeing an unfair person receiving pain (revenge). Applying
the enactive cinema setting to this phenomenon, it is possible to
study the context-dependency of empathy and revenge. Based on
the real-time emerging response patterns in e.g. anterior insula
(empathy) or orbito-frontal cortex (revenge) the stimuli can be
adapted online for each individual. For example, when partici-
pants show a low blood oxygen level dependent (BOLD) signal
in anterior insula the system computes, using algorithms and
metadata (prior knowledge), dynamical modifications of the cin-
ematic stimulus (e.g., adding personal background information
on the unfair person) in order to increase activity/empathy. By
incrementally adapting the stimulus, the desired response can be
obtained in both males and females. Empathy can then be studied
by looking at similarities and differences between the stimuli (e.g.,
additional information, emotion cues, context, etc.) that made
brain responses of the males similar to those of the females.

Similarly, in the case described in the introduction, the
fMRI participant’s physiological epiphenomena would be asso-
ciated with David’s empathy toward Sally when seeing her

socio-emotionally painful situation. Changes in David’s biomet-
ric measures of arousal as well as neural activity of his limbic
regions, perhaps even in some of the brain networks that relate to
moral judgments (Parkinson et al., 2011), could be interpreted as
indications of changes in his attitude toward the depicted scene.
Depending on the goals of the experiment, the stimulus stream
could be modified by priming David’s perspective to Sally for
example by adding explanatory background information con-
cerning Sally’s previous activities, or by manipulating the degree
of mental violence of the scene, or adjusting the duration of the
painful situation.

Due to the two-directionality of the enactive system, the online
adjustment of the cinematic stimuli described above on the one
hand, and the real-time manipulation of neural activations on
the other hand, allow a novel kind of analysis of the brain’s func-
tional activity and connectivity versus parametric changes in the
stimulus stream.

CONCLUSION
We have proposed an approach to neuroscience of social inter-
action that focuses on shared social engagement in dynamical
contexts. It is based on the potential of cinema to model every-
day situations of life. In order to apply cinematic stimuli in fMRI
settings we have suggested the method of generation of cinematic
stimulus stream in real-time by means of re-combining existing
elements algorithmically, with potential supplementary elements
such as animations or avatars. The stream is controlled by the par-
ticipants’ enactivity, i.e., their psychophysiological epiphenomena
of experience. For the neuroscience of social interactions enactive
setup offers for the first time a means to generate contextualized,
socially valid stimulus material under dynamical control, allow-
ing observation of brain activity in the course of a social dialog.
Although we acknowledge many technological challenges, how-
ever, due to the rapidly evolving real-time implementations both
in the field of neuroimaging as well as that of computer gener-
ated audiovisual media, we envision that the implementation of
an enactive system is only a matter of time.
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A successful social interaction often requires on-line and active construction of an ever-
changing mental-model of another person’s beliefs, expectations, emotions, and desires.
It also requires the ability to maintain focus, problem-solve, and flexibly pursue goals in
a distraction-rich environment, as well as the ability to take-turns and inhibit inappropri-
ate behaviors. Many of these tasks rely on executive functions (EF) – working memory,
attention/cognitive control, and inhibition. Executive functioning has long been viewed as
relatively static. However, starting with recent reports of successful cognitive interven-
tions, this view is changing and now EFs are seen as much more open to both short- and
long-term “training,” “warm-up,” and “exhaustion” effects. Some of the most intriguing
evidence suggests that engaging in social interaction enhances performance on standard
EF tests. Interestingly, the latest research indicates these EF benefits are selectively con-
ferred by certain on-line, dynamic social interactions, which require participants to mentally
engage with another person and actively construct a model of their mind. We review this
literature and highlight its connection with evolutionary and cultural theories emphasizing
links between intelligence and sociality.

Keywords: socializing, executive function, on-line social cognition, mental fitness

Consider a simple act of tossing a ball toward a basketball hoop. To
be successful, this act requires the ability to integrate and represent
many bits of information, including the body’s position, informa-
tion about how the ball feels in ones hands, knowledge about the
ball’s kinematics, and visual cues indicating distance to the hoop,
for example. Now consider trying to succeed at this task when
other players are involved, running around on the court. Some of
the same mental calculations have to be executed regarding ball
tossing, but now the task is much more complex, as the other
players in dynamic social context have to be taken into consider-
ation. This necessitates that the perceiver track who is friend or
foe, where the other players are, what goals their behavior suggests,
and how to coordinate with them. The complex nature of calculat-
ing ball trajectories and physical causality is now amplified by the
complexity of determining human intentions to help teammates
and to try to outsmart competitors (Camerer, 2003). Further, to
be effective, all of this has to be done in real time where speed and
responsiveness matter, but in conjunction with the ability to keep
plays and plans in mind and the ability to update the progress of
the game.

In on-line social interaction – as it unfolds in real life and not
just the basketball court – the involved parties run the risk of
catching each other’s gaze, smelling each other’s breath, and even
patting each other on the back after a good shot or as a sign of sup-
port. Being plugged into Facebook probably does not qualify as a
mentally rich, on-line social interaction (even though it does occur
“on-line”), nor does trying to conjure up an image of a person or a
person’s mind while in a brain scanner. Clearly, important progress
has been made regarding the neural correlates of off-line social
cognition, and there are some attempts to introduce elements
of real social interaction in neuroimaging paradigms (Tomlin

et al., 2006). However, a genuine, on-line social interaction is a
dynamic and somewhat unstructured event, and many times the
involved parties are moving targets with goals of their own, which
implicates different cognitive processes for social understanding
to occur.

Of course not all social interactions are the same, as they can dif-
fer in myriad ways. They can involve routinized daily encounters
with acquaintances and simple greetings on the street. But they
also can involve a diverse range of more intense social interac-
tions, spanning the gamut from forming impressions on dates and
performance in job interviews, to discussions of policies with col-
leagues, consultations of clothing choices with a sensitive spouse,
bargaining with a sneaky salesperson, to performing a complex
dance, playing a bridge game, or having a diplomatic negotia-
tion. Often, to be effective in the latter, complex and often more
consequential type of social interaction a perceiver is required
to develop an on-line representation of a dynamic and changing
mental-model of another person’s beliefs, expectations, emotions,
and desires. The perceiver also must be able to problem-solve,
inhibit inappropriate behaviors, take-turns, and pursue goals in a
distraction-rich environment.

Clearly, some mental processes in social interaction are auto-
matic and largely environment-driven, and they may not even rise
to the level of “implicit mentalizing” (Leudar and Costall, 2008).
Other mental processes might be inferential but still be sponta-
neous and efficient (e.g., Winter and Uleman, 1984; Trope, 1986).
Thus, people can achieve some level of mentalizing and social
understanding through processes that do not draw on executive
functions (EFs; e.g., Flavell et al., 1981; Onishi and Baillargeon,
2005; Moll and Tomasello, 2006; Qureshi et al., 2010; Samson
et al., 2010). However, it is also clear that many times during real
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social interaction some social cognition relies on EF. For example,
the link between social reasoning and EF has long been empha-
sized in the theory-of-mind literature (Hughes and Ensor, 2007;
Apperly et al., 2009). With ineffective executive functioning people
should be less able to track and update the meaning being created
in a conversation, be less able to consider another person’s per-
spective, or be less able to negotiate, which bodes poorly for social
coordination and acceptance by others. Accordingly, investigating
the effects that social factors have on EFs appears scientifically
fruitful and important to understanding the nature of on-line
social cognition. In this short review, we discuss how EFs are
shaped by social interaction and highlight discoveries suggesting
that on-line and off-line social cognition differ in the nature of
EF involvement.

EXECUTIVE FUNCTIONS IN PSYCHOLOGY AND THEIR
MALLEABILITY
Different ways exist to conceptualize executive functioning. For
research that has applied latent statistical models, the focus is on
classification and documenting both the diversity and unity of
EFs. Although related, EFs can be classified into three categories,
including (i) working memory and updating, (ii) executive atten-
tion or cognitive control, and (iii) inhibition (e.g., Miyake et al.,
2000; Friedman et al., 2006; Miyake and Friedman, 2012). But
the three aspects also form an integrated mechanism for process-
ing information. This broader mechanism underlies the ability to
manipulate and maintain tasks, plans, and goals (i.e., their mental
representations) in an active state while monitoring performance
and inhibiting distracting stimuli, whether from the environment
or internally (Kane and Engle, 2002).

Executive functioning is a central topic in many areas of
psychology (Posner and Rothbart, 2007). Various theoretical
frameworks emphasize that while some cognitive processes can
run efficiently on limited cognitive resources, many others engage
executive functioning. Within social psychology, EFs are impor-
tant for a wide array of sub-fields that inform the nature of social
behavior, including persuasion, attitudes and prejudice, social per-
ception, self-control, and emotion regulation, for example (e.g.,
Smith and DeCoster, 2000; von Hippel, 2007). In all these areas of
social functioning, automatic processes are thought to help create
a “first-pass,” working model of the event (e.g., perceiver readily
infers a speaker seems competent due to style of dress). Assuming
the perceiver is motivated and has the requisite cognitive resources
(EFs), they then can integrate more information about the event
to enrich the working model and arrive at a deeper social under-
standing (for reviews, see Chaiken and Trope, 1999; Smith and
DeCoster, 2000).

One central question about EFs in day-to-day life is their mal-
leability. Except for changes across the lifespan (e.g., von Hippel,
2007), people’s executive functioning has long been viewed as rel-
atively static – perhaps because of robust individual differences
in EFs. However, starting with recent reports of successful cog-
nitive interventions, this view has begun to change and now EFs
are seen as much more open to both short- and long-term “train-
ing,” “warm-up,” and “exhaustion” effects. Research has shown,
for example, that working memory training not only leads to
improvements on distinct measures of executive functioning but

also to transfer effects resulting in improvement on measures
of fluid intelligence (e.g., Jaeggi et al., 2008, 2011). In young
children, cognitive training has been shown to improve subse-
quent attention control (e.g., Thorell et al., 2008). Other findings
indicate EFs benefit from meditation training (e.g., Tang and
Posner, 2009).

However, some of the most intriguing evidence comes from
research showing that social engagement enhances performance
on standard EF tests. This is important since the majority of peo-
ple’s life takes place in the social world – interacting on-line with
other humans.

SOCIAL INTERACTION AND EXECUTIVE FUNCTIONING
ON-LINE SOCIAL INTERACTION AND EXECUTIVE
FUNCTIONING BOOSTS
It has long been argued that communicating with others, tak-
ing others’ perspectives, and following social rules sets the stage
for the development and maintenance of EFs, thus helping struc-
ture general mental functioning (e.g., Vygotsky, 1978; Buttelmann
et al., 2009). As previously mentioned, the developmental liter-
ature has long linked EFs to performance on some aspects of
ToM (Hughes and Ensor, 2007). Selection pressures related to
the complex, dynamic and mixed-motive nature of social life
have also been posited to partly underlie the evolution of pri-
mate intelligence (e.g., Jolly, 1966; Humphrey, 1976; Dunbar
and Shultz, 2007). There also are intriguing suggestions regard-
ing the overlap of the neural underpinnings of EF and social
reasoning processes (von Hippel, 2007; Adolphs, 2009). And
there are now several reports of positive correlations of some
brain structures with social network size. For example, amyg-
dala size correlates with the size and complexity of real social
networks (Bickart et al., 2011), whereas gray matter correlates
with the number of Facebook friends (Kanai et al., 2011). More
impressively, it appears that, at least in macaques, social net-
work size causally influences brain structure and function (Sallet
et al., 2011).

With humans, much cross-sectional and longitudinal research
has found positive relationships between social participa-
tion/engagement and executive functioning and related mental
health outcomes (e.g., Fratiglioni et al., 2004). Some findings with
distinct populations also indirectly support the notion that EFs
benefit from social processes. Thus, for example, a Vygotskian
based curriculum (Tools of the mind) – which requires much
social interaction and taking others’ perspective – boosted not
only preschoolers’ social skills but also their executive function-
ing (e.g., Diamond et al., 2007). Although most of the available
work examining the effects of social engagement relies on cor-
relational designs, a few studies are beginning to show positive
causal effects of social processes on executive functioning, and
the most direct evidence comes from social psychological research
investigating the effect of on-line social interaction on executive
functioning.

In one experiment, we had participants interact by having
a discussion of a social topic (Ybarra et al., 2008). Participants
were given 10 min total, with a few minutes to prepare for the
discussion. Following the interaction the participants evaluated
the activity and then completed tests of cognitive functioning, in
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particular a test of working memory which is a critical component
of executive functioning. We also tested participants assigned to
either an intellectual activities condition or a control condition
that involved watching a 10-min video. The findings indicated the
social interaction group outperformed the controls. Further, social
interaction benefited EF performance similarly to the intellectual
activities.

Another aspect of this“mental exercising through simple social-
izing” research that should be highlighted is that participants
assigned to the video condition were presented with social content
involving several human characters that were engaged in social
interaction (Ybarra et al., 2008). In a sense, the video content rep-
resents a rich stimulus compared to many of the stimuli used to
study social cognitive processes from a neuroscientific perspec-
tive. Still, the video condition did not result in any boosts to EFs;
it was the real, on-line social interaction that resulted in EF boosts,
which were equivalent to those resulting from engaging in dif-
ficult intellectual activities. Thus, benefits to EFs are selectively
seen in on-line social cognition, where participants dynamically
construct a model of another person, and less in off-line social
cognition where participants deal with static or impoverished and
less engaging representations of others.

Regarding the above research, the argument could be made
that the discussion that comprised the social interaction was atyp-
ical in some way, in that participants had to take positions, make
arguments, and discuss their point of view. But as recent theoriz-
ing on the evolution of reasoning suggests, this aspect of social
interaction – evaluating arguments and proffering others – may
have been an important pressure on the evolution of our distinc-
tive human cognition (Mercier and Sperber, 2011). Further, as
we will discuss later, recent research indicates EF boosts also can
result from basic get-to-know-you interactions if structured in a
particular, mind-engaging way (Ybarra et al., 2011). So the pos-
itive effects on EFs can occur from other types of on-line social
interactions.

ON-LINE SOCIAL INTERACTION AND EXECUTIVE FUNCTIONING
REDUCTIONS
Our own research suggests that social interaction can boost
EFs. However, evidence also exists for the detrimental effects of
some social interactions on EFs. Most of these findings come
from research on intergroup social interactions (e.g., Richeson
and Trawalter, 2005). In one study, for example, participants
who underwent an interracial interview compared to a same
race interview subsequently exhibited more interference on a
Stroop task, a measure of EF. Further, this effect was greater
the stronger participants’ associations between concepts denot-
ing African-Americans and negative personality characteristics,
as measured with the IAT test. These negative effects on EFs
were undone by lessening participants’ concerns about appearing
prejudiced.

Another form of intergroup context involves interactions
between men and women. Studies found that after interacting
with an attractive female, men showed worse performance on a
subsequent EF task, and the decline was related to the degree men
tried to manage their impression in the interaction (Karremans
et al., 2009).

Research also has shown that challenging or “high mainte-
nance” interactions can result in reduction of cognitive func-
tioning (Finkel et al., 2006). These investigators had participants
coordinate on a task with a confederate, who in some cases made
scripted errors (high maintenance) and in some cases did not
(low maintenance). Participants in the high maintenance condi-
tion performed worse on various subsequent tests, although in
this research the tests were indirectly tied to EFs.

SOLVING THE SOCIAL INTERACTION-EXECUTIVE
FUNCTION PUZZLE
The findings that social interactions influence executive function-
ing are fascinating. They might also be surprising given that many
times social processes are considered“soft”and distinct from intel-
lectual and reasoning processes. However, the findings are also
puzzling. Why do some interactions lead to EF impairments but
other interactions to benefits?

One solution emerges when we consider the social cognitive
mechanisms underlying social interaction. Note that most, if not
all, studies showing EF reductions invoked self-presentation con-
cerns (e.g., about appearing non-prejudiced, unintelligent, etc.).
This concern has several consequences that persist beyond the ini-
tial interaction. First, it constitutes a working memory load (“what
was the interaction about?” “how did I do?,” etc.). Second, it trig-
gers effortful attempts to self-regulate, which, if extensive, could
deplete cognitive resources (Muraven and Baumeister, 2000). At
a broader level this reasoning also applies to some of the find-
ings dealing with performance decrements under conditions of
stereotype threat, for example.

In our opinion, however, one key difference between studies
showing reductions and boosts in EFs has to do with the nature
of the interaction. In particular, it is critical whether partici-
pants mentally engage with others and attempt to build a rich
model of their minds, that they toggle between self and other
perspectives, and that they communicate and create meaning
during the social interaction versus disengage from the interac-
tion. We argue that this is often, though not always (see below),
determined by whether the interaction is cooperative or com-
petitive. Clearly, both interaction types can invoke mentalizing.
However, the default in a cooperative setting is often to engage
with the other person, build a model of their mind, figure out
whether or not they are trustworthy, and convey to them that
they can trust us. In fact, under these trust-building conditions
neuroimaging work has reported some of the most robust effects
of mentalizing on activity in the medial prefrontal cortex (for
reviews, see Frith and Singer, 2008). Further, children’s ability to
mentalize (i.e., perform ToM tasks) has been shown to be pos-
itively correlated to the likelihood of cooperating, for example,
in prisoner’s dilemma games and also to making fair offers in
the ultimatum game (Sally and Hill, 2006; also see Buttelmann
et al., 2009).

In contrast, the default under competitive goals, as realized in
the above research on intergroup interactions, is often to become
self-protective and withdraw from engaging the other person. This
may occur because the interaction is ambiguous and not well struc-
tured, which inclines people to back away from the situation as a
general way of deterring interpersonal costs (Ybarra et al., 2010).
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This may also occur because people have a tendency to “dehuman-
ize” outgroups and thus attribute less mind to their competitors
(Harris and Fiske, 2006). Finally, it is possible that competition
(but also other high-stake situations) may sometimes usurp the
cognitive resources necessary for careful and effortful mentaliz-
ing. So, people focus on themselves and their own interests rather
than the other person, and they do not engage in attempts to
take perspective and create a rich model of the other and the
event.

A key aspect then of whether or not social interaction creates
subsequent EF boosts rests on people engaging each other. We
propose that doing so invokes processes that exercise underlying
EFs, such as working memory and executive attention. Thus, when
people engage with others in social interaction, versus withdraw
into themselves, they can exercise or “warm-up” these core cogni-
tive processes, whose influence is then transferred (far) to executive
functioning tasks (Ybarra et al., 2008).

If such social cognitive processes underlie the cognitive boosts,
disrupting them should eliminate the cognitive benefits. Consis-
tent with this idea, our recent experiments found that interaction
goals (competition) that disengage participants from perspective
taking and mentalizing eliminate the cognitive benefits that can
result from social interaction (Ybarra et al., 2011, Study 1). Impor-
tantly, follow-up work has shown that getting people to engage
others during interaction, even when the interaction is compet-
itive, helps counter the loss in cognitive benefits (Ybarra et al.,
2011, Study 3). This is consistent with other research in social
cognition suggesting that skepticism, suspiciousness, and other
“competitive” approaches can sometimes improve mental perfor-
mance (Schul et al., 2004, 2008). These findings provide evidence
that engaging the other during interaction along with concomi-
tant social cognitive processing (perspective taking, mind-reading)
may partly underlie the boosts to executive functioning following
social interaction.

The above findings also help inform, at least in some small
measure, the assumption that competition in social contexts
played an important role in the evolution of primate cogni-
tion and the more intense varieties of social cognition and
mentalizing (e.g., Byrne and Whiten, 1988; Whiten and Byrne,
1997). Dealing with competitors can of course implicate the
understanding of others’ behavioral tendencies and psychologi-
cal states (e.g., Tomasello et al., 2003; Decety et al., 2004), but
as we have shown in our experiments, people who expect to
compete during social interaction, if not given an explicit goal
to read the other person and form a model of what they are
like, will disengage and behave evasively (Ybarra et al., 2010)
and not receive cognitive benefits from the interaction (Ybarra
et al., 2011). These findings suggest that people when compet-
ing have diverse options they can undertake, such as to try
to hide or foil prediction. Only when no, low-risk option is
available will they engage or confront the opponent. This, how-
ever, does not mean some level of social understanding is not
sought or created under competitive circumstances, but it may
be that the working model of the other is of a generic, stereo-
typic nature that relies less on EFs, similar to the social perception
differences found when people judge members of outgroups ver-
sus ingroups (Neuberg and Fiske, 1987; Brewer, 1988). When

interdependence is called for – meaning you have to interact
on-line with a person and that your behavior is to some degree
yoked to theirs – the situation should instigate more intense
social cognition and mentalizing to build a richer model of the
other party.

The discussion of competition helps highlight the role we assign
to mentalizing and understanding others’ psychological states dur-
ing social interaction. We propose that mental engagement with
others leads to cognitive benefits from social interaction especially
when the involved parties are taking perspective and dynamically
building a model of what the other person is like. As we noted
in the introduction, some social inferential processes can occur
quite efficiently with little reliance on EFs (e.g., Winter and Ule-
man, 1984; Trope, 1986). A similar theme comes up in research
on theory of mind, with certain processes (e.g., the calculation
of what another sees) thought to be carried out efficiently and
automatically (e.g., Moll and Tomasello, 2006; Onishi and Bail-
largeon, 2005; Qureshi et al., 2010). Related ideas on the role of
efficient social understanding also have been discussed from the
point of view of embodied and situated social cognition (Leu-
dar et al., 2004; Barrett and Henzi, 2005; Iacoboni et al., 2005).
However, some ToM and mentalizing processes such as the selec-
tion of information for further processing, though, are thought to
require limited cognitive resources or EF (e.g., Leslie et al., 2005;
Bull et al., 2008; Qureshi et al., 2010), and engagement with others
in social interaction is considered the real domain in which minds
are known (Reddy and Morris, 2004).

Thus, there are important elements of building a model of
what another person is like, what they are thinking, and what
they might do next that rely on EFs. Our proposal is that during
real social interaction both low-level and high-level mentalizing
and behavior prediction processes interact and inform each other.
The automatic processes serve as input that feed into richer rep-
resentations that are shaped and updated by processes requiring
limited cognitive resources in real time. As noted with compe-
tition, it is not that people who are dealing with antagonistic
parties fail to attempt to understand their foes – some basic and
generic calculations take place. But it is during social interac-
tion when the parties are actively engaged with each other that
richer representations of the other and of the interaction are cre-
ated and dynamically updated, which entails the participation
of EFs. It is such interactions that we believe result in cognitive
benefits.

In addition to the issues discussed above, further work is needed
to address the following questions:

• What specific types of social interactions benefit EF and what
are the underlying processes that underlie theses boosts?

• Given both the unity and diversity of EFs, does social interac-
tion affect some EF elements more than others, or does this
also depend on the type of interaction?

• How long do cognitive boosts last and what is there time
course, and does this depend on the task to which the cognitive
processes are applied?

• Are the neural correlates underlying on-line social interaction,
in particular those underlying EFs, similar or different from
the correlates unearthed for off-line social interaction?

Frontiers in Human Neuroscience www.frontiersin.org April 2012 | Volume 6 | Article 75 | 191

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-06-00075” — 2012/4/5 — 15:52 — page 5 — #5

Ybarra and Winkielman Social life and executive function

• How do short-term training effects of social interaction
translate into long-term cognitive reserve, which may be cap-
tured in the cross-sectional and longitudinal studies on social
engagement and cognitive functioning?

• And, what are the longer-term consequences of repeated inter-
actions that result in EF reductions? If people do not avoid
others different from the self, can they learn to cope with such
challenging interactions? If so, could this subsequently mitigate
EF reductions and possibly even create boosts?

PRACTICAL IMPLICATIONS
In addition to theoretical implications regarding the difference
between real, on-line social cognition versus off-line social cogni-
tion, the processes discussed here have several practical implica-
tions. The major one is that certain social interactions can be an
effective way of “keeping mentally fit.” People are becoming ever
more interested in improving their mental fitness. SharpBrains, a
company that tracks the mental fitness industry, estimated that
worldwide revenue associated with cognitive training programs
(e.g., computer software) surged to $850 million in 2008, up from
$250 million in 2005. This is a positive development as people
actively try to improve their cognitive functioning.

Unfortunately, many of these training programs are not only
expensive, but few have been scientifically evaluated (Jaeggi et al.,
2011). More germane to this proposal, what is important to
emphasize is that what also matters is engagement and taking an
active and not a passive role to the technology or the social inter-
action. As reviewed earlier, some forms of social interaction result
in no boosts, whereas those in which the parties were engaged
and actively tried to form a working model of the other yielded
cognitive benefits. However, we would add that given that social
connections are at the core of primate life (Jolly, 1966), are cen-
tral to the human survival strategy (Barash, 1986; Dunbar, 1992,
1998; Baumeister, 2005), and yield various benefits to health and
well-being (e.g., House et al., 1988; Ybarra et al., 2008), engaged
socializing with others in cooperative interaction may not only

strengthen people’s brains and minds but possibly their social rela-
tions as well, allowing them to reap the various benefits that flow
from such bonds.

CONCLUSION
In short, our review highlights the essential role of studying on-line
social interactions for understanding the operation of fundamen-
tal cognitive processes. The reviewed findings also have practical
implications for keeping mentally fit. Although we focused on how
executive functioning can change due to task context, especially the
on-line social context, it is also important to appreciate the role of
people’s beliefs and strategies in social navigation.

Most of us probably know people who seem quite intelligent
but still do many dumb things in “real life.” A good analogy for
this is a high-performance computer running bad software. The
CPU is a work of exquisite engineering, but if you try to use
such a computer, task performance will be suboptimal and frus-
trating. The point here is simple: “raw” executive functioning
matters for many social tasks, but so does the content of peo-
ple’s beliefs and strategies – their rationality and match to the
environment (both in terms of controlled and automatic mental
processes). Social life affects executive functioning. But social life,
especially who people interact and associate with, also plays a cen-
tral role in the beliefs and values that end up populating people’s
minds.
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Traditional theory of mind (ToM) accounts for social cognition have been at the basis of
most studies in the social cognitive neurosciences. However, in recent years, the need
to go beyond traditional ToM accounts for understanding real life social interactions has
become all the more pressing. At the same time it remains unclear whether alternative
accounts, such as interactionism, can yield a sufficient description and explanation of
social interactions. We argue that instead of considering ToM and interactionism as
mutually exclusive opponents, they should be integrated into a more comprehensive
account of social cognition. We draw on dual process models of social cognition that
contrast two different types of social cognitive processing. The first type (labeled Type 1)
refers to processes that are fast, efficient, stimulus-driven, and relatively inflexible. The
second type (labeled Type 2) refers to processes that are relatively slow, cognitively
laborious, flexible, and may involve conscious control. We argue that while interactionism
captures aspects of social cognition mostly related to Type 1 processes, ToM is more
focused on those based on Type 2 processes. We suggest that real life social interactions
are rarely based on either Type 1 or Type 2 processes alone. On the contrary, we propose
that in most cases both types of processes are simultaneously involved and that social
behavior may be sustained by the interplay between these two types of processes. Finally,
we discuss how the new integrative framework can guide experimental research on social
interaction.

Keywords: social cognition, social interaction, theory of mind, interactionism, dual process theories, Type 1

processes, Type 2 processes

INTRODUCTION
In the past three decades, intensive discussions on social cogni-
tion have taken place in philosophy and in empirical sciences.
Until recently, the so called theory of mind (ToM) approach
(understood as encompassing theory theory (TT), simulation
theory (ST), and their hybrids) has been the dominant theoret-
ical framework. However, the situation has started to change,
partly due to extensive critique of ToM by authors who draw
on phenomenological, enactive, and embodied approaches to
cognition (see e.g., Hutto and Ratcliffe, 2007; Zlatev et al.,
2008; Leudar and Costall, 2009b; De Jaegher et al., 2010). These
critics have pointed out that in order to understand real life
social interactions we need to go beyond traditional accounts
of social cognition. Nevertheless, because the interactionists do
not offer a clear and unified alternative paradigm, it remains
unclear whether the alleged interactionist alternative (understood
broadly as a set of approaches to social cognition that insist on
replacing the traditional ToM paradigm by a new theoretical
framework focusing on embodied and supra-individual aspects
of real life social interactions) can yield a sufficient description
and explanation of social interactions and of social cognition in
general.

The aim of this paper is to argue that ToM and interaction-
ism ought not to be considered as mutually exclusive opponents.
Instead, they should be integrated into a single comprehen-
sive theoretical framework for understanding social cognition. In
order to develop new research questions and hypotheses from
the integrative ToM-interactionist framework, we draw upon dual
process theories of social cognition that contrast two different
types of social cognitive processing. The first type (labeled Type 1)
refers to processes that are fast, efficient, stimulus-driven, and
relatively inflexible. The second type (labeled Type 2) refers to
processes that are slow, cognitively laborious, flexible, and may
involve consciousness. We argue that while interactionism cap-
tures types of phenomena of social behavior mostly related to
Type 1 processes, ToM is more focused on those based on Type 2
processes. We suggest that real life social interactions are rarely
based on either Type 1 or Type 2 processes alone; on the contrary,
we propose that in most cases both processes are simultaneously
involved and that social behavior moreover may be sustained by
the interaction between these two types of processes. From this
line of reasoning a new challenge for the research of social cogni-
tion emerges: the need to study the interplay between Type 1 and
Type 2 processes in social interactions.
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The paper is divided into several parts. In section “Theory of
Mind and Interactionism” we introduce the theoretical frame-
work of the traditional ToM accounts and outline the interaction-
ist alternative to ToM. Next, in section “ToM or Interactionism?
Both!”, we argue that ToM and interactionism address different
aspects of social cognition and should therefore not be considered
as mutually exclusive paradigms, but rather as complementary.
This is followed by a brief overview of the dual process accounts
in section “The Dual Models of Cognition: Type 1 and Type 2
Processes”. Here we introduce the dual process theories of social
cognition that have been proposed in social psychology and social
neuroscience, and we draw parallels between the Type 1 and
Type 2 processes on the one hand, and the interactionist and
ToM accounts on the other. In “Joining Theory of Mind and
Interactionism to Study Dual Processes” we propose that mar-
rying ToM and interactionism for studying different types of
social cognitive processes leads to building a new comprehen-
sive theoretical framework that raises new interesting research
questions and hypotheses. In “An Integrative Framework” we
outline a new hypothesis, based on the integrative account, that
Type 1 and Type 2 processes can have mutual effects upon each
other during social interactions. Finally, in section “Theoretical
Concerns Become Methodological Concerns”, we address some of
the methodological issues that follow from this new approach and
discuss how the integrative framework can guide experimental
research on social interaction.

THEORY OF MIND AND INTERACTIONISM
THEORY OF MIND
The framework of ToM encompasses two theories: TT and ST.
There are several versions of both of them, as well as hybrid ver-
sions that combine the two. The central claim of ToM is that we
understand other people’s behavior by attributing mental states
to them.

According to TT, our ability to attribute mental states to others
as well as to ourselves relies on the use of a specific theory—
folk psychology. Folk psychology postulates mental states (beliefs,
intentions, desires, pains, fears, etc.) as theoretical entities that
are bound together in commonsensical principles and generaliza-
tions, enabling us to explain and predict observable behavior in
mental terms, i.e. to “mindread” or “mentalize”1. The mastering
of folk psychological theory on some level of cognition is taken
to be the fundamental mechanism of social cognition. There are
explicit and implicit versions of TT depending on whether the
use of theory is claimed to be explicit or whether the understand-
ing of others is considered implicitly structured in the form of
a theory. Some theory theorists have defended the idea of “the
child as scientist” where our mental concepts are successively
learned and replaced in development in analogous manner to
scientific change (Astington and Gopnik, 1988; Wellmann, 1990;
Gopnik and Meltzoff, 1997; for criticism of this view see Bishop
and Downess, 2002). Others have favored the idea of modular-
ity (Fodor, 1983), arguing that humans have an innate cognitive
module for mindreading (possibly constituted by several sub-
modules) which is separate from the general intellectual capacities

1We use the concepts mindreading and mentalizing interchangeably.

and “ripens” during childhood (Baron-Cohen et al., 1985; Leslie,
1994; Baron-Cohen, 1995).

According to ST, there is no need for mastering the folk-
psychological theory, since we use our own minds as models
for understanding other minds. We apprehend the mental states
of others by simulating them with the help of our own cogni-
tive mechanisms. There are various versions of ST. Simulation
can either be taken to be a conscious use of imagination and
inference, i.e., mentally putting oneself in the “shoes” of the
other (Goldman, 1989), an explicit but non-inferential process
(Gordon, 1995), an implicit and sub-personal process (Gallese
and Goldman, 1998), or a combination of implicit and explicit
simulation (Goldman, 2006). While the majority of simulation
accounts aim to make empirical claims, Jane Heal has defended a
simulation account of an a priori nature, claiming that thinking
about other minds necessarily involves recreation of the other’s
point of view (Heal, 1998).

As stated above, various authors have also argued in favor of
hybrid versions that combine theorizing and simulation in order
to overcome the problems that each of these theories face by
themselves (e.g., Nichols and Stich, 2003; Goldman, 2006).

COMMON ASSUMPTIONS OF ToM UNDER CRITICISM
Although TT and ST have been developing as rivals, they share
several fundamental assumptions and methodological strategies
(which is why we discuss them under the common label “theory
of mind”)2. In the course of the last decade, the common assump-
tions have been criticized by e.g., Gallagher (2001, 2007, 2008b),
Gallagher and Zahavi (2008), Hutto (2004), Reddy (2008), Reddy
and Morris (2004), Leudar and Costall (2009a), De Jaegher
(2009a,b), De Jaegher and Di Paolo (2007, 2008), De Jaegher et al.
(2010), and Zahavi (2007, 2008, 2011). Our aim here is not to
reconstruct every argument against ToM that each author has
provided; rather we briefly elucidate the common assumptions of
the ToM accounts that most of these criticisms have pointed out.

According to interactionists, one of the core implications, no
matter which version of TT, ST, or their hybrids we consider, is the
denial of the possibility that we can directly grasp other people’s
mental states (see e.g., Reddy, 2008; Gallagher and Zahavi, 2008).
In order to understand others, an explicit or implicit process
of theorizing or simulation is claimed to be necessary, because
mental states are typically conceptualized as “unobservable”3.
Interactionists reject this implication, insisting that we seldom
see bare movements of human bodies; rather, the actions of oth-
ers are already perceived as intelligent behavior (see Zahavi, 2007;
Gallagher, 2008b)4.

2The term theory of mind is used ambiguously in literature. In addition to the
way we use it here, it is sometimes used to denote TT exclusively. In some
contexts, the term theory of mind is used in a very broad sense to refer to an
individual’s ability to understand mental states, in others as well as in oneself.
3This implication does not hold for Gordon’s simulation theory, however. See
Gordon (1995, 2008).
4It does not mean that the only alternative to the unobservability thesis
is behaviorism. Interactionists simply deny that there is a sharp boundary
between observable behavior and mental states, which makes mental states
completely “hidden” from perception. It is, however, debatable, whether giv-
ing up the unobservability thesis would change anything substantial for ToM,
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Another criticized assumption is that of “third-person min-
dreading” being essential for social cognition (see e.g., Gallagher,
2008a). This assumption has two components: the “third-person”
component and the “mindreading” component. The “third-
person” assumption holds that theories designed to explain obser-
vational mindreading from a third-person point of view are
adequate for explaining social understanding in general, includ-
ing interpersonal understanding from a participatory “second-
person” point-of-view. The “mindreading” assumption holds that
mindreading (attribution of mental states to explain or predict
behavior) is pervasive in social cognition. According to inter-
actionism, ToM accounts erroneously assume a rather strong
cocktail of both components, suggesting that the “third-person
mindreading” is first and foremost what social cognition is about.

A final common feature to all ToM approaches is that they
focus on cognitive processes of individuals and pay little attention
to other enabling factors of social cognition, such as context, envi-
ronment, and embodiment. The aim of ToM is to explain what
cognitive processes are responsible for human social cognition.
This aim has been criticized as being excessively individualist and
overly cognitivist because it underestimates the supra-individual5

and embodied aspects of social cognition.
These common assumptions have had strong influence on

the empirical methodology that has been used for testing the
empirical hypotheses of ToM. For example, in the classical false-
belief tasks, test subjects are asked to interpret others’ behavior
by merely looking at a scene as passive observers; they do not
interact with the characters they observe. Interactionists have
pointed out that observational mindreading tasks reveal little
about the processes that are important for participatory social
interactions6.

We will discuss some of the assumptions of ToM to a greater
extent in the next section where we introduce the interactionist
position as based on a critique against ToM.

INTERACTIONISM IN CONTRAST TO ToM
While standard ToM approaches rarely emphasize social inter-
action, it is the heart of the approach that we ascribe to “inter-
actionists”: “[w]hat we call social cognition is first of all social
interaction” (Gallagher, 2008a). Recently, John Michael (2011)
has defined interactionism as referring to a family of positions
endorsing the claim that “social understanding and interaction

as the question of “what are the sub-personal mechanisms that enable us
to perceive the mental states of others?” would still remain. Some propo-
nents of ToM have even stated that their view is compatible with the idea of
observability of mental states (e.g., Carruthers, 1996).
5Supra-individual factors are factors which either lie outside of an individ-
ual or are not reducible to processes inside of an individual, such as e.g.,
physical and social environment, context, temporal dynamics of the situa-
tion, etc. If pressed on this point, proponents of ToM would not deny that
supra-individual factors play a role in social understanding, but according
to interactionism, ToM has downplayed the importance of supra-individual
factors.
6The methodological situation has started to change, presumably due to inter-
actionist criticism. For instance, new “second-person” versions of the standard
false-belief task have recently been developed where experimenters interact
with test subjects in pragmatic contexts (see e.g., the study of Knudsen and
Liszkowski, 2011).

do not require mindreading because various embodied and/or
extended capabilities sustain social understanding and interaction
in the absence of mindreading” (559–560). We will take this defi-
nition as our starting point. However, in order to get a better grip
on what interactionism amounts to, we will look more closely at
how it differs from and contrasts with ToM.

Against cognitivism and individualism
The position of interactionists can be characterized as anti-
individualist7 and anti-cognitivist: social interaction cannot be
fully explained by referring to processes evolving in the minds
(or brains) of individuals while they infer or simulate the unob-
servable mental states of other individuals. In order to understand
social interaction, it is necessary to look at the interaction process
on the supra-individual level as something evolving between sub-
jects (Reddy and Morris, 2004, p. 653) and as something that is
not reducible to each individual’s cognitive input to the process
(De Jaegher et al., 2010). According to interactionism, mindread-
ing can be considered superfluous for social interaction in many
real-life pragmatic contexts, because the interaction process can
be more adequately characterized as participants making sense of
the situation together, rather than participants reacting to each-
other via the “double-screen” of constantly figuring out what the
mental states of the other are.

A thick notion of perception
Interactionism embraces insights from enactivism, which is the
view that cognition first and foremost consists of actively relating
with the environment (see e.g., McGann and De Jaegher, 2009).
From an interactionist point of view, social perception is closely
related to dispositions for social interaction. This is in strong
contrast to standard cognitivist approaches that tend to reduce
human cognition to processes taking place inside the human
brain, while the brain is in turn modeled as a “biological com-
puter” manipulating with representations passively received from
the “outside world.” Hence the concept of perception employed
by interactionists is also different from the concept of percep-
tion that defenders of ToM use, and draws on e.g., the work of
Merleau-Ponty (1945) and Gibson (1979).

While advocates of the ToM approach do not specify their con-
cept of perception, they seem to have a rather narrow notion of
it, given that one of their core assumptions is arguably that the
minds of others are imperceptible. For interactionists, in contrast,
perception is one of their core concepts, being rich both in con-
tent and function: perception does most of the work needed to
understand and interact with others8.

7We distinguish between “radical” and “modest” anti-individualism. While
“radical anti-individualism” is the view that once social cognition is explained
on a supra-individual level, explanations on other levels become superfluous,
“modest anti-individualism” insists that explanations on personal and sub-
personal levels of explanation should be complemented by explanations on
supra-individual level. On our account, all versions of interactionism are at
least modestly anti-individualist, whereas some versions tend to be radical in
their anti-individualism.
8See McGann and De Jaegher (2009) for an enactivist conception of social
perception and Gallagher (2008b) for a direct perception thesis of social
cognition.
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Embodied minds and perceivable mental states
What about the interactionist understanding of mind and men-
tal states? It is not easy to give interactionist account of them, as
these notions do not seem to inherently belong to interaction-
ist vocabulary. However, interactionists often use these concepts
in order to enter into a dialog with the proponents of ToM, or,
more broadly, with analytic philosophers of mind and cognitive
psychologists. In contrast to ToM, interactionists claim that the
mental states of others are not things which are completely hid-
den away or of a solely theoretical nature. The upshot is that in
most everyday social encounters there is little need to figure out,
either explicitly or implicitly, either via folk psychological the-
ory or via simulation, what the hidden mental states of others
behind their behavior are (Zahavi, 2007). We do not normally
perceive others as mindless bodies moving around in physical
space, but rather as persons, mind-body wholes, acting in con-
crete social environments (Zahavi, 2007). One prominent version
of the interactionist thick notion of perception is the so-called
direct perception thesis of social cognition (cf. Gallagher, 2008b),
which states that we can directly perceive some of the mental
states of others (such as emotions or intentions). Interactionists
also criticize ToM for paying too little attention to context and to
embodiment of social agents (Gallagher, 2001; Stawarska, 2006).
For explaining social cognition, it is not enough to find out what
is going on in the brains, because what is going on in the brains
depends on what is going on in the bodies as well as in the physical
and social environments where the bodies are situated9.

The affective dimension of social cognition
According to ToM (especially TT) our epistemic attitude toward
others in its presumed third-person observational format is sim-
ilar to the attitude of scientists toward their research objects.
Interactionists, in contrast, emphasize the importance of affect
and engagement in interpersonal interactions, which is assumed
to give access for the participants to information that is otherwise
much less obvious (Reddy and Morris, 2004, p. 657). Reddy and
Morris even go so far as to state that “[e]ngagement creates the
minds that are there to be known” (Reddy and Morris, 2004, p.
660), which is another way of pointing out that an emotionally
rich relationship is qualitatively different and more fundamental
to our everyday social life than a detached third-person ability to
mindread. Although e.g. ST explains how we can automatically
attribute emotions to other people, it fails to take into account
the attributor’s own emotional reactions as a source of informa-
tion about the social situation. Our own affective responses often
differ from the emotions that we recognize in others; for exam-
ple, when I recognize anger in the other, I may become afraid.
ToM can explain how I recognize anger in the other, but it does
not account for how I become afraid as a result. According to
interactionism, our affective responses play an important role for

9Some proponents of ToM, especially simulationists (e.g. Goldman, 2006), do
consider the bodily aspects of others’ behavior as important, but they view the
observable bodily aspects of behavior as merely another type of input for min-
dreading. This approach is not satisfactory from the enactive and embodied
point of view, which takes cognition to be much more deeply bodily struc-
tured. e.g., it is claimed that our sensory-motor system directly responds to
others’ behavior without any mediation via mentalizing.

social interaction and they should be studied as a part of social
cognition.

ToM OR INTERACTIONISM? BOTH!
THE BLIND SIDE OF RADICAL INTERACTIONISM
In general, interactionists have been rebelling against the
monopoly of ToM over social cognition research. In doing so,
some of them, that we refer to as radical interactionists, have
insisted on a radical “interactive turn” in order to completely
replace the framework of ToM with the new interactionist frame-
work (see e.g., De Jaegher et al., 2010; De Jaegher, 2009a,b)10. It
would thus appear that radical interactionists are falling into the
same trap as ToM arguably faithfuls. They seemingly intend to
monopolize social cognition research by suggesting to ignore the
part of social cognition that is particularly human—the ability for
abstract reasoning about other people’s mental states.

At this point, it is crucial to distinguish between the differ-
ent aims of social cognition research envisioned by interactionists
and proponents of ToM. Asking the general question of how
to explain human social cognition is different from the more
specific issue of what individual cognitive (neural and psycho-
logical) mechanisms appertain to social cognition. According to
interactionists, the advocates of ToM make the mistake of equat-
ing these two questions. At the same time, radical interactionists
seem to make a similar mistake by claiming that explaining social
cognition is a matter of detecting and explaining the percep-
tual and supra-individual processes that constitute real life social
interactions.

Some of the radical interactionists are also radical anti-
individualists, downplaying the importance of individual mech-
anisms in social cognition. For example, De Jaegher et al. (2010)
argue that the interaction process itself can be seen as an enabling
and constitutive factor for social cognition and should thereby
be given an explanatory role in the theory. They go as far as
to state that “[. . . ] we can conceive of interaction dynamics as,
in some cases, delivering the necessary cognitive performance.
There is no need to duplicate their effects by an individual mech-
anism” (De Jaegher et al., 2010). It is not obvious what the
statement amounts to, but we interpret it as a claim that individ-
ual explanations become superfluous once the interaction process
is explained on the supra-individual level. We agree that social
interaction is not reducible to the individual neural or cognitive
processes; however, individual processes still remain a part of the
whole story. We propose that a more promising approach would
be a multi-layered account of a mechanistic nature (see Bechtel,
2008). It would enable us to give explanations on different levels
(sub-personal, personal/individual, supra-individual)11 instead of

10Less radical interactionists admit that in some cases (e.g., if the behavior of
the other puzzles us) we may rely on simulation or theorizing, so they do not
insist on ruling out the mindreading paradigm completely (see e.g., Gallagher,
2008b).
11In cognitive science it is a commonplace to distinguish between personal
and sub-personal levels of explanation. This distinction goes back to Dennett
(1969). The general idea is that the personal level deals with persons and
their behavior and includes intentional vocabulary (e.g., “feels pain/intends to
open the window/is angry” are personal level descriptions), whereas the sub-
personal level deals with cognitive and neural mechanisms that serve different
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arguing in favor of reductionism either of a sub-personal, individ-
ualist, or supra-individualist kind. It would also require the study
of the links between the different levels of explanation.

Another vulnerable aspect of interactionism is that it tends
to over-emphasize social interactions that are honest, smooth,
and cooperative. It might well be the case that in situations
where social interaction evolves smoothly in the direction that is
agreeable for all participants, there is little need for the partici-
pants to bother with attributing mental states to others based on
either simulation or inference. But it is questionable whether this
is the case in situations of competition, disagreement, conflict,
or obvious misunderstandings. It is surely possible that people
sometimes observe other people from a purely third-person point
of view and, moreover, attribute mental states to others to gain a
better understanding of what they are up to.

Also, it is hardly possible to expand the characteristic of per-
ceptibility to all mental states as it is obvious that some mental
states (e.g., thoughts that are not expressed) are less perceivable
than others (e.g., strong emotions), even by interactionist’s stan-
dards. At times we do indeed find ourselves trying to figure out
those more hidden aspects of others’ mental lives. In addition, it
is doubtful that interactionist approaches are able to account for
many linguistic forms of interaction (e.g., those requiring Gricean
assumptions about communicative intentions, see Grice, 1968,
1969), which is a reason to call for a ToM-like complement12.

To conclude the subject, a theory of social cognition should be
able to account for both, the more direct forms of social interac-
tion where no mindreading seems to be necessary, and the more
detached and sophisticated forms of social understanding that
require mindreading.

WHY IS A COMPLEMENTARY ACCOUNT NEEDED?
Recently, a small number of authors have provided different argu-
ments in favor of merging elements of ToM and interactionism
instead of preferring one account over the other (Gangopadhyay
and Schilbach, 2011; Michael, 2011). Our purpose is to expand
upon this general idea in order to tease out new hypotheses for
empirical research, drawing on dual process accounts of social
cognition.

We have tried to demonstrate that while ToM is an indi-
vidualist and a mentalizationist approach, interactionism is in
many respects its antipode in preferring explanations in terms
of embodiment, perception, and supra-individual processes. It

functions in a cognitive system and that can be described in a non-intentional
vocabulary (e.g., “mirror neurons fire”). It makes sense to say e.g., “I feel
angry” and “lateral orbitofrontal cortex is active” but it does not make sense
to say “my brain feels angry” or “I activated my lateral orbitofrontal cortex.”
Whereas explicit ToM operates on the personal level (it is the person who the-
orizes over or simulates the other person’s behavior), implicit ToM serves as a
middle ground between personal level and sub-personal neural level—it gives
functional explanations on the sub-personal level in an intentional vocabulary
(e.g., “mirror neurons are mechanisms for simulating the actions of another
individual”). The exact relation between different levels is a much debated
issue and it is not possible to give a detailed account on it here (but see e.g.,
Colombo, 2012 for a recent account on the matter). However, we assume that
explanations on different levels should be considered as mutually informative.
See also footnote 5.
12We are grateful to one of the reviewers for bringing this to our attention.

seems, however, that ToM and interactionism may describe dif-
ferent aspects of social cognition. The important issue is therefore
not asking whether ToM or interactionism is right, but rather ask-
ing what aspects of social cognition do these approaches capture
and how are these different aspects related.

Interestingly, it seems that both ToM and interactionism aim
to give alternative explanations to the same empirical findings
(e.g., developing alternative accounts of the function of mir-
ror neurons or interpreting developmental studies differently),
but often they also refer to different empirical studies (cf. e.g.,
Goldman, 2006 and Reddy, 2008). This suggests that perhaps
both approaches are right and wrong at the same time—right in
some of what they state and wrong in some of what they deny.
The important but difficult task is to figure out those elements
from each approach that have got some aspect of social cog-
nition right, and to see how they relate to elements that other
approaches have captured. The way we see it, interactionism is
looking at aspects of social cognition that seem to be more basic
for social cognition, both phylogenetically and ontogenetically,
and that we possibly share with other species. ToM concentrates
on higher and specifically human traits of social cognition. It is as
if these two sides focus on different layers of human social cog-
nition. And indeed, there are several dual models of the human
mind that have the potential to accommodate the insights of
both, ToM and interactionism. We will turn to these in the next
section.

THE DUAL MODELS OF COGNITION: TYPE 1 AND TYPE 2
PROCESSES
DUAL PROCESS MODELS IN SOCIAL PSYCHOLOGY AND IN SOCIAL
COGNITIVE NEUROSCIENCE
Many everyday tasks in our lives require high speed and effec-
tiveness of processing on the one hand, and great flexibility
together with executive control on the other. Social interaction is
no exception. Empirical evidence demonstrates that these char-
acteristics do not fit well together, so how can coping in these
tasks be explained? We favor a dual process approach to social
cognition13.

Several recent cognitive models for social cognition in psy-
chology and social cognitive neuroscience contrast two different
processing types labeled e.g., lower level vs. higher level (Apperly,
2011, see also Apperly and Butterfill, 2009), automatic vs. con-
trolled (Adolphs, 2009), implicit vs. explicit (Frith and Frith,
2008), pre-reflective vs. reflective (Keysers and Gazzola, 2007),
low level vs. high level (Goldman, 2006) or reflexive vs. reflective
(Lieberman et al., 2002; Lieberman, 2003).

The existence of numerous differently labeled but analogous
dual process accounts is partly the result of the fact that many
of them have been proposed in narrow fields of research inde-
pendently of each other (e.g., in cognitive psychology and in

13Dual process accounts have been proposed by a great number of authors
in a variety of cognitive domains, such as artificial intelligence, general rea-
soning, judgment, number cognition, memory, and social cognition. Here the
discussion is restricted to dual process models of social cognition. In social
psychology, the earliest models of dual processing date back to the 1980s; see
e.g., Chaiken, 1980; Petty and Cacioppo, 1986; Chaiken and Trope, 1999.
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social psychology, see Evans, 2010) and partly a result of every
author’s individualistic aim to offer an account that can be dif-
ferentiated from other similar accounts. For the purposes of
building a general integrative theoretical framework, we refrain
from preferring one particular dual process theory over oth-
ers and concentrate on the core of what these theories have
in common. As Evans (2012) has pointed out: “there is [cur-
rently] both a broad consensus about the basic distinctions
as well as lively debate about the specific nature of the two
kinds of processing.” We use the terms “Type 1 processes” and
“Type 2 processes” as general labels for the two types of sub-
personal processes outlined by different dual process models.
Other labels, such as “System 1/System 2” (Stanovich, 1999)
or “intuitive mind/reflective mind” (Evans, 2010), have also
been used for speaking about dual processes in general, but
“Type 1/Type 2” seems to be the most neutral choice of terms
and is therefore preferable, as Evans (2012) and Stanovich and
Toplak (2012) have also pointed out. It is unlikely that the
two types of processes map on only two cognitive systems (see
Evans, 2008, and Keren and Schul, 2009), which is why we
speak about two types of processes instead of two cognitive
systems.

Type 1 processes are typically described as fast, efficient,
stimulus-driven, and relatively inflexible. They place hard con-
straints on what information is considered or how it is processed
to gain high efficiency and speed at the expense of low flexibil-
ity. These processes are thought to be closely linked with affect
and their outcome is usually experienced as perceptions or feel-
ings. Several authors have also pointed out that Type 1 processes
might be evolutionarily older and shared with other species.
Type 2 refers to a type of information processing that is relatively
slow and cognitively laborious, making the opposite trade-off by
being relatively flexible. The Type 2 processes typically involve
some combination of effort, intention, and awareness. The pro-
cesses tend to interfere with one another, and their outcome is
sometimes experienced as self-generated thoughts. The Type 2
processes are thought to be responsible for explicit reasoning and
to have no direct link with emotion. As such, they are consid-
ered to be evolutionarily more recent and uniquely developed in
humans. (See e.g., Chaiken and Trope, 1999; Evans and Frankish,
2009; Evans, 2010; Apperly, 2011).

The typically correlated characteristics listed above should
not, however, be considered as necessarily co-occurring features
(Stanovich and Toplak, 2012). The dual process theoreticians
have recognized the need to go beyond simply listing vari-
ous dichotomous characteristics and emphasize the importance
of finding operationalizable defining features for distinguishing
between the two types of processing. There is more than one
promising proposal on the matter. Evans (2008) has suggested
that “Type 2 processes are those that require access to a sin-
gle, capacity-limited central working memory resource, while
Type 1 processes do not require such access.” Stanovich and
Toplak (2012) have recently come up with a slightly different
proposal, claiming that “autonomous processing is the defining
feature of Type 1 processing” and “the key feature of Type 2
processing is the ability to sustain the decoupling of secondary
representations.”

It is beyond the scope of this paper to give a fair
review on the wealth of the dual process accounts and their
critiques14, but several detailed overviews are available (e.g.,
Lieberman, 2007; Evans, 2010). In the following, we will focus on
some of the most important features of the two types of process-
ing that have been frequently emphasized in connection to social
cognition.

MIRRORS AND MENTALIZING
Dual process accounts of social cognition have emerged indepen-
dently in the social neurosciences. Recent neuroscientific research
suggests that the understanding of others’ intentions is supported
by two neural systems that perform complementary roles; the mir-
ror neuron system (MNS) and the mentalizing or theory of mind
system (ToMS). The MNS is thought to support the direct under-
standing of the intentions of the actions of others (Rizzolatti and
Sinigaglia, 2010). In the human brain, the MNS is often associ-
ated with the intraparietal sulcus (IPS) and premotor areas in
the inferior frontal gyrus (IFG). Based on the initial findings
that the MNS is activated when performing actions and when
observing same kind of actions performed by another individ-
ual, it was viewed as support for implicit forms of ST (Gallese and
Goldman, 1998; Goldman, 2006). However, as discussed below
(section “Interactionism vs. Implicit ToM), there are good rea-
sons to question this interpretation. Alternatively, interactionism
suggests that these processes are perceptual in nature. We will not
try to resolve these issues in the present paper, but we do want
to point out that regardless of whether these processes represent
implicit simulation or perceptual processes, most will agree that
the processes associated with the MNS are highly automatic, fast,
and pre-conscious, thus fitting the broad description of Type 1
processes.

14We want to highlight one issue that is often raised by critics of dual process
models: the fact that when we learn certain skills (e.g., learn to drive), we seem
to move from deliberative Type 2 processes toward more automatic Type 1
processes. This can be seen as a problem for dual process accounts, because it
suggests either a gradient between Type 1 and Type 2 processes or a magical
translation from Type 1 to Type 2 processes. The issue is beyond the scope of
the current paper, but because of its importance, we address it briefly by draw-
ing on the richer field of the neuroscience of learning. Numerous studies have
shown that there are different learning mechanisms operating in parallel, and
these mechanisms are associated with different brain systems (for an overview,
see Balleine et al., 2008). Although these studies concern mainly very sim-
ple reward based learning paradigms, they might tell us something interesting
about the learning of social skills. These studies make a distinction between
goal oriented and habit learning systems. Whereas initially both systems are
involved in behavior, after a certain amount of practice, the individual may
rely on the habit system alone. Even though some skills can be learned by the
habit system alone, other more complex behaviors need the initial presence
of the goal-oriented system. Furthermore, relying on the habit system is pos-
sible only as long as the environment is very stable, e.g., if a person moves
to another country, she might need to learn new social skills and inhibit the
old ones. Although it may seem that during the learning process the behav-
ior becomes gradually more automatic, this does not necessary imply that
there is a gradient from Type 1 to Type 2 processes; it can just as well be
the result of the relative contribution of Type1 and Type 2 processes. To what
extent this line of reasoning applies to social skill learning remains an open
question, which opens up some very interesting avenues for research in social
neuroscience.
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Although the MNS is thought to underlie the understanding
of fairly complex motor intentions, it also has its limitations. For
instance, Rizzolatti and Sinigaglia claim that “[u]nderstanding
the reasons behind an agent’s motor intention requires additional
inferential processes” (2010, p. 271). Whilst we can directly grasp
that someone intends to pick up a book from the table, the MNS
is not thought to provide us with an understanding of the rea-
sons that underlie that motor intention (for example, the wish to
read the book, to put it back on the shelf or to bring it back to the
library).

Generally, this distinction in action understanding corre-
sponds to the difference between proximal and distal intentions,
terms that are typically used in philosophy of action (Pacherie,
2008). It is generally believed that inferring distal intentions
involves the activation of the ToMS, which is associated with a
different set of cortical areas, minimally including the tempo-
ral parietal junction (TPJ) and the medial wall of the prefrontal
cortex (mPFC) (Amodio and Frith, 2006; Frith and Frith, 2007).
These areas have shown to be associated with several tasks that
involve inferring intentions of others from a third person per-
spective (e.g., understanding cartoons or stories). Neuroimaging
data does not provide further insight into what type of process-
ing takes place in this network, but it can be hypothesized that
this network subserves Type 2 mindreading processes. Within the
social neurosciences, the ToM network is often associated with
the explicit type of inferential processes, thereby fitting the broad
description of Type 2 processes. In sum, these two systems fit the
general division of Type 1 and Type 2 processes15.

Our aim is not to give an exhaustive overview of all pro-
cesses or brain areas involved in social cognition (for extensive
reviews see Lieberman, 2007; Rilling and Sanfey, 2011); how-
ever, we do want to point out two additional networks that have
been consistently reported in social neuroscience research and are
important for the current discussion. Firstly, the non-primary
sensory areas in the posterior superior temporal sulcus (pSTS)
and the fusiform gyrus (FFG). Human and animal studies have
associated the pSTS with the initial sensory analysis of social sig-
nals, such as gaze direction (for review see Nummenmaa and
Calder, 2009). The FFG, or specifically the fusiform face area
(FFA), is thought to support the recognition of face identity. The
output of these processes in these areas is thought to be input for
both the MNS and the ToMS. Secondly, recent developments in
social neuroscience have built upon the idea of shared represen-
tations in the MNS and extended this notion to mechanisms for
understanding others’ emotions (Decety, 2010). Indeed, numer-
ous studies have shown that similar or overlapping brain areas,
such as the insula, are activated when processing one’s own and
other people’s emotions (Singer, 2006). Importantly, similarly to
the models of motor resonance, theories of affective resonance
claim that these processes are quick, automatic, and support a
direct way of understanding other people’s emotions (Decety,
2010).

15Note that we use the processes associated with the MNS and ToMS as exam-
ples of Type 1 and Type 2 processes that are involved in social cognition,
these are not meant to be considered exhaustive. For instance, other Type 1
non-MNS processes may exist, such as lower level perceptual processes.

JOINING THEORY OF MIND AND INTERACTIONISM TO
STUDY DUAL PROCESSES
THE PARALLEL BETWEEN INTERACTIONISM vs. ToM DISCUSSION
AND THE TYPE 1 vs. TYPE 2 MODELS OF COGNITION
In this section we argue that there is a viable parallel to be drawn
between the interactionism vs. ToM discussion and the Type 1
vs. Type 2 process models of cognition and that a promising
way for enhancing research on social cognition is to consider
interactionism as emphasizing those aspects of social cogni-
tion that pertain mostly to Type 1 processes, while considering
ToM as emphasizing aspects that typically characterize Type 2
processes.

Interactionism stresses the perceptual and the affective dimen-
sion of social cognition. There is a clear parallel here to Type 1
processes. It is often stated in the dual process models that the
outcome of Type 1 processes is usually experienced as percep-
tions, feelings, or emotions, whereas we have little conscious
control over the processes that lead to these outcomes. The “intu-
itive mind” is considered to be shared across species and it is
thought to be both phylogenetically and ontogenetically older
and therefore more basic than the “reflective mind” (Evans,
2010). Interactionism resonates with these aspects by claiming to
address those more primitive and presumably more fundamen-
tal aspects of social cognition that are largely ignored by the ToM
approach.

On the other hand, standard accounts of ToM aim to find
out what makes human social cognition distinctively human (see
e.g., Saxe, 2006; Penn and Povinelli, 2007). This links directly to
Type 2 processes as they are considered to be evolutionarily more
recent and likely to be uniquely developed in humans (see e.g.,
Stanovich, 1999; Evans, 2010). Proponents of ToM concentrate on
studying higher cognitive capacities such as meta-representation
of other people’s mental states (e.g., by standard false-belief tasks)
of which non-human animals are not capable16. Unlike Type 1
processes, the outcome of Type 2 processes can sometimes be
experienced as self-generated thoughts, whereas the phenomenol-
ogy of explicit mindreading is much closer to reasoning than to
perception. In sum, ToM, especially the explicit versions of it,
points out traits of cognitive processing that are typically ascribed
to Type 2 processes.

The connection between interactionism and the Type 1 pro-
cesses may be more difficult to grasp. Earlier we criticized the ten-
dency of the “radical interactionism” to prefer supra-individual
descriptions over sub-personal explanations where actually both
are needed. If interactionists lack sub-personal explanations for
social cognition then the connection between Type 1 processes
and interactionism is not obvious—after all, Type 1 processes
are processes described on the sub-personal level. Most of the
interactionists, however, do agree that a sub-personal story of

16Chimpanzees and some other primates may be a possible exception. The
issue of whether higher non-human animals are capable of some primitive
form of mindreading has been a controversial matter since the end of 1970’s
and is far from being settled (cf. Premack and Woodruff, 1978; Call and
Tomasello, 2008). However, even if e.g., chimpanzees can be considered to
have some kind of ability for mindreading, it is certainly not as sophisticated
as in humans.
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the processes underlying social perception needs to be given as
a part of social cognition theory. We argue that interactionism
has potential to enrich our understanding of the Type 1 pro-
cesses. Firstly, although the explanations given by ToM may seem
plausible for explaining the functions of the Type 2 processes,
the interactionist critique gives good reasons to doubt that the
same explanations are suitable for the Type 1 processes. Secondly,
interactionism provides detailed personal-level descriptions of
social perception which can be used as proper scientific explanan-
dum for the corresponding sub-personal explanations. Thirdly,
interactionism describes supra-individual factors (environment,
context, temporal dynamics of the interaction, embodiment, etc.)
that is thought to facilitate social interaction. From these descrip-
tions, it is possible to derive scientific variables that can be
used in designing experiments for studying the effects of the
“factors outside the skull” on real life social interactions. We
hypothesize that many such variables have an effect particu-
larly on the Type 1 processes, whereas Type 2 processes are less
directly dependent on the current situation and the immediate
surroundings.

INTERACTIONISM vs. IMPLICIT ToM
In relation to the parallels outlined in the previous section, the
question arises: what reasons are there to think that the Type 1
processes should be considered in terms of interactionism rather
than in terms of implicit ToM? Implicit versions of ToM state that
mindreading via theorizing or simulation takes place automat-
ically and tacitly on the sub-personal level of processing. Some
proponents of ToM have made a distinction between two kinds
of mindreading which is similar to the differentiation between
Type 1 and Type 2 processes. For example, Alvin Goldman (2006)
distinguishes between high-level and low-level mindreading, both
of which rely on some form of simulation of others’ mental states
(for critique of the distinction between two types of mindreading,
see De Vignemont, 2009). This refers to the possibility that some
types of mindreading might be implemented by Type 1 processes.
Though our aim is not to settle this issue here, we would like to
highlight some indicators against ToM accounts (ST in particular)
of Type 1 processes.

Firstly, the concept of simulation involves some specific impli-
cations. For example, speaking of mirror neurons in terms of
simulation implies that there is a primary and a secondary func-
tion for the mirror neurons. It is usually assumed that the primary
function for mirror neurons is to contribute to the person’s own
actions and the secondary function is to simulate the actions of
another “off-line”. However, it is possible that the activation of
mirror neurons is not person-specific, so it has only one function;
namely, to represent (a type of) an action as such. Information
about who is the agent of the action may be “tagged” to this
information in a later stage of processing. (see De Vignemont and
Fourneret, 2004; Green, 2012).

Secondly, even if the use of the concept “simulation” were a
good way for speaking about the mirror neurons, this does not
automatically guarantee the success of any form of ST in a strict
sense. ST traditionally implies much more than simply using the
concept of simulation for some sub-personal processes that mat-
ter for social cognition. In principle, one can loosely use the

concept of simulation for the mirroring processes without being
a proponent of any form of ST in a strict sense17,18.

Finally, even if the function of mirror neurons were best
described by ST, the study of the role of these neurons for social
interaction still requires a wider interactionist methodology. In
addition to the observational experiments that have been domi-
nating the field within the ToM framework, mirror neurons and
other cognitive and affective processes need to be studied in real
life situations and in interactive contexts, where interactionists
have argued that specific environmental and contextual factors
may be important for social cognition.

Overall, we argue that it is highly unlikely that all aspects of
social cognition can be explained in the framework of ToM, which
focuses on the issue of how we attribute mental states to oth-
ers. It is more parsimonious and evolutionarily more plausible
to think that not all aspects of human social cognition rely on
mental state ascriptions and to consider the capability for mental
state ascriptions to have evolved from other, more primitive social
abilities that we share with our evolutionary ancestors. ToM was
initially proposed as an account for deliberate reasoning about
other individual’s mental states. As it became clear that peo-
ple do not constantly reason about others’ mental states, which
made explicit versions of ToM unlikely to be correct as general
theories of social cognition, most of the mindreading was hypoth-
esized to happen implicitly. Although it is possible that over time
mindreading becomes habitual and carries on automatically on
an implicit level, making implicit mindreading responsible for
all aspects of human social cognition is an evolutionary non-
starter, as it leaves a huge gap between human and animal social
cognition.

All these trains of thought suggest that one should be at least
careful to associate mirror neurons with the ST exclusively and
to consider ToM as an approach that is able to explain all aspects
of human social cognition. Alternative approaches to Type 1 pro-
cesses of social cognition must be considered, especially those that
interactionism has a potential to offer.

To sum up, our basic claim is that there is a coarse-grained
mapping between the Type 1 processes and interactionism on the
one hand, and the Type 2 processes and ToM on the other. We do
not expect this mapping to be clean and perfect—undoubtedly
ToM in passing mentions aspects of social cognition that can be
related to Type 1 processes and vice versa—but in general the
tendencies are rather clear. On the example of how dual pro-
cesses operate in a single brain and complement each other, one
can think of ToM and interactionism as complementary theo-
ries of social cognition in general. The aim of proposing the new
integrative framework is, however, not merely to dissolve the ToM

17The same kind of argument can be used against TT. For example, claiming
that social perception is inferential does not guarantee the success of TT.
18As one of our reviewers pointed out, one might argue that the two points
about the concept of simulation could be met simply by adjusting one’s defi-
nition of simulation. Our point is, however, that the interactionist critique of
ST is not merely verbal—it is not reducible to the issue of whether one should
use the term “simulation” or refrain from using it. Adjusting the definition of
simulation to the extent that it would meet the above criticism would make
the concept of simulation vacuous and would therefore rather weaken than
strengthen the position of ST.
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vs. interactionism opposition, but to generate new research ques-
tions and hypotheses that would help to gain new knowledge on
social cognition and especially on social interaction. In the fol-
lowing section, we outline a hypothesis on the relation of Type 1
and Type 2 processes.

AN INTEGRATIVE FRAMEWORK
Different dual process accounts for social understanding have
been proposed by several authors over the past 10 years (e.g.,
Lieberman et al., 2002; Kilner et al., 2007; Keysers and Gazzola,
2007; De Lange et al., 2008). However, there is no consensus
on whether and how these two types of processes cooperate and
inform each other. Here we will review different positions com-
monly found in the literature, and argue that real life social
interactions are rarely based on either Type 1 or Type 2 processes
alone. On the contrary, we expect that in many cases of everyday
social encounters both processes are simultaneously involved and
that social behavior may be sustained by the interaction between
these two types of processes.

INDEPENDENT NETWORKS
Some authors have suggested that the MNS and ToMS constitute
independent networks and have complementary roles in social
cognition (e.g., Saxe and Wexler, 2005; Jacob and Jeannerod,
2005; van Overwalle and Baetens, 2009). The general idea is
that in most social situations we can rely on the set of low-
level processes to support fluent and effortless social interactions.
However, “[t]here seems [. . . ] to be a transition from the mir-
ror to the mentalizing system [. . . ] when perceived body motions
are contextually inconsistent, implausible, or pretended” (van
Overwalle and Baetens, 2009). In line with interactionism, as pre-
sented by Shaun Gallagher (2008a), this means that the brain
switches from MNS to ToMS when the situation appears puzzling.

Furthermore, van Overwalle and Baetens (2009) argue that
current neuroscientific data supports the hypothesis that both
systems are operating in isolation because most studies in their
meta-analysis showed the involvement of only one of the two sys-
tems. Indeed, many studies have shown that in situations that call
for an observational stance, for instance while reading a novel,
we rely solely on the ToMS (Amodio and Frith, 2006). Similarly,
there are many studies that have shown the sole involvement
of the MNS in tasks involving imitating or passively watching
simple movements. However, this only indicates that there are
contexts in which these systems are able to operate in isolation.
A possible explanation for the pattern of results reported in van
Overwalle and Baetens’ meta-analyses is that the experimental
paradigms, and particularly the lack of real interactions, render
MNS and ToMS to operate in isolation (see also Schilbach et al.,
forthcoming).

TYPE 1 PROCESSES INFORMING TYPE 2 PROCESSES
A more common hypothesis in dual process models in general
is that the Type 1 processes inform and support the Type 2 pro-
cesses (e.g., Blakemore and Decety, 2001). This line of reasoning
follows the logic of classic cognitivist models in which percep-
tual processes are temporally primary, and their outputs feed,
uni-directionally, into cognitive processes. As such, the direct

grasp of motor or proximal intentions (to switch a button) are
used on a higher level to infer distal intentions (e.g., to turn on
the light to read a book).

In line with this idea, some authors have suggested that the
Type 1 processes associated with the MNS are a prerequisite
for the ToM processes (e.g., Ohnishi et al., 2004). Given the
neuroscientific evidence indicating that ToMS has often been
found to operate in isolation from MNS, a strong version of this
claim seems unlikely to be true. However, this does not refute
weaker versions of this claim suggesting that Type 1 processes
are an ontogenetic and/or phylogenetic prerequisite for Type 2
processes (Gopnik and Meltzoff, 1994; De Waal and Ferrari,
2010).

TYPE 2 PROCESSES INFLUENCING TYPE 1 PROCESSES
More recently, evidence has emerged in separate fields of research
to support the idea that higher order (i.e., Type 2) representations
regulate or bias perceptual (i.e., Type 1) processes. Several stud-
ies have already shown that higher order intentions can directly
affect visual perception (Allport, 1987), for instance how we per-
ceive tools is influenced by our intention to use them (Witt et al.,
2005). More importantly, Teufel and colleagues (Teufel et al.,
2009, 2010) have shown that mental state attribution (in this
case the belief about whether the other person could see or not)
also influences gaze-perception and automatic gaze-following.
Based on these results, the authors hypothesize that perceptual
modulation is the result of direct top-down modulation by the
ToMS (Teufel et al., 2010). Additionally, others have suggested
that the ToMS may also directly modulate the MNS (Liepelt and
Brass, 2010; Ondobaka et al., 2012). For instance, Ondobaka et al.
have shown that the motor congruence effect, or the fact that
performing a movement is facilitated when another person is
performing the same movement, is modulated by higher order
mental state attributions. That is, they found that the movement-
congruency effect was present only when participants acted with
the same higher order intention as the co-actor. So in a simi-
lar fashion as our own proximal intentions (to pick up the cup)
are often superseded and influenced by distal intentions (to get
something to drink), our understanding of others also involves
the top-down influence of higher order intentions. These find-
ings are also in line with Jacob’s alternative interpretation of
the function of MNS which suggests that the MNS by itself is
responsible not for the ascriptions of even the most simple inten-
tions, but rather for computing “the motor commands from a
representation of the agents prior intention” (Jacob, 2008); the
intentions are thought to be computed by other means. On the
other hand, Jacob also states that “the application of the con-
cept of grasping triggered by the perception of an act of grasping
would inferentially give rise to the related concept of, e.g., drink-
ing” (Jacob, 2009), thus subscribing to the idea that the reciprocal
interaction between these different systems may be essential in
social understanding. In sum, these experiments also suggest that
the engagement and top down influence of the putative ToMS
is not only engaged when there is some incongruence in the
social environment, but may also operate on whatever knowl-
edge is available in order to make social interactions run more
efficiently.
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RECIPROCAL INFLUENCE
Taken together, the social neuroscience literature suggests that
intentions are processed (and understood) at different levels of
abstraction by different types of processes and that there are recip-
rocal interactions between these types of processing. Inspired by
the predictive coding theory of the MNS (Kilner et al., 2007) we
hypothesize that the MNS and the ToMS often operate in paral-
lel; both function to enable predictions of behavior, which in turn
facilitates social interactions. Furthermore, as is also suggested by
dual process models, it is the interaction between different types
of social cognitive processes that allows social behavior to be fast
and effective, and at the same time flexible and context-dependent
(Kilner et al., 2007; Evans, 2010).

Thus, although we fully agree that the “dynamic interaction
between [distal] and [proximal] intentions modulates the pro-
cessing of the observed actions of other people” (Ondobaka et al.,
2012, p. 34), we also suggest that the processing of observing
actions of others contributes to social interactions. Mindreading
as implemented by the ToMs is therefore also in the service of
interpersonal interaction (Jacob and Jeannerod, 2005). In this
sense the view marries the ToM assumption that mindreading is
important for social cognition with the interactionist assumption
that social cognition is first of all social interaction.

From this integrative account, two major conclusions for the
interdisciplinary study of social cognition follow. Firstly, it fol-
lows that although it is possible to study processes emphasized by
ToM and interactionism in isolation from each other, if we want
to know how social cognition functions in real-life, we should
rather study how these different processes influence one another.
Secondly, in order to study the interaction between Type 2 (ToM)
and Type 1 (interactionism) processes, we need to study actual
social interactions and how these unfold over time. Figure 1
illustrates how ToM and interactionism can account for differ-
ent aspects of social cognition on different levels of description
and explanation. The arrows represent connections that we have
outlined in the current paper: (1) the possible reciprocal influ-
ence between Type 1 and Type 2 processes on the sub-personal
level; (2) the influence of supra-individual factors on Type 1
processes; (3) the correlations between Type 1 processes and
personal level descriptions; (4) the correlations between Type 2
processes and personal level descriptions19. In the next section we
consider several methodological implications for social cognitive
neurosciences.

THEORETICAL CONCERNS BECOME METHODOLOGICAL
CONCERNS
Originally the field of social psychology was aimed at understand-
ing how the behavior of people was influenced by the actual or
imagined presence of others (Allport, 1985). The work focused
mostly on individual behavior, but also developed paradigms
to understand the relations between groups. Later, due to the

19The arrows on Figure 1 depict only those explanatory relations that are
discussed in the current paper. The diagram allows to draw also other interest-
ing connections (e.g., between supra-individual factors and Type 2 processes,
or between supra-individual and individual level), but we do not discuss
them here.

cognitivist revolution, social cognitive processes also became a
topic of study. However, the studies initially focused on how the
individuals perceived others and rarely involved social interac-
tions. In sum, actual social interactions and their specific dynam-
ics were historically not a topic of study in the field of social
psychology. Given this theoretical background, it is not surprising
that the first social cognitive neuroscience studies did not involve
studies on social interactions. As we have argued, there are several
pressing theoretical arguments for studying social interactions. In
this section we discuss some of the methodological issues that
follow from the integrative framework.

SOCIAL COGNITION IN (INTER)ACTION
The interactionist critique addressing ToM is linked to a discus-
sion over what empirical methods should be adopted for doing
research on social cognition. Drawing on the discussions over
the importance of “third-person” mindreading versus “second-
person” engagement, interactionists insist that there is a need
to overcome the “methodological solipsism” (Macmurray, 1991;
Reddy and Morris, 2004) by complementing the purely observa-
tional methods with a “second-person” methodology (for a recent
proposal on the matter, see Schilbach et al., forthcoming).

An interactive aspect of communication is in fact already
inherent in standard “third-person” experiments. For example,
before an experiment officially begins, the experimenter inter-
acts with the test subject in order to explain what will happen
and what is expected from the test subject. As Gallagher (2008a,
p. 441) has pointed out, “even the youngest of the non-autistic
children tested interact with the experimenter, and tend to under-
stand what the experimenter wants them to do,” no matter
whether they pass the false belief task or not. This seems to be
a clear example of social understanding that goes without the
full package of mindreading. Yet, for a long time, the presence of
such social understanding remained largely unattended in social
cognition research.

Such examples illustrate the interactionist claim that engaged
social interactions are phenomenologically and cognitively differ-
ent from passive observations of others. Although the suggestions
for adopting a “second-person” methodology (experimenters
interacting with test subjects) may seem too radical or not suf-
ficiently rigorous to count as scientific, a less problematic way to
improve the methodology is to find new ways for studying sub-
jects while they are actively interacting during experiments rather
than testing single persons who passively receive social stimuli.
We hypothesize that studying social interactions in this manner
will also allow us to learn more about the interaction between
Type 1 and Type 2 processes. On many occasions, the division
of labor between cognitive and social psychology has been drawn
too sharply; both disciplines would gain from closer cooperation.

Within the neurosciences, social interactions have mostly been
studied using game theoretical paradigms (for review see Rilling
and Sanfey, 2011). Using these paradigms, neuroscientists have
been able to gain a tremendous amount of knowledge on cer-
tain aspects of social interactions, such as the development of
interpersonal trust (e.g., Delgado et al., 2005; King-Casas et al.,
2005, 2008; van den Bos et al., 2009) and fairness-related behavior
(e.g. Sanfey et al., 2003; Knoch et al., 2006; Guroglu et al., 2010).
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FIGURE 1 | An integrative account of social cognition.

However, although economic games do capture some of the
dynamics of social interactions, they arguably come as close to
our everyday social interactions as correspondence chess—clearly
lacking many essential features of everyday social interactions.
Because of the rather detached stance and slow temporal dynam-
ics of these interactions, it is not surprising that the neuroimaging
data has revealed the consistent involvement of the mentaliz-
ing system in social interaction in economic games but, to our
knowledge, never the involvement of the MNS.

More recently, several research groups have developed novel
experimental paradigms that are specifically aimed at revealing
the neural correlates of the processes underlying social inter-
actions. One such study, designed by Schilbach and colleagues,
involved an interactive gaze following paradigm (Schilbach et al.,
2009). Interestingly, this study showed that, amongst other brain
networks, the ToMS (MPFC) plays an important role in these
real-time social interactions as well. Two other studies that
involved real-time social interactions, one involving imitation
(Guionnet et al., 2011) and the other the game of charades
(Schippers et al., 2009), revealed the simultaneous involvement
of the ToMS and MNS. As such, these results support the hypoth-
esis that ToMS and the MNS are both involved in our everyday
social interactions. However, these studies have not revealed any-
thing about the possible interaction between the ToMS and MNS.
In the next sections we will discuss several ways how we can build
upon these initial findings of interactive paradigms.

INTERACTION DYNAMICS
The richness of social interactions that make controlled experi-
ments so challenging also provides numerous new variables for
experimental manipulation. Some examples include: the tem-
poral dynamics of social interaction, degrees of coordination
between participators, the nature, and history of the relation
between participants (strangers/acquaintances/friends, etc.), the
directness or mediation of contact, behavioral factors (body
postures, gestures, eye-contact, etc.), experiential characteristics,
or the mode of interaction (cooperative vs. competitive). For
instance, cooperative vs. competitive social interactions are phe-
nomenologically very different: cooperative interactions often feel
effortless, whereas competition can be much more mentally tax-
ing. To what extent do the relative contributions of Type 2 and
Type 1 processes in cooperative vs. competitive contexts differ?
What occurs when there is a shift from a cooperative to an antago-
nistic encounter? Or how might one’s reputation (as a cooperator
or non-cooperator) affect basic motor coordination processes?
Although some of these questions can be answered using methods
that have been traditionally used in the social cognitive neuro-
science, the analyses of social interaction dynamics may require
new methods, for example those used in dynamical systems anal-
yses (De Jaegher, 2006, p. 87). For instance, simple oscillator
models can be used to account for the potential coupling of
physiological response patterns from two people during an inter-
action task (Helm et al., 2011). The couplings represent the degree
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of correspondence between the time series of both individu-
als, and this feature makes these models able to test hypotheses
about physiological or behavioral interdependence within differ-
ent types of relationships. As such, the novel variables generated
by these models may reveal more about both social behavior and
the underlying neural processes (For excellent examples of such
novel interaction paradigms, see Auvray and Rhode, 2012; Lenay
and Stewart, 2012, this issue).

CONNECTIVITY
Another challenge is to understand the putative roles of the ToMS
and MNS processes in social interactions, and importantly the
interaction between these processes. As we have pointed out,
previous imaging studies have revealed the involvement of both
systems, but have provided little insight in their possible interac-
tion. Here we think that connectivity analyses20 may reveal more
about the interaction between different brain systems. Using dif-
ferent statistical methods, it is possible to discover whether there is
stronger connectivity, or stronger correlation in patterns of activ-
ity, between different areas in the brain during different epochs
of a social interaction. For instance, these methods might reveal
that in the initial phase of a social interaction there is stronger
coupling between the ToMS and MNS than in later phases of the
interaction (or the other way around). However, given the cor-
relational nature of these analyses, they are not able to inform
us about the directionality of the supposed flow of informa-
tion. Other, more sophisticated methods such as Dynamic Causal
Modeling (DCM) or Granger Causality modeling (GC) 21, allow
for stronger inferences about the influence of one brain area on
the activity of another (for overview of methods see Stephan and
Roebroeck, 2012). Together these techniques may provide more
insight in questions on the how and where of bottom-up biasing
and top-down modulation of the MNS and ToMS, respectively.
For instance, using these techniques we can figure out whether in
some situations the ToMS directly modulates the pSTS, involved
in processing biological motion (which then feeds into the MNS)
or whether it directly modulates the MNS.

DEVELOPMENTAL PERSPECTIVE
Finally, developmental studies provide unique opportunities to
see how the MNS and ToMS interact in ways that are not typi-
cal for adults when they are fully matured (De Haan and Gunnar,

20Connectivity analyses are statistical methods that are aimed at understand-
ing how the activity in one brain area (X) is related to another brain area (Y).
One simple way of analyzing a possible relationship is to look at the correla-
tion between time-series of areas X and Y. This is somewhat comparable of
comparing how the index of different financial markets changes over time,
and how the rises and falls of those indexes are correlated. In neuroimaging
experiments, connectivity analyses are often aimed at testing whether the cor-
relation between brain areas is affected by psychological states. Such analyses
could for instance test whether there is a stronger connectivity between areas
X and Y when someone observes a congruent or an incongruent action.
21DCM and GC are tools for testing different models of “causal” relationships
between activities in multiple brain areas. As with other connectivity analy-
ses, this involves the statistical analyses between time-series of different brain
areas. The main idea is that a “causal” relation is assumed between X an Y
when it is possible to predict changes in the time series of brain area Y based
on what happens earlier in the time-series of X.

2009; Decety, 2010). Recent research on the development of social
cognition has shown that the components of the ToMS still show
developmental changes until late adolescence (Blakemore, 2008;
Burnett and Blakemore, 2009; Guroglu et al., 2011; van den Bos
et al., 2011). Furthermore, one such study revealed that the con-
nectivity within the ToMS also develops until late adolescence
(Burnett and Blakemore, 2009). Taken together, this suggests that
studies of the developmental changes in the interaction between
the ToMS and the MNS may provide novel insights in the neu-
robiological mechanisms underlying social interactions. This will
help us better understand the neural processes that underpin
social interactions in adults and can also provide insight in the
aetiology of developmental disorders such as autism.

SUMMARY
In this paper, we have characterized two rival approaches in the
current social cognition research: the traditional ToM approach
and the recently emerged, fast developing interactionist approach.
Whereas ToM has been focusing on studying “third-person” min-
dreading (i.e., how people attribute mental states to others in
order to explain and predict their behavior from a third-person
point of view), interactionism insists on a radical turn toward
focusing on “second-person” online interactions instead, claim-
ing that the ToM accounts should be discarded in favor of more
embodied and supra-individual explanations. We have argued
that although it is common to view these two approaches as
mutually exclusive, and indeed, they are to some extent based
on contrasting philosophical assumptions, it is more fruitful to
try to integrate them into a comprehensive theoretical frame-
work instead. In order to develop new research questions and
hypotheses from the integrative ToM-interactionist framework,
we drew upon dual process theories of social cognition that con-
trast two different types of social cognitive processing. The first
type (labeled Type 1) refers to processes that are fast, efficient,
stimulus-driven, and relatively inflexible, and the second type
(labeled Type 2) refers to processes that are relatively slow, cog-
nitively laborious, flexible, and may involve conscious control. By
comparing the ToM vs. interactionism debate with the dual pro-
cess accounts, we proposed that interactionism captures types of
social behavior based mostly on Type 1 processes, whereas ToM is
more focused on those based on Type 2 processes. Furthermore,
by suggesting that real life social interactions are rarely based
on either Type 1 or Type 2 processes alone, we hypothesized
that in most cases both processes are simultaneously involved
and presumably also interact. Consequently, ToM and interac-
tionism are relevant for studying different albeit related aspects
of social interaction. Finally, we discussed some methodologi-
cal implications derived from this new integrative framework,
suggesting that studies in social cognitive neuroscience may ben-
efit from investigating (1) the interaction of the Type 1 and
Type 2 processes, and (2) developing experimental paradigms
that are able to capture the dynamics of our everyday social
interactions.
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A commentary on

Toward an integrative account of social
cognition: marrying theory of mind and
interactionism to study the interplay of
Type 1 and Type 2 processes
by Bohl, V., and van den Bos, W.
(2012). Front. Hum. Neurosci. 6:274. doi:
10.3389/fnhum.2012.00274

Bohl and van den Bos (2012) sketch an
approach to the study of social cogni-
tion aimed at integrating mindreading
and alternatives based on social inter-
action. Inspired by dual-process models,
they draw an analogy between, on the one
hand, Type 1 processes (fast, automatic,
and situated) and processes involved in
supporting interaction and, on the other,
Type 2 processes (slow, volitional, and
domain-general) and mindreading. The
proposal has empirical potential, as inter-
active factors begin to be more systemati-
cally investigated in neuroscience.

Here, we clarify that what the
authors describe as “interactionism”—and
attribute in its radical form to us—is, in
important ways, different from the enac-
tive approach we defend. We argue for the
necessity of including interactive factors
in at least some forms of social under-
standing, and, as a consequence, for the
insufficiency of mindreading to account
for all of social cognition. But the authors
misinterpret our position. They suggest
that it implies the sufficiency of interactive
factors for explaining all of social under-
standing and, therefore, the non-necessity
of mindreading in any particular case of
social cognition. Overlooking the caveat
“in some cases” in this quote “[. . .] we
can conceive of interaction dynamics as,
in some cases, delivering the necessary

cognitive performance” (De Jaegher et al.,
2010), they interpret that “individual
explanations become superfluous once
the interaction process is explained on
the supra-individual level” without the
caveat (p. 4). In effect, they make uni-
versal a claim about particulars. In our
view, they suggest, everything reduces
to a monopolizing strategy (understand-
ing interactions) and individual factors,
including reasoning about others, are only
secondary.

This misperception may result from a
“contrast effect” whereby after staring into
the dark for too long new shades of gray
are initially seen as blinding white.

In dynamical systems terms, the cou-
pling between two systems is constrained
by internal processes in each of them.
Social interaction is a coupling between
two or more autonomous agents that is
co-regulated by the interactors (they mod-
ify their coupling to satisfy some condi-
tion; e.g., approaching a speaker in the
presence of loud ambient noise so as to
hear them better) and the resulting rela-
tional dynamics acquires a form of auton-
omy (De Jaegher et al., 2010, p. 493).
Interactions depend on individual contri-
butions, but are not fully determined by
them. They depend also on the relational
dynamics between subjects, and other fac-
tors. According to our definition, studying
interaction requires an understanding of
the relation between the individual and
collective levels. This is why we criticize
sociological analyses of interaction for not
paying enough attention to individual cog-
nition (De Jaegher and Di Paolo, 2007,
p. 492).

The enactive approach makes two main
moves; first, it posits systemic concepts for
understanding social interactions. Second,

it examines how interaction affects sense-
making, i.e., how intentional phenomena
are modulated by patterns of coordination,
breakdowns, and recoveries between inter-
actors. This is participatory sense-making.

Does this mean that individual sense-
making, including abilities that could be
described as mindreading, cannot occur?
No. We never suggested that individual
cognitive performances are not relevant to
some forms of social cognition. In fact,
we explicitly call for a reconsideration of
individual mechanisms (De Jaegher et al.,
2010, p. 445). In our example of interac-
tion over a delayed communication line
misunderstanding arises from a combina-
tion of interactive and interpretive factors
(De Jaegher and Di Paolo, 2007, p. 498).
To be sure, we analyze in detail situa-
tions where interactions are central and
abstract reasoning less so (Murray and
Trevarthen, 1985; Auvray et al., 2009).
Our argument would be weak if we
couldn’t show empirical instantiations of
our claim.

Only in a recent paper do we move
into more radical terrain (Di Paolo and
De Jaegher, 2012). The Interactive Brain
Hypothesis states that the brain processes
at play during social cognition are func-
tionally shaped by interactions (among
other things!) or that their functionality
co-opts that of individual processes at play
during interactions. This is indeed more
radical, but it is a hypothesis open to
empirical refutation. And even this is still
not the same as saying that only interac-
tion matters.

Bohl and van den Bos state that enac-
tivism focuses on cooperative, smooth
interactions. But our claims do not depend
on this. In fact, participatory sense-
making relies crucially on coordination
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breakdowns. Breakdowns and recoveries
are basic to the generation of novel social
meaning. Without at least a minimal ele-
ment of conflict there would not be social
understanding. We discuss antagonistic
interactions involving misunderstandings
(e.g., De Jaegher and Di Paolo, 2007, p.
498) and consider conflict and interactive
escalation (Di Paolo and De Jaegher, 2012,
p. 7, 10).

The authors complain that the enac-
tive perspective underplays subpersonal
processes. However, we use dynamical
models to explain experimental results
(e.g., Di Paolo et al., 2008; Froese and
Di Paolo, 2010). Like the explanation we
propose for perceptual crossing or the
double TV-monitor experiments, these are
strictly subpersonal and span individual
and transindividual factors. Phenomena
at this level of analysis (fields, attractors,
transients, etc.) do not involve intentional-
level terminology, unlike so-called
“subpersonal” processes proposed in min-
dreading explanations (“simulations” and
“inferences”). In contrast to functional-
ism, enaction takes the subpersonal level
very seriously and avoids mereological fal-
lacies and homuncular explanations that
nullify the very idea of a subpersonal level.

With these clarifications, we see Bohl
and van den Bos’s proposal as a research
heuristic that can surely enrich empirical
data. However, we worry about whether
this is a long-term integrative approach.

There are two ways of understanding
the proposal:

1. Individual sense-making is largely sup-
ported by Type 2 processes and interac-
tion by Type 1 processes.

2. The relation between individual sense-
making and interactive performances is
analogous to the relation between Type
2 and Type 1 processes.

The first reading is problematic for those
who claim that implicit mindreading is
supported by automatic processes that do
not involve volitional control (Type 1), as
noted by the authors (p. 8). And delibera-
tive Type 2 processes that are not involved

in the performance of mindreading can
still occur in interactions: for instance,
when two people try to solve a maths
problem together. Such processes can
constrain the interaction dynamics and
influence how interaction affects mutual
understanding.

We therefore understand the proposal
as an analogy (case 2) that calls for similar
methodologies as those used in research-
ing Type1/Type2 processes.

However, the proposal must not
amount to an uncritical combination of
two approaches. A theory of intersubjec-
tivity should address issues like: what are
the underlying principles that relate skilful
interaction and individual sense-making
of others? What neural/bodily mecha-
nisms are involved in each or indeed
shared? Is there a developmental “flow”
between skilful interactive and individual
sense-making capabilities? Is it a two-way
flow? How much do the two “types” inter-
penetrate, not just developmentally but in
the enaction of social understanding? Can
they always (ever?) be described as distinct
in principled ways?

Like other hybrid approaches in
cognitive science and biology (gene-
environment, nature-nurture, symbolic-
connectionist, etc.), the proposal must
avoid certain pitfalls. One is the risk of
reifying the descriptive elements (Types
1 and 2). Another is to take the distinc-
tion between them as clear-cut, foregoing
considerations of how they interpene-
trate. A hybrid approach can also lead to
explanations based on “contributions” (“a
performance is 80% interactive and 20%
mindreading”). This strategy is weak in
the long term. And in general, there is a
risk of adding epi-cycles when arguably
what the field needs is a Copernican
shift.

We applaud the authors for recog-
nizing interaction as important. But we
don’t think dichotomous frameworks
can achieve long-term theoretical integra-
tion. Hence our clarifications: enactivists
already do not think that all that matters
happens only in interaction. We criticize

methodological individualism but do not
thereby hold true its exact opposite (the
irrelevance of individual cognition). The
enactive stance attempts to supersede such
a dichotomy. In that sense, the motiva-
tions of the authors are aligned with those
of enactivism.
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Over the last couple of decades, most neuroscientific research on social cognition has
been dominated by a third-person paradigm in which participating subjects are not actively
engaging with other agents but merely observe them. Recently this paradigm has been
challenged by researchers who promote a second-person approach to social cognition,
and emphasize the importance of dynamic, real-time interactions with others. The present
article’s contribution to this debate is twofold. First, we critically analyze the second-person
challenge to social neuroscience, and assess the various ways in which the distinction
between second- versus third-person modes of social cognition has been articulated.
Second, we put forward an alternative conceptualization of this distinction—one that gives
pride of place to the notion of reciprocity. We discuss the implications of our proposal for
neuroscientific studies on social cognition.

Keywords: social cognition, social interaction, second-person approach, reciprocal interaction

INTRODUCTION
One of the main challenges for contemporary neuroscience has
been to uncover the neural correlates of social cognition. Research
in this area has been dominated by two main theories: the Theory
Theory and the Simulation Theory. According to the Theory
Theory, social cognition depends on a “Theory of Mind”—a
psychological theory about how beliefs, desires, and intentions
are interrelated and inform actions (Fodor, 1992; Gopnik and
Meltzoff, 1997; Carruthers, 2009). Simulation Theory claims that
social cognition involves “putting ourselves in the shoes of others”
by simulating the mental states we would have in their situation
(Goldman, 2006; Hurley, 2008; Gallese and Sinigaglia, 2011).

Despite the fact that they are often portrayed as rivals, most
versions of the Theory Theory and the Simulation Theory share
an important assumption. They take it for granted that social
understanding (usually) involves “mindreading,” i.e., the capacity
to attribute mental states such as beliefs, desires, and intentions
to others in order to predict or explain their behavior (Nichols
and Stich, 2003; Apperly, 2011). Mindreading does not require
us to interact with other people: we may simply speculate about
their mental states while standing at the margins of the situation.
As a result, proponents of the Theory Theory and the Simulation
Theory have primarily investigated the neural correlates of social
cognition by means of a “third-person” (3P) approach in which
participating subjects are not actively engaging with other agents
but merely observe them. Most studies on the neural correlates of
Theory of Mind, for example, require subjects to make inferences
about how the protagonist of a story would behave or feel (for
review, see: Mar, 2011). These experiments are usually devoid of
any interaction between the subjects and the protagonist whose
mental states they are supposed to read. This lack of interaction
is also characteristic of neuroimaging research conducted in the
Simulation Theory framework. Studies of the mirror neuron sys-
tem (MNS), for instance, typically involve a condition in which

subjects observe another agent who performs an action, and a
condition in which they perform the same action themselves.
However, there is no interaction between the subjects and the
agent in either condition.

Recently this 3P paradigm has been challenged by researchers
who call for a “second-person” (2P) approach to social cogni-
tion. These “interaction theorists,” as we will label them, argue
that the Theory Theory and the Simulation Theory are funda-
mentally flawed because they fail to recognize the importance of
our dynamic interactions with others 1. What is needed, accord-
ing to them, is an “interactive turn” in social cognition research
(de Jaegher et al., 2010). Some interaction theorists suggest that a
2P approach will shed new light on the neural mechanisms that
underlie social cognition (Schilbach et al., forthcoming). Others
claim that a 2P approach does justice to the phenomenology of
our everyday encounters with others (Ratcliffe, 2007; Gallagher
and Zahavi, 2008). Then there are those who think that a 2P
approach to social cognition will allow us to solve the problem
of other minds, i.e., the problem of how we can access the mind
of others (Gallagher, 2004; Reddy, 2008). Besides these differ-
ent motivations for advocating a 2P approach to social cognition,
interaction theorists also have different conceptions of what such
an approach precisely entails, and how it should be spelled out in
contrast to the 3P approach endorsed by the Theory Theory and
the Simulation Theory.

The first aim of the present article is to critically analyze
the 2P challenge to social neuroscience, and assess the various
ways in which interaction theorists have articulated the distinc-
tion between 2P versus 3P modes of social cognition. In Section

1This narrow approach to social cognition is probably partly the result of cer-
tain methodological problems that enter the picture when one tries to investi-
gate dynamic second-person interactions (see Schilbach et al., forthcoming).
We thank one of the reviewers for bringing this to our attention.
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“Against the Idea of an ‘Observational Stance’”, we argue that
interaction theorists are right to oppose the idea of an “obser-
vational stance.” Drawing a parallel with recent criticism on the
two-systems model of visual perception, we will show that there
actually is no such thing as passive observation—every perceiver,
no matter how detached, is actively involved in what she perceives.
Although we take this to be a strong argument for interaction the-
ory, it also shows that we cannot use the difference between active
engagement and passive observation to ground a strong distinc-
tion between 2P and 3P modes of social cognition. In Section
“Social Interaction Versus Social Cognition,” we discuss another
way of explicating this distinction. Some interaction theorists not
only make a case for the intertwinement of perception and action,
but also claim that this may be constitutive of social cognition.
According to them, there are situations in which social cogni-
tion is nothing over and above social interaction. However, we
argue not only that social cognition often does entail more than
social interaction, but also that the proposed contrast between
social interaction and social cognition does not provide a good
basis for the distinction between 2P versus 3P modes of social
cognition.

The second aim of the article is to put forward an alternative
conceptualization of the distinction between 2P versus 3P modes
of social cognition—one that gives pride of place to the notion
of reciprocity. In Section “Reconceptualizing 2P Interaction,” we
argue that what distinguishes 2P from 3P modes of social cogni-
tion is not their interactive or non-cognitive nature, but rather
the fact that they involve reciprocal interaction. On our view, 2P
modes of social cognition may and often do recruit capacities
that interaction theorists take to be characteristic of 3P modes of
social cognition—as long as the demand for reciprocity is met.
Finally, in Section “The Real Challenge to Social Neuroscience,”
we briefly compare our proposal to Frith and Frith’s (2011) “sig-
naling model” of social cognition, and discuss its implications for
neuroscientific experiments on social cognition.

AGAINST THE IDEA OF AN “OBSERVATIONAL STANCE”
Interaction theorists often criticize the 3P stance toward others
that is presupposed by the Theory Theory and the Simulation
Theory for being a specialized and relatively rare mode of social
cognition—one that is characterized by a lack of actual interac-
tion and a reliance on passive observation. They argue that, in
everyday life, we find ourselves constantly engaged in dynamic
interactions with others: we buy a ticket at the counter of the
station, travel by train with our fellow passengers, have a coffee
with our colleagues and discuss new plans in a meeting. These 2P
modes of social cognition do not require us to adopt an observa-
tional stance. In what follows, we will provide a further argument
against the idea of a “pure” observational stance by drawing a
parallel with recent criticism on the two-systems model of visual
perception.

According to the two-systems model, visual perception
depends on two different streams that are both functionally and
neurally segregated. Dating back to the early work of Leslie
Ungerleider and popularized by Milner and Goodale, this influ-
ential model distinguishes a ventral processing stream dedicated
to “vision-for-perception” from a dorsal stream that is involved

in “vision-for-action” (Milner and Goodale, 2008). The ventral
processing pathway projects from early visual areas to the inferior
temporal lobe, while the dorsal processing pathway projects to the
parietal lobe. Neuropsychological support for this distinction is
provided by patients with visual form agnosia, such as patient DF,
who was unable to report the orientation of a bar that he was
able to grasp in a correct way (Goodale et al., 1991). By contrast,
patients with optic ataxia show preserved object recognition abil-
ities, while having difficulties with directing actions toward these
same objects. Other evidence for a dissociation between the dor-
sal and ventral visual stream has been obtained by studies on
visual illusions, showing for instance that grasping kinematics
in the Ebbinghaus illusion are insensitive to the illusory percept
accompanying the mere perception of the stimulus (Smeets and
Brenner, 2006). The two-systems model has been further corrob-
orated by neuroimaging studies showing that visual information
is processed differently depending on whether the information
is used for subsequent action or perception (e.g., Valyear et al.,
2006).

However, the two-systems model has not gone unchallenged.
First, within the neuroscience community an ongoing debate con-
cerns the interpretation of the evidence in favor of the two streams
hypothesis (for recent discussion, see: Schenk and McIntosh,
2010). For instance, several studies have shown that grasping and
pointing movements are affected by visual illusions as well (see
for instance: Skewes et al., 2011). In addition, in a recent paper
it has been shown that patient DF’s differential performance on
the action and perception task can largely be accounted for by
the effects of haptic feedback (i.e., only after grasping she gets
feedback about the correctness of the movement; Schenk, 2012).
At a neural level there is strong evidence for reciprocal interac-
tions between dorsal and ventral stream areas at several levels in
the processing hierarchy (Himmelbach and Karnath, 2005; Pisella
et al., 2006). For example, it has been shown that the ability to
consciously see an object and identify its “Gestalt” depends on
both ventral and dorsal processing streams (Huberle and Karnath,
2011). Finally, the errors displayed by patients with optic ataxia
or visual form agnosia cannot always easily be interpreted as
evidence in favor of damage to one specific visual stream. For
instance, patient DF, with supposed damage to ventral stream
areas showed action planning deficits as well, such as a failure
to anticipate the fingertip forces required for object grasping or
displaying action semantic errors such as grasping objects in a
functionally incorrect way (Carey et al., 1996). These consider-
ations have led to a revision of the original two-systems model,
such that the distinction between dorsal and ventral processing
streams should be considered as reflecting a relative rather than an
absolute functional specialization (Schenk and McIntosh, 2010).

In recent philosophical debates, the basic assumptions
underlying the two-systems model have also been contested.
Proponents of the sensorimotor approach to visual cognition, for
example, have argued that the strict distinction between “vision-
for-perception” and “vision-for-action” is misguided, because
there is no such thing as pure “vision-for-perception” (O’Regan
and Noe, 2001; Noë, 2004). They argue that the problems with the
two-systems model described above testify to the fact that percep-
tion involves the employment of sensorimotor skills, and cannot
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be fully separated from action 2. Whenever we see a tomato, for
example, our eyes only take into the fovea the plane orthogo-
nal to the vector of the eyes’ focus. However, our sensorimotor
capacities let us perceive the tomato as a three-dimensional solid
object—one that can be grasped, and which appearance changes
as we move around it. On the view advocated by the sensorimo-
tor approach, the visual system has evolved in order to enable
us to act in the surrounding world (Wheeler, 2006). As a result,
the way in which we perceive the world depends on our bodily
capabilities.

The idea that perception and action are intimately linked is
not new and dates back to the ideomotor principle put for-
ward by William James, who noted that “every representation
of a movement awakens in some degree the actual movement
which is its object” (James, 1890/1981). More recently this prin-
ciple has seen renewed interest in the so-called “theory of event
coding,” according to which perception and action share a com-
mon representational format (Hommel et al., 2001). Support
for this idea is found in behavioral experiments for instance, in
which it is shown that the presentation of an action effect (e.g.,
a sound) results in the reactivation of the motor program associ-
ated with achieving the action effect (e.g., making a button press;
e.g., Hommel, 1996). These findings reflect that based on train-
ing we have acquired strong associations between specific actions
and their resultant effects. The ideomotor principle accounts for
a wide range of behaviors in which perception and action are
tightly linked, such as imitation, observational learning and joint
action. In the case of imitation, for instance, observing a specific
movement, such as lifting a finger, activates in the observer the
corresponding motor program required for achieving the effect
and thereby facilitates imitative behavior (e.g., Brass et al., 2000).
At a neural level, this perception-action coupling is likely medi-
ated by visuomotor neurons in premotor and parietal areas (Koski
et al., 2002; Kilner et al., 2004; Newman-Norlund et al., 2007).
A complementary line of evidence for the idea that perception
is directly coupled to action can be found in the “selection-for-
action” principle, according to which the sole purpose of the
perceptual system is to gather information for interaction with
the environment (Allport, 1987). It has been found for instance,
that one’s action intention determines the way in which sensory
information is processed already at an early stage in the visual sys-
tem, as reflected in a modulation of early visual evoked potentials
when one intends to grasp compared to point toward a target (van
Elk et al., 2010). Together these studies highlight the close link of
perception and action, and suggest that any attempt to demarcate
perception- from action-related processes in a principled way is
arbitrary.

The criticism of the two-systems model of visual perception
can be extended to the debate on social cognition to illustrate that
there is no such thing as a pure observational stance toward oth-
ers. For example, Schilbach et al. (2008) have shown that when we
see a smiling face we automatically tend to mimic this smile, at
least in terms of specific muscle activation. Therefore, the authors

2We believe this claim is sound, even though we acknowledge that there are
serious problems with Noë’s theory of object perception (Schlicht and Pompe,
2007).

conclude that “the process of perceiving faces always includes an
‘enactive’ element through which we engage with and respond to
stimuli instead of a mere ‘passive’ perception of face-based cues.”
Another illustration is provided by the MNS studies: if one takes a
closer look at the neural processes involved in cases where subjects
“passively” observe another agent’s action from a 3P point of view,
one notices that there is only a short amount of time (30–100 ms)
between the activation of the visual cortex and the activation of
the pre-motor cortex (Gallagher, 2007).

Although this casts doubt on the possibility to draw a strict
demarcation line between action and perception, it does not
imply that we cannot differentiate between observation and
action conditions. The MNS studies, for example, show that dur-
ing the observation of another agent’s action, our motor system
becomes active “as if” we were executing the action ourselves
(Gallese, 2001). Some argue that in the case of action observation
the actual execution of the action is inhibited (Schutz-Bosbach
et al., 2009). Others claim that the absence of an efference copy of
the motor command signals that the event is externally generated
(Wolpert et al., 1995). However, what is agreed upon is that we can
sensibly distinguish between observation and action conditions.

SOCIAL INTERACTION VERSUS SOCIAL COGNITION
Interactivists often claim that 2P interactions rather than 3P
observations are the backbone of social cognition. More in par-
ticular, they argue that 2P modes of social cognition are primary
to 3P modes of social cognition, not only in the sense that (1)
they involve capabilities that come earlier in development and are
likely to be partially innate, but also in the sense that (2) they
remain the default way how we understand others (Gallagher,
2001, 2011).

The first claim about the developmental primacy of 2P modes
of social cognition might look problematic in the light of recent
studies on “implicit” false belief understanding in early infancy.
Several “spontaneous-response” false belief tests, in which infants’
understanding of false belief is inferred from the behavior they
spontaneously produce (e.g., anticipatory looking, longer look-
ing times), seem to indicate that infants at a very young age
are already able to adopt a 3P observational stance toward other
agents in order to anticipate their behavior (see Baillargeon et al.,
2010 for an overview).

However, even without taking into account these findings, pro-
ponents of the Theory Theory and the Simulation Theory could
maintain that the claim about developmental primacy is compati-
ble with the idea that social development basically comes down to
a transition from 2P to 3P modes of social cognition. As Currie
(2008, p. 212) sees it, for instance, the abilities for 2P modes
of social cognition “underpin early intersubjective understand-
ing, and make way for the development of later theorizing or
simulation [i.e., 3P modes of social cognition]” (see Spaulding,
2010 for a discussion). However, this is certainly not what most
interaction theorists have in mind. They argue that 2P interac-
tion does not “make way” for purportedly more sophisticated
mindreading processes, but instead continues to characterize our
everyday encounters even as adults. This is where the second
claim about the dominance of 2P interaction comes in. If we
look at the “phenomenological evidence” and pay attention to
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our “everyday experience,” so the argument goes, we will find
that 2P interactions rather than 3P observations are pervasive
in our social life (see, e.g., Ratcliffe, 2007; Gallagher and Zahavi,
2008).

As we have argued elsewhere (de Bruin et al., 2011; de Bruin
and Kästner, 2012), the claim that 2P interactions remain the
default way how we understand others is problematic inso-
far it depends on an appeal to phenomenology. The question
which mode of social cognition is characteristic of our every-
day encounters with others is an empirical one, and cannot
be decided on the basis of a “simple phenomenological argu-
ment” (Gallagher, 2004). Overgaard and Michael (under review)
rightly criticize the idea of having a single “everyday stance”
toward other people: in the course of any one day, we not only
interact with others in various ways, but we also, and not infre-
quently, simply observe people. Ultimately, the question about
the dominance of 2P versus 3P modes of social cognition might
simply boil down to a question about the commonality of a
certain type of personality, for instance, extrovert (as in “inter-
acting”) versus introvert (as in “observing”) (McCrae and Costa,
1987).

Claims about the developmental primacy and phenomeno-
logical pervasiveness of 2P versus 3P modes of social cognition
also face a more general worry. If interaction theorists spell
out the difference between 2P and 3P modes of social cogni-
tion in terms of active engagement versus passive observation,
then it becomes unclear how to draw a line between 2P and 3P
modes of social cognition. For, as we have argued in the pre-
vious section, the distinction between active engagement and
passive observation appears to be gradual rather than abso-
lute. And this, in turn, undermines the claims about the devel-
opmental primacy and phenomenological pervasiveness of 2P
interactions.

Some interaction theorists, however, spell out the difference
between 2P and 3P modes of social cognition in a different way.
They claim that 2P modes of social cognition are “direct” in
the sense that they do not require cognitive processes to medi-
ate between our perception of others and our actions toward
them. Gallagher (2008, p. 540), for instance, maintains that
“what we call social cognition is often nothing more than social
interaction. What I perceive in these cases does not constitute
something short of understanding. Rather my understanding
of the other person is constituted within the perception–action
loops that define the various things that I am doing with or in
response to others.” Gallagher proposes a rich notion of enac-
tive perception, which is meant to obviate the kind of cognitive
processes postulated by the Theory Theory and the Simulation
Theory. He argues that “in seeing the actions and expressive
movements of the other person in the context of the surround-
ing world, one already sees their meaning; no inference to a
hidden set of mental states (beliefs, desires, etc.) is necessary”
(ibid., p. 542).

In a recent article, de Jaegher et al. (2010) explain in more
detail how social cognition can be equivalent to social interac-
tion. The authors distinguish between constitutive and enabling
conditions for social cognition. In contrast to an enabling con-
dition, according to which the ability must have been acquired at

some point in development, a constitutive condition requires that
the ability is exercised at the very moment we are trying to make
sense of others. de Jaegher et al. (2010) argue that, in some cases,
2P interactions can be a constitutive and not merely an enabling
condition for social cognition.

It is not our aim here to argue against this modest claim.
Rather, we would like to point out that interaction theorists still
have to account for those cases in which social cognition clearly
is something over and above social interaction. Take interaction
theory’s criticism of the 3P paradigm employed by the Theory
of Mind approach and the Simulation Theory, for example. As
Overgaard and Michael (under review) argue, if interaction theo-
rists agree that this paradigm puts subjects in the role of detached
spectators rather than interacting agents—and their complaint
shows that they do agree with this—then the results of these
experiments clearly show that social cognition is possible with-
out social interaction. Or consider empirical studies of cases in
which social interaction is completely lacking but a capacity for
social cognition remains. Patients suffering from a total “locked-
in-syndrome” (Bauer et al., 1979), for example, are no longer able
to engage in real-time interaction with others, but they are still
able to understand them to some degree (Laureys et al., 2005)3.

We can find similar dissociations between enabling and con-
stitutive conditions in other domains as well. For example, the
development of a body image, i.e., a (cognitive) system of per-
ceptions, attitudes, and beliefs pertaining to oneself (Cash and
Brown, 1987; Powers et al., 1987; Gardner and Moncrieff, 1988),
depends on a body schema—a system of sensorimotor capaci-
ties that functions without reflective or perceptual monitoring
in an immediate and close to automatic fashion (Gallagher,
2005). Although a body schema is an enabling condition for
a body image, it is not constitutive condition. Patients with
deafferentation, such as Ian Waterman (Cole, 1995; Gallagher
and Cole, 1995), suffer from certain impairments in their body
schema (loss of tactile and proprioceptive input), but their
body image remains intact and even allows them to compensate
their disabilities to some extent. Another interesting dissociation
between enabling and constitutive conditions has been found
in relation to the use of linguistic concepts. Whereas there is
a clear correlation between action verbs like “kick,” “pick” and
“lick” and pre-motor cortex activation (Pulvermüller and Fadiga,
2010), this is not the case for abstract verbs such as “think”
(Rueschemeyer et al., 2007). In other words, although under-
standing action verbs may be a necessary step for understanding
more abstract psychological verbs, it is certainly not a constitutive
condition.

What these examples show is that it is not hard to come up
with cases in which social cognition is something over and above
social interaction. The question is to what extent interaction the-
orists are able to account for these often more advanced forms
of social cognition. According to de Jaegher and Froese (2009,
p. 439), the biggest challenge for interaction theorists is “to show
how an explanatory framework that accounts for basic biologi-
cal processes [i.e., enactivism] can be systematically extended to

3Total locked-in syndrome is a version of locked-in syndrome where the eyes
are paralyzed as well.
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incorporate the highest reaches of human cognition.” This is what
they call “the cognitive gap”4.

A more important question for our purpose here, however,
is whether the proposed contrast between social interaction and
social cognition provides us with a good basis for the distinc-
tion between 2P versus 3P modes of social cognition. For most
interaction theorists, the main target in the debate on social cog-
nition has been the so-called “sandwich model” of the mind,
which regards “perception as input from the world to the mind,
action as output from the mind to the world, and cognition as
sandwiched in between” (Hurley, 2008, p. 2). According to the
sandwich model, cognition is required in order to “translate”
visual input into motor output, since there is no direct interaction
between perception and action. Because of their commitment
to this model, many proponents of the Theory Theory and the
Simulation Theory have simply assumed that our social engage-
ments require us to engage in a cognitive process of mental state
attribution (by means of either theory or simulation or both).

On the one hand, we agree with interaction theorists that the
sandwich model should not be presupposed as a general model
underlying all forms of social cognition (as mindreaders tend
to do). At the same time, however, from this it does not auto-
matically follow that one has to reject the cognitive capacities
that are thought to be representative of the sandwich model.
Some of these capacities might actually play an important role
in 2P modes of social cognition as well. In the next section, we
will substantiate this idea by proposing an alternative conceptu-
alization of the distinction between 2P and 3P modes of social
cognition.

RECONCEPTUALIZING 2P INTERACTION
We propose that what distinguishes 2P from 3P modes of social
cognition is their reciprocal nature. That is, 2P modes of social
cognition feature agents who coordinate their actions with one
another—what is sometimes called “attunement” (Fuchs and de
Jaegher, 2009; de Jaegher et al., 2010). Importantly, we take the
capacity for reciprocal interaction to be an ontogenetic achieve-
ment and not something that human beings are simply born with.
Following Sebanz et al. (2006), we can identify several important
developmental stepping stones.

First of all, reciprocal interaction depends on the ability to
share representations of objects and events with others. Visual
habituation studies indicate that 5-month-old infants already
respond selectively to the goals of another agent rather than
the physical details of their actions (Woodward, 1998, 2005).
However, it is not until 9–12 months of age that they begin
to engage in shared attention, and their interactions with oth-
ers begin to have a reference to the things that surround them
(Hobson, 2002; Tomasello et al., 2005). Shared attention cre-
ates a “perceptual common ground” insofar it requires that the
attending of infant and agent has a common focus. This allows
infants to direct another agent’s attention to outside objects in
which they are interested in themselves. The pointing gesture,

4See de Bruin and de Haan (forthcoming) for a more detailed discussion of
this problem and a thorough evaluation of recent proposals that try to bridge
this cognitive gap.

for example, enables them to declare their interest in specific
objects in their surroundings (Phillips et al., 2002; Woodward and
Guajardo, 2002; Sodian and Thoermer, 2004). More importantly,
however, shared attention also allows infants to coordinate their
actions with those of another agent. Meltzoff (1995) showed that
18-month-olds are capable of completing an unfinished action of
another agent, such as pulling apart miniature dumbbells.

Although shared attention provides interacting agents with a
focal point of interest, it is grounded in a more basic system
for sharing representations: the MNS. The MNS matches action
observation and action production (Rizzolati and Craighero,
2004; Rizzolatti and Sinigaglia, 2010), and facilitates a “common
coding” of perception and action (see Section “Against the Idea
of an ‘Observational Stance’”)5. MNS activation has been inves-
tigated in early infancy as well (Kanakogi and Itakura, 2010), and
research on infant imitation has been cited as evidence for the fact
that the MNS is an innate mechanism (e.g., Iacoboni et al., 1999;
Decety et al., 2002; Grezes et al., 2003; Iacoboni, 2005; Iacoboni
and Dapretto, 2006)6.

What is important is that the MNS facilitates action antic-
ipation, which is considered a second prerequisite for coordi-
nating one’s actions with those of another agent according to
Sebanz et al. (2006). Knowing what the other will do next is
crucial for coordinating one’s actions with those of another
agent. Falck-Ytter et al. (2006), for example, showed that 12-
month-old infants are capable of anticipating an agent’s action
toward an object (picking up and placing it in a container) by
making eye movements ahead of the moving hand. The experi-
menters argued that these findings provide direct support for the
idea that action anticipation depends on a MNS which is trig-
gered by the infant’s perception of another agent’s goal-directed
behavior. More direct support for the involvement of the MNS
in action prediction was obtained in a study by Meyer et al.
(2011), which showed a stronger anticipatory motor-related brain
response when 3-year old children observed the action of a part-
ner they were actively interacting with compared to the action of
an outsider.

We can elucidate the role of the MNS in action anticipation
by mapping the neural circuit of the MNS onto an inverse-
forward model (Iacoboni, 2003, 2005). The superior temporal
sulcus (STS) is responsible for the visual representation of an
observed action. An inverse model then feeds this visual represen-
tation into the fronto-parietal MNS and converts it into a motor
plan. In a next step, this motor plan is sent back from the fronto-
parietal mirror neuron to the STS and converted into a predicted
visual representation (a sensory outcome of action) by means of a

5Overlapping MNS activation has also been found when subjects listen to
action-related sounds (Aglioti and Pazzaglia, 2010), observe another person
being touched (Keysers et al., 2010) or observe emotional expressions (Wicker
et al., 2003).
6However, we would like to point out that there are still many open questions
about the role of the MNS in infant development (Gerson and Woodward,
2010; Meltzoff, 2006). It is also not clear whether the MNS should indeed
be seen as an inherited adaptation for action understanding (an evolved sys-
tem), or rather as a byproduct of associative learning that is shaped through
interaction with others and which is basically the result of social experience
(Heyes, 2010).
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forward model. This two-step process explains how infants (and
adults, see Flanagan and Johansson, 2003; Ambrosini et al., 2011)
are able to track another agent’s goal-directed behavior toward
objects with predictive eye-movements.

The MNS might also play a role in the initiation and execu-
tion of complementary actions. Newman-Norlund et al. (2007)
found that mirror neuron areas (right inferior frontal gyrus and
bilateral inferior parietal lobes) are more active when observers
are simultaneously preparing a complementary action than when
they are preparing an imitative action. However, as Sebanz et al.
(2006) point out, the ability to prepare complementary actions
cannot be fully explained in terms of shared representations.
Motor resonance might enable action anticipation, but this (1)
crucially depends on action perception and (2) does not explain
how we become capable of choosing an appropriate comple-
mentary action at an appropriate time. In order to address the
first point, Sebanz et al. (2006) appeal to studies on shared task
representations, in which two agents have to covertly represent
each other’s task requirements without observing each other’s
action. For instance, in a study by Ramnani and Miall (2004), par-
ticipants acquired stimulus–response mappings, and were then
presented with stimuli indicating whether they should respond, a
co-actor in another room should respond, or a computer should
respond. Although the other’s actions could not be observed, par-
ticipants anticipated the co-actor’s actions. This was associated
with activity in motor areas, including ventral premotor cor-
tex, as well as areas typically involved in mindreading. According
to Sebanz et al. (2006), these results suggest that the mecha-
nisms underlying mental state attribution might be triggered
by shared task representations (cf. Sebanz and Frith, 2004). In
order to deal with the second point, Sebanz et al. (2006) pos-
tulate a third prerequisite for action coordination: the ability to
integrate the predicted effects of own and others’ actions. They
discuss this ability in relation to a number of studies that show
how individuals incorporate others’ action capabilities into their
own action planning (Richardson et al., 2007), and how tempo-
ral feedback about another agent’s action is used in anticipatory
action control (Knoblich and Jordan, 2003; Jordan and Knoblich,
2004).

Sebanz et al. (2006) pay relatively little attention to what we
take to be another crucial prerequisite for reciprocal interaction:
perspective taking. In order to engage in reciprocal interaction,
agents have to be able to account for differences in perspective.
Elsewhere, we have proposed a developmental model in which
we distinguish three modes of perspective taking (de Bruin and
Newen, 2012):

(a) Motor perspective taking, which allows infants to under-
stand another agent on the basis of her movements (e.g.,
Woodward, 1998, 2003, 2005).

(b) Visual perspective taking, which allows infants to understand
another agent on the basis of what she (visually) perceives
(e.g., Onishi and Baillargeon, 2005; Southgate et al., 2007).

(c) Cognitive perspective taking, which allows children to under-
stand another agent on the basis of propositional attitudes
such as beliefs and desires (e.g., Wimmer and Perner, 1983;
Baron-Cohen et al., 1985; Rakoczy et al., 2007).

The development of perspective taking is important insofar as
reciprocal interaction requires that agents are on “the same level.”
For example, classic versions of the false belief test show that
children under 4 years of age fail to verbally predict the behav-
ior of another agent on the basis of her false belief (cognitive
perspective taking). Of course this does not mean that they are
unable to engage in reciprocal interaction. As Gallagher (2005)
has pointed out, for example, although these children fail to pre-
dict the behavior of the agent they observe, they have no difficulty
understanding the experimenter. But it does show that they are
not yet able to reciprocally interact with other agents in terms of
their (false) beliefs—at least not on a verbal level7. More advanced
modes of perspective taking allow children to engage in more
advanced modes of social interaction.

Importantly, the various capacities described above can be
recruited in 2P as well as 3P modes of social cognition. They are
not to be classified as 2P or 3P because of their interactive or
perceptual nature, or because they do or do not involve cogni-
tive processing. What counts instead is whether they are recruited
for reciprocal (2P) or non-reciprocal (3P) interaction. On our
view, therefore, 2P modes of social cognition may involve a lot
of observation and only a minimal amount of action (see, for
example, Schilbach et al. (2010) on interactive gaze following).
Furthermore, 2P modes of social cognition may involve cogni-
tive processes such as mental state attribution. Imagine that I am
playing an online chess-game with a friend who lives in the US.
I’m staring at my computer screen and from time to time I click
on my left mouse button. There is a lot of mindreading going
on: I am trying to find out what my friend’s next move will be,
and whether I can capture his queen in the next turn. This sce-
nario qualifies as a 2P mode of social cognition—even though it
involves a lot of mindreading and only a minimal amount of bod-
ily movement—because there is reciprocal interaction between
us. Now imagine that I am helping someone who is drunk walk
home8. I am practically dragging him forward, but he is too drunk
to realize this. I am not thinking about whether he believes he is
drunk, or whether he still desires beer; all my attention is focused
on preventing him from stumbling. On our view, this scenario
should not be classified as a 2P mode of social cognition. Despite
the fact that it features a very active agent who is not engaged in
mindreading, there is no reciprocity between the agents and hence
no 2P interaction.

These examples show that capacities that are usually associ-
ated with (non-reciprocal) 3P modes of social cognition, such
as perspective taking, actually play a crucial role in (recipro-
cal) 2P modes of social cognition as well. Developmental studies
show that this is not only true for adult human beings, but also
for infants. Buttelmann et al. (2009), for example, provides an

7Our notion of cognitive perspective-taking is rather demanding, in the sense
that it requires children to be sensitive to beliefs and desires as propositional
attitudes with propositional content. Elsewhere we have argued that stud-
ies on “implicit” false belief understanding in early infancy do not meet this
constraint (e.g., de Bruin et al., 2011; Section 4; Strijbos and de Bruin, forth-
coming, Section 6). Although we realize that this is a controversial issue, we
do not have enough space to discuss it in more detail.
8We thank one of the reviewers for bringing this interesting example to our
attention.
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excellent illustration of how infants manage to engage in recip-
rocal interaction with an experimenter by taking into account his
visual perspective. In the experiment, infants watched as a toy was
transferred from box A to box B while an experimenter either wit-
nessed the transfer of the toy (true belief condition) or not (false
belief condition). Then the experimenter attempted unsuccess-
fully to open box A—the empty box. In the true belief condition,
infants could follow their natural tendency to help the experi-
menter by opening box A for him. In the false belief condition,
if infants understood the experimenter’s false belief, they had to
understand that he wanted the toy he thought was in there. In this
case they should not simply help him to open box A, but rather
go to box B and retrieve the toy for him. The results indicated
that, by 18 months of age, infants were able to actively assist the
experimenter in his search for the toy. What this shows is that
perspective taking is not limited to non-reciprocal 3P modes of
social cognition, but instead plays a constitutive role in 2P modes
of social cognition as well.

According to our reconceptualization, 2P modes of social cog-
nition can but do not necessarily have to be cooperative in nature.
Competitive interactions can still be reciprocal. Think, for exam-
ple, of a tennis game or a soccer match. Furthermore, 2P modes
of social cognition are not only about understanding other agents
but also about misunderstanding them. As de Jaegher (2009)
suggests “misunderstandings are the pivots around which the
really interesting stuff of social understanding revolves. In these
instances where coordination is lost, we have the potential to gain
a lot of understanding” (p. 540).

THE REAL CHALLENGE TO SOCIAL NEUROSCIENCE
Let us briefly summarize our line of argument. So far we argued
against two ways in which the distinction between 2P versus 3P
modes of social cognition can be articulated: as active engagement
versus passive observation, and as social interaction versus social
cognition. Instead, we have proposed an alternative conceptual-
ization of this distinction—one that gives pride of place to the
notion of reciprocity. Accordingly, capacities that interaction the-
orists take to be characteristic of 3P modes of social cognition play
an important role in 2P modes of social cognition as well.

Thus, on our view, 2P modes of social cognition may involve
mindreading. However, this does not mean that we take min-
dreading to be a necessary ingredient of 2P modes of social
cognition. Consider the “signaling” model of social cognition
recently put forward by Frith and Frith (2011). This model dis-
tinguishes between involuntary signaling and ostensive signaling.
Involuntary signaling is automatically triggered by bodily move-
ment. Frith and Frith point out that the perception of biological
movements elicits activity in the STS, especially the posterior
part (Allison et al., 2000), and suggest that this is likely to be
a very basic and universal brain mechanism. Ostensive signal-
ing, by contrast, is done deliberately (e.g., by making eye contact
or calling someone by name). This type of signaling is needed
for “closing the loop” in 2P modes of social cognition, where
both sender and receiver need mutual knowledge that signals are
being exchanged deliberately. Furthermore, Frith and Frith pro-
pose that a critical role in establishing mutual knowledge between
sender and receiver is played by anterior rostral medial prefrontal

cortex (MPF) or arMPFC (see also Amodio and Frith, 2006). And
because activity in the arMPFC is elicited by mentalizing tasks,
they argue that mindreading is very important for closing the loop
between minds.

We would like to propose that what is required for closing the
loop is reciprocal interaction rather than mutual knowledge. This
proposal is less problematic as well as less demanding. It is less
problematic than the requirement of mutual knowledge because,
in order for knowledge between agents to be mutual, each agent
has to know what the other agent knows and also know that the
other agent knows that the first agent knows etc. This leads to an
infinite regress (Lewis, 1969; Clark and Marshall, 1981; Sperber
and Wilson, 1995). It is less demanding because it does not neces-
sarily involve mindreading (since mindreading is only necessary
as long as we assume that mutual knowledge is required to close
the gap). Our discussion of the various forms of perspective tak-
ing (see “Reconceptualizing 2P Interaction” section) showed that
there is more than one way to close the loop between minds.
For example, visual perspective taking closes the loop insofar
it enables agents to represent whether a given object is seen by
another agent—without requiring them to attribute mental states
to others (Hutto, 2011). Cognitive perspective taking, by contrast,
enables agents to represent another agent’s belief about a given
state of affairs. This way of closing the gap does involve mental
state attribution.

What are the implications of our view for neuroscientific
research on social cognition? First, our reconceptualization of
2P interaction is meant to encourage researchers to take into
account both observational and enactive conditions when study-
ing the neural correlates of reciprocal interaction. For example,
it would be interesting to contrast observational 2P conditions
in which subjects are following the gaze of a virtual avatar
(Schilbach et al., 2010) with more enactive 2P conditions in
which subjects are throwing a ball with a virtual avatar (David
et al., 2006). This would make clear to what extent these con-
ditions recruit common resources or are neurally differentiated.
Second, our proposal invites a closer look at the role of cogni-
tive processing in reciprocal interaction. So far, a lot of research
in social neuroscience has focused on non-reciprocal modes of
social cognition, in which subjects have to attribute mental states
to another agent. We know that mental state attribution in such
conditions is associated with a Theory of Mind network, con-
sisting of the MPF, the temporoparietal junction (TPJ), the STS
and the temporal poles (Frith and Frith, 2003; Amodio and
Frith, 2006). However, what we also want to know is to what
extent this network is recruited during reciprocal interactions,
in which subjects have to attribute mental states to each other.
The new field of neuro-economics, for example, uses paradigms
from game theory and behavioral economics to study the neural
correlates of social interactions and preferences, e.g., for fair-
ness, cooperation and trust (e.g., Singer, 2012). Most studies
in this field involve reciprocal interactions in which subjects
attribute mental states to each other, for instance when play-
ing some version of the prisoner’s dilemma game. It would
be interesting to see if these reciprocal interactions share com-
mon (neural) resources with the non-reciprocal modes of social
cognition mentioned above. Similar questions can be raised about
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the role of the MNS in reciprocal interactions. Most MNS studies
still employ non-reciprocal paradigms, in which subjects either
observe another agent’s action or perform the same action them-
selves. The real challenge to social neuroscience would be to
transform both Theory of Mind and MNS studies into full-
blown dynamical studies involving reciprocal 2P interactions.
This might not be as hard as it looks. For example, one could
take a classic version of the false belief test, in which infants
have to attribute false belief to another agent, as a starting point,
and add reciprocal elements like gaze interaction between the

infant and the agent in a stepwise manner. Such an experiment
might also put the findings on false belief understanding in a new
perspective.

In this article we have argued for an understanding of 2P
modes of social cognition in terms of reciprocity. What distin-
guishes 2P from 3P modes of social cognition is not the amount of
action involved or the absence of cognitive processing, but rather
the fact that they involve reciprocal interaction. In the end, this
is what the interactive turn in social cognition research should be
about.
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Synchronized action is considered as a manifestation of shared skill. Most synchronized
behaviors in humans and other animals are based on periodic repetition. Aperiodic synchro-
nization of complex action is found in the experimental task of synchronous speaking, in
which naive subjects read a common text in lock step.The demonstration of synchronized
behavior without a periodic basis is presented as a challenge for theoretical understand-
ing. A unified treatment of periodic and aperiodic synchronization is suggested by replacing
the sequential processing model of cognitivist approaches with the more local notion of
a task-specific sensorimotor coordination. On this view, skilled action is the imposition of
constraints on the co-variation of movement and sensory flux such that the boundary con-
ditions that define the skill are met. This non-cognitivist approach originates in the work
of John Dewey. It allows a unification of the treatment of sensorimotor synchronization in
simple rhythmic behavior and in complex skilled behavior and it suggests that skill sharing
is a uniquely human trait of considerable import.
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How can we know the dancer from the dance? (W. B. Yeats)

1. INTRODUCTION
Synchronized action, or doing the same thing at the same time,
is a very specific form of interpersonal coordination. Indeed, the
difference between synchronized, and merely coordinated, action
will not be categorical, but will depend rather on the precision and
granularity with which we choose to define the “thing” or action
undertaken. This is conveniently illustrated by considering dancers
in a line dance – where the actions of each are, to a great degree –
identical, and dancers in a tango pair, where each dancer has a
rather different role from the other, but their joint action remains
highly coordinated. Clearly, if two or more people can synchronize
their actions, they share a specific skill. In what follows, the issue
of what it is to share a skill will find some elaboration through
study of synchronization in both simple and complex cases.

Mathematically, synchronization may be understood as a
generic dynamical1 process whereby two or more oscillatory sys-
tems interact, such that their combined state admits of a simpler
(lower-dimensional) description than the mere enumeration of
the states of the individual components, especially when they cou-
ple such that their cycles adopt a fixed phase relation (Pikovsky
et al., 2001). The space of possible stable relations two or more
systems can adopt will depend on both the form and strength of
their interaction, and also on the intrinsic dynamics of each system
considered autonomously. The more general notion of coordina-
tion is similarly captured by description of two or more interacting
dynamical systems whose effective joint state space when doing
some specific task is of lower dimension than the mere conjunc-
tion of the state spaces of the component systems (Haken et al.,
1985; Kelso, 1995).

1A good introduction to basic dynamical concepts as applied within cognitive
science can be found in Norton (1995).

The mathematics of synchronization has developed enor-
mously since its first application in the physical sciences. When we
wish to employ this theoretical arsenal in the service of describing
synchronization phenomena in complex animate behavior, some
thought is in order. The mathematical notion of an oscillator,
and the pre-theoretical notion of an act (the “thing” implied in
the phrase “doing the same thing”), can only be aligned if some
care is taken to circumscribe the domain of observation, and the
interpretation of those observations within a sufficiently rigorous
framework. This paper will attempt to tease out issues of how
such dynamical concepts can properly be applied to understand
animate behavior.

A canonical and (perhaps deceptively) simple example is pro-
vided in describing the coordinated movement of a group of
dancers (Cummins, 2009a). The domain of observation is the
dance, measurements are spatio-temporal measurements, e.g.,
of limb/torso position and velocity, and the periodic nature of
the behavior allows a straightforward definition of phase, which
is essential to the quantitative description of synchronization.
“Phase” here will mean the relative time of an event with respect
to some containing and repeating unit, which in turn is defined by
what it is we understand the dance to be.

The ability to synchronize with an external signal, across a range
of tempi, when engaging in repetitive behavior is known as senso-
rimotor synchronization (Merker et al., 2009). It appears to be a
particularly human ability and is thus deserving of much attention.
Synchronization with a periodic referent is most commonly found
in one of two forms: in phase (matched down beats), or anti-phase
(syncopated). In what follows, I will augment the discussion of
simple sensorimotor synchronization with an instance of complex
synchronized behavior that clearly does not have a periodic basis.
This is the remarkable feat of two speakers speaking in synchrony.
The manifest absence of a periodic basis for synchronization in
this case presents a challenge to any explanatory framework that
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sees periodicity as the sine qua non of synchronization. The hope
is that rising to this challenge will help to refine our vocabulary for
discussing synchronized behavior in a range of cases, and allow us
to come at such behavior afresh, with an eye on the definition of
skill, and how skills might be shared.

I will argue that non-periodic synchronization motivates a
framework for understanding perception and action that departs
fundamentally from cognitivist, information-processing models.
I advocate discarding the notion of the cognitive system as a
sequential processing chain with perceptual input leading ulti-
mately to action output, and replacing this view with an alter-
native in which behavior is described with respect to a tran-
sient and task-specific domain. For the coordinated action of
a single individual, identifying a given domain is tantamount
to addressing the challenge above of delimiting the “thing” that
actors may perform synchronously, or, indeed, of defining what
is meant by the “dance.” The approach extends naturally to
domains that cut across boundaries of nervous system, body
and world, and specifically to domains defined over multiple,
interacting, individuals. This alternative framework has much in
common with work in coordination dynamics (Kelso, 1995), eco-
logical psychology, and in theories of enactive perception, and
extends back to earlier suggestions arising in the work of John
Dewey.

2. PERIODIC AND APERIODIC SYNCHRONIZATION
2.1. SENSORIMOTOR SYNCHRONIZATION AS A MARK OF THE HUMAN
Synchronous behavior is often observed in the animal kingdom.
Some of the better studied examples include the synchronous
flashing of fireflies in both Asia (Hanson et al., 1971) and Amer-
ica (Copeland and Moiseff, 1994), claw waving in fiddler crab
courtship (Backwell et al., 1998), and chirping in katydids (Sis-
mondo, 1990). Weaker forms of synchronization, in which local
periodic movements become mutually coordinated, without rigid
frequency and phase locking, are commonplace in schooling,
shoaling, and flocking behaviors.

What appears to be unique to humans, is the ability to synchro-
nize with an exogenous periodic signal at a wide variety of tempi
(Merker et al., 2009). Despite occasional prohibition, music and
dance occur, and exhibit tempo variation, in every human culture,
bearing witness to our ability to mutually entrain our movements,
given a periodic reference signal. Although we can synchronize to
a range of tempi, a strong preference for a tempo with a funda-
mental beat period of approximately 500 ms is well documented
(MacDougall and Moore, 2005). A similar ability is not to be found
in either apes or monkeys. A limited ability to track tempo changes
while moving in time with music has been documented in a cocka-
too (Patel et al., 2009), and some insects have been found to slightly
adjust the frequency of their behavior to match an external referent
(Ermentrout, 1991), but these interesting cases notwithstanding,
flexible sensorimotor synchronization appears to be a particularly
human ability.

Accounts of how this behavior arises are often couched within
a cognitivist vocabulary that unquestioningly presumes the locus
of agency, and hence the causal origin of behavior, to be the cog-
nitive system of an individual, conceived of as a computational
system operating on perceptual input, and producing behavior in

the form of movement as output. This is the conventional frame-
work of cognitive psychology, and provides the setting for virtually
all of computational cognitive neuroscience. Within a cognitivist
framework, the task of perceiving temporal structure, and of reg-
ulating timing in movement is usually assigned to a timekeeping
component, such as the central clock in the influential timing
model of Wing and Kristofferson (1973). The central timekeeper
provides an amodal timing reference that can be availed of by
perceptual processes and motor processes alike.

We here adopt instead a dynamical perspective. Dynamical
modeling of behavior can be happily agnostic about the locus of
agency, and focus instead on domains within which lawfulness may
be found in the spatio-temporal change over time of observables.
These domains may be transient in nature, they may cut across the
boundaries of nervous system, bodies, and environments, and they
may be defined over multiple individuals as well as within a single
organism. For many of these reasons, dynamical systems theory is
rapidly becoming the lingua franca of post-cognitive approaches
to cognitive science, with emphasis on embodiment, enaction, and
the ecological embedding of organisms in environments (Kelso,
1995; Port and van Gelder, 1995; Stewart et al., 2011).

Synchronization is, of course, a dynamic phenomenon and is
most naturally described using the toolbox of dynamical concepts.
That can be done within a cognitivist framework as well, simply
by considering the organism to instantiate one system, a periodic
referent, such as a music signal or another dancer, to constitute
another, and to ensure that the two systems interact. However,
there are deeper reasons for adopting a non-cognitivist dynamical
stance in addressing coordination and synchronization. These are
motivated by the need to overcome the Cartesian presumptions
that separate the living subject from the physical and social world
in which they are embedded. But first it will be necessary to moti-
vate that by turning to a puzzling case of synchronization without
any underlying periodicity.

2.2. APERIODIC SYNCHRONIZATION IN SYNCHRONOUS READING: A
PUZZLE

When two people are presented with a novel text and asked to read
the text in synchrony with one another, they typically have no dif-
ficulty in doing so, even though the task might appear prima facie
to be very complex. The constituents of speech, whether they be
considered at the phoneme, syllable, or phrasal level, exhibit great
temporal variability, even within the speech of a single individual.
This inherent variability contributes to the context-sensitivity and
expressiveness of the spoken word, and helps to make the voice
such an exquisitely plastic and communicative medium. In a syn-
chronous speech experiment, subjects are presented with a text
they have not seen before, are allowed to read it silently once, and
are then required to read in synchrony after the experimenter’s
signal. The mean asynchrony that is found when the two parallel
speech waveforms are compared is approximately 40 ms on aver-
age, rising to 60 ms at the start of phrases (Cummins, 2003). This
constitutes a very tight synchronization in which subjects diverge
by approximately a single frame of a video movie. Remarkably,
practice at the task does not lead to markedly better performance.
Rather, most subjects find the task to be relatively easy, and they
do not require a lengthy period of acclimatization to either the
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task conditions, or to a specific co-speaker. It is never the case that
one speaker consistently leads and the other lags behind. Rather,
the speech of the two speakers seems to fuse, with only minimal
leading or lagging, and no consistent leader (Cummins, 2009b). It
may well be that one speaker is dominant over the other, but this
may be manifested in the establishment of a joint tempo closer
to the endogenous tempo of one speaker rather than the other, or
it may be manifested in differential speech volume, but it is not
evident in the relative timing of the two speakers.

Synchronous speech is highly constrained in an experimental
setting, and is thus to be distinguished from choral speech, familiar
from group recitations, oaths, prayers, etc. Choral speech typically
involves over-rehearsed texts recited in large groups with heavily
stylized prosody. Synchronous speech, in contrast, is often virtually
indistinguishable from normal read speech, as long as no speaker
makes a speech error.

Errors, when they arise, reveal the yoked, or coupled, nature of
the system. One frequently observed consequence of an error by
one speaker is the abrupt and simultaneous cessation of speech by
both speakers – a form of speech error not observed under con-
ventional conditions of speaking as an individual. This form of
catastrophic failure is indicative of a strong constraint obtaining
between the speakers, making them non-independent. A physi-
cal analogy can help here. In a three-legged race, the contestants
are required to run, and to coordinate that running with their
partner. The link between them is a physical one, as their legs
are tied together, thereby enforcing a strong constraint on their
movement. This inhibits, but does not prevent, running. Rather,
running of a somewhat constrained sort is possible, if the par-
ticipants coordinate successfully. If one makes an error, however,
a frequent consequence is the failure of the entire coordinative
ensemble, as both participants hit the ground in ungainly fashion.
So too, in a synchronous speaking scenario, one can imagine a
strong constraint yoking the two participants together, and bring-
ing the joint speaking activity to a halt as one makes an error.
This analogy will be fleshed out and made rather more explicit
in the following section, where we will be particularly concerned
with characterizing the nature of the constraint linking the two
speakers.

Synchronous speaking poses an interesting puzzle. Despite pre-
theoretical notions of “rhythm” in speech, there is no strict period
to speech (Dauer, 1983). While there is a documented tendency
for alternating stresses (in English) to form quasi-regular series,
this tendency is continually frustrated and usurped by the vagaries
of syntax and lexical choice (Classé, 1939; Lehiste, 1977). There is
thus nothing in the speech signal that can act as a periodic refer-
ent. How, then, is such exquisite synchronization possible, despite
the heterogeneous nature of the signal? In what follows, I suggest
that we can recast our account of skilled action in a manner quite
different from the cognitivist account, and that doing so opens up
a novel space of potential accounts of coordinated behavior across
individuals more generally, and provides an interesting alterna-
tive view of just what sensorimotor synchronization is and why it
might be important. This dynamical perspective also has conse-
quences for the kind of activity we might expect to find in brains
as people engage in coordinated and skilled behavior in real time
(see, for example, Tognoli et al., 2007; Dumas et al., 2010).

3. OF PERCEPTION, ACTION, AND SKILL
What is the difference between a gesture, such as an obscene hand
movement, and an involuntary twitch, such as a tic? The first is
interpretable, or meaningful, if placed in the context of human-
human interaction. The second does not admit of any more
elaborate interpretation. To one who can not avail of the frame-
work of human communication, there is no obvious difference in
the simple observation of bodily movement in both cases. Like-
wise, the difference between a scrawl and a hand-written character
is not evident in the ink marks on a page, but in the framework
within which they are interpreted. If there is an alphabetic frame-
work with cursive writing conventions, we may interpret one as a
character.

Intentional action is distinguishable from mere movement, not
by differences in raw movement, but by the framework within
which those movements are interpreted. The definition of the
framework is a matter in part of convention and shared under-
standing. Writing systems and obscene gestures are not natural
kinds, but human conventions.

We can draw a similar distinction between sensory flux2 and
perception. A given pattern of stimulation, be it luminance vari-
ation or sound pressure variation, is not intrinsically meaningful.
It becomes meaningful to the extent that it can be interpreted by
the subject based upon the subject’s knowledge of the world, of
sensorimotor contingencies, of perils and opportunities, of affor-
dances. In short, the subject must make use of sensory variation
within some interpretive framework.

When the head turns, there is a corresponding change in the
sensory variation at the retina. This may be cast within an action
framework (the subject is looking toward something) or a percep-
tion framework (the subject sees something), but both interpre-
tations go beyond the raw data of co-variation of movement and
sensory flux. The degree to which we can interpret such move-
ment with attendant variation as an intentional act will depend
upon the observer and the framework within which the obser-
vation is made. The same head movement and attendant retinal
flux might be described as “looking,” or as “having one’s attention
captured,” or as “checking to see if the coast is clear,” or as any
of an infinity of other interpretive frameworks. Describing it as
constitutive of perception, or of willful action, will be licensed by
selecting an appropriate framing context (Kelso, 1981).

The view that perception and action are distinguishable from
sensory flux and mere movement by virtue of interpretation
within an organizing domain was first laid out by Dewey (1896).
He there took exception to the notion of the reflex arc, which
was emerging as a unifying concept in nineteenth Century psy-
chology (Dewey, 1896). Dewey describes the limitations of the
notion of viewing the organism as a one-way processing system,
with stimulus/perception as the input, and movement/action as
the output. In his critique, he foreshadows both the behavior-
ist and the cognitivist viewpoints, emphasizing their similarity
and the way in which the strict sequencing of perception and
action creates an artificial separation of organism and world. This

2I use the term sensory flux to describe physical, chemical, and energetic change at a
receptor surface. No experiential attribute, conscious sensation, or qualia is meant.
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critique, now well over 100 years old, succinctly expresses many
of the reservations about the cognitivist orthodoxy that now find
expression in embodied and enactive approaches to being (Hurley,
2001; Stewart et al., 2011). Dewey laments the characterization of
the relationship between organism and environment as a linear
throughput thus:

The sensory stimulus is one thing, the central activity, stand-
ing for the idea, is another thing, and the motor discharge,
standing for the act proper is a third. As a result, the
reflex arc is not a comprehensive, or organic unity, but a
patchwork of disjointed parts, a mechanical conjunction
of unallied processes. . .What shall we term that which is
not sensation-followed-by-idea-followed-by-movement, but
which is primary. . .Stated on the physiological side, this real-
ity may most conveniently be termed coördination.

(Dewey, 1896, p. 358)

For Dewey, the sensorimotor coordination is the overarching
domain within which we can make sense of perception and
of action, but each must be interpreted with respect to the
coordination:

In other words, the real beginning is with the act of seeing;
it is looking, and not a sensation of light. The sensory quale
gives the value of the act, just as the movement furnishes its
mechanism and control, but both sensation and movement
lie inside, not outside the act.

(Dewey, 1896, p. 358/359)

We can contrast a cognitivist and a dynamical view of what it
is to speak. On the former, cognitivist, view, there is a speech
production system and a speech perception system. These may
share representational resources (Liberman and Mattingly, 1985;
Goldstein et al., 2006), but their functional separation is a start-
ing point for developing an account of what speech is. Within the
speech production system so conceived, an intention is formed by
a notional executive, that becomes the basis for commands ema-
nating from the center to the periphery, resulting in movement,
that in turn results in speech sound. This efficient causal chain
constitutes the speech production system. This chain is illustrated
in the top row of Figure 1.

Alternatively, in the spirit of Dewey, one might suggest that
speech might be understood as skilled action in which both the
movement and the sound are subsumed and interpretable within
an overarching coordinative framework, which is the skilled act
of speaking. The present author has been speaking for almost
50 years. In that time, every single utterance (conceived of as
movement) was accompanied (not followed) by speech sounds.
Speech sounds, and speech articulations co-occur; they are not
in sequence. The coordinative framework proposed here suggests
that that skill is manifested in the co-registration of movement and
sound. To be a skilled speaker is to align movement and sound such
that speech results. As with moves within a tango dance, or obscene
gestures, speech sounds are not natural kinds, and we can not
look for purely naturalistic criteria for distinguishing speech from
non-speech. Rather, speech is a skill, and the nature of that skill
emerges within a group of speakers, in the collective acceptance
and preference for some sequences of sounds over others.

FIGURE 1 |Top: cognitivist view of speech production, from executive

to product. Bottom, left: coordinative view of speech production, in which
the coordination of sound and movement creates the appropriate boundary
conditions for speaking. Bottom, right: similar view of synchronous speech,
in which the sound component includes both endogenous and exogenous
parts.

When a baby babbles, toying with the various combinatorial
and coordinative possibilities afforded by its vocal tract, it is learn-
ing that certain sounds and certain movements go together, not
that some movements are followed by specific sounds. When it
then alights upon successful coordinations that produce speech-
like syllables, it has brought into being a higher-order coordinative
domain defined and constituted by the mutual relations of sound
and movement. The criteria that distinguish felicitous coordina-
tions from mere uninterpretable babbling will be found both in
the infant’s own view of similarity to speech sounds occurring in
its environment, and in the differential reaction of its environ-
ment to the speech it utters, reinforcing some coordinations, and
ignoring others. On this view, to be a skilled speaker is to exhibit
mastery over the sensorimotor contingencies of speaking, keeping
the mutual relations of movement and sound such that the cri-
teria of skilled performance are met. It is the nature of the skill
that provides the boundary conditions that serve to delimit skill
from non-skill, and the boundaries separating speech from non-
speech will become more clearly defined with practice, though
they remain at all times somewhat plastic and sensitive to the
contingencies of the context within which speech occurs.

This second view of what the act of speaking is, is illustrated in
the bottom left of Figure 1. The skilled action of speaking is seen
as a tight synergistic alignment of movement and sound, with
neither one being temporally ordered before the other. Before
progressing to consider the more complex case of synchronous
speech, the coordinative view of skilled action being developed
here may serve to shed light upon some other known character-
istics of speech production. Articulatory movements and speech
sounds always co-occur, and skilled speaking is the felicitous cre-
ation and maintenance of this tight reciprocal coupling of the
two. It is immediately apparent then why delayed auditory feed-
back (DAF) should be so destructive of fluent speech production
(Yates, 1963). By time-shifting the sound component, the very con-
ditions that instantiate the act of speaking are removed. It is just
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as if one were to time-delay the movements of one dancer in a
tango-dancing pair. Disastrous miscoordination and a fall would
surely result.

We might note that speaking without making use of the speech
sound is possible, and can itself be considered a skill, as shown by
the relative inefficacy of DAF in disrupting the speech of expe-
rienced polyglot simultaneous interpreters (Fabbro and Daro,
1995). This might be compared to the skill of touching one’s
nose with closed eyes. In both cases, the sensorimotor coordina-
tion is constituted by a suitably constrained relationship between
movement and proprioception, instead of between movement and
sound/vision (+ proprioception). From this perspective, it may
seem less mysterious that playing loud noise at a stutterer can help
to overcome stuttering: it effectively changes the task of speaking
from the mutual coordination of movement and sound, to the
coordination of movement and proprioception. This is, of course,
by no means a full explanation, but rather a descriptive frame-
work within which the properties of sensorimotor coordination
may admit of novel forms of description.

It is precisely this shift in explanatory scaffolding,or framework,
that will now be employed in reconsideration of synchronous
speech, and subsequently, of sensorimotor synchronization.

4. SYNCHRONIZATION RECONSIDERED
The bottom right panel of Figure 1 provides a way of understand-
ing synchronization among speakers, without making reference to
a periodic framework. In this view, the speaking act still consists of
the alignment of movement and sound, but the sound employed is
now a fusion or superposition of two distinct signals: An endoge-
nously generated signal, as before, and an exogenously generated
signal, that stems from the co-speaker. These two signals together
constitute the sensory arc of the sensorimotor coordination that is
speaking. In this respect, the co-speaker, through their speech, co-
creates the framework that instantiates the act of speaking of the
first speaker, or, to put it slightly differently, the speech of the other
becomes formally incorporated into the condition of speaking of
the first.

An analogy of a three-legged race was provided before. Under
the present approach, the constraint, or tie, that binds the two
speakers consists in the fact that each of them integrates the
speech of the other within their respective sensorimotor coor-
dination that is the act of speaking. It has been demonstrated that,
although speakers can synchronize to some extent with a record-
ing of another person, and the degree of synchrony is greater if the
recording is of someone who was recorded while themselves speak-
ing synchronously, there is still an advantage for the situation in
which two speakers interact in real time (Cummins, 2009b). This
makes sense if each speaker is, in a very real sense, constraining
the other in this way.

Interestingly, speaking in unison with others is also an effec-
tive way of overcoming stuttering in many cases (Kalinowski and
Saltuklaroglu, 2003). A conventional account of this would claim
that the stutterer is imitating the speech of co-speakers, perhaps
facilitated by the mirror neuron system, or similar. The account
that suggests itself in the present context is simpler. The speech of
others is playing a role in stabilizing the coordinative domain that
is constitutive of the act of speaking. When speaking alone, the

stutterer is not successful at establishing the required coordina-
tion of movement and sound, but by augmenting the endogenous
signal with an intact exogenous signal, speech is made possible.

Instead of providing an account of synchronized behavior in
which periodicity provides a system-external temporal referent
with respect to which actions might be timed, the present view
suggests that the common skill that two competent speakers have
acquired forms the basis for the phenomenon of synchronization.
On this view, to have the skill of speaking is precisely the capacity
to co-align movement and sound in a manner that is sufficient to
be accepted as speech by both the speaker and her environment.
But that alone is not enough to account for the synchronization
observed. To this we must add the remarkable ability of replacing
the endogenously produced sound with a composite signal that
is a fusion of an endogenous and an exogenous sound. That is,
indeed, a significant achievement, but it is by no means without
precedent.

For this is surely precisely what is demonstrated in the sim-
pler case of sensorimotor synchronization. Let us now consider
what it is to bob one’s head, torso, or foot along with some music.
Any oscillatory movement of the body generates sensory varia-
tion that is periodic. This is entirely modality independent, so
that proprioceptive, visual, and auditory variation all provide the
same information. If one regards bobbing/tapping/bouncing as an
extremely rudimentary skill (shared by humans and almost all ani-
mals), then the exercise of that skill lies precisely in constraining
movement such that the attendant sensory flux varies in periodic
fashion, or, equivalently, such that the rate of change is approxi-
mately constant. What humans seem to have added, somewhere
in the time since our evolutionary path last diverged from that of
the other great apes, is the remarkable ability to employ a fusion
of an endogenously generated sensory flux and an exogenously
generated pattern of variation, so that they collectively function as
the sensory arc of the sensorimotor coordination that is rhythmic
bobbing. In this way, a group of people dancing to music will be
bound together in their movement, not only through the music,
but through the visual registration of phase in the movements of
the others. Rhythm, I have claimed elsewhere, may fruitfully be
defined as an affordance for the entrainment of movement (Cum-
mins, 2009a). This notion can now be fleshed out through the
unifying concept of the sensorimotor coordination,and it becomes
immediately apparent why rhythm should be such a potent force
in getting people to move together.

5. DISCUSSION
This article offered synchronization among concurrent speakers as
a puzzle. It is a puzzle, because the phenomenon of synchroniza-
tion in behavior is typically addressed using a modeling framework
based on oscillatory processes. Periodicity is a striking facet of
most behaviors that we might describe as synchronized, and the
mathematics of interacting oscillators provides a convenient and
powerful framework for quantitative and qualitative modeling.
And yet this approach seems to rule out any account of aperiodic
synchronization, generating a strict division between two kinds of
phenomena, which otherwise seem to have much in common. It
also offers no help at all in understanding how we might presume
to model aperiodic synchronization.
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One-way to re-unite both periodic and aperiodic synchronized
behaviors is made possible by recognizing that in each case, move-
ment and sensory change are highly constrained by the nature of
the task. The task of rhythmic bobbing or toe tapping is so simple
as to barely merit the application of the term “skill,” for simple
periodic oscillation is an ability we share with almost all living
creatures. But if we cast it as a skill, defined by the constraint of
movement such that it accompanies a constant rate of change in
sensory flux, it then becomes apparent that our species-specific
ability to track the fluctuating tempo of an external source of
rhythm is more than an idiosyncratic party trick. When people
gather to make music together, or to dance in groups, each partic-
ipant is creating and maintaining a sensorimotor coordination in
which one arc is generated collectively. This ability to share a skill
is what we have, and the jellyfish does not.

Sensorimotor synchronization allows the tight synchronization
of action in marching, rowing, and in collective heaving or pulling,
as in a tug of war. In all of these instances, simple periodicity in
the behavior ensures that the auditory information shared among
participants aligns with visual and proprioceptive information,
providing robust multimodal support for action timing. In syn-
chronous speaking, we see that this ability to collectively bring
about synchronous skilled behavior can extend to complex, time
varying behavior as well, just in case the individuals share a suf-
ficiently constrained definition of the skill in question. This is,
perhaps uniquely, the case for speech.

5.1. COMMON CODE AND IDEOMOTOR THEORIES
The linear sequence of the cognitivist orthodoxy that starts with
sensation/perception and results in intentional action has been
under attack from many quarters. One of the oldest and most
severe criticisms comes from the recognition that perception and
action are inextricably linked, and must be understood together.
William James observed that:

Every representation of a movement awakens in some degree
the actual movement which is its object; and awakens it in a
maximum degree whenever it is not kept from doing so by
an antagonistic representation present simultaneously in the
mind

(James, 1890, vol. II, p. 526).

This view has found significant elaboration in the common code
theory of Prinz (1984, 2005). On this view, action and perception
are inextricably linked because they make use of a common rep-
resentational substratum. The perceptual effects of actions give
rise to the neural representation of those actions, with the result
that observation of action activates the same representations that
would be employed in carrying out the same acts. This theoreti-
cal approach is buttressed by many experimental observations of
the effect of action on perception (Kilner et al., 2003; Wilson and
Knoblich, 2005). A rather specific form of common code theory
has been mooted in the speech domain with the proposition that
speech perception and speech production employ common repre-
sentations (Liberman and Mattingly,1985). An even closer relation
between the production and perception of speech is implied by
the findings of Fadiga et al. (2002) that listening to speech can be
shown to elicit subliminal activation of the articulators that would

be used to produce that speech. This finding, obtained using tran-
scranial magnetic stimulation, suggests that the listener literally
resonates to the speech being heard.

The momentum accorded to theories of common representa-
tion has increased enormously since the discovery of so-called mir-
ror neurons in monkey brains (Rizzolatti and Craighero, 2004).
These neurons, as is all too well known, are found to fire prefer-
entially both in carrying out specific goal-directed actions, such
as grasping, and in observing someone else carrying out the same
action. The import of this discovery will depend greatly on the
view of perception and action adopted.

On the cognitivist view for which perception and action are
separate, this is indeed extremely strong evidence that a common
representational basis might play a role in linking the two distinct
functions. Common representation has been mooted as a basis for
understanding the actions of others, for empathy, and for more
besides (Gallese, 2001).

On the view being pursued here, the discovery raises important
questions about how a goal is to be defined, and what the circum-
stances are under which equivalence appears in neural activity
when acting or observing action. Movement and sensory flux
are uninterpretable without a superordinate domain with refer-
ence to which they can be understood. Likewise, neural activation
will be uninterpretable without specification of the setting under
which it is observed, and the formal inclusion of that specification
in the apportioning of functional relevance to the activity. The
importance of Dewey’s approach lies in the freeing of functional
explanation from the limits of a single domain, the cognitive sys-
tem, with respect to which function is defined. Instead, a plurality
of domains is established, each task-specific and context bound.

We are a long way from having any such account of neural activ-
ity. The present thesis suggests that the development of a theory of
goals and skill in individual and in joint action is a precondition
to understanding nervous system activity in intentional action.

5.2. COORDINATION DYNAMICS
The sensorimotor coordination posited by Dewey bears many sim-
ilarities to the notion of a coordinative structure (Kelso et al., 1980;
Kugler et al., 1980; or synergy Latash, 2008), as this concept is
applied in the study of skilled action. An early and hugely signif-
icant observation was made by the Russian physiologist, Nikolai
Bernstein, who found that skilled blacksmiths, when striking an
anvil repeatedly, generated movement in which variability was
minimized at the point of contact between anvil and hammer
(Bernstein, 1967; Latash, 2008). In a link segment effector sys-
tem, this observation rules out a puppeteer role for the central
nervous system, as any errors or noise introduced closer to the
center, say at the shoulder, would be amplified and added to fur-
ther out, at elbow, wrist, and especially at the distal point of contact
between anvil and hammer. Rather, he observed, the entire body
and tool assemblage functioned as though it were a task-specific
device, with vastly fewer degrees of freedom than the sum of its
several components. When engaged in the task, a perturbation
introduced at any one point was smoothly compensated for by
other elements within the overall coordinative domain. Likewise,
in speech production, it has been shown that a perturbation to the
jaw administered in unpredictable fashion, will generate an almost
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immediate compensatory response that is specific to the speech
production goals existing at the time of the perturbation (Kelso
et al., 1984). A downward thrust to the jaw during the second /b/
segment of /bab/ produced an almost immediate compensatory
response in the upper lip, while an identical perturbation during
/z/ production in /baz/ resulted in a compensatory response in the
tongue body, appropriate for forming a /z/ articulation.

A coordinative structure, sometimes also called a synergy, is a
task-specific, flexibly assembled system comprising parts of the
body (or body + tools) that function together in the service of
a well-defined behavioral goal. The concept is critical in under-
standing the role of the brain in movement, which is not, as
popularly assumed, that of controlling the muscles individually,
but rather of contributing to the constraining of movement in a
task-specific fashion. The novel perspective provided by Dewey’s
notion of a sensorimotor coordination is to show how this coordi-
native domain is constituted, not just by structured movement, but
by constraining the relation between movement and the attendant
sensory changes.

5.3. GIBSON, ECOLOGICAL APPROACHES, AND SKILLED ACTION
Gibson (1966, 1979) developed a thoroughly radical stance in try-
ing to understand both perception and action. Instead of worrying
about what was going on in the head of a subject, Gibson looked
at the lawfulness that inheres in the co-variation of movement
and sensory flux within a specific environment. For very simple
behavioral goals, this lawfulness can be approached analytically,
as shown by the work of Lee and Reddish (1981). In the seminal
work that introduced the concept of the tau variable to the visual
control of action, they noted that the rate of expansion of the
pattern of light and dark on the retina of an organism approach-
ing a fixed surface is directly proportional to the time to contact
between the two parties. This“information”lies in the mutual rela-
tion of organism and world, and does not require or benefit from
the addition of notional cognitive mechanisms for extracting and
processing the information.

Gibsonian approaches tease out the lawfulness that inheres in
the embedding of an active organism in its environment. In this
way, they provide an invaluable basis for developing an account of
how movement and sensory flux co-vary in a task-specific man-
ner. Gibsonian approaches run into explanatory limits, however,
as the behavior to be characterized becomes more complex. Even
in the canonical case of a diving gannett, the interpretation of
expansion of the pattern of light and dark on the retina as informa-
tion is only licensed by a framing understanding of the organism
as an entity for whom a future collision is of systemic impor-
tance. For more complex behaviors, the informational relevance
of any variable we care to measure will only be meaningful if
interpreted within a context that defines and delimits the behav-
ior itself. Speech is only speech by virtue of the conventions and
habits of an entire speech community, and a full account of speak-
ing will have to refer to such conventions if the skill is to be fully
described.

5.4. THEORIES OF ENACTION
The coordinative focus adopted herein has been informed, in part,
by the emerging enactive approach to mind and life, originating

in the biological theories of Maturana and Varela (1980), formu-
lated in The Embodied Mind (Varela et al., 1991), and expanded
upon more recently in Thompson (2007) and Stewart et al. (2011).
Within this somewhat heterogeneous body of work, an emphasis is
placed on the mutuality that exists between organism and world.
If we regard an organism as an autonomous entity with a great
number of constitutive degrees of freedom, then it becomes clear
that such a system can potentially take part in coordinations that
span the borders between an individual body and its environment.
Indeed, the active embodied interaction of an organism with its
surround is seen as the very basis for the emergence of mind.

Within the enactive tradition, the same principles of autonomy
and coordination can be applied from the level of the single cell,
through multicellular organisms, up to the level of social organiza-
tion. For social interaction, De Jaegher and Di Paolo (2007) have
taken one of the explanatory pillars of enaction, sense-making,
and extended it to what they call “participatory sense-making,” by
which they mean the collective establishment and maintenance
of supra-personal domains of relative autonomy, the interactional
domains, that arise in the reciprocal coordination of two or more
individuals. Appealing to the dynamical concepts of coupling
and entrainment, they propose the following definition of social
interaction:

Social interaction is the regulated coupling between at least
two autonomous agents, where the regulation is aimed at
aspects of the coupling itself so that it constitutes an emer-
gent autonomous organization in the domain of relational
dynamics, without destroying in the process the autonomy
of the agents involved (though the latter’s scope can be aug-
mented or reduced).

(De Jaegher and Di Paolo, 2007, p. 8)

The present contribution extends this notion directly, by propos-
ing that the delimitation of the constraints that define a task may
allow us to apply the dynamical concepts of coupling among indi-
viduals with somewhat more rigor. In common with the participa-
tory sense-making notion, I have here emphasized the mutuality
that exists, in a very literal sense, when two skilled actors syn-
chronize, temporarily bringing into being a higher-level domain
of coordination that is the dyad.

6. CONCLUSION
The puzzle posed by synchronized speaking lies in the absence of
a periodic referent suitable for generating temporal expectations
in concurrent speakers. This apparent anomaly has motivated a
fundamental reconsideration of the descriptive framework within
which skilled action is viewed. The sensorimotor coordination,
first suggested by Dewey (1896), has been employed to frame
an account of skilled action that permits a unified treatment of
periodic and aperiodic synchronization. On this account, skilled
action lies in constraining the co-occurrence of movement and
sensory variation such that the criteria that serve to define a skill
are met. Given this framing, synchronization can be described as
skilled action in which the sensory arc of a sensorimotor coordi-
nation is collectively constituted. In this way, the constraint can
be made explicit that yokes together the actions of people moving
collectively with common goal.

Frontiers in Human Neuroscience www.frontiersin.org December 2011 | Volume 5 | Article 170 | 227

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Cummins Periodic and aperiodic synchronization in skilled action

The approach may, perhaps, seem to be question begging, plac-
ing as it does most of the structure and complexity of behavior on
the framing constraints that define a skill. But unless we take the
objectionable step of claiming that behaviors are natural kinds,
this shift in focus seems necessary. The boundaries of speech are
to be found in the conventions and practices of a community, not
in the structure of the speech signal considered in isolation.

The emphasis on the context and constraints within which
behavior happens may serve as one more contribution to a grow-
ing body of work that plays down hypothetical internal processes
assumed to underlie behavior, emphasizing instead the totality
of observables, from neural activity, through movement, to the
context in which behavior is observed.

The framework advocated here could be seen as a radical break
from information-processing accounts of cognitive functioning.
Alternatively, it could be regarded as nothing more than a worked
example of empirical behavioral research that does what most of
us do most of the time: look for local solutions to local problems.
By positing that movement and attendant sensory variation are

interpretable only within an appropriate frame of reference, we
are doing nothing more outlandish than pointing out that kicking
the ball into the net only constitutes a goal if it happens during a
game of football. The principal contrast with cognitivist psycho-
logical theories lies in the context-specificity of any interpretation
of movement, or of nervous system activity. Dynamical, coordina-
tive approaches to understanding behavior do not refer to a single
monolithic cognitive system. Rather, lawfulness may be found in
task-specific contexts, within domains constituted by part of a
person, a whole person, a person with a tool, or groups of people.
The domains within which lawfulness is found will be emergent,
and will be characterized by the generic dynamical principles of
self-organization in complex systems.
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Enactive approaches foreground the role of interpersonal interaction in explanations
of social understanding. This motivates, in combination with a recent interest in
neuroscientific studies involving actual interactions, the question of how interactive
processes relate to neural mechanisms involved in social understanding. We introduce
the Interactive Brain Hypothesis (IBH) in order to help map the spectrum of possible
relations between social interaction and neural processes. The hypothesis states that
interactive experience and skills play enabling roles in both the development and current
function of social brain mechanisms, even in cases where social understanding happens
in the absence of immediate interaction. We examine the plausibility of this hypothesis
against developmental and neurobiological evidence and contrast it with the widespread
assumption that mindreading is crucial to all social cognition. We describe the elements
of social interaction that bear most directly on this hypothesis and discuss the empirical
possibilities open to social neuroscience. We propose that the link between coordination
dynamics and social understanding can be best grasped by studying transitions between
states of coordination. These transitions form part of the self-organization of interaction
processes that characterize the dynamics of social engagement. The patterns and
synergies of this self-organization help explain how individuals understand each other.
Various possibilities for role-taking emerge during interaction, determining a spectrum of
participation. This view contrasts sharply with the observational stance that has guided
research in social neuroscience until recently. We also introduce the concept of readiness
to interact to describe the practices and dispositions that are summoned in situations of
social significance (even if not interactive). This latter idea links interactive factors to more
classical observational scenarios.

Keywords: social interaction, enaction, participatory sense-making, autonomy, transitions in coordination,

readiness to interact, interactive brain hypothesis

INTRODUCTION: CHANGING SOME BACKGROUND
ASSUMPTIONS IN SOCIAL NEUROSCIENCE
Research in social neuroscience has started to move away from
its almost exclusive focus on the individual brain as a detached
interpreter of social stimuli (see e.g., Van Overwalle, 2009) and
to pay attention to neural mechanisms involved in embodied
social interaction (Schilbach et al., 2006; Tognoli et al., 2007;
Lindenberger et al., 2009; Dumas et al., 2010; Redcay et al., 2010;
Pfeiffer et al., 2011). As a result, a series of fundamental ques-
tions concerning the function of the brain in social understanding
become apparent. One option that is opened by investigating
complex processes of social interaction is that brains might bear
less of a cognitive load than assumed in modular and individ-
ualistic explanations of social cognition based on mindreading
(the individual attribution and meta-cognitive processing of the
“mental states” of others). This is due to the well-documented fact
that processes of social interaction are complex, multi-layered,
self-organizing, and can shape individual intentions, orient indi-
vidual perception and guide the performance of individual action
(Marsh et al., 2009; De Jaegher et al., 2010; Riley et al., 2011). A
consequence of this is that the brain is potentially less involved in

reconstructing or computing the “mental state” of others based
on social stimuli and more involved in participating in a dynam-
ical process outside its full control, thus inviting explanatory
strategies in terms of dynamical concepts such as synergies, coor-
dination, phase attraction, (meta)stability, structural stability,
transients, and stationarity, etc.

We articulate the tension between this possibility and conser-
vative mindreading accounts by introducing the Interactive Brain
Hypothesis (IBH), which is aimed at broadening the spectrum of
possible explanations in social cognition research. As we shall see,
the IBH is an overarching assumption from which different spe-
cific hypotheses may be derived. Its main contrasting perspective
is the currently dominant assumption that gives priority to pro-
cesses of mindreading. While the focus on mindreading has been
criticized on various fronts, the alternatives have yet to coalesce
into a well-defined research program. We believe that the IBH
contributes to this end by developing an alternative set of starting
assumptions for social cognition research.

Our proposal is framed within the enactive approach to life
and mind. With roots in work by Francisco Varela and colleagues
(Varela et al., 1991), this approach has seen a major theoretical
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development since the turn of the century (e.g., Di Paolo, 2005;
Thompson, 2007). The main focus in this approach is the liv-
ing body, its autonomy as a self-organizing system, its precarious
identity and its sense-making relation to the world (Di Paolo
et al., 2010). As such the approach is nourished by dynamical
systems concepts and by phenomenology, as well as ecologically
plausible experiments and agent-based modeling work. For social
cognition research, the central implications of this approach
have been developed in the concept of participatory sense-making
(De Jaegher and Di Paolo, 2007; De Jaegher, 2009), which breaks
with several assumptions about social cognition, such as the spec-
tatorial, individualistic view of the social cogniser or the hidden
nature of intentions. In this perspective, interpersonal interaction
dynamics play a central explanatory role in social understanding
and this is what will be emphasized in this paper. The claims that
we make here about the roles of interaction processes and indi-
vidual mechanisms in social understanding are part of the larger
theory of participatory sense-making (which includes several key
elements apart from interaction, such as emergence, autonomy,
agency, sense-making, and subjective experience) and should be
considered in that context.

A premise of the enactive approach is that cognition is not
exhaustively determined by neural processes (De Jaegher et al.,
2010) but implies the embeddedness of such processes in a liv-
ing body and the embeddedness of this body in a world. Having
said that, we hasten to emphasize that the enactive approach is
not an externalist perspective on cognition. Externalism, often
contrasted with neuro-centric internalism, proposes that cogni-
tive processes are to be found outside the brain and even the
organism, and that intentions acquire their full meaning only
when such external factors are taken into account. The enactive
approach emphasizes the inherent relational nature of cognition
and while it rejects neuro-centrism, it also sees the externalist
position as wanting because merely pointing to external depen-
dencies fails to articulate what makes a relation between agent
and world meaningful or a process cognitive. Instead, enac-
tivism conceives of cognitive agents as participants who enact
a world, not as passive data collectors who model or represent
the world. The key difference is in how the agent/world rela-
tion is explicitly or implicitly conceived. Because the enactive
approach sees cognitive processes as inherently relational, and
agents primarily as participants, it considers it crucial to eluci-
date different aspects of this relation, including what goes on
in individual brains as a result of it. Our aim in this paper is
to project this overarching framework onto the plane of neuro-
science and explore implications for the study of brain processes
in the context of intersubjectivity. If interaction processes are cen-
tral to explaining social cognition, then how do we understand
the neural mechanisms active during social engagements or social
tasks? Our goal is to help promote and develop research on this
question. We propose the IBH in the spirit of raising a series
of questions and indicating research paths, which if taken will
lead to specific interactive hypotheses about neural processes in
concrete instances of social cognition. Our aim, therefore, is to
describe the conceptual and empirical justification for the IBH,
link it to debates in psychology and neuroscience, and explore its
implications.

We have previously argued that social interaction can play roles
in social cognition that are more than contextual. By this we mean
that interaction dynamics are not data to be decoded and stored
by information-processing mechanisms. Rather, the dynamical
processes of interaction are complex and can themselves enable
socio-cognitive performance or even be a constitutive part of it
(De Jaegher et al., 2010—see Herschbach, in press, for a critical
discussion of these claims). Such cases of social understand-
ing enabled or constituted by interactive processes can be used
to question the widespread assumption that subpersonal “min-
dreading” mechanisms fulfill a predominant role in all of social
cognition (what we describe below as the priority of mindreading
stance).

The IBH goes further than this questioning, but as an open
overarching hypothesis, not a claim. It proposes that social
interaction processes play enabling and constitutive roles in the
development and in the ongoing operation of brain mechanisms
involved in social cognition, whether the person is engaged in an
interactive situation or not. Accordingly, when an individual inter-
acts with others, the interaction processes would not function
merely as perceptual input to ready-made mechanisms but they
would also play a role in shaping those mechanisms. The IBH
proposes that the neural mechanisms involved in social under-
standing acquire and sustain their current functionality thanks
to past and present engagements in social interaction. In other
words, the IBH states that the function of the neural mechanisms
involved in social understanding is derivative of the functions
of neural mechanisms used in skillful social interaction. It is
derivative in the sense that the practice of interaction has forged
social understanding mechanisms during development, allow-
ing them to acquire functions that they would otherwise not
have, and also in the sense that those mechanisms are in fact
a specialization of brain mechanisms used during skillful inter-
action. This general hypothesis can be translated into specific
forms when we consider particular mechanisms, performances,
and contexts. It is conceivable even for different competing spe-
cific interactive hypotheses to fall within the broader assumptions
of the IBH.

The proposal should not be interpreted as negating the exis-
tence of a kind of mindreading as a cognitive performance. We
acknowledge that interaction is not always present and that peo-
ple sometimes need to reflect on the behavior of others. Our
position is that such reflective performances are not at play always
or in general, not that they do not exist or are unimportant.
We propose a hypothesis about the origins and function of the
mechanisms involved in these and other forms of social under-
standing. We believe that reflective stances are likely to involve
higher level mechanisms and are built upon a variety of embodied
skills, including interactive ones, as the IBH proposes.

As hypotheses go, we acknowledge this is a bold one. However,
ideas that point in this direction have been suggested before. For
instance, Schilbach and colleagues hypothesise that the develop-
ment of “mentalising” (reasoning about the attributed “mental
states” of others) is a function of the “dynamic interplay of social
interactions in which the contents of mental states (of oneself or
an other) are experienced via quasi automatic attunement to oth-
ers.” This attunement “may then constitute a basic and primary
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form of intentionality which predisposes the dyadic nature also
inherent in more detached mental representations” (Schilbach
et al., 2006, pp. 727–728). The presence of a “dyadic nature” in the
activity of detached mindreading, i.e., even when the other person
is not in direct engagement with us, comes as no surprise to pro-
ponents of constructivist and/or (neo-)Vygotskyan or Meadian
approaches to the development of theory of mind (ToM) in chil-
dren (Garfield et al., 2001; Carpendale and Lewis, 2004; Symons,
2004; Fernyhough, 2008; Stone et al., 2012). For these approaches
it is the degree of socialization during development that best pre-
dicts the child’s capacity for social understanding. Garfield et al.
(2001, p. 496) put the claim in no uncertain terms: “the devel-
opment of language and the development of a set of social skills
are prior to, jointly causally sufficient, and individually causally
necessary for the acquisition of ToM, in contradistinction both to
strongly modular theories of the genesis of ToM and ‘theory the-
ory’ accounts.” Indeed, a large amount of evidence points to the
importance of the quantity and quality of linguistic engagements
at home and with peers for ToM capacities (Milligan et al., 2007).
The IBH attempts to express what these perspectives imply for
neural processes. One prediction is that the influence of linguistic
social engagements could be manifested differentially in neu-
ral activity during social understanding depending on language
and cultural background, which is what the evidence suggests
(Kobayashi et al., 2007). Similar shaping roles for proto- or non-
linguistic social engagements have been proposed to drive the
development of shared attention (Racine and Carpendale, 2007),
understanding the attention of others, and self-conscious emo-
tions (Reddy, 2003, 2008). More generally, even very early forms
of pro-social behavior, such as the maturing of babies’ vocaliza-
tions in terms of syllabic structure and faster consonant-vowel
transitions, are shaped by social interaction involving contingent
emotional feedback by their carers (Goldstein et al., 2003).

The IBH thus fits within a view of social brain function that
is neither pre-given nor fully unshaped, and a view of the social
world that is not merely a data content for individual cognition. In
line with a recent proposal, the IBH sees the brain primarily as an
organ of relation (Fuchs, 2011) and less as an organ of detached
cognizing. Humans are pre-disposed to engagement in interac-
tions that include the material and social world (e.g., Trevarthen,
1979; Trevarthen and Aitken, 2001; Tucker and Ellis, 2001), which
plastically (re-)shape the functionality and structure of the brain.
From the IBH perspective we could make better sense of the evi-
dence of the plasticity of the adult human mirror system (Catmur
et al., 2007; Heyes, 2010), which is not buffered against radical
reconfiguration even after relatively small amounts of training.
Or similarly of the evidence indicating that perspective-taking in
a visual ToM task can be improved after sensorimotor training
in which participants are asked not to imitate a finger movement
stimulus, thus suggesting that inhibiting imitation responses in
one task can transfer to better capabilities to take the point of view
of the other in a different task (Santiesteban et al., 2012). Adult
socio-cognitive mechanisms’ susceptibility to improvement or
reconfiguration depending on experiences that are readily avail-
able in everyday interactions gives support to the idea that these
mechanisms not only develop but also sustain their functionality
in part through participation in social interaction.

Sections “Why Should Neuroscience Take Social Interaction
(More) Seriously?”, “The Interactive Brain Hypothesis”, and
“Examining the Evidence” of this paper are dedicated to exam-
ining the background of the IBH, its formulation and plausibility.
Section “Towards a Neuroscience of Social Interaction” addresses
different challenges that must be faced for investigating the IBH.
In particular, we focus on the challenge of studying social inter-
action as a dynamical process. We break down the complexity of
social interaction into relevant components that may be investi-
gated empirically as independent or dependent variables. These
aspects include dynamical transitions in coordination patterns,
synergistic effects of interactional autonomy, the emergence of
roles and dispositions to interact.

WHY SHOULD NEUROSCIENCE TAKE SOCIAL
INTERACTION (MORE) SERIOUSLY?
Social cognition has traditionally been defined as “information
processing in a social setting” (Frith, 2008, p. 2033) and consid-
ered the result of a linear process starting from social stimuli,
turning them into perceptions of the social world, leading to
decisions, and followed by actions (Frith, 2008, p. 2033). Until
recently, little attention has been paid to more realistic and
widespread scenarios where this linear picture breaks down, i.e.,
where persons are involved in ongoing, multi-modal sensorimo-
tor loops at various timescales and in addition these loops are
modulated by coupling with the sensorimotor loops of other per-
sons. Not only do actions, perceptions and decisions mutually
depend on one another, and often happen concurrently within a
single individual, but they also interconnect with the actions, per-
ceptions and decisions of others. Similarly, it is also often implied
that social information processing is at the basis of all aspects of
social interaction from the basic (see e.g., Blakemore and Frith,
2004; Frith and Frith, 2007) to the most sophisticated (Forbes
and Grafman, 2010). In this view, social information processing
is what allows us to share a social world. Again, the link seems to
be questionably unidirectional.

In order to examine the relation between social understand-
ing and social interaction, it is useful first to make a small detour
to introduce the distinction between a cognitive performance and
the mechanisms that support it. Among other things, cognition
involves an engagement of the full agent with the world involv-
ing intentions, actions, perceptions, affect, and meaning. This
engagement at the personal level should be conceptually distin-
guished from the subpersonal mechanisms involved, much in the
same sense that winning a car race is not the same as having a
powerful engine (see Dennett, 1969; Bennett and Hacker, 2003).
In this paper we intend this distinction in a pragmatic sense that
will help us formulate our hypothesis.

Mechanisms may bear a variety of relations to cognitive per-
formance. Some processes in the agent and in the environment
may bear no relation to performance at all, others may be merely
contextual, i.e., they introduce variations in the outcome with-
out determining the result (e.g., changes in lighting conditions
can affect how efficiently we solve a jigsaw puzzle). Others may
enable performance, i.e., without them it would not be possible.
These may be historical (e.g., having learned to manipulate the
pieces of the puzzle, to group them together according to some
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strategy) or contemporaneous (e.g., being in possession of an
adequate perceptual system capable of distinguishing shapes and
colors). Among the enabling mechanisms, we tend to isolate those
that seem to have a higher relevance for the task (e.g., matching
complementary patterns in shape and color seems more rele-
vant to solving jigsaw puzzles than the capability to move the
pieces around). But the question of which mechanism is more
crucial for cognitive performance is often answered intuitively
and the distinction is not always well grounded (grouping pieces
together according to color or shape can in fact be as important as
matching patterns). Answering this question well requires always
a careful characterization of the object of investigation and the
structure of its context (e.g., what alternative explanations we care
about or how we can intervene in practice to alter the results,
Garfinkel, 1981). An explanandum that is not well described leads
to confusing explanations.

Having established the distinction between performance and
mechanisms, we can now examine the current situation in social
cognition research. Social cognition has been almost exclusively
limited to some version of mindreading, i.e., to the interpre-
tation of the intentions of another person. Mindreading as a
performance has in turn been almost exclusively conflated with
mechanisms in the individual brain in the form of computa-
tional modules postulated to be in charge of interpreting social
stimuli and inferring the intentions of the other, assumed as not
directly perceivable (Baron-Cohen, 1995). This general view is
what we describe as the priority of mindreading stance. We may
question first whether social cognition, in the larger sense of effec-
tive performance involving not only social understanding but
also action and affective experience in social situations, must be
based exclusively on mindreading. We may, separately, also ques-
tion whether mindreading itself, as a performance, must be based
exclusively on individual brain mechanisms that implement some
form of subpersonal “interpreting,” “simulating” or “inferring”
(see Gallagher, 2008a). In other words, we question both (1) the
centrality of mindreading and (2) the mapping of the structure of
performance onto the function of neural mechanisms.

To make sense of these two questions and explore how things
could be otherwise, we must first do something that is not
often done: say what we mean by social interaction. We define
social interaction as the autonomous engagement that can emerge
between two or more autonomous agents who are mutually reg-
ulating their dynamical coupling. We here mean coupling in a
dynamical systems sense: i.e., two systems are said to be coupled
when parametrical and other structural descriptions of the laws of
transformation of states in one of them have a functional depen-
dence on the state variables of the other, which may be non-linear,
piece-wise state-dependent, and time-varying (in which case we
call the coupling “dynamical”). Coupling can be unidirectional
or mutual. When we speak about cognitive agents in interaction,
the basis for such a coupling can take various shapes and involve
various perceptual systems, sensorimotor flows, neural, and phys-
iological processes, external objects, and technological mediation.
Notice that we use the word “autonomous” to describe both the
agents and their engagement. Autonomy here is meant in the
operational sense used in the enactive literature, involving a self-
maintaining organization (for technical definitions see De Jaegher

and Di Paolo, 2007). As such, social interaction goes beyond the
mere co-presence, or even the mere dynamical coupling between
agents. It requires that the processes of co-regulation of such
a coupling become self-sustaining. This definition allows us to
make sense of everyday situations where interaction seems to
“take a life of its own” in spite of the individual intentions of
the participants, and sometimes to their own frustration. This
happens through synergistic effects (see, e.g., Kelso, 2009a,b)
at the level of individual actions and intentions involving rela-
tional bodily variables, such as relative positions and timing
between movements, coordination between perceptual systems,
and neuro-physiological variables. Such effects can be uninten-
tional, for instance, in the narrow corridor situation when people
walking in opposite directions become stuck trying to get past
each other, arguments that cannot seem to be avoided, telephone
conversations that linger on after having already said goodbye,
escalations in intensity of utterances or antagonistic actions, and
so on.

This definition impacts on how we conceive social understand-
ing. In developing the enactive approach to intersubjectivity, we
have argued that the processes that make up interactive dynam-
ics can be described as processes of coordination, breakdown, and
recovery of coordination between the participants at various lev-
els: physiological, bodily, affective, cognitive, etc. (De Jaegher and
Di Paolo, 2007). We have proposed that such processes have com-
plex relations to social understanding. In particular, individual
“mental states” (those that “do” the understanding and those
to be understood) are not fully independent or fully established
prior to the interaction, but are instead affected, negotiated, and
even created as a result of interaction dynamics. We describe this
set of possibilities, much broader than social cognition based on
mindreading, as participatory sense-making. Everyday social inter-
actions do not bear out that social situations consist in figuring
out the “mental states” of others, where these states are hid-
den, pre-existing, unaffected by the interaction, owned by each
individual participant and opaque to the other.

Thus, by defining social interaction in operational terms and
tapping into the wider notion of social understanding that is given
in everyday experience, we propose a negative answer to the ques-
tion of whether social cognition as a performance must be based
on mindreading (question 1). It must not and alternatives exist.
Considering social cognition in the light of participatory sense-
making allows us to relax the assumptions of linear processing,
individual cognitive load, and pre-given, hidden “mental states”
that might make mindreading the main factor of social cognition
if they were true. Understanding in a social situation can happen
through a variety of possibilities, mindreading being only one of
them (and according to phenomenological critiques, not even the
main one, see Gallagher, 2008a,b, in press).

In addition, we also respond in the negative to the question
of whether social cognition as a performance, even mindreading,
must be based on subpersonal computational versions of “min-
dreading” instantiated in brain processes (question 2). The mech-
anisms of social understanding, enactively construed, involve
being engaged in the dynamics of interaction. Collective, rela-
tional, and normative social processes instantiated during interac-
tions can play enabling roles in socio-cognitive performance, and
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even be a constitutive part of such performance, as recent exper-
iments in perceptual crossing have demonstrated (Auvray et al.,
2009; De Jaegher et al., 2010, see also Auvray and Rohde, in press;
Lenay and Stewart, 2012). As interactions are studied empirically,
such possibilities can be put to the test in order to measure to
what extent engagement with others can more parsimoniously be
an explanans and not always the explanandum.

This does not mean that all social understanding must be
done in actual social interaction—this would also contradict our
everyday experience. Neither does it mean that, in some circum-
stances, a reflective capacity of some kind, conceived of at the level
of performance, is not a valid hypothesis. What remains open
is how interaction and these mechanisms relate in such cases.
The neural mechanisms presumed to be involved in mindreading
scenarios might work differently in interactive situations—most
likely not by performing tiny subpersonal inferences or simula-
tions in homuncular fashion. More even, interaction may affect
such mechanisms in a more than contextual manner. And even
more strongly, we may raise the question of whether social neural
mechanisms might not be primarily interactive in origin and func-
tion, and it is only as a special case that they are put to the task of
mindreading. These possibilities will be the basis of the IBH.

THE INTERACTIVE BRAIN HYPOTHESIS
The IBH is concerned mainly with the brain mechanisms of social
understanding. It is formulated with the aim of contributing to
experimental social neuroscience but its more general implica-
tions also help us re-think social understanding as an act that
depends on interactive elements.

The IBH helps landmark an outpost in the logical space of pos-
sible explanations in social neuroscience. It describes an extreme
possibility, namely that all social brain mechanisms depend on
interactive elements either developmentally or in the present,
even in situations where there is no interaction. This may turn
out to be true only in some cases, or even in none.

The IBH comes in two versions:

Developmental (DIBH): The functions of individual brain
mechanisms involved in social understanding have been
shaped during development by skillful engagements in social
interactions where interactive processes have been involved in
social performance in a more than contextual way.
Contemporaneous (CIBH): Even in the absence of immediate
interaction, the functions of brain mechanisms enabling social
understanding are derived contemporaneously from functions
used primarily in skillful social interactions where interactive
processes are involved in social performance in a more than
contextual way.

In both versions, the IBH concerns the functionality of indi-
vidual neural mechanisms and their role in social understanding.
The IBH is not a hypothesis about performances.

We use the term contextual in the sense indicated in Section
“Why Should neuroscience Take Social Interaction (More)
Seriously?” For interactive processes to be involved in cognitive
performance in at most a contextual way means that their role
in the outcome is one of “data”: i.e., the most we can establish

is that variations in interactive factors introduce variations in
outcome of the cognitive performance without affecting its func-
tionality. To play more than a contextual role means that the
interactive elements are more than data and become enabling
(necessary) factors in determining not only the outcome but also
the functionality of the processes underlying performance. The
hypothesized involvement of interactive factors, both develop-
mentally and contemporaneously, in shaping or sustaining neural
mechanisms involved in social understanding is thus not trivial
(as it would have been if we were concerned with merely con-
textual influences on the performance outcome introduced by
aspects of interaction).

To avoid misinterpretations, it is important to emphasize what
the IBH does not say. It does not claim that individual brain
mechanisms play no important role in social understanding, even
during engaged social interactions. On the contrary, it is con-
cerned with the interactive origins and aspects of the functioning
of neural mechanisms, because it recognizes them as essential.
The involvement of these mechanisms in the explanation of
various socio-cognitive phenomena is always something to be
determined case by case rather than assumed a priori as is usually
done. Neither does the IBH suggest that among the developmen-
tal precursors or among the current functional components of
a given neural mechanism involved in social understanding we
will find only interactive elements as enabling or constitutive fac-
tors. Several non-interactive factors and functional elements will
undoubtedly also be required for the explanation of the function-
ality of brain mechanisms in social cognition. The IBH simply
makes the non-trivial proposal that among the necessary fac-
tors, we will always find some enabling or constitutive interactive
elements.

Let’s consider the context for the IBH. As we mentioned,
we denote the assumption that some form of mindreading has
priority over all forms of social cognition as the priority of
mindreading stance. In particular, this position holds “that min-
dreading facilitates interaction rather than the other way around.
On this view, mindreading has priority in the logic of how we
interact with others; we first observe, then infer the other’s beliefs,
and only then, on this basis, engage in interaction” (Gallagher,
in press). This follows the staged view that we have mentioned
at the beginning of Section “Why Should Neuroscience Take
Social Interaction (More) Seriously?”: “Signals arising from the
environment impinge upon us. Sensations [. . . ] are turned into
perceptions [. . . ]. Then, decisions are made about what should
best be done in response to these perceptions [. . . ]. Actions are
planned and finally output is initiated in the form of motor
movements [. . . ]. Within this general framework of stimulus
and response, we can have a subset of processes concerned
with social stimuli (e.g., reading facial expressions), social deci-
sions (Should I trust this person?) and social responses (making
facial expressions)” (Frith, 2008, p. 2033). This position is sel-
dom argued for explicitly and yet it is uncritically adopted very
often. It can be found in the opening lines of many studies
adopting the passive observer’s view: “To successfully navigate
the social world, we need to decode a dynamic stream of com-
plex information [to] infer other humans’ mental states, such as
desires, intentions, emotions, and thoughts” (Wolf et al., 2010,
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p. 894). “Understanding and predicting other people’s mental
states and behavior are important prerequisites for social inter-
actions” (David et al., 2008, p. 279). In spite of the observational
stance adopted by the experimental evidence supporting the min-
dreading perspective (e.g., false-belief tests), “theory theorists
have always emphasized that the primary use of mindreading is
in interaction with others” (Carruthers, 2009, p. 167).

The position relies on an argument by default: “there is simply
no other way (than using theory-driven computations of under-
lying mental states) of explaining our competence in this domain”
(Carruthers, 2009, p. 47). The position also implies a representa-
tionalist view according to which mutual understanding involves
the sharing of hidden “mental representations” (without attempt-
ing to specify what they are): “For successful interactions [we]
need to share representations of the world” (Frith and Frith,
2007, p. R727). “Human social interactions crucially depend on
the ability to represent other agents’ beliefs even when these
contradict our own beliefs, leading to the potentially complex
problem of simultaneously holding two conflicting representa-
tions in mind” (Kovács et al., 2010, p. 1830). The priority of
mindreading stance also sees interaction as a discrete chain of
informational exchanges subserving the goal of passing “repre-
sentations” “from transmitter to receiver” (Singer et al., 2003,
p. xxii).

Given that, in sharp contrast to this picture, dynamic, concur-
rent, multi-timescale, and non-staged social interaction processes
can sometimes be shown to be the main explanatory factor for
social cognitive performance with no mindreading involved (see
Auvray et al., 2009; De Jaegher et al., 2010) and that not all of
social understanding involves sharing “representations” of hidden
“mental states” (Gallagher, 2008a, in press), the priority of min-
dreading claim is demonstrably false. However, the stance may
still survive as a general heuristic for research.

The purpose of the IBH is to investigate the alternative possi-
bility that neural mechanisms subserving and shaped by interac-
tion have (developmental and/or functional) priority over those
subserving mindreading. The DIBH states that having the capac-
ity to interact with others skilfully and having (perhaps specific)
experiences of interaction is necessary for the development of
all kinds of social cognition, without putting any conditions on
the kind of individual mechanisms involved during acts of social
cognition in the present. The CIBH states that, whatever the
developmental path taken, neural mechanisms supporting social
cognition in the present functionally depend on mechanisms
that are used during interactive engagement also in the present;
in other words, social cognition, including non-interactive min-
dreading, makes crucial use of interactive mechanisms. Both
versions question the priority of mindreading.

It would be possible for the DIBH to be true without the CIBH
being true. The developmental paths that lead to brain mecha-
nisms involved in social understanding could depend crucially
on interactive experiences and yet the mechanisms themselves
could function in the present without involving interactive ele-
ments. And the opposite is also the case, at least logically: the
CIBH could be true without the DIBH being true. Social cog-
nition mechanisms in general could always involve mechanisms
that are used in interactive situations, only that their development

has not depended crucially on having undergone interactive expe-
riences where interaction plays more than a contextual role. In
other words, this would describe a situation in which the function
of socio-cognitive mechanisms, all of them involving interactive
elements, has not been shaped by past interactions (i.e., interac-
tive experiences have played at most a contextual role as data).
Admittedly, this possibility seems less plausible and would involve
a strictly nativist perspective. It is not so controversial to claim
that at least some aspects of how we engage with others are
developed precisely as we perfect the skill of interacting in actual
encounters, and that the corresponding individual mechanisms
are shaped accordingly. If this is accepted, then holding the CIBH
true also implies accepting the DIBH. In practice, the CIBH is the
stronger of the two versions.

The IBH in both its forms is open to empirical scrutiny and
falsifiable. Given that social understanding can have multiple
components, it is also possible to distinguish general and partic-
ular versions of the IBH. The general version holds the IBH true
of all forms of social understanding. The particular version con-
cerns the role of interactive mechanisms in specific capabilities
(e.g., understanding at different levels the actions of others, their
beliefs, their expressions, their goals, their relations to others,
their personality traits, taking the other’s perspective, etc.).

EXAMINING THE EVIDENCE
Is there any evidence supporting the plausibility of the IBH?
Let’s consider the extreme case where the hypothesis would seem
least applicable: non-interactive mindreading. The question of
the developmental and operational relation between mechanisms
that support mindreading and those that support skillful inter-
action is very much under-studied. The majority of research is
concerned with mindreading capabilities outside interactive con-
texts and in so far as mechanisms are discussed, research in
cognitive psychology or social neuroscience is mostly focused on
postulating functionality based on computational requirements
(e.g., social contingency detection modules, Gergely and Watson,
1999), or based on localization of neural activation in the absence
of interaction.

Certain neural and developmental evidence hints at the plau-
sibility of the IBH, without being conclusive. A few studies
have indicated that different neural circuits seem to be acti-
vated depending on the presence or absence of specific interac-
tive elements, such as situations of conflict, being addressed, or
elicitations to interact. Such elements seem to modulate “inter-
pretational” mechanisms like those involved in mindreading. In a
study of monkeys with different levels of dominance in the social
hierarchy sharing a social space, Fujii et al. (2007) have found
differential activation in the parietal cortex, in circuits suppos-
edly involved in understanding the actions of others, according
to whether the configuration presents a conflict of interests or
not. During imaging studies in humans using virtual characters,
Schilbach et al. (2006) have found that the interpretation of social
content in the stimuli relates specifically to the activation of the
ventral medial prefrontal cortex, whereas the experience of self-
involvement (present in interactive situations but not generally
in passive interpretation) recruits in addition neural activity in
a more dorsal part of the medial prefrontal cortex, which has
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been suggested to be involved in more general tasks requiring self-
reference. And different imaging studies looking at the response
to stimuli that do or do not display an elicitation to interact, in
gestures (Lotze et al., 2006), vocalizations (Dietrich et al., 2007),
facial and bodily expressions (Lawrence et al., 2006), and visual
scenes (Tylén et al., 2009) also reported differential activation
in brain regions normally associated with verbal language when
communicative intent was apparent.

These studies suggest that the function of mechanisms
involved in observational social understanding is modulated
by the presence of interactive elements such as conflict in a
shared space, self-involvement or communicative intent. If this
evidence had been otherwise, then at first sight it might be
compatible with some version of the priority of mindreading
stance, given that the mechanisms used to interpret social stimuli
would have been unaffected by interactive elements. Indeed, the
unspoken reliance on this priority is apparent in interpreting
cases that show a coincidence of activation in brain regions
due to interactive stimuli (calls to attention involving the self
in observed gaze direction in static images or upon hearing
one’s own name) and mindreading (Kampe et al., 2003). The
fact that a coincidence has been found in this case between
interactive and mindreading neural circuits is readily seen as
evidence that we need to mentalise in order to understand social
stimuli like a gaze directed toward the self. The authors suggest
that: “mentalizing is involved in understanding the signals that
a sender emits to initiate communication with someone. It is
likely that we attribute mental states such as beliefs, desires, and
intentions to the sender while guessing the meaning of these
signals” (Kampe et al., 2003, p. 5262). However, the conclusion
is unwarranted since it is clear that the same evidence can equally
be interpreted in IBH terms, perhaps even more parsimoniously
as there is no experiential evidence that stimuli directed to the
self are accompanied by guesses about their meaning and “mental
state” attributions (Gallagher, 2008b, in press). Confronted with
this evidence, the IBH perspective would suggest that, on the
contrary, it is mindreading that recruits functionality which
is otherwise used in interactive contexts, such as, for instance,
understanding person-oriented attitudes in others based on our
own experience of having been the object of their attention.

It is clear, then, that activation of the same brain areas cannot
differentiate between the two interpretations (IBH and prior-
ity of mindreading). Evidence of differential activation between
interpretational and interactional situations is at least suggestive
of mindreading mechanisms not being necessarily involved or
not playing the same roles during interaction as they do dur-
ing detached interpretation. This evidence should moderate the
readiness to interpret data and design experiments putting min-
dreading first. The priority of mindreading, uncritically assumed
in the last example, is what the IBH questions and at least this
questioning is supported by evidence of differential activation.
However, such evidence by itself cannot count in favor of the
positive part of the IBH which establishes a priority for mech-
anisms that support interactive capabilities. For this, it would
have to be established that interaction is involved in shaping
mindreading mechanisms or that such mechanisms are a spe-
cialized case of interactive mechanisms also in situations where

interaction is absent. To the best of our knowledge such evidence
has not been produced so far and will have to wait for more
systematic investigation involving actual interactions as well as a
clear proposal in terms of the functional interrelation between the
mechanisms involved going beyond mere correlational activation.
Nevertheless, some existing support pointing in this direction
may be found by considering the developmental aspects of both
mindreading and interactive capabilities.

Evidence of mindreading in infants under 3 or 4 years of age is
still controversial in spite of recent studies indicating behavioral
and attentional sensitivities in false-belief situations indicating
violation of expectation or anticipated looking in infants as young
as 7–17 months of age (Onishi and Baillargeon, 2005; Surian
et al., 2007; Song et al., 2008; Kovács et al., 2010; Southgate et al.,
2010—see Gallagher, in press for parsimonious behavioral and
enactive interpretations according to which this evidence does
not require “mental state” attribution). In contrast, the capa-
bility of infants to skillfully engage in affective, richly rhythmic
and intentional interaction from birth or very early in life has
been undisputed for some time (Bullowa, 1979; Trevarthen, 1979;
Murray and Trevarthen, 1985). This difference notwithstanding,
support for the IBH must be sought in the potential interactive
roots or nature of the postulated precursors for mindreading, as
we shall attempt next, and not simply in the fact that interactive
abilities appear earlier developmentally.

In what follows it is important not to understand the idea of
a precursor as a necessary stage in a developmental progression
that is later overcome and does not continue to play impor-
tant roles once more sophisticated skills have been established.
Instead a “precursor” may involve mechanisms that remain active
throughout the lifespan (Gallagher, in press).

One proposed precursor of mindreading, the capability to
understand the attention of others (Baron-Cohen, 1995), is
believed to be the result of the development of joint attention
toward the end of the first year. However, it has been argued
to have much earlier roots in the infant’s understanding of
the other’s attention directed toward the self during interaction
(Reddy, 2003). Infants of about 2 months of age are able to
respond with smiles or coyness and become more expressive when
adults make eye contact with them, and show the opposite emo-
tional responses when adults stop attending. By 4 months, they
attempt to engage the adult’s attention with vocalizations and by
initiating “games.” After 6 months, infants are able to specifically
regulate their responses with respect to the attention others give
to their actions, engaging in exaggerated performances to attract
attention, eliciting praise, laughter and challenging the expecta-
tions of others by teasing them. As Reddy argues, the infant’s
grasp of the relation between the other’s gaze and the object of
visual attention is enabled by their intimate experience of hav-
ing been themselves the object of the other’s attention in the
past. This experience happens in interaction (see also Reddy and
Morris, 2004; Reddy, 2008). Similarly, in an extensive review of
the literature on the development of shared attention, Racine
and Carpendale (2007) conclude that capacities such as point-
ing and social referencing are evidenced in interactive shared
practices earlier than the infant’s purported understanding of oth-
ers’ “mental states.” The developmental evidence identifies the
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practices that are shaped through the infant’s interactions with
others, in particular in their affective engagements, as prior to
the development of shared attention. However, as Racine and
Carpendale recognize, this identification does not explain how
interactions shape these capacities, which is what research into
the IBH could help uncover.

Another proposed precursor for mindreading is the capabil-
ity for imitation (Meltzoff and Moore, 1998). Although imitation
in infancy remains the topic of ongoing debate (see Hurley and
Chater, 2005a,b for representative positions; also Ray and Heyes,
2011), in the context of the IBH it is interesting to note that
imitation has primarily been discussed in terms of motor-based
accounts of how we understand the goal-directed actions of
others to produce our own. The IBH would predict that such
accounts are likely to involve mechanisms whose functionality has
been shaped during interaction (Froese et al., in press). Recent
evidence indeed suggests that mirror system functionality in
humans is forged by experience. Catmur et al. (2007) have shown
that the mirror system in adults is easily re-adjusted plastically to
produce “counter-mirror” responses after training with incom-
patible sensorimotor stimuli. This demonstrates that the human
mirror system is highly plastic (effects were measured after three
training sessions lasting 45 min each)—(see also Catmur et al.,
2008, 2009, 2011).

The plasticity of the mirror system responses is in itself not
unexpected. They depend on such factors as the level of perfor-
mance skill in the actions being observed, as shown in the case
of ballet dancers (Calvo-Merino et al., 2006), the use of chop-
sticks (Järverläinen et al., 2004) and other tools (Ferrari et al.,
2005). However, it could be claimed that the effect of experi-
ence on mirror neurons is merely contextual according to our
definition (the intensity of neural responses co-varies with the
intensity of experience, e.g., the amount of training). But the data
of Catmur and colleagues indicates a stronger role for experi-
ence. One would expect for incompatible experience to at most
diminish the strength of mirroring responses, not to reverse their
“meaning” after a short training (i.e., not, as in their case, for
the observation of a foot-lift to elicit motor responses associated
with lifting the hand). This indicates that sensorimotor experi-
ence functionally re-shapes the mirror system, thus playing an
enabling role in determining its involvement in social cognition.

These results give support to claims that the mirror system is
the outcome of associative learning involving correlated obser-
vation and execution of actions either through spatio-temporal
contiguity (Keysers and Perrett, 2004; Del Giudice et al., 2009)
or through sensorimotor contingency (Heyes, 2001, 2010). The
proposal would seem to remain plausible even in the light of
counter-arguments involving evidence of newborn imitation (Ray
and Heyes, 2011). If fulfilling a functional role, the plasticity
of mirror responses is suggestive of a system able to adapt to
social engagements that are potentially changing rapidly. This
would imply that, to function effectively, such mechanisms are
constantly being adjusted by interactive experience.

Does this evidence support the IBH? The experience necessary
for enabling the development of “mirror” mechanisms is clearly
available in the social world of the infant. What is not immedi-
ately clear is whether this experience is primarily interactive or

merely observational. Evidence points in the interactive direction.
The behavioral effects of counter-mirror training are stronger in
the presence of contingency between stimulus and action than in
cases that also involve a neutral, non-contingent stimulus (Cook
et al., 2010). This indicates that the most likely and reliable source
of experience shaping mirror function are situations of social con-
tingency involving close links between observations and actions,
i.e., situations of social interaction. Not only this, but interactive
situations in combination with the associative learning hypothesis
can also explain the development of “mirror” responses demand-
ing complementary actions (Newman-Norlund et al., 2007).
These are likely to be more present than imitative action matching
in general, and increasingly so as the infant develops what we call
a readiness to interact (Section “Towards a Neuroscience of Social
Interaction”) and interactions acquire more complexity.

As a point of clarification, we repeat that the IBH does not
claim that non-interactive factors play no role in the development
of socio-cognitive neural function. As such, while it gains sup-
port from the associationist perspective on “mirror” responses,
the IBH is not immediately contradicted by counter-hypotheses
based on evidence of mirror activity very early in life (Lepage
and Théoret, 2007; Gallese et al., 2009). The IBH can accom-
modate these alternatives, as long as they indicate not a nativist
position, but the otherwise undisputed presence of pro-social
pre-dispositions in utero. And even then interactive factors are
not easily discarded. For instance, in a study of twin pregnan-
cies, Castiello et al. (2010) have found that the kinematic profiles
of limb movements already at the 14th week of gestation is dif-
ferent depending on whether they are aimed at the wall of the
uterus or at the other twin and that the proportion of movements
directed at the sibling increases in the following weeks. While the
authors suggest that this is evidence of a “pre-wiring” for social
interaction, the evidence is inconclusive. The role of interactive
experience cannot be easily discounted even in this case; after all
there is another twin also moving and touching the self. Moreover,
the increase of movements directed toward the sibling may indi-
cate the presence of interactive learning (a pre-wired mechanism
would predict an equal intensity from the start).

As regards the developmental evidence, what matters is
whether interactive experience plays a forging, enabling role—but
not necessarily a fully determining one—in shaping the function-
ality of socio-cognitive neural mechanisms. It is not necessary,
then, to interpret the IBH in an externalist way, but rather as
describing a dialectical scenario involving social dynamics in the
cognitive-emotional development and sustaining of social under-
standing. In this scenario, interactive experience and the mech-
anisms involved in interaction co-develop with non-interactive
mechanisms. They mutually shape each other’s development and
efficacy, resulting in an integrated set of social skills that could not
have existed without interaction.

TOWARD A NEUROSCIENCE OF SOCIAL INTERACTION
The complexity of social interaction makes its study poten-
tially very rich, but also methodologically challenging. The pat-
terns and structures of social interaction have long been the
focus of numerous studies in social psychology (Kendon, 1990),
sociology (Goffman, 1963, 1967; Garfinkel, 1967), conversation
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analysis (Sacks et al., 1974; Goodwin, 1981), psychiatry and
psychotherapy (Bateson et al., 1956; Watzlawick et al., 1967).
Though perhaps not immediately applicable, a lot of the accu-
mulated expertise in these fields will still be very relevant for
studies of interaction in social neuroscience. Particularly relevant
are studies of dynamical patterns in interpersonal coordination
(Richardson et al., 2007; Marsh et al., 2009; Shockley et al., 2009;
Riley et al., 2011), joint action (Sebanz et al., 2006), mother infant
interaction (Bullowa, 1979; Trevarthen, 1979; Jaffe et al., 2001)
and agent-based computational modeling (Di Paolo, 2000; Quinn
et al., 2003; Di Paolo et al., 2008; Froese and Di Paolo, 2010).

Social interaction is “a co-regulated coupling between at least
two autonomous agents, where: (1) the co-regulation and the
coupling mutually affect each other, constituting an autonomous
self-sustaining organization in the domain of relational dynam-
ics and (2) the autonomy of the agents involved is not destroyed
(although its scope can be augmented or reduced)” (De Jaegher
et al., 2010, p. 442–443). Social interaction is a complex dynami-
cal pattern of different forms of coordination between the activity
of two or more agents mutually affecting each other. Accordingly,
the most challenging aspect of studying interaction in controlled
experiments is its unpredictability, rendering it seemingly more
amenable to naturalistic observation and analysis. Nevertheless, it
is possible to identify aspects of interaction that can be empirically
manipulated in systematic ways. Here we review some of them.

COORDINATION TRANSITIONS
Interpersonal coordination can happen at the level of bodily
movement (Richardson et al., 2007; Marsh et al., 2009; Shockley
et al., 2009, etc.), posture (Varlet et al., 2011), physiological vari-
ables, such as heart rates and breathing patterns (McFarland,
2001; Müller and Lindenberger, 2011), autonomic responses
(Ebisch et al., 2012), and EEG patterns (Tognoli et al., 2007;
Lindenberger et al., 2009; Dumas et al., 2010; Naeem et al.,
2012). It happens spontaneously and sometimes, as expected
from the autonomy of social interaction, even against the indi-
vidual intention not to coordinate (Schmidt and O’Brien, 1997;
Issartel et al., 2007). Coordination may involve the performance
of similar movements (rocking chairs, tapping) or the timing
of more complex actions, not necessarily similar to each other
(Newman-Norlund et al., 2007; Riley et al., 2011). Interestingly,
it may also be aperiodic, as in the case of two people reading
from a text together (Cummins, 2011). It may be absolute (perfect
entrainment) or relative (more inconstant and fluid distribution
of variables over time exhibiting coherence and phase attraction).
A case of relative coordination would be an adult and a child walk-
ing together at the same speed despite their natural differences in
stride length (Kelso, 1995).

From the enactive perspective, in which we create and trans-
form meaning together (we participate in each other’s sense-
making), what is particularly interesting are transitions in coor-
dination. It is at the transitions, like coordination breakdowns
and recoveries, that our interactions take a different direction,
and we with it. This goes together with changes in individual
involvement, and in making sense of the situation. The differ-
ent ways in which these transitions can take place describe a
spectrum of possibilities for participating in sense-making. They

range from orientation of individual attention and affect to joint
sense-making where actions and intentions are co-constructed in
the interaction (rendering the interactor’s intentions anything but
opaque to each other).

In view of this, simply measuring coordination should not
be the end goal of interactive neuroscience. We propose that
a fruitful approach will be to study the transition patterns in
their relation to meaning, affect and intention, either as they
occur spontaneously or by experimental manipulation. In par-
ticular, not much data exist about the neural involvement and
effects that precede, co-occur and follow these transitions (as
opposed to periods of established coordination). The stability of
coordination patterns and their transitions can be studied exper-
imentally by introducing perturbations to the coupling between
the interaction participants and analysing the effects on social
understanding. Such perturbations may range from the manipu-
lation of noise and time delays along the channels of interaction,
to more sophisticated methods along the lines of Virtual Partner
Interactions (Kelso et al., 2009) or animated virtual characters
(Pfeiffer et al., 2011) where various parameters influencing cou-
pling strength may be varied. These kinds of investigation will
bear a direct relevance to the IBH because they will help iden-
tify the relation between aspects of the interaction and social
understanding and the corresponding role for brain mechanisms.

The empirical investigation of transitions in coordination can
be done via two kinds of approaches. Dynamically, transitions in
coordination can occur between coordination patterns and the
absence of coordination, or they may involve changes between
absolute and relative coordination. These qualitative differences
can be measured with traditional dynamical systems techniques
(Kelso, 1995, 2009a,b; Riley et al., 2011) as well as with measures
of long-term correlations able to reveal different qualities of inter-
action couplings (van Orden et al., 2003, 2005; Kello et al., 2010).
It is important to bear in mind the need to identify the relevant
collective variables or order parameters at a given level of descrip-
tion. In parallel, in terms of the significance in the interactive
context, transitions can involve changes in relation between the
interactors, for instance, changes from imitative to complemen-
tary action, or between symmetric and asymmetric roles. Dual
EEG (e.g., Dumas et al., 2010; Naeem et al., 2012) could be used
to explore these questions by measuring the fine temporal struc-
ture of neural events prior to and just after behavioral breakdowns
and the re-establishment of coordination.

Even in complex unconstrained interactions, coordination-
breakdown-recovery patterns and their relation to sense-making
can be studied, for instance, by measuring transitions in
non-verbal synchrony. Using motion energy analysis to study
inter-bodily synchrony in psychotherapy in over 100 recorded
interactions, Ramseyer and Tschascher (2011) have found that
high levels of non-verbal coordination correlate with patients
reporting good relationship quality and experiencing high self-
efficacy as well as higher symptom reduction as evaluated by the
therapist. Thermal IR imaging could track autonomic responses
in similarly unconstrained situations and our proposal can be eas-
ily adapted to verify whether trends in these therapeutic variables
are predicted by the amount of transitions in and out of bodily
and physiological synchrony.
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Coordination can be modulated through different dimensions
of an interaction. We find an example of this in the narrow
corridor situation, where two persons walking in opposite direc-
tions get stuck in a symmetrical situation in their attempts to
get past each other. The unintended coordination is sustained
at the level of body movements (moving left or right at the
same time). In order to get out of this unintended coordina-
tion they can wait until it spontaneously breaks down, or they
can try to unlock it from another level, so to speak, by inter-
vening with something like saying “after you” or a gesture to
that effect. Here, the spoken or gestural coordination intervenes
and breaks down the movement coordination. Indeed, it has
been found that non-social multimodal situations (involving pro-
prioception, touch and sound) induce a higher likelihood of
transitions in coordination (for instance, in the case of rhyth-
mic tasks, transitions between phase locking and phase drift)
(Lagarde and Kelso, 2006). Experimental designs that study mul-
timodal coordination can be adapted to interpersonal situations
in social tasks that involve different channels of sensorimotor
coupling.

AUTONOMY OF INTERACTION
During interaction, periods of coordination can orient individ-
ual attitudes, actions and intentions with a trend to sustaining a
relational configuration. In turn the configuration can facilitate
certain forms of coordination but not others. As a result, periods
of engagement can have a distinct dynamical signature and it is
at this point that interaction patterns can play important roles in
social understanding and coordinate and shape individual mech-
anisms. Not recognizing the point at which an interaction “gets
going” can lead to methodological problems. For instance, evolu-
tionary robotics models suggest that a plausible explanation of the
infant’s lack of interest in the delayed video image of her mother
in Murray and Trevarthen’s (1985) double TV monitor experi-
ment is the dynamical stability of the engaged interaction pattern
during the live condition (Di Paolo et al., 2008; De Jaegher et al.,
2010). Rochat et al. (1998) reported not being able to replicate
the original results, a failure that was likely due to the fact they
recorded the first minute of the live condition for use during the
replay whether or not engagement had been established. Allowing
engagement to develop in the live condition, however, leads to a
confirmation of the original findings (Nadel et al., 1999) as the
interactive explanation predicts. Simply putting participants in an
interactive configuration is no guarantee that a social interaction
will take place.

How to recognize and understand the effects of engagement?
One aspect of the self-organization of social interaction is the
presence of synergistic effects. These effects result from the rela-
tional configuration of attitudes, intentions, and actions of the
participants and may be promoted by the situation and past his-
tory of interactions. Their dynamical signature is often a reduc-
tion of dimensionality in the system (Kelso, 2009a; Riley et al.,
2011) and increased mutual predictability between inter-personal
variables. Such effects may or may not be in line with individual
intentions. It is often the case that participants are not aware of
such synergies and may misattribute the origin of these effects to
the other participants.

Examples of synergistic effects involve situations of escalation
(often found in arguments that recur to everyone’s frustration).
Force escalation is demonstrated in a simple interactive experi-
ment (Shergill et al., 2003). Participants are asked to activate in
turn a lever that produces pressure on the other person’s hand
with the same amount of force as perceived in the previous round.
Due to a systematic bias in underestimating one’s own force, par-
ticipants perceive the force exerted by the other as stronger and
respond by increasing their pressure in the next round, resulting
in an unwanted escalation.

Synergistic effects thus rely on individual mechanisms that
find themselves paired into self-sustaining, sometimes paradoxi-
cal relations. We already mentioned the narrow corridor situation
where the very act of trying to get past the person coming from
the opposite direction provokes simultaneous symmetrical moves
to the side resulting in the perpetuation of the configuration. Or
the rules of politeness that sometimes overcome the interactors’
individual intentions to end the interaction. A striking example
is the perceptual crossing experiment by Auvray et al. (2009, see
also Auvray and Rohde, in press). In this case, while the strategies
used by the participants in trying to discriminate virtual objects
controlled by the other are individually insufficient to solve the
task, their collective pairing achieves the intended result.

THE SPECTRUM OF PARTICIPATION
The self-organization of interaction has two sides depending on
whether we focus on the collective pattern or on an individual
participant. From the latter’s point of view, synergistic effects are
often experienced as demands for specific forms of participation
and the (not always intended) taking-up of specific roles. A key
aspect for neuroscientific research is that a participant is differ-
ent from an observer. A participant cannot fully control her own
flow and timing of perceptions and actions and has to respond to
demands made by the actions of other participants. Otherwise the
interaction breaks down. Of course, a participant also places con-
straints and demands on others, resulting in a situation of mutual
influence and co-adaptation. This is a very unusual situation
in terms of what has been investigated under the observational
paradigm (Van Overwalle, 2009).

Participation is rarely strictly symmetric and depends on social
context, task, norms, and history. Interactive roles (e.g., leader
and follower) may be pre-established, but it is often the case that
they emerge during interaction and vary at different points during
the engagement (together with transitions in modes of coordina-
tion). The emergence of roles does not require explicit channels
of meta-communication. In a study of haptically coupled coop-
erating dyads moving a heavy crank toward a target, Reed et al.
(2006) found that “dyads specialized such that one member con-
tributed more to acceleration and the other to deceleration” of the
movement (p. 366) without any interaction channel other than
the movement itself.

Even well defined roles (like a pre-established agreement on
who is going to lead) require subtle and ongoing mutual con-
firmation in the form of a sustained engagement. If the follower
cannot or will not follow, the leader’s role immediately vanishes.

The different possibilities ranging from pre-established fixed
roles, to emerging temporary or durable roles all the way to
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symmetrical situations mark what we call a spectrum of partici-
pation. Interactive situations can occupy different positions along
this spectrum and the quality of the interactive patterns will
depend on this (Konvalinka et al., 2010; Noy et al., 2011). Effects
on social performance and on the function of individual neu-
ral mechanisms are also likely to depend on this factor. In the
context of the IBH this suggests that studying interaction as an
element that could shape or involve individual neural mecha-
nisms for social understanding cannot be done without awareness
of the position within this spectrum of participation, which may
be manipulated or at least measured using statistical tools to
determine the influence between interpersonal variables.

READINESS TO INTERACT
Once we start taking social interaction seriously, it is possible
to interpret some evidence in terms of what we call a readiness
to interact. We characterize this as a disposition to engage or
participate in socially meaningful situations, which range from
perceiving a stimulus that presents another person (e.g., a por-
trait, a film, a voice on the radio), to full-blown interactions.
Dispositions to interact can result from previous interactions.
This is shown in finger tapping studies, where natural individual
frequencies for tapping in the absence of interaction are moved
closer together after a period of visual interaction involving syn-
chronized tapping (see Oullier et al., 2008–similar effects have
been found in evolutionary robotics models of social coordi-
nation, Di Paolo, 2000). Manifestations of readiness to interact
include expectancies of social contingencies and anticipatory dis-
positions during communication (Jordan, 2009), the “eye-contact
effect” by which perceived direct gaze from others modulates
socio-cognitive performance (Senju and Johnson, 2009), under-
standing the possibilities that fit the collective affect of a social
situation (like the “mood” of a meeting), or the embodied and
affective “pull” to respond that we experience when a direct
demand is made on us.

As a disposition elicited by a socially meaningful situation,
readiness to interact can play roles in social understanding analo-
gous to the role played by the mastery of the law of sensorimotor
contingencies in the sensorimotor theory of (non-social) per-
ceptual experience (O’Regan and Noë, 2001). Accordingly, the
possibilities for action afforded by an object and our bodies is
sedimented in dispositions that depend on how bodily movement
and sensation co-vary when the object is skilfully engaged with.
We directly perceive, for instance, the “meaning” of a cup’s han-
dle because it affords holding for raising the cup for drinking and
this perception results from past experience, our bodily structure,
and (often ignored in the sensorimotor approach), social and cul-
tural normativity. According to O’Regan and Noë, the elicitation
of these predisposed potentialities co-constitutes the perceptual
act together with the actual actions taken by the perceiver. In a
similar (though not identical) fashion, socially meaningful situa-
tions can be understood in terms of the potential for interactive
involvement they elicit, even in situations where such involvement
is not actualized.

Social understanding thus becomes intertwined with social
interactive skills (McGann and De Jaegher, 2009). Their mastery,
however, is subject to different laws than those of sensorimotor

engagement with an object. The co-variation of perception and
action in the social realm is regulated by at least two autonomous
agents, and so mastering the sensorimotor laws involved is likely
to require more flexibility than in the case of inanimate objects.
The difference lies in that objects can generally be perceptually
determined by sensorimotor engagement, whereas other persons
always remain to some extent indeterminable. It is precisely this
indeterminacy that help us recognize them as autonomous per-
sons. The mastery of the regularities in skillful interaction with
others comes from patterns of transitions in coordination that
leave a mark throughout our interaction history. We want to high-
light that, since even the manipulation of objects is influenced by
socio-cultural normativity, it is likely that there is a continuum
of flexibility in “law-like” couplings, from how we engage with
objects to how we interact with other subjects.

Readiness to interact can contribute to explaining the devel-
opment of social understanding. In a study of false belief under-
standing in 2-year-olds, an experimenter put an interesting toy
in one of two containers on a high shelf (out of reach of the
child), either in the presence of his parent or in their absence
(O’Neill, 2005). It was found that when the parent was absent
while the toy was put away, upon her return the children named
the toy and its location significantly more often and gestured in
its direction more intensely when asking the parent to retrieve
the toy than when the parent had been present. Results like this
are often interpreted in terms of mindreading: the child infers
a knowledge state on the basis of a perceptual state, and this
informs his subsequent actions. However, these findings can also
be interpreted in terms of readiness to interact, which predicts
that the disposition to interact differs in each situation. In the
case where the parent has been absent, the infant has individu-
ally attended to the toy, and when the parent arrives, he can now
interact with the parent. What has to happen is for the child to
orient the parent’s sense-making toward the toy. This involves
vocalizations and gestures that extend his interactional possibil-
ities so that the parent finds the toy and gives it to him. In the
case where the parent is present during the putting away of the
toy, infant and parent have both and together attended to what
happened. They, therefore, experienced a disposition to interact
that already involved the object (the infant could potentially, as in
similar past situations, convey a desire to play with the toy and the
parent could bring it closer). The infant does not have to orient
the parent to the toy after it is hidden because both, in interacting
together, experience the change in the interaction potentialities as
the experimenter hides the toy. For this reason, the gestures and
vocalizations are less intense. This explanation does not involve
postulating hidden internal “mental states,” but is based on what
is available to each participant, namely their mutual attention,
what happens to the toy, and the interactive potentialities and
actualities that change in the situation. Similar enactive expla-
nations of very young infants’ response to false-belief situations
are given by Gallagher (in press). They involve, in our view, the
concepts of readiness to interact and of changing possibilities for
interaction.

An empirically relevant possibility that is raised by taking
readiness to interact into account is that dispositions vary not
only with the actual stimulus but with the potential interactive
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possibilities that the situation affords. Thus, observing a picture
of a person gazing at us is not the same as observing a real per-
son gazing at us. There is a difference in general in the intensity
of the readiness to interact in each case (the image is understood
as an image and so elicits a readiness to interact that is generally
less intense—though not fully absent—than observing a real per-
son who could actually, and not just potentially, be looking at us).
This could explain the differences in neural response to direct or
averted gaze when presented with a picture or with a live person
stimulus (Pönkänen et al., 2011) or the difference in discriminat-
ing between human and object movements when presented live
or via a TV screen (Shimada and Hiraki, 2006). The use of vir-
tual characters that may or may not be controlled by a real person
(Pfeiffer et al., 2011) could prove a useful technique for inves-
tigating variations in readiness to interact brought about by the
presence of interactive contingency.

Having emphasized that readiness to interact can be modu-
lated by the actual presence of an interactor, and in general by
the ecological and social significance of the experimental situa-
tion, it is worth noting that of the different interactive factors
mentioned so far, it is more amenable than others to being
investigated using the passive observer paradigm. Dispositions
to interact may be evidenced in the excitability of motor neu-
rons. In a recent study that we argue shows support for the IBH,
Sartori et al. (2011), have investigated how social context mod-
ulates corticospinal excitability indicating a covert disposition to
respond to a social gesture. Using transcranial magnetic stimula-
tion (TMS) and recording motor-evoked potentials (MEPs) in the
hand muscles of participants during the passive observation of a
video sequence, this study demonstrates two important aspects
of readiness to interact: (1) its contextually varying time-course
and (2) the significance of a pre-attuned social context. The video
sequence shows a person extending her arm to grasp either an
apple with the whole hand or an almond with a precision grip,
then moving the object to a plate and following this action by
extending the arm with an open hand toward the viewer. In some
cases, another object is present in the direction of the extended
hand but out of reach and the gesture can readily be interpreted
as asking the viewer to hand over the object (either an almond or
an apple). The amplitude of the MEPs in different hand muscle
groups indicates a disposition to imitate the observed grip dur-
ing the first part of the video (the grasping). This is followed,
when an out-of-reach object is present, by a disposition toward
executing the grip corresponding to the out-of-reach object in
the second part, in preparation to potentially handing the object
over. If instead of an outstretched arm, the viewer is shown an
arrow indicating the out-of-reach object (and no person in view),
the MEPs are significantly lower in amplitude than if shown the
social gesture, and not distinguishable from the case when the
objects are shown by themselves with no arrow. This suggests
that the change from imitative to complementary action dispo-
sitions is contingent on perceiving the social gesture toward an
object and not likely to be mediated by inferential mechanisms.
The latter would presumably act in a similar fashion in the pres-
ence of the arrow, a well-known indexical pointer (the action
admittedly would be understandable as “grasping” only given the
context of the experiment since the same participants were also

exposed to the outstretched arm request condition). Thus, the
result implicitly supports the IBH over a mindreading alternative.

The disposition to interact tracks the time-varying social and
ecological context and is strongly modulated by the pre-existing
social significance and sensitive to the potential for interactive
engagement. Readiness to interact, the result of previous inter-
active practice, parsimoniously explains the data in a situation
where inferential mechanisms, because they amount to cognitive
overkill, are unable to generate the differential effect. Based on
what we have suggested above, we can predict that the strength
of the disposition to interact, which increases when the stimulus
is changed from an arrow indicating an object to the image of
a request gesture for the same object, will further increase if the
gesture is made by a contingently animated virtual character or
indeed by a real person.

Readiness to interact can also be measured indirectly by look-
ing at interference effects when participants are instructed either
to perform imitative or complementary actions to those pas-
sively observed (Newman-Norlund et al., 2007; van Schie et al.,
2008). When the context of imitation or complementarity is dis-
rupted by a different cue (e.g., a number or a color indicating the
performance of one specific action, whatever the context), then
difficulty in responding to out-of-context commands can indicate
the strength of the disposition to perform the contextually sug-
gested action. However, unlike the study by Sartori et al. (2011),
the tasks performed in many of these studies rely less on socially
significant gestures and are likely to uncover dispositions that are
formed during the training and execution of the experimental
task itself.

Our readiness to interact with others connects interactive
experiences and skills on the one hand, and situations with a
social meaning on the other. Therefore, of the different interac-
tive factors we have mentioned in this section, it might bear most
directly on the dependence of social understanding mechanisms
on interactive elements postulated by the IBH. As we interpret
the behavior of someone we are observing but not interacting
with (e.g., a character in a film), we could, given the appropri-
ate circumstances, be in a situation where such an interaction
was possible. Readiness to interact marks our sensitivity to this
potentiality. Our dispositions in such cases are embodied, they
are sometimes even bodily felt, and can modulate our social
understanding. We conjecture that an enactive explanation of
reflective social understanding as a performance is likely to draw
significantly on the concept of readiness to interact.

Ideally, none of the aspects of interaction mentioned in this
section and their roles in social understanding should be stud-
ied exclusively in a one-person paradigm. Interactions should be
studied live using methodologies like hyperscanning or thermal
cameras that allow the simultaneous recording of neurophys-
iological activity during relatively unconstrained engagements.
However, manipulating interaction dynamics can still be method-
ologically challenging. For this reason, we would like to empha-
size that, at least in connection with the DIBH, the effects
of interactive experience on individual neural mechanisms can
also be investigated “after the fact” by more traditional com-
parative methods (for instance, applying the methods used by
Cook et al., 2010, but using interactive situations as training)

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 163 | 241

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Di Paolo and De Jaegher The interactive brain hypothesis

and that several of the above aspects of interactions may be
approached in this manner.

CONCLUSION
Some recent discussions on embodied approaches to social
cognition have reduced the role of the body to that of for-
matting so-called neural “representations” although no effort
is made to clarify what this term could mean (Goldman
and de Vignemont, 2009; Gallese and Sinigaglia, 2011). Such
approaches remain neuro-centric and individualistic. In contrast,
the enactive approach foregrounds a different notion of the living
body (of which the brain is a part) in its ongoing sense-making
relation to the world. According to this approach, the brain is
understood as embedded, not in a protective and nourishing cas-
ing, but in ongoing circular processes of sense-making that pass
through it, the body and the world; in other words it is under-
stood as a mediating organ (Fuchs, 2011) with all the implications
that this view has for the study of brain function.

In the case of social understanding the human body lives in
the social world and among embodied others. The multiple phe-
nomena in this social world serve not just as the objects, but
also as the sustainers of different forms of sense-making and
modes of participation. The enactive approach does not neglect
the brain; it emphasizes the living body and the world of signifi-
cance that enable, shape and constrain brain function (Cosmelli
and Thompson, 2010). We have proposed the IBH as an attempt
to articulate these relations between world, body and brain for
the case of social understanding. Our focus has been on a concept
that mediates between all these elements: social interaction.

We have shown that until recently social interaction has been
neglected in mainstream social neuroscience in everything but in
name and that the majority of research in this field has adopted
the priority of mindreading stance. Consequently, to propose that
social interaction can play shaping or constitutive roles in social
understanding and, more strongly, to hypothesise that interactive
elements shape and may even constitute socio-cognitive neural
mechanisms is, in our opinion, far from trivial. The traditional
picture is turned on its head and the reflective performances
that were thought to be the fertile basis for all of social under-
standing are now recast as dependent on interactive skills and
mechanisms. We have indicated some of the empirical direc-
tions that derive from taking the IBH seriously. They include
investigating transitions in coordination, the autonomy and syn-
ergies of interaction patterns, the emergence of and transitions
between different modes of participation and the role of social
dispositions, skills and readiness to interact.

For reasons of space, in making the case for the IBH we have
focused on certain socio-cognitive phenomena (understanding
the actions of others) to the neglect of other important aspects.
Among these we can briefly mention social affect. Self-conscious
emotions, such as shame and guilt, make little sense in the absence
of the experience of the other as someone capable of recogniz-
ing us as autonomous agents (Reddy, 2008)—in analogy to the
act of giving, which cannot be completed by a single person
alone. Recognition is manifested in interactions, as are neglect,
admiration, desire, pity, love, and hatred. These affective phe-
nomena are not “carried” over the interaction channels, but are
themselves modes of the interactive experience of connectedness,
as well as ways in which interaction dynamics vary. They are
also a consequence of the dialectics of recognition and domina-
tion that emerge from the potential conflict between individual
autonomies at the heart of our definition of social interaction. To
the extent that this is the case, engaging with others is key to the
development and sustaining of our emotional lives (Benjamin,
1988).

Other areas that may benefit from investigating the IBH
include research into the social etiological aspects of psy-
chopathologies like schizophrenia (see Bateson et al., 1956;
Bateson, 1972; Brüne, 2003; Burns, 2006) and autism (Hobson,
2002), and the role of language and dialogical processes (includ-
ing implications for cognitive functions, such as planning and
formal reasoning) (Garfield et al., 2001; Carpendale and Lewis,
2004; Symons, 2004; Fernyhough, 2008).

Our focus on social interaction does not mean, to say it once
more, that we suggest that non-interactive factors play no impor-
tant role in explanations of social understanding. Our enactive
proposal is participatory and dialectical: there cannot be interac-
tion without individual participants whose roles, skills and higher
forms of autonomy and cognition could not exist without and are
shaped by social interaction.
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The default mode network (DMN) of the brain consists of areas that are typically more
active during rest than during active task performance. Recently however, this network
has been shown to be activated by certain types of tasks. Social cognition, particularly
higher-order tasks such as attributing mental states to others, has been suggested to
activate a network of areas at least partly overlapping with the DMN. Here, we explore this
claim, drawing on evidence from meta-analyses of functional MRI data and recent studies
investigating the structural and functional connectivity of the social brain. In addition, we
discuss recent evidence for the existence of a DMN in non-human primates. We conclude
by discussing some of the implications of these observations.
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medial frontal cortex

DEFAULT MODE OR SOCIAL BRAIN?
When human participants are not engaged in any specific task
a set of brain regions can be observed to be active (Shulman
et al., 1997). Collectively this set of regions is now commonly
referred to as the “default mode network” (DMN; Raichle et al.,
2001; Buckner et al., 2008). Regions of the DMN often show a
deactivation when participants perform cognitive tasks and this
degree of deactivation can be predictive of subsequent perfor-
mance (Eichele et al., 2008). Contributing to its popularity, the
DMN is easy to identify in resting state functional MRI data and
its integrity seems to be compromised in a number of neuro-
logical and psychiatric syndromes, such as Alzheimer’s disease
(Hafkemeijer et al., 2012) and autism (Anderson et al., 2011).

It is now becoming increasingly apparent that brain areas
associated with the DMN are activated during the performance
of certain types of tasks. Indeed, the proposed anti-correlation
between the DMN and task-related networks has been called into
question (Murphy et al., 2009; Kelly et al., 2012). In this paper, we
will focus on one of the task domains that has been suggested to
activate the DMN, that of social cognition. It has been observed
that there is strong overlap between the network of areas activated
in social cognition and the DMN (Corbetta et al., 2008; Schilbach
et al., 2008), but further systematic investigation has been lacking.
We will explore the hypothesis that areas in the DMN are involved
in certain types of social cognition, speculate on why this might
be the case, and explore its implications for understanding social
cognition not just in humans, but also in non-human primates.

Importantly, in this paper we attempt to take this discus-
sion further by reviewing some recent anatomical data on the
DMN and areas involved in social cognition, since a better

understanding of the underlying anatomy is vital to understand-
ing a brain network’s function. Second, we discuss recent data
on the anatomical relation between the DMN and social cog-
nition networks in non-human primates providing independent
evidence for a degree of overlap between DMN and brain areas
mediating social cognition. We conclude by proposing some
hypotheses on why certain aspects of social cognition might rely
on the DMN and the consequences of this finding.

THE DEFAULT MODE NETWORK
The history of research into the DMN is described in detail
by a number of papers (Raichle and Snyder, 2007; Buckner
et al., 2008), so we will only provide a brief overview here. The
DMN was originally identified in block-design positron emission
tomography (PET) studies by looking at brain areas that showed
activity increases during passive or “rest” blocks compared to
“task” blocks (Shulman et al., 1997). Following a series of influ-
ential papers by Raichle and colleagues, the DMN emerged as its
own area of research (Gusnard et al., 2001; Raichle et al., 2001).
These papers argued that the DMN identified by task-negative
contrasts is a specific anatomical network, distinguishable from
task-negative effects in unattended sensory modalities related to
attention (Haxby et al., 1994).

More recently, the DMN is often identified in pure “rest-
ing state” experiments. In this type of paradigm, participants’
brain activity is recorded while participants are not performing
any task and are usually left undirected to think for themselves.
By extracting the time course in a region of interest and corre-
lating that with brain activity at each voxel, one can obtain a
map of functional interactions between brain areas during rest.
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Seeding, for instance, the posterior cingulate cortex (PCC) results
in a map of DMN (Greicius et al., 2002). Alternatively, the data
can be analyzed using model-free analysis techniques such as
independent component analysis (ICA), which allow one to char-
acterize the spatio-temporal structure of the data (Beckmann
et al., 2005). This results in a number of independent com-
ponents, each reflecting a distinct network of interacting brain
regions, in which the DMN is often captured in a single, or very
few, components.

A number of areas are consistently found regardless of the
method used, although some differences have been identified as
well. Areas consistently identified are the medial posterior cor-
tex, specifically posterior cingulate cortex (PCC; areas 23/31) and
often the precuneus, the medial frontal cortex (MFC; including
areas 24/10-m/32), and bilateral inferior parietal and posterior
temporal areas around the temporoparietal junction area (TPJ).
Apart from these core nodes, other areas that are often reported
to participate in the DMN are the hippocampal formation and
medial temporal lobe and areas along the lateral temporal cortex
extending toward the temporal pole.

In the human brain diffusion-weighted imaging has been used
to identify the cingulum bundle as an important white matter
tract mediating the functional connectivity between two of the
core hubs of the DMN, the posterior and anterior medial cor-
tices (van den Heuvel et al., 2008; Greicius et al., 2009). Indeed,
the areas of the DMN are generally heavily interconnected with
one another. It has been argued that some of these regions form
part of the “structural core” of the neocortex, consisting of nodes
linking all main major structural modules of the brain (Hagmann
et al., 2008). Finally, based on a detailed analysis of the resting
state functional connectivity patterns it has been suggested that
the DMN comprises at least two subsystems, one including the
lateral temporal cortex, temporal pole, and dorsomedial frontal
cortex, and another one centered on the medial temporal lobe,
hippocampal formation, posterior inferior parietal lobule (IPL),
and ventral MFC (Andrews-Hanna et al., 2010).

OVERLAP BETWEEN THE DEFAULT MODE NETWORK
AND SOCIAL BRAIN NETWORKS
One of the first studies to explore the relationship between the
DMN and the neural basis of social cognition was performed by
Schilbach and colleagues (Schilbach et al., 2008). They performed
a conjunction analysis on the data from 12 studies from their
lab, defining the DMN by looking for areas that correlated neg-
atively with the task-related regressors defined in these studies.
Their analysis revealed the left angular gyrus, the precuneus, and
the ventral anterior cingulate cortex. The authors then noted that
some of the activations were very similar to those observed in var-
ious aspects of social cognition from their lab and other groups,
including the involvement of the precuneus in social interactions
(Schilbach et al., 2006), the left angular gyrus/TPJ in differentiat-
ing between self and others (Vogeley and Fink, 2003), and anterior
cingulate in action monitoring in self and others (Amodio and
Frith, 2006). The authors proposed that the physiological “base-
line” of the human brain is linked to the psychological “baseline,”
the predisposition human beings have for social cognition as the
default mode of thought.

As outlined above, the DMN can also be identified, together
with other functional networks, in fMRI data collected at rest.
Recently, Smith and colleagues compared resting state networks
as defined by ICA with networks of brain areas showing con-
sistent co-activation during task performance using the acti-
vation maps of experiments included in the online BrainMap
database (www.brainmap.org). They showed close correspon-
dence between the networks described by independent compo-
nents in the resting state and networks of co-activating brain
regions during experiments (Smith et al., 2009). In a subse-
quent study they went on to use the meta-data associated with
each study in their meta-analysis to investigate the type of tasks
that commonly activate each network. A network highly remi-
niscent of the DMN, showing bilateral inferior parietal/TPJ, pre-
cuneus/posterior cingulate, and medial frontal activation (their
component 13, see also Figure 1A) loaded strongly and exclu-
sively on only one behavioral domain, that of social cognition
(Laird et al., 2011).

To further investigate the overlap between the DMN and the
activity during social cognition tasks, we performed an addi-
tional meta-analysis of fMRI studies using the BrainMap database
and performed likelihood estimations (Eickhoff et al., 2009)
of functional brain activity associated with rest and associated
with social cognition. The BrainMap database was queried on
Jan 30th, 2012, when the database contained 2177 papers, 83
paradigm classes, 40934 participants, 10330 experiments, and

FIGURE 1 | Overlap between the default mode network (DMN) and

areas activated by social cognition paradigms. (A) DMN as found using
model-free analysis of resting state fMRI data (Smith et al., 2009).
(B,C) Activation likelihood maps of activity during passive “rest” conditions
(B), social cognition (C) and theory of mind (D). (E,F) Conjunction maps of
rest and social cognition (E) and of rest and theory of mind (F).
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82135 locations. Focusing only on studies in healthy participants
(Subjects: Diagnosis is Normals), we performed three different
searches.

First, we defined the network of regions active during rest
by asking for activations during experiments were partici-
pants we instructed to remain passive (Conditions: Instruction is
Passive/Rest AND Subjects: Diagnosis is Normals), which yielded
485 papers, with 1648 of 2417 experiments matching criteria.
This analysis yielded foci in the posterior medial, anterior medial,
and lateral temporoparietal cortices (Figure 1B). This network of
regions is very similar to the DMN defined by ICA of resting state
data by Smith et al. (2009) as displayed in Figure 1A.

Second, we investigated activations related to the broad
domain of social cognition (Experiments: Behavioral Domain is
Cognition: Social Cognition AND Subjects: Diagnosis is Normals),
which yielded 52 papers, with 186 of 216 experiments match-
ing criteria. This analysis (Figure 1C) yielded results very similar
to those described above for the resting state, including medial
frontal, posterior cingulate, and lateral temporoparietal foci.
Although the activation maps of the rest and the social cogni-
tion studies seem generally very similar, lateral temporoparieal
activation seemed to be extending more dorsally during rest. In
contrast, social cognition tended to activate a larger extend of
medial frontal cortex. A conjunction between the DMN defined
in the first analysis and these social cognition foci (thresh-
olded >100 voxels) showed significant overlap in the anterior
(para)cingulate bilateral, left and right angular gyrus, left frontal
operculum, and the posterior cingulate extending into the pre-
cuneus (Figure 1E).

The domain of social cognition is of course rather broad, com-
prising processes such as obtaining, retrieving, and processing
information about the lifes, relationships, and mental states of the
self and others. A network of DMN areas, including TPJ and MFC
has been attributed a role in mentalizing or Theory of Mind, i.e.,
the ability to understand and manipulates the beliefs of others
(Hagmann et al., 2008). This faculty is argued to be particu-
larly well developed in humans as compared to other primates
(Saxe, 2006). Therefore, in a final analysis, we looked more specif-
ically at activations related to this domain of social cognition by
searching for activations related to theory of mind (Experiments:
Paradigm Class is Theory of Mind Task AND Subjects: Diagnosis
is Normals), which yielded 24 papers, with 99 of 124 experi-
ments matching criteria. Again, a similar network was noticeable
(Figure 1D), although to a lesser extent. A conjunction between
the DMN defined in the first analysis and the theory of mind net-
work (thresholded > 100 voxels) showed significant overlap in
the left angular gyrus and the posterior cingulate, again extending
into the precuneus (Figure 1F).

NODES OF THE DMN IN SOCIAL COGNITION
Having established that there is some global overlap between the
networks identified as the “DMN” and those active during certain
social cognitive tasks, we will now focus on the different nodes
of these networks in a bit more detail. We will concentrate on
the three nodes of the DMN most consistently reported: medial
frontal cortex, medial posterior cortex, and lateral temporopari-
etal areas.

Increased activity in the medial posterior cortex was one of the
first and most robust findings in the default mode literature. A
substantial number of studies refer to this locus as posterior cin-
gulate and precuneus. However, a recent study argued that only
the PCC, area 23/31, has a connectivity pattern reminiscent of
the DMN and that the precuneus, area 7-m, should therefore not
be considered part of the default mode (Margulies et al., 2009).
This study showed functional interactions in the resting state of
PCC with ventral and dorsal prefrontal regions, medial tempo-
ral cortex, and lateral inferior parietal and temporal cortex. In
the domain of social cognition, PCC has been attributed a role
in attributing mental states to others (Saxe and Powell, 2006).
Medial frontal regions belonging to the DMN have been less con-
sistently characterized, with foci having been reported ventrally
in the medial area 10 and dorsally in areas 32 and 24. However,
the precise organization of the human medial frontal cortex and
its similarity with the macaque MFC remains a topic of debate
(Beckmann et al., 2009). In contrast to the PCC, medial frontal
regions have been argued to have more generalized roles in social
cognition, beyond the specific attribution of mental states (Saxe,
2006). The ventral part of the medial frontal cortex is commonly
seen in tasks probing empathy and gray matter in this area cor-
relates with mentalizing abilities and social network size (Lewis
et al., 2011).

Apart from these medial areas, the most commonly identified
regions of the DMN are bilateral areas along the posterior IPL,
often extending into posterior superior temporal cortex. This area
includes a region that in the literature on the neural basis of social
cognition is often referred to as the TPJ. Indeed, it has been argued
that the TPJ is the area most associated with theory of mind tasks
or mentalizing (Saxe, 2006). However, the precise locus of this
“social TPJ” remains a topic of debate, complicating any compar-
ison of functional anatomies across domains. Indeed, there is an
ongoing debate on whether activations in the TPJ related to the-
ory of mind and those related to other cognitive processes, such
as attentional switching are in the same or different cortical areas
(Decety and Lamm, 2007; Mitchell, 2008; Scholz et al., 2009).

We have recently performed two studies aimed at character-
izing the lateral parietal cortex and TPJ in the human brain.
We used a combination of techniques. First, we used diffusion
imaging, an MRI technique aimed at characterizing the white
matter pathways connecting areas of the brain (Johansen-Berg
and Rushworth, 2009), to parcellate these brain areas into subre-
gions based on their structural connectivity with the whole brain.
Second, we used resting state fMRI to investigate which larger cor-
tical networks the resulting regions are part of. In the first study,
we parcellated the human right lateral parietal cortex, focusing
specifically on comparing its general organization with that of
the macaque monkey (Mars et al., 2011). We showed a general
similarity in organization between the human and macaque pari-
etal cortex, with some differences in the strength of connections
with the prefrontal cortex. In this study, we subdivided the IPL
into five separate regions, organized into a posterior-to-anterior
arrangement. This organization was highly similar to that sug-
gested by previous cytoarchitectonic parcellations in the human
brain (Caspers et al., 2008) and showed general similarities to that
of the macaque IPL. In the second study, we focused on the right
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TPJ in the human brain, an area whose exact anatomical location
and connectivity have been poorly characterized. We parcellated
a large area of interest incorporating all the locations that have
been described as “TPJ” in the literature and separated it into
three components (Mars et al., in press). We reported a dorsal
area and two ventral regions. The dorsal area overlapped with the
IPL regions in our parietal study (Mars et al., 2011). Ventrally,
we identified two areas, one anterior (TPJa) and one posterior
(TPJp). We believe the posterior TPJ region overlaps with the foci
traditionally associated with social cognition.

In order to investigate which larger cortical network each of
the TPJ clusters participates in, we next investigated the resting
state functional connectivity of each of them. We observed that
the TPJp showed coupling with regions along the medial surface,
including posterior cingulate/precuneus and areas in the vicinity
of the anterior cingulate cortex/paracingulate gyrus. These areas
are strongly reminiscent of the DMN. To explore this issue, we
used ICA to identify the default mode in the same dataset and
plotted some of the regions identified in the parietal and TPJ
studies on the same brain. As can be seen in Figure 2, the bor-
der between the anterior and posterior ventral TPJ subdivisons
coincided with the extent of the DMN independent component.
Moreover, the DMN component overlapped with the most pos-
terior IPL subdivisions, the posterior and anterior parts of the
angular gyrus. In this respect, it is interesting to point out that
some posterior IPL regions might be similar to macaque area Opt,
which has strong connections to the PCC and the limbic system
(Caspers et al., 2011).

In summary, both at the level of the network and that of indi-
vidual brain areas there seems to be a consistent overlap between

the DMN and areas that are active during certain types of social
cognitive tasks, most notably mentalizing tasks. Although the pre-
cise anatomy of both the DMN and the social brain are only
partially mapped out, the core nodes of the DMN have all received
tentative labels in terms of their contribution to social cognition.
The challenge for the future is to further identify and localize
these nodes and to determine tractable computations that each
area is performing.

DMN AND THE SOCIAL BRAIN IN NON-HUMAN PRIMATES
An exciting development which might prove beneficial to under-
standing the relationship between social cognition and the DMN
is that the DMN has now been reported in a number of non-
human primates. Vincent and colleagues showed that macaque
monkeys (Macaca mulatta and Macaca fascicularis) exhibit spon-
taneous brain activity similar to the human resting state while
being scanned under light anesthesia (Vincent et al., 2007). When
they seeded an area in the medial posterior cortex, probably
enclosing the posterior cingulate and parts of the precuneus, a
network consisting of posterior lateral and medial frontal activ-
ity emerged, similar to the human DMN. Following this result,
Kojima and colleagues used PET in awake monkeys to show task-
related deactivations in macaque medial cortical areas (Kojima
et al., 2009). Although some differences with the human DMN
were apparent their results provided further indication that mon-
keys have a DMN similar to that in the human brain. Building
on this work, Mantini and colleagues recently performed a meta-
analysis of 15 fMRI studies on awake macaques (Mantini et al.,
2011). Similar to the approach taken in Schilbach’s 2008 paper
on humans, they looked at areas of the brain that were active

FIGURE 2 | Overlap between connectivity-based subregions of the

inferior parietal lobule and temporoparietal junction area and the DMN.

Top: Overlap between resting state function connectivity of the posterior TPJ
as defined by Mars et al. (in press) in green and the DMN as defined using

independent component analysis in pink. Bottom: Overlap between the
DMN in pink and the anterior (TPJa) and posterior (TPJp) areas from Mars
et al. (in press) and the anterior and posterior angular gyrus from Mars et al.
(2011).
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during the rest periods as opposed to task blocks in these stud-
ies. The authors tentatively suggested that the macaque DMN
included areas in the medial and lateral prefrontal cortex, pos-
terior cingulate areas, and lateral inferior parietal and temporal-
occipital regions. The authors also noted the possible existence
of different subsystems within the macaque DMN, one con-
sisting of the temporo-parietal-occipital cortex, MFC, and area
8b, and one consisting of posterior cingulate and inferior pari-
etal areas. Beyond these results in macaques, suggestions of
brain activity associated with rest reminiscent of the human
DMN has also been reported in chimpanzees (Rilling et al.,
2007).

In light of these results showing that networks reminiscent of
the DMN can be found in primates other than humans, it is inter-
esting to establish if there is any relationship between the DMN
and areas involved in social cognition in these species. Research
into the neural basis of social cognition in non-human primates
has generated considerable interest recently, amongst others due
to the prominence of the so-called “social brain hypothesis”
(Dunbar, 1998). This hypothesis relates the relative size of the pri-
mate brain to challenges associated with living in complex social
groups. In order to test the hypothesis that it is the DMN that
mediates some of these animals’ social abilities, in would be nec-
essary to relate differences in DMN organization with differences
in social abilities between these species. Unfortunately, studies
comparing the neural basis of social abilities between species
remain rare (Rilling et al., 2012). Instead, some recent studies
have focused on the effects of sociality on brain size between
individuals of the same species.

Sallet et al. (2011) investigated whether there are areas in
the macaque (Macaca mulatta) brain that show structural differ-
ences in relationship to two factors describing the social life of
captive macaques: the number of animals they are housed with
and an animal’s position in the group’s social hierarchy. They
reported a network of regions, including the rostral prefrontal
cortex, amygdala, and anterior and middle superior temporal sul-
cus (STS), which showed increased gray matter when macaques
were housed with more animals. Some of these regions, includ-
ing rostral prefrontal cortex and inferior temporal cortex also
showed increased gray matter in animals that occupied a higher
position in the social hierarchy. The authors also acquired rest-
ing state fMRI in those animals. Using these data, we can look
at areas of the brain showing functional connectivity with the
areas showing gray matter differences related to social network
size. Using the mid-STS region as a seed this results in pos-
terior cingulate, anterior cingulate cortex, and lateral posterior
areas (Figure 3A). This network is very similar to Vincent’s DMN
in macaques, indicating that the overlap between the DMN
and brain areas involved in social cognition potentially extends
beyond the human brain.

We can then take this analysis a step further and see if
any of these functional correlations with mid-STS are modu-
lated by social network size. Sallet and colleagues did precisely
this, and reported increased functional coupling between mid-
STS and the anterior cingulate with increasing network size
(Sallet et al., 2011), suggesting that the anterior cingulate is pref-
erentially recruited into the DMN in participants with larger

social networks. Going even further, we can test this hypothesis
of increased involvement of the anterior cingulate cortex in
the DMN directly. Using the recently established technique of
dual-regression (Filippini et al., 2009) it is possible to test for indi-
vidual differences in recruitment of brain areas in any particular
resting state network. We used this technique on resting state data
obtained from 32 macaque monkeys including those in the study
of Sallet et al. (2011). From a group-ICA analysis, we selected the
component that best captured the DMN (Figure 3B) and asked
if there were any voxels in the brain that participate more in this
component in participants housed with an increasing number of
other animals. As can be seen in Figure 3C, the medial frontal
cortex is increasingly recruited in the DMN in these monkeys.
These results thus provide direct evidence that the DMN differs
in individuals as a function of social network size.

It is informative to discuss some of the similarities and dif-
ferences in the results obtained from humans and non-human
primates. At first glance, the results in human and monkeys are
very convergent. Both have a DMN consisting of medial frontal
and parietal cores and lateral temporoparietal areas. Moreover,
effects of sociality, operationalized by social network size and
mentalizing ability have been shown to correlate with gray matter
density in areas of the human brain (Bickart et al., 2011; Lewis
et al., 2011; Dunbar, 2012), similar to the results obtained in
macaques (Sallet et al., 2011). However, there are also differences,
both in the anatomy of the two brains and, of course, in the social
abilities of the two species (Passingham, 2008; Cheney, 2011).
Some of the most notable anatomical differences are in regions
reported in the gray matter density studies of social ability. For
instance, in their analysis of the macaque DMN Mantini et al.
(2011) noted that there is still uncertainty about the relationship
between the MFC in humans and macaques. Furthermore, activ-
ity around the TPJ is commonly reported in the human DMN,
but seed-based correlation analysis of the macaque DMN often
show slightly more ventral areas in posterior lateral STS, which
would be consistent with known connectivity of the macaque
PCC (Kobayashi and Amaral, 2003). Given the large relative
expansion of the middle parts of both the IPL and the STS in
the human as compared to the macaque brain (van Essen and
Dierker, 2007) some changes in relative position of these lateral
nodes of the DMN might be expected. This, however, remains to
be investigated in detail.

DISCUSSION
In summary, we have investigated evidence for overlap between
the DMN and areas involved in social cognition. We have shown
that both at the network level and at the level of individual
brain regions there is overlap between these two networks. We
have highlighted the fact that the precise anatomical loci of areas
involved in the DMN is not always known, particularly in the case
of the area around the TPJ. Finally, we have investigated whether
a similar relationship between brain areas involved in social skills
and the DMN might be apparent in non-human primates. In
what follows we will try to integrate these results and discuss their
implications.

It is not the intention of this paper to claim that the pur-
pose of the DMN is to “do” social cognition. Rather, the goal is
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FIGURE 3 | Social brain in the macaque? (A) Areas in the macaque
showing resting state functional connectivity with a region in the middle
superior temporal sulcus that, in turn, showed increases in gray matter
density in individuals living in larger social groups (data from Sallet et al.,

2011). (B) Group independent component capturing the default mode
network. (C) Dual regression results showing a region of the medial frontal
cortex (in blue) that in increasingly recruited into the DMN (in red) when
animals live in bigger groups.

to highlight the proposed overlap between the “social brain net-
work” and the DMN and to discuss the potential implications of
this, both with reference to the human and the wider primate
literature. Although a number of authors have tried to recast
social cognition in terms of underlying more basic processes,
this has proven notoriously difficult (Behrens et al., 2008). The
activity shown in areas commonly attributed to the DMN during
social cognition provides an interesting challenge to find a com-
mon computational function for these two seemly very different
functions and some studies are currently proposing frameworks
for addressing this issue (Sadaghiani et al., 2010; Yoshida et al.,
2010).

Studies trying to find order in the variety of processes that
might be present when participants are “at rest” appeared from
the beginning of the research into the DMN. Early studies already
noted that “rest” consisted of a variety of functions (Andreasen
et al., 1995), suggesting that rest might best be characterized as
“Random Episodic Silent Thinking” about one’s life and expe-
riences. Since then, more and more reports have emerged of
processes that seem to engage the DMN and there is a growing

number of proposals regarding what the common denominator
of these processes, is ranging from mind wandering (Mason et al.,
2007) to the sense of self (Qin and Northoff, 2011).

Buckner et al. (2008) categorized these different hypothe-
ses into two classes. The first class refers to hypotheses that
emphasize the fact that the DMN is active during situations in
which there is no strong task constraint, when participants are
allowed or even encouraged to broadly monitor the environ-
ment, in contrast to the narrow tunnel vision often associated
with psychological laboratory tasks. Consistent with this type of
proposal, Platt and colleagues have recently suggested a more
computationally constrained role of the posterior cingulate in
the detection of changes in the environment and subsequent
changes in decision policy and behavior (Pearson et al., 2011).
The second class of hypotheses focuses on the involvement of
the hippocampal and medial temporal structures in the DMN
and attributes it a role more in mentation. In other words, pro-
cesses which rely on episodic memory and mental simulations
are prone to rely on the DMN. These hypotheses are broadly con-
sistent with activity observed in the DMN during such processes
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as thinking about one’s future and constructing a mental rep-
resentation based on autobiographical memory (Spreng et al.,
2009; Andrews-Hanna et al., 2010) and have also been cited as
an important reason for the involvement of the DMN in social
processes such as mentalizing. Both of these theories would be
consistent with a function of the DMN in social cognition. It has
been suggested that social cognition relies on processes that might
be distinct from other forms of intelligence. Indeed, this “social
function of intellect” hypothesis has been proposed repeatedly
(Jolly, 1966; Humphrey, 1976) and forms the basis of the “social
brain hypothesis” which states that our brains have expanded so
much over the course of evolution precisely because of the chal-
lenges involved in living in large social groups (Dunbar, 1998).
The ecology of social cognition might provide some clues as to
why the DMN might have properties that are beneficial to this
type of mental faculty. The largely unconstrained nature of social
decision making, including its reliance on potentially multiple
instances of recursive thinking might be one reason why social
cognition relies on a network such as the DMN. As noted above,
the DMN is characterized by the presence of a number of very
rich nodes, i.e., areas that form long-range connections to other
brain regions (Hagmann et al., 2008). Furthermore, it has been
argued that the core skill necessary to survive in our complex
social environments is the ability to keep track of the complex
and constantly changing social relationships, not only of one-
self with the other group members, but also between the other
group members among themselves (De Waal, 1982; Cheney and
Seyfarth, 2008). The presence of wide-range connections together
with the subsystem involving areas associated with autobiograph-
ical memory might make the DMN a logical system to employ in
social problem solving.

If it is true that higher-order social cognition relies at least
in part on the DMN in the human brain, the question is what
the finding of a similar network in chimpanzees and macaques
means. At the very least, a strong reliance of higher order social
cognition on an already existent neural basis would be consistent
with theories which propose that great apes, and by extension
the common precursor of great apes and humans, may have
(had) many of the relevant cognitive preconditions for uniquely
human social cognition to evolve. The “cooperative breeding
hypothesis” proposed by Hrdy and colleagues (Burkart et al.,
2009; Hrdy, 2009) suggests that it was the case, but that other
apes and our common ancestor lacked the motivational pre-
conditions that were required to developed full “human-style”
mentalizing. In their specific hypothesis, it was the evolution
of cooperative breeding, together with the existing ape-type
brain, that lead to our complex social abilities (Burkart et al.,
2009).

In conclusion, the overlap between the DMN and brain areas
involved in social cognition deserves further attention. Its pre-
cise anatomy and computational function still harbors many
unknowns, but their solution might have implications far beyond
the field of cognitive neuroscience.

ACKNOWLEDGMENTS
The authors’ research is supported by the Medical Research
Council UK (G0802146, to Matthew F. S. Rushworth and Rogier
B. Mars), the British Academy (SG110236 to Rogier B. Mars),
the Nederlandse Organisatie voor Wetenschappelijk Onderzoek
(NWO, 453.08.002 to Ivan Toni and 040.11.256 to Ivan Toni and
Rogier B. Mars), and a Christopher Welch Scholarship (Franz-
Xaver Neubert).

REFERENCES
Amodio, D. M., and Frith, C. D. (2006).

Meeting of minds: the medial
frontal cortex and social cognition.
Nat. Rev. Neurosci. 7, 268–277.

Anderson, J. S., Nielsen, J. A., Froehlich,
A. L., DuBray, M. B., Druzgal, T.
J., Cariello, A. N., Cooperrider, J.
R., Zielinski, B. A., Ravichandran,
C., Fletcher, P. T., Alexander, A.
L., Bigler, E. D., Lange, N., and
Lainhart, J. E. (2011). Functional
connectivity magnetic reso-
nance imaging classification
of autism. Brain 134(Pt 12),
3742–3754.

Andreasen, N. C., O’Leary, D. S.,
Cizadlo, T., Arndt, S., Rezai,
K., Watkins, G. L., Ponto, L.
L., and Hichwa, R. D. (1995).
Remembering the past: two facets
of episodic memory explored with
positron emission tomography. Am.
J. Psychiatry 152, 1576–1585.

Andrews-Hanna, J. R., Reidler, J.
S., Sepulcre, J., Poulin, R., and
Buckner, R. L. (2010). Functional-
anatomic fractionation of the

brain’s default network. Neuron 65,
550–562.

Beckmann, C. F., DeLuca, M., Devlin,
J. T., and Smith, S. M. (2005).
Investigations into resting-state
connectivity using independent
component analysis. Philos. Trans.
R. Soc. B Biol. Sci. 360, 1001–1013.

Beckmann, M., Johansen-Berg, H.,
and Rushworth, M. F. (2009).
Connectivity-based parcellation
of human cingulate cortex and its
relation to functional specialization.
J. Neurosci. 29, 1175–1190.

Behrens, T. E., Hunt, L. T., Woolrich,
M. W., and Rushworth, M. F. (2008).
Associative learning of social value.
Nature 456, 245–249.

Bickart, D., Wright, C. I., Dautoff,
R. J., Dickerson, B. C., and
Barrett, L. F. (2011). Amygdala
volume and social network size
in humans. Nat. Neurosci. 14,
163–164.

Buckner, R. L., Andrews-Hanna, J.
R., and Schacter, D. L. (2008).
The brain’s default network.
Anatomy, function, and relevance

to disease. Ann. N.Y. Acad. Sci. 1124,
1–38.

Burkart, J. M., Hrdy, S. B., and Van
Schaik, C. P. (2009). Cooperative
breeding and human cognitive
evolution. Evol. Anthropol. 18,
175–186.

Caspers, S., Eickhoff, S. B., Geyer,
S., Scheperjans, F., Mohlberg, H.,
Zilles, K., and Amunts, K. (2008).
The human inferior parietal lobule
in stereotaxic space. Brain Struct.
Funct. 212, 481–495.

Caspers, S., Eickhoff, S. B., Rick, T.,
Von Kapri, A., Kuhlen, T., Huang,
R., Shah, N. J., and Zilles, K.
(2011). Probabilistic fibre tract anal-
ysis of cytoarchitectonically defined
human inferior parietal lobule areas
revelas similarities to macaques.
Neuroimage 58, 362–380.

Cheney, D. L. (2011). Extent and
limits of cooperation in animals.
Proc. Natl. Acad. Sci. U.S.A. 108,
10902–10909.

Cheney, D. L., and Seyfarth, R.
M. (2008). Baboon Metaphysics:
The Evolution of a Social Mind.

Chicago, IL: University of Chicago
Press.

Corbetta, M., Patel, G., and Shulman,
G. L. (2008). The reorienting system
of the human brain: from environ-
ment to theory of mind. Neuron 58,
306–324.

De Waal, F. (1982). Chimpanzee
Politics: Power and Sex Among Apes.
Baltimore, MD: Johns Hopkins
University Press.

Decety, J., and Lamm, C. (2007). The
role of the right temporoparietal
junction in social interaction: how
low-level computational processes
contribute to meta-cognition.
Neuroscientist 13, 580–593.

Dunbar, R. I. M. (1998). The social
brain hypothesis. Evol. Anthropol. 6,
178–190.

Dunbar, R. I. M. (2012). The social
brain meets neuroimaging. Trends
Cogn. Sci. 16, 101–102.

Eichele, T., Debener, S., Calhoun,
V. D., Specht, K., Engel, A. K.,
Hugdahl, K., von Cramon, D.
Y., and Ullsperger, M. (2008).
Prediction of human errors by

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 189 | 252

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Mars et al. The default mode network and social cognition

maladaptive changes in event-
related brain networks. Proc. Natl.
Acad. Sci. U.S.A. 105, 6173–6178.

Eickhoff, S. B., Laird, A. R., Grefkes,
C., Wang, L. E., Zilles, K., and
Fox, P. T. (2009). Coordinate-based
activation likelihood estimation
meta-analysis of neuroimaging
data: a random-effects approach
based on empirical estimates of
spatial uncertainty. Hum. Brain
Mapp. 30, 2907–2926.

Filippini, N., MacIntosh, B. J., Hough,
M. G., Goodwin, G. M., Frisoni,
G. B., Smith, S. M., Matthews, P.
M., Beckmann, C. F., and Mackay,
C. E. (2009). Distinct patterns of
brain activity in young carriers of
the APOE-ε4 allele. Proc. Natl. Acad.
Sci. U.S.A. 106, 7209–7214.

Greicius, M. D., Krasnow, B., Reiss,
A. L., and Menon, V. (2002).
Functional connectivity in the rest-
ing brain: a network analysis of the
default mode hypothesis. Proc. Natl.
Acad. Sci. U.S.A. 100, 253–258.

Greicius, M. D., Supekar, K., Menon,
V., and Dougherty, R. F. (2009).
Resting-state functional connectiv-
ity reflects structural connectivity in
the default mode network. Cereb.
Cortex 19, 72–78.

Gusnard, D. A., Akbudak, E., Shulman,
G. L., and Raichle, M. E. (2001).
Medial prefrontal cortex and self-
referential mental activity: relation
to a default mode of brain func-
tion. Proc. Natl. Acad. Sci. U.S.A. 98,
4259–4264.

Hafkemeijer, A., Van der Grond, J., and
Rombouts, S. A. (2012). Imaging
the default mode network in aging
and dementia. Biochem. Biophys.
Acta 1822, 431–441.

Hagmann, P., Cammoun, L., Gigandet,
X., Meuli, R., Honey, C. J., Wedeen,
V. J., and Sporns, O. (2008).
Mapping the structural core of
the human cerebral cortex. PLoS
Biol. 6:e159. doi: 10.1371/journal.
pbio.0060159

Haxby, J. V., Horwitz, B., Ungerleider,
L. G., Maisog, J. M., Pietrini, P.,
and Grady, C. L. (1994). The
functional organization of human
extrastriate cortex: a PET-rCBF
study of selective attention to
faces and locations. J. Neurosci. 14,
6336–6353.

Hrdy, S. B. (2009). Mother and Others:
The Evolutionary Origins of Mutual
Understanding. Cambridge, MA:
Bellknap Press.

Humphrey, N. K. (1976). “The
social function of intellect,” in
Growing Pains in Ethology eds P.
P. G. Bateson and R. A. Hinde
(Cambridge: Cambridge University
Press), 303–317.

Johansen-Berg, H., and Rushworth, M.
F. (2009). Using diffusion imag-
ing to study human connectional
anatomy. Annu. Rev. Neurosci. 32,
75–94.

Jolly, A. (1966). Lemur social behav-
ior and primate intelligence. Science
153, 501–506.

Kelly, C., Biswal, B. B., Craddock, R.
C., Castellanos, F. X., and Milham,
M. P. (2012). Characterizing varia-
tion in the functional connectome:
promise and pitfalls. Trends Cogn.
Sci. 16, 181–188.

Kobayashi, Y., and Amaral, D. G.
(2003). Macaque monkey retrosple-
nial cortex: II. Cortical afferents.
J. Comp. Neurol. 466, 48–79.

Kojima, T., Onoe, H., Hikosaka, K.,
Tsutsui, K., Tsukada, H., and
Watanabe, M. (2009). Default mode
of brain activity demonstrated by
positron emission tomography
imaging in awake monkeys: higher
rest-related than working memory-
related activity in medial cortical
areas. J. Neurosci. 29, 14463–14471.

Laird, A. R., Fox, P. M., Eickhoff, S. B.,
Turner, J. A., Ray, K. L., McKay, D.
R., Glahn, D. C., Beckmann, C. F.,
Smith, S. M., and Fox, P. T. (2011).
Behavioral interpretations of intrin-
sic connectivity networks. J. Cogn.
Neurosci. 23, 4022–4037.

Lewis, P. A., Rezaie, R., Brown, R.,
Roberts, N., and Dunbar, R. I.
M. (2011). Ventromedial prefrontal
volume predicts understanding of
others and social network size.
Neuroimage 57, 1624–1629.

Mantini, D., Gerits, A., Nelissen, K.,
Durand, J. B., Joly, O., Simone,
L., Sawamura, H., Wardak, C.,
Orban, G. A., Buckner, R. L., and
VanDuffel, W. (2011). Default mode
of brain function in monkeys. J.
Neurosci. 31, 12954–12962.

Margulies, D. S., Vincent, J. L., Kelly, C.,
Lohmann, G., Uddin, L. Q., Biswal,
B. B., Villringer, A., Castellanos, F.
X., Milham, M. P., and Petrides, M.
(2009). Precuneus shares intrinsic
functional architecture in humans
and monkeys. Proc. Natl. Acad. Sci.
U.S.A. 106, 20069–20074.

Mars, R. B., Jbabdi, S., Sallet, J.,
O’Reilly, J. X., Croxson, P. L.,
Olivier, E., Noonan, M. P.,
Bergmann, C., Mitchell, A. S.,
Baxter, M. G., Behrens, T. E. J.,
Johansen-Berg, H., Tomassini, V.,
Miller, K. L., and Rushworth, M.
F. S. (2011). Diffusion-weighted
imaging tractography-based par-
cellation of the human parietal
cortex and comparison with human
and macaque resting state func-
tional connectivity. J. Neurosci. 31,
4087–4100.

Mars, R. B., Sallet, J., Schüffelgen, U.,
Jbabdi, S., Toni, I., and Rushworth,
M. F. S. (in press). Connectivity-
based subdivisions of the human
right ‘temporoparietal junction
area’ (TPJ): evidence for different
areas participating in different
cortical networks. Cereb. Cortex.
doi: 10.1093/cercor/bhr268. [Epub
ahead of print].

Mason, M. F., Norton, M. I., Van
Horn, J. D., Wegner, D. M., Grafton,
S. T., and Macrae, C. N. (2007).
Wandering minds: the default
network and stimulus-independent
thought. Science 315, 393–395.

Mitchell, J. P. (2008). Activity in right
temporo-parietal junction is not
selective for theory-of-mind. Cereb.
Cortex 18, 262–271.

Murphy, K., Birn, R. M., Handwerker,
D. A., Jones, T. B., and Bandettini,
P. A. (2009). The impact of global
signal regression on resting state
correlations: are anti-correlated net-
works introduced? Neuroimage 44,
893–905.

Passingham, R. (2008). What is Special
About the Human Brain? Oxford,
UK: Oxford University Press.

Pearson, J. M., Hayden, B. Y., and Platt,
M. L. (2011). “A role for posterior
cingulate in policy switching and
cognitive control,” Neural Basis
of Motivational and Cognitive
Control, eds R. B. Mars, J. Sallet,
M. F. S. Rushworth, and N. Yeung
(Cambridge, MA: MIT Press),
127–143.

Qin, P., and Northoff, G. (2011).
How is our self-related to midline
regions and the default-mode net-
work? Neuroimage 57, 1221–1233.

Raichle, M. E., MacLeod, A. M., Snyder,
A. Z., Powers, W. J., Gusnard, D.
A., and Shulman, G. L. (2001).
A default mode of brain function.
Proc. Natl. Acad. Sci. U.S.A. 98,
676–682.

Raichle, M. E., and Snyder, A. Z. (2007).
A default mode of brain function:
a brief history of an evolving idea.
Neuroimage 37, 1083–1090.

Rilling, J. K., Barks, S. K., Parr, L. A.,
Preuss, T. M., Faber, T. L., Pagnoni,
G., Bremner, J. D., and Votaw, J.
R. (2007). A comparison of resting-
state brain activity in humans and
chimpanzees. Proc. Natl. Acad. Sci.
U.S.A. 104, 17146–17151.

Rilling, J. K., Scholz, J., Preuss, T. M.,
Glasser, M. F., Errangi, B. K., and
Behrens, T. E. (2012). Differences
between chimpanzees and bono-
bos in neural systems supporting
social cognition. Soc. Cogn. Affect.
Neurosci. 7, 369–379.

Sadaghiani, S., Hesselmann, G.,
Friston, K. J., and Kleinschmidt,

A. (2010). The relation of ongoing
brain activity, evoked neural
responses, and cognition. Front.
Syst. Neurosci. 4:20. doi: 10.3389/
fnsys.2010.00020

Sallet, J., Mars, R. B., Noonan, M. P.,
Andersson, J., O’Reilly, J. X., Jbabdi,
S., Croxson, P. L., Miller, K. L.,
Jenkinson, M., and Rushworth, M.
F. S. (2011). Social network size
affects neural circuits in macaques.
Science 334, 697–700.

Saxe, R. (2006). Uniquely human social
cognition. Curr. Opin. Neurobiol. 16,
235–239.

Saxe, R., and Powell, J. T. (2006). It’s
the thought that counts: specific
brain regions for one component
of theory of mind. Psychol. Sci. 17,
692–699.

Schilbach, L., Eickhoff, S. B., Rotarska-
Jagiela, A., Fink, G. R., and Vogeley,
K. (2008). Minds at rest? Social cog-
nition as the default mode of cog-
nizing and its putative relationship
to the default system of the brain.
Conscious. Cogn. 17, 457–467.

Schilbach, L., Wohlschlaeger, A. M.,
Kraemer, N. C., Newen, A., Shah,
N. J., Fink, G. R., and Vogeley,
K. (2006). Being with virtual
others: neural correlates of social
interaction. Neuropsychologia 44,
718–730.

Scholz, J., Triantafyllou, C., Whitfield-
Gabrieli, S., Brown, E. N., and
Saxe, R. (2009). Distinct regions
of right temporo-parietal junction
are selective for theory of mind
and exogenous attention. PLoS ONE
4:e4869. doi: 10.1371/journal.pone.
0004869

Shulman, G. L., Fiez, J. A., Corbetta,
M., Buckner, R. L., Miezin, F. M.,
Raichle, M. E., and Petersen, S.
E. (1997). Common blood flow
changes across visual tasks. 2.
Decreases in cerebral cortex. J.
Cogn. Neurosci. 9, 648–663.

Smith, S. M., Fox, P. T., Miller, K.
L., Glahn, D. C., Fox, P. M.,
Mackay, C. E., Filippini, N.,
Watkins, K. E., Toro, R., Laird, A.
R., and Beckmann, C. F. (2009).
Correspondence of the brain’s
functional architecture during
activation and rest. Proc. Natl. Acad.
Sci. U.S.A. 106, 13040–13045.

Spreng, R. N., Mar, R. A., and Kim,
A. S. N. (2009). The common neu-
ral basis of autobiographical mem-
ory, prospection, navigation, theory
of mind, and the default mode: a
quantitative meta-analysis. J. Cogn.
Neurosci. 21, 489–510.

van den Heuvel, M., Mandl, R., Luigjes,
J., and Hulshoff Pol, H. (2008).
Microstructural organization of the
cingulum tract and the level of

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 189 | 253

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Mars et al. The default mode network and social cognition

default mode functional connectiv-
ity. J. Neurosci. 28, 10844–10851.

van Essen, D. C., and Dierker, D. L.
(2007). Surface-based and proba-
bilistic atlases of primate cerebral
cortex. Neuron 56, 209–225.

Vincent, J. L., Patel, G. H., Fox, M.
D., Snyder, A. Z., Baker, J. T., Van
Essen, D. C., Zempel, J. M., Snyder,
L. H., Corbetta, M., and Raichle, M.
E. (2007). Intrinsic functional archi-
tecture in the anaesthetized monkey
brain. Nature 447, 83–86.

Vogeley, K., and Fink, G. R. (2003).
Neural correlates of the first-
person-perspective. Trends Cogn.
Sci. 7, 38–42.

Yoshida, W., Seymour, B., Friston, K.
J., and Dolan, R. J. (2010). Neural
mechanisms of belief inference dur-
ing cooperative games. J. Neurosci.
30, 10744–10751.

Conflict of Interest Statement: The
authors declare that the research

was conducted in the absence
of any commercial or financial
relationships that could be con-
strued as a potential conflict of
interest.

Received: 29 February 2012; accepted:
07 June 2012; published online: 21 June
2012.
Citation: Mars RB, Neubert F, Noonan
MP, Sallet J, Toni I and Rushworth MFS
(2012) On the relationship between the

“default mode network” and the “social
brain”. Front. Hum. Neurosci. 6:189. doi:
10.3389/fnhum.2012.00189
Copyright © 2012 Mars, Neubert,
Noonan, Sallet, Toni and Rushworth.
This is an open-access article dis-
tributed under the terms of the
Creative Commons Attribution Non
Commercial License, which permits
non-commercial use, distribution, and
reproduction in other forums, provided
the original authors and source are
credited.

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 189 | 254

http://dx.doi.org/10.3389/fnhum.2012.00189
http://dx.doi.org/10.3389/fnhum.2012.00189
http://dx.doi.org/10.3389/fnhum.2012.00189
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


HUMAN NEUROSCIENCE

Humans are essentially a social species, as 
demonstrated by the fact that in everyday 
life people continuously interact with each 
other to achieve goals or simply to exchange 
states of mind (Frith, 2007; Frith and Frith, 
2007; Adolphs, 2009). How people react to 
and interact with the surrounding world is 
a product of evolution: the success of our 
species is also due to our social intellect, 
allowing us to live in groups and share skills 
and purposes (Frith, 2007). In other words, 
our brain has evolved not only in terms of 
cognitive but also of social processing.

 The “social brain” (Brothers, 1990) has 
the main goal of understanding and pre-
dicting what others are going to do next or, 
in other words, to figure out and predict 
others’ intentions, which is an important 
task to interact successfully with the envi-
ronment (Frith, 2007).

 On one side, from its first introduction, 
the social brain has attracted much atten-
tion and in recent years neuroscientists have 
strongly focused on revealing mechanisms 
and brain areas involved in social processes 
(Adolphs et al., 1998; Damasio, 1998; Hari, 
2003; Blakemore and Frith, 2004; Amodio 
and Frith, 2006; Frith, 2007; Frith and Frith, 
2007; Adolphs, 2009; Hari and Kujala, 2009). 
Even though results are still preliminary, 
when it comes to understanding a social 
stimulus, four main actors have been iden-
tified to date: the amygdala, the temporal 
pole, the superior temporal sulcus, and the 
frontal cortices, particularly the medial pre-
frontal cortex, in its anterior and posterior 
rostral part and in the orbitofrontal area 
(Allison et al., 2000; Frith and Frith, 2006; 
Frith, 2007; Hari and Kujala, 2009).

 On the other hand, social interac-
tions are nowadays accessible to automatic 
analysis through computer science meth-
ods, namely, computer vision and pattern 
recognition (CVPR), the main disciplines 

used for automatic scene understanding 
(Turaga et al., 2008). In particular, social 
signal processing (SSP; Pentland, 2007; 
Vinciarelli et al., 2009) is a new research 
and technological area that aims at provid-
ing computers with the ability to sense and 
understand human social signals, i.e., signals 
produced during social interactions. Such 
signals are manifested through sequences 
of non-verbal behaviors including body 
posture, gesture, gaze and face expressions, 
and mutual distance (Vinciarelli et al., 
2009). In addition, the pioneering advance-
ments in SSP have shown that social signals, 
described as so elusive and subtle that only 
trained psychologists can recognize them, 
are actually evident and detectable enough 
to be captured by sensors like cameras, and 
interpreted through analysis techniques, 
typically derived by machine learning 
and statistics domains (Duda et al., 2000). 
Observation activities of social signals have 
never been as ubiquitous as today and they 
keep increasing in terms of both amount 
and scope. Furthermore, the involved tech-
nologies progress so much that some sen-
sors already exceed human capabilities and, 
being easily available at a low cost, have an 
increasingly large diffusion.

 However, the neuroanatomical cor-
relates of social interaction have not been 
systematically shared with the SSP area due 
to the rare intersection of these disciplines. 
We aim to briefly review the most relevant 
methods for the automatic understanding 
of the social human behaviors from both 
the computational and the neuroscientific 
perspective, showing how they might gain 
large benefits from mutual interaction.

Behavioral indicators relevant for SSP 
come from researches in the emotional on 
the motor systems. Emotions in fact modu-
late and drive social interactions not only 
through facial expressions and prosodic 

vocalizations, that are traditionally inves-
tigated so far (Ekman, 1993; Adolphs et al., 
1996; Anderson and Phelps, 1998; Fusar-
Poli et al., 2009; Bonora et al., 2011), but also 
by means of body language (de Gelder et al., 
2011). Interestingly, non-verbal behavior 
has mainly been studied by social sciences 
without a particular interest for the neuro-
physiological aspects of human interplays 
(Wolpert et al., 2003). The motor system 
plays indeed a pivotal role in social cogni-
tion, as motor predictive mechanisms may 
contribute to the anticipation of what oth-
ers are going to do next and regulate our 
own reactions, a principal function of social 
cognition (Wolpert et al., 2003; Frith and 
Frith, 2007; Adolphs, 2009; Hari and Kujala, 
2009). Revealingly, the mirror system, which 
has been shown first to operate for motor 
acts (Rizzolatti and Craighero, 2004), has 
now been dragged into the discussion also 
for the processing of social stimuli (Frith and 
Frith, 2007). The mirror system is regarded 
as the basis for shared motor representa-
tions between the producer and the recipi-
ent of a motor act-based message (Rizzolatti 
and Craighero, 2004). Analogously, it has 
been suggested that when we need to read 
a hidden intention or emotional state of 
others during an interaction we activate a 
similar pattern in our brain areas, sharing 
the feeling of the interlocutor to understand 
it (Wicker et al., 2003; Wolpert et al., 2003; 
Frith, 2007).

Some authors do not believe that per-
ception of complex states of mind could 
be inferred only by observing an action 
(Jacob and Jeannerod, 2005). It is true that 
the same action, e.g., grasping a knife, could 
lead to two different scenarios: an aggres-
sion or the cutting of an apple (Jacob and 
Jeannerod, 2005). Nevertheless the environ-
ment in which an action occurs may signifi-
cantly influence the comprehension of the 
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intention of the action itself. In the case of 
automatic processing of human behavior, 
the detection of a person grasping a knife 
in an environment such as an airport would 
be in any case a signal of danger. Although 
the real intentions cannot be read using only 
motor gestures (de Gelder et al., 2011), it 
is clear that for some practical applications 
it is sufficient to detect specific occurring 
events, but it would be even more impor-
tant to prevent a dangerous situation even at 
the cost of some false alarms. Furthermore, 
recent evidences suggest that Jacob and 
Jeannerod critique may not be correct, as 
several studies demonstrate that, even in 
absence of context information, intentions 
translate into differential kinematic pat-
terns (Becchio et al., 2008a,b; Sartori et al., 
2009) and observers are especially attuned 
to kinematic information, and might use 
early differences in visual kinematics to 
anticipate the intention of an agent in per-
forming a given action (Manera et al., 2011; 
Sartori et al., 2011).

The common ground of SSP and stud-
ies of emotions should be to adapt the 
automatic systems for monitoring and 
surveillance to cerebral systems human 
interactions. More specifically, the ongoing 
trend of approaching monitoring scenarios 
with SSP methods is strongly motivated by 
the fact that social signals are now starting 
to be considered as stable, reliable, and gen-
uine traits of the behavioral state of a person 
(de Gelder et al., 2011). Similarly, this same 
logic guided recent advances in the interac-
tion between humans and machines (Tao 
and Tieniu, 2005). In other words, human 
behavior is now considered as a phenom-
enon subjected to rigorous principles that 
produces predictable patterns of activi-
ties, and that humans use social signals to 
convey, often outside conscious awareness, 
their attitude toward other people and 
social environments, as well as emotions 
(Richmond and McCroskey, 1995).

 Consequently, understanding the pro-
cesses underlying human behavior in social 
interactions starting from motor gestures 
and other social cues is extremely important 
to design automatic systems able to model 
specific situations and events in a princi-
pled way. This can be faced by capturing 
novel features (e.g., specific postures, sub-
tle gestures, mutual distances) which have 
a precise meaning as consequences of acti-
vations of well defined parts of the brain 

network (comprising the prefrontal parietal 
and temporal areas; Wolpert et al., 2003). 
Moreover, motor gestures could be the only 
objective indicators of emotional behavior, 
although they do not allow mind reading 
(e.g., knowing in advance that a person will 
hit somebody because he has psychiatric 
problems rather than because he has been 
offended), rather to anticipate that a social 
action will take place (e.g., somebody will 
be hit).

The systematic investigation of basic 
emotional gestures has provided databases 
of bodily expressive postures (Atkinson 
et al., 2004; de Gelder and Van den Stock, 
2011; de Gelder et al., 2011). These data-
bases have been developed using actors 
displaying emotions categorized through 
forced choice paradigms (Winters, 2005).

More information about the neural sys-
tems involved in predicting and decoding 
human interactions might be derived from 
monitoring cerebral activity while subjects 
watch video sequences of people interacting 
in ecological contexts. The main difference 
between this approach and traditional stud-
ies would be using complex interactions in 
the ecological context rather than single pos-
tures as stimuli. In this way, computational 
algorithms would benefit from indicators 
validated by neurological pattern activa-
tions, that are discovered using ecological 
interactions, thus allowing one to recognize 
with a greater accuracy bodily expressions 
in complex real scenarios. Consequently, 
the classical CVPR approach of learning by 
examples can be safely utilized due to the 
support by a reliable neuroscientific basis. 
Furthermore, using non-invasive brain 
techniques, such as transcranial magnetic 
stimulation, it could be possible to confirm 
the brain areas involved in social interac-
tion processing, clarifying dissociations, 
and whether these circuits are really needed 
or only implicated in this process, as it has 
occurred in other neuroscience domains 
(Ellison et al., 2004).

The use of fMRI or TMS would also 
allow to detail the involvement of different 
cerebral regions in different body expres-
sions (de Gelder and Van den Stock, 2011). 
Moreover it could also be predicted that the 
initial hand and arm position and veloc-
ity could indicate an aggression. Studying 
emotional value of body expressions could 
benefit from more advanced technologies 
also able to record movements velocity 

(Wolpert et al., 2003) not only assuming 
the (possibly) wrong perspective of imita-
tions (Jacob and Jeannerod, 2005). This 
theoretical approach would be similar to 
that used to categorize facial expressions 
(Darwin, 1872; Ekman and Friesen, 1969). 
Moreover, spontaneous dynamic expres-
sions could help in confirming the neural 
basis of emotional body postures, so far only 
obtained through elicited stimuli (de Gelder 
et al., 2011).

In this way, neuroscience knowledge, 
resulting from neuroimaging and behav-
ioral experiments, could provide SSP with 
reliable indicators of human behaviors 
being helpful to identify and predict events 
of interest. A deeper understanding of the 
neural circuits underpinning social inter-
actions could be useful for SSP because it 
would provide a stronger evidence that the 
behavioral indicators taken into account by 
automatic analyses systems are the correct 
ones, or in other words are those that also 
the “real” brain uses. Computer science, in 
turn, could provide automatic computa-
tional techniques useful to better analyze 
single or sequences of action units. In par-
ticular, methods for gesture decoding, for 
the scrutiny of body postures, and for the 
extraction of proxemic cues are only a few 
examples of the technology. In this way, the 
video modality could be finally considered 
extensively in the analysis, whereas the 
audio channel has been traditionally the 
most used information source by neuro-
scientists so far.

In conclusion, to empower the avail-
able methodologies, more intersection 
between Neuroscience and SSP is needed 
to construct a more unitary frame of 
research for a better understanding of 
human behaviors through the study of the 
emotional and the motor system. Indeed, 
understanding the processes underlying 
human behavior in social interactions is 
extremely important to design systems 
able to detect, recognize, or, better, model, 
and predict specific situations and events 
in an automatic fashion.
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Work aimed at studying social cognition in an interactionist perspective often encounters
substantial theoretical and methodological difficulties: identifying the significant behavioral
variables; recording them without disturbing the interaction; and distinguishing between:
(a) the necessary and sufficient contributions of each individual partner for a collective
dynamics to emerge; (b) features which derive from this collective dynamics and escape
from the control of the individual partners; and (c) the phenomena arising from this collec-
tive dynamics which are subsequently appropriated and used by the partners. We propose
a minimalist experimental paradigm as a basis for this conceptual discussion: by reducing
the sensory inputs to a strict minimum, we force a spatial and temporal deployment of the
perceptual activities, which makes it possible to obtain a complete recording and control
of the dynamics of interaction. After presenting the principles of this minimalist approach
to perception, we describe a series of experiments on two major questions in social cogni-
tion: recognizing the presence of another intentional subject; and phenomena of imitation.
In both cases, we propose explanatory schema which render an interactionist approach
to social cognition clear and explicit. Starting from our earlier work on perceptual crossing
we present a new experiment on the mechanisms of reciprocal recognition of the percep-
tual intentionality of the other subject: the emergent collective dynamics of the perceptual
crossing can be appropriated by each subject. We then present an experimental study of
opaque imitation (when the subjects cannot see what they themselves are doing). This
study makes it possible to characterize what a properly interactionist approach to imitation
might be. In conclusion, we draw on these results, to show how an interactionist approach
can contribute to a fully social approach to social cognition.

Keywords: perceptual crossing, imitation, recognition of intentionality, interaction, minimalism

INTRODUCTION
Research on social cognition often finds itself caught in an uneasy,
paradoxical tension. On the one hand, understanding social phe-
nomena requires giving an essential place to collective dynamics.
On the other hand, from the viewpoint of cognitive science, one
adopts a more or less explicit version of methodological individu-
alism according to which social interactions must be explained on
the basis of individual capacities. In this case, it is indeed difficult
to maintain that there exist components which are proper to the
collective domain, especially if one admits that such components
only take on meaning if they are taken up in individual experience,
and moreover that the explanation of the emergence of such com-
ponents is based on individual competencies. It seems obvious that
if there is a social interaction, the interacting subjects must possess
the individual competences that are necessary for this interaction
to occur. It would therefore seem a legitimate method to isolate
the subjects in order to identify these competences, before going
on to study how the individuals interact. The classical approaches,
prolonging such a procedure, consider that these individual com-
petences correspond to all the social know-how and knowledge
involved: a capacity to recognize other subjects, to imitate, and
finally common-sense psychology (theory of mind). But in this
case, how is it possible to account for the inter-individual coor-
dination of actions in space and time in order to attain shared

goals and to organize in society according to a particular culture?
The classical answer is to suppose that individual capacities for
coordination and joint attention make it possible to share rep-
resentations of current objects and events (Sebanz et al., 2006;
Knoblich et al., 2011); and it is thought that the neurological basis
for these capacities are to be found in the “mirror-neuron” systems
which associate representations of actions performed with repre-
sentations of observed movements (Blakemore and Decety, 2001;
Gallese et al., 2004; Rizzolatti and Craighero, 2004; Gallese, 2007).
However, if a “representation” is a state or process that is strictly
internal to each subject, the collective remains in fact internalized
in each subject (Tomasello et al., 2005; Thomas et al., 2006) and it
is quite difficult to understand how the “social” as such could play
a constitutive role (see for example the synthetic dossier in Topics
in Cognitive science; Galantucci and Sebanz, 2009).

By contrast, interactionist approaches postulate that interac-
tions play a role right from the start in the constitution of social
phenomena. These are ancient traditions in social psychology and
philosophy, from the work of George Herbert Mead (Gillespie,
2005) and Erwing Goffman (Goffman and Best, 2005) to the
pragmatist approach of John Dewey (Petras, 1968) or the social
psychology of Theodore Newcomb (Newcomb et al., 1966), from
the phenomenology of Alfred Schütz (Schütz, 1970) to the work
of Thomas Luckmann and Peter Berger (Berger and Luckmann,
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1966). This sort of attention to interactions is found currently
in the framework of theories of development (Trevarthen, 1993;
Reddy, 2008), in dynamical systems theory (Coleman and Watson,
2000; Fogel,2006), in the current of ecological psychology (Gibson,
1986), in enactive cognitive science (De Jaegher et al., 2010), and
recently in certain areas of neuroscience (Schilbach et al., 2006;
Dumas, 2011). However, all these studies are still affected by a
tension between the collective aspects and individual cognition.

For example, studies in ecological psychology bear essen-
tially on phenomena of the coordination of action (Schmidt and
Richardson, 2008). These phenomena turn out to be very gen-
eral, and can be explained by mechanisms related to the physics of
embodiment and perceptual systems. However, it seems to us that
this approach lacks an explanation of the passage from coordina-
tions of this sort, and social interactions that are meaningful for the
actors themselves. Similarly, in the framework of externalist con-
ceptions of situated cognition and the extended mind (Hutchins,
1995; Clark and Chalmers, 1998) one can develop models of social
activity based on a shared material and technical environment.
And in the perspective of embodied embedded cognition (van Dijk
et al., 2008), one can seek to understand social behaviors in terms
of the relations of the organism with its social ecological niche
(Marsh et al., 2009), or with social norms (Steiner and Stewart,
2009). But in all these cases, the social structures, or traces left by
collective activity, must at some point be mobilized by individu-
als; and this requires understanding how the environment comes
to have such a meaning for the actors themselves – for example,
how they come to recognize other organisms as intentional sub-
jects, how they recognize the behaviors as action following some
norms.

In the enactive approach, explanations start from the viewpoint
of the living organism (Varela et al., 1999). Rather than evoking
internal representations, this approach is based on the coupling
between an organism and its environment which results in the
enaction of a meaningful world. In this framework, De Jaegher
proposes to articulate the collective dynamics of social interactions
and individual autonomy. The interaction between organisms is
regulated by the organisms themselves through an activity of col-
lective construction of meaning, a participatory sense-making (De
Jaegher and Di Paolo, 2007). In this version, the interactionist posi-
tion can postulate that social capacities and knowledge are actually
constituted in the very course of social interactions; the essential
aspects of individual social capacities are the result, and not the
cause, of social interactions (McGann and De Jaegher, 2009; De
Jaegher et al., 2010).

Now even this strong interactionist position poses a certain
number of theoretical and methodological difficulties. First of all,
methodologically, it is necessary to identify the relevant behavioral
variables, and to record them without disturbing the interaction.
Even more important, in order to account for the emergence of
social phenomena in the course of the interaction, it is necessary
to clearly identify and distinguish between (a) what is contributed
by the individual subjects and (b) what is contributed by the actual
dynamics of the interaction, in order to show that the dynamics
of inter-individual interaction leads to more than what the indi-
vidual organisms in interaction bring to the situation. At the same
time, it is also necessary to explain (c) how some of these emergent

phenomena can be subsequently appropriated by the individuals
(Froese and Di Paolo, 2011b). As a basis for this methodologi-
cal and conceptual discussion, we will propose here a minimalist
experimental paradigm for the study of perceptual interactions in
which it will be possible to clearly distinguish these three com-
ponents. This will allow us to propose some explanatory schema
concerning two major questions in social cognition: the recogni-
tion of the presence of another intentional subject; and the realm
of imitation. In order to present this experimental paradigm and
to argue for its heuristic value, we start by describing a minimalist
method for the analysis of individual perception.

A MINIMALIST EXPERIMENTAL METHOD FOR THE STUDY OF
PERCEPTION
Many empirical studies of inter-individual interactions proceed
by setting up well-controlled conditions of observation (Marsh
et al., 2009). However, even if the sorts of actions that can be per-
formed are simplified as much as possible, the subjects interact
using their natural perceptual systems. It is therefore very difficult
to observe the internal mechanisms for controlling the actions, and
it is difficult to understand the link between these actions and the
social meaning that the individuals attribute to the interactions.
The minimalist method that we propose here aims at providing
the means to answer these questions, by precisely controlling the
perceptual activities of the subjects in interaction. To do this, we
base ourselves on studies of sensory substitution.

The general principle of such studies consists of transforming
the stimuli proper to one sensory modality (for example ocular
vision) to stimuli of a different sensory modality (for example
touch; Collins and Bach-y-Rita, 1973; Schiff and Foulke, 1982;
Visell, 2009). On condition that the user is active (manipulat-
ing the camera by lateral movement, rotation and zoom), (s)he
is able to develop spectacular perceptual capabilities, in particular
for the spatial localization and recognition of shapes (Guarniero,
1974; Bach-y-Rita, 2004). The use of a technical mediation for
perception has four major advantages:

(1) These devices enable the study of the genesis of a new kind of
perceptual modality, in an experimental situation that can be
closely controlled (Collins and Bach-y-Rita, 1973; Lenay et al.,
2003; Auvray and Myin, 2009). Of course, this sort of percep-
tion is quite particular, and has to occur on the background
of perceptual know-how already present for the user. Never-
theless, we are here in the presence of a genuine genesis of
novel perceptual capabilities which were clearly absent before
the learning process.

(2) The perceptual learning involved in this experiment is evi-
dence of an impressive plasticity of the central nervous system.
The tactile sensory input has nothing to do with that of ocu-
lar vision, just as the control of the camera with the hands
has nothing to do with the commands to ocular muscles and
the head. Nevertheless, the technical device defines a space of
coupling, a specific set of sensorimotor regularities. In condi-
tions suitable for progressive learning, the use of this device
leads to vast functional reorganization (Bach-y-Rita, 1990; De
Volder et al., 1999), which results in robust, general know-how
(Bach-y-Rita and Kercel, 2003) and a perceptual world where
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the shapes and events are highly analogous to those involved
in visual perception.

(3) The opportunity of working with adult subjects makes it
possible to combine a psycho-physiological study of this per-
ceptual genesis with a phenomenological description of alter-
ations in lived experience (Lenay and Steiner, 2010; Ward and
Meijer, 2010).

(4) The fourth advantage of using such technical mediation of
perception is that it can simplify the repertoires of actions
and sensory feedback which are available to the subject, and
render them amenable to precise observation. We can then
study, in each case, what objects can be constituted and what
are the operations involved in this constitution.

In order to determine the minimal technical conditions which
are necessary to enable the perception of an externalized object
in a space where it can be localized, we have simplified the sys-
tem of Bach-y-Rita to a single photoelectric cell connected to a
single tactile stimulator. At each moment, the blindfolded subject
thus receives only a minimal amount of information (1 bit) corre-
sponding to the presence or absence of the tactile stimulation. We
have been able to show that even with such a simple device, the
spatial localization of luminous sources remains possible (Lenay
et al., 1997). Here, it is manifestly clear that the perception can-
not be based on an internal analysis of the sensory information,
because this information has no intrinsic spatiality whatsoever. It
is thus only through the movements of his/her exploratory activity
that the subject can succeed in performing the perceptual task. By
reducing the sensory input to a strict minimum, we force the sub-
ject to deploy a perceptual activity in the form of trajectories that
can easily be observed and recorded. By construction, so to say,
we adopt the theoretical framework of active perception (Varela,
1979; Gibson, 1986; Brooks, 1991; O’Regan and Noë, 2001). The
spatial characteristics of an object are defined by the “Laws of Sen-
sorimotor Contingency”; i.e., the laws which govern the sensory
feedback as a function of the actions performed.

It is useful to go even further in the simplification by reducing
the dimensions of action to two or even just one single dimension.
On this principle, we have developed the “Tactos system” which
will be used in the experiments involving social interactions that
we shall present below (see Figure 1). This system consists essen-
tially of a device for controlling tactile stimulators (Braille cells
which electronically generate the movements of small pins) as a
function of the movements of the cursor on a computer screen;
the receptor field is guided by a pointing device (mouse, touch-
pad, graphic tablet, or tactile screen), and when it passes over a
colored pixel it commands the activation of an all-or-nothing tac-
tile stimulator placed under the finger (see Lenay et al., 2003 for
details).

In these highly restrictive experimental conditions, it has been
shown that the users (blind persons or blindfolded adults) can
learn to recognize simple shapes. As explained above, the spa-
tial perception of a shape is necessarily active because there is no
intrinsic spatiality in the sensory input. This perception is thus
realized essentially through a perceptual trajectory that can easily
be recorded, analyzed, and modeled (Stewart and Gapenne, 2004).
Of course, the space of all the motor commands that produce

FIGURE 1 |The ‘Tactos’ system. The shapes inscribed in the digital space
on the screen are perceived in the tactile mode. The stylus of the graphic
tablet controls the movements on the screen of a receptor field. When this
receptor field encounters a black pixel, the software triggers an
all-or-nothing tactile stimulus on the finger of the non-dominant hand. For
the experimental studies presented here we use a single receptor field
coupled to an activation of all the tactile pins of the Braille cells.

movements of the hand and arm is vast; but the relevant space
of significant actions is defined by the interface, and boils down
to translations of the receptor field in the space where the shapes
are situated. Besides, one observes that during the course of learn-
ing the attention of the subjects, which was initially focused on
the tactile stimulation, turns toward the space of two-dimensional
action. It is in this space that the subjects situate themselves and
act. An interesting consequence of this radical minimalism is that
the perceptual trajectories for localizing or recognizing shapes, as
well as the perceptual strategies that make it possible to carry them
out, seem to be the same whether the sensory feedback is tactile,
auditory, or visual (Gapenne et al., 2005). It therefore seems that
the simplicity of the device makes it possible to elucidate some of
the fundamental properties of the perception, independently of
the sensory modality. Moreover, to the extent that the space that
is explored is defined by a computer, the Tactos system makes it
possible to set up a virtual space which can be shared by several
users, even physically situated at a distance. It is this experimental
setup that forms the basis for the experiments on social interac-
tion that we shall now describe. In each case, this setup allows to
clearly distinguish (a) the necessary and sufficient contributions of
each individual partner; (b) that which emerges from the collective
dynamics; and (c) that which can be subsequently appropriated by
the individual partners.

AN EXPERIMENTAL PARADIGM FOR THE STUDY OF THE
RECOGNITION OF ANOTHER SUBJECT
Classically, in the framework of the philosophy of mind and the
representationalist paradigm in cognitive science, one considers
that the problem of the recognition of another subject comes down
to the question of the adoption of an “intentional stance” with
respect to the object in question (Dennett, 1971; Heider, 1982;
Tremoulet and Feldman, 2000). In this framework, the question is
thus to determine the criteria and mechanisms used by the sub-
jects in deciding to treat the perceived objects, either as simple
“things” which obey a mechanical causality, or else as “inten-
tional agents” who act as a function of internal representations
and goals. Various approaches are in competition, from the “simu-
lation theory” (Meltzoff, 1995) which of late incorporates internal
structures such as “mirror neurons” (Gallese et al., 2004) to the
“theory theory” (Gergely et al., 1995; Csibra et al., 2003), passing
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by the hypothesis of low-level perceptual modules (Leslie, 1987;
Premack, 1990; Baron-Cohen and Cross, 1992; Povinelli et al.,
2000; Tomasello et al., 2005). However, in spite of their diversity
and above and beyond their oppositions, all these theories are
based on the same type of experimental method. In all cases one
establishes a strict separation between the observing subject and
the scene that is observed.

By contrast, in an interactionist approach to this question the
recognition of an intentional subject ought to take place during an
interaction where the perceived subject can reciprocally recognize
the observer himself as an intentional subject. We designate by the
term “perceptual crossing” all those situations where two percep-
tual activities meet, as for example in mutual touching, looks where
both subjects “catch each other’s eyes,” or a proto-conversation
between mother and infant (Butterworth and Jarrett, 1991). The
feelings of intimacy and the importance of the emotional values
attached to this sort of inter-individual interaction are well known
(Argyle and Dean, 1965). It is commonly reported that there is
a feeling of immediate reciprocal recognition of the presence of
another perceptual intentionality (Farroni et al., 2002). There is
a question, however: when two subjects catch each other’s eyes,
for example, is it because the subjects recognize each other as
intentional subjects that they look at each other; or is it the other
way round, because the looks are fixed on each other that there
is reciprocal recognition as intentional subjects? (Baron-Cohen
and Cross, 1992; Baron-Cohen et al., 2001) In the first case, each
subject starts by unilaterally judging the presence of another sub-
ject on the basis of his behavior before entering into interaction,
unless of course this interaction can supervene independently of
any attribution of intentionality (Tomasello et al., 2005). In the
second case, it is the perceptual interaction itself which produces

the mutual recognition. In this case, the situation of perceptual
crossing makes it possible to discriminate the specificity of a per-
ceptual activity directed at oneself. In order to give an empirical
content to this intuition we have used the minimalist experimen-
tal paradigm described above, in a form which gives rise to an
elementary sort of perceptual crossing. As explained above, this
situation allows for a precise and detailed observation of the joint
perceptual dynamics. An initial experimental study of this sort,
which has already been presented elsewhere (Lenay et al., 2006;
Di Paolo et al., 2008; Auvray et al., 2009), must nevertheless be
presented in some detail here because it will serve as the basis for
the following experiments.

EXPERIMENT 1: STUDY OF PERCEPTUAL CROSSING
In order to purify the notion of “perceptual crossing,” and to make
it possible to proceed to a precise analysis of the mutual dynamics,
we have reduced the space of action of the participants to a single
dimension, and reduced also the repertoire of sensory input to a
single all-or-nothing stimulation (just 1 bit of information at each
time-point). Two blindfolded participants are placed in different
rooms, and can only interact via the device. They each explore a
computer screen with a mouse, and receive tactile stimulation on
the index finger of their free hand. The movements of the mouse
control the movements of a receptor field of 4 pixels in a one-
dimensional space. Only the horizontal movements of the mouse
are taken into account. The space of action consists of a straight
line 600 pixels long, which loops round to form a continuous cir-
cle so as to avoid edge-effects. Various objects, consisting of black
pixels, are placed on this line. Each time the receptor field encoun-
ters a black pixel, the participant receives an all-or-nothing tactile
stimulation on the Braille cell (see Figure 2).

FIGURE 2 |The unidimensional space of perceptual interaction. With
the mouse of their computer, each subject moves a receptor field on a
straight line in a shared digital space. When the two receptor fields meet

each other, each user receives a tactile stimulus on his free hand. Here,
the receptor fields can be perceived (they are thus also body-objects
perceivable by the partner).
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Two systems of this sort are connected in a network, so that the
two participants share the same one-dimensional space. There are
three sorts of objects that each participant can encounter:

(1) The body-object of the other participant (his perceived body)
which exactly matches his receptor field (4 pixels wide). When
the two participants are in the same position, each receives
an all-or-nothing tactile stimulation. We call this situation
“perceptual crossing.”

(2) A fixed object that we call the “fixed lure”: this is a segment
4 pixels wide. The fixed lure for the participant 1 is invisible
for the participant 2, and is placed in a different position than
the fixed lure for participant 2 (see Figure 3).

(3) A moving object (4 pixels wide) that we call the “mobile
lure.” In order to ensure that the mobile lure would have
the same richness of movement as the body-object of the
other participant, but without being responsive to perceptual
crossings, we attached it by a rigid virtual link to the receptor
field/body-object of the partner. The mobile lure thus follows
exactly, but at a constant distance, all the movements per-
formed by the partner. The lure was placed 50 pixels to the
right of the receptor field (see Figure 3). In all that follows,
distances between two objects are measured in pixels from
the left-most pixel of one object to the left-most pixel of the
other.

This experimental configuration makes it possible to test a theoret-
ical hypothesis: even though the mobile lure and the body-object
of the partner (which corresponds to his/her receptor field) have
objectively exactly the same movements, will the participants be
able to distinguish them on the sole basis that the receptor field
of the partner is sensitive and animated by a perceptual activity
turned toward their own movements?

Ten pairs of participants took part in this experiment. The
participants were blindfolded and placed in different rooms. It
is explained to them that the left/right movements of the mouse
allow them to move in a shared one-dimensional space. In this
space they can encounter three sorts of objects: a fixed object; a
mobile object; and the body-object of their partner. The relation
between the mobile object and the body-object of the partner is
not explained to them. The instruction was to click on the left
button of the mouse when they judged that they had met their
partner. This experimental setup has a number of advantages:

(1) The perceptual situation is radically novel for the subjects. We
thus avoid the direct importation of knowledge already elabo-
rated. On the contrary, a learning period is necessary, and this
makes it possible to observe the genesis of the phenomena.

(2) The reduction of the sensory input forces a spatial and tem-
poral deployment of the perceptual activities, and this makes
it possible to record them and to analyze them in detail.

(3) The simplicity of the setup makes it possible to elucidate the
sufficient conditions for a detailed explanatory scheme of the
collective dynamics, which we may hope has some generality.

The results for all the participants and all the sessions showed
that the majority of clicks (62%) occurred when the two partners
were indeed in front of each other, i.e., in a situation of perceptual
crossing (see Figure 4).

We then analyzed the distribution of clicks as a function of the
cause of the stimulations received by the participant during the
preceding 2 s. The results over all the participants show that 66%
(±4) of the clicks follow stimulations from perceptual crossing;
23% (±10) of the clicks follow stimulations due to the mobile
lure; and only 11% (±9) follow stimulations due to the fixed
lure. These results show that the participants are able to distin-
guish between the three categories of object that they encounter in
the one-dimensional space. They distinguish between the recep-
tor field of the partner and an object, be it fixed or mobile. This
overall success may seem surprising since, by construction, the
mobile lure has exactly the same movement as the receptor field of
their partner. It seems that what is recognized is indeed the activity
of a perceptual subject directed toward themselves, and not just
the objective structure of the movements (Wilkerson, 1999). How-
ever, further analysis shows that this apparent success at the overall
level masks what was actually a revealing failure at the individual
level.

We first carried out a comparison between the distribution of
the clicks and the distribution of the tactile stimulations received.
The overall results for all the participants show that 52% (±12)
of the stimulations come from a perceptual crossing, 33% (±12)
come from the fixed lure, and only 15% (±6) from the mobile lure
(see Table 1; Figure 4).

When we calculate the ratio of clicks/stimulations, we find 0.33
for the fixed lure, 1.26 for the perceptual crossing, and 1.51 for the
mobile lure. These results show a major difference between the
fixed lure on one hand (0.33) and the mobile entities on the other

FIGURE 3 | Schematic illustration of the one-dimensional space explored by the subjects. Subject P1 receives a tactile stimulus whenever (s)he
encounters either his fixed object, or the receptor field of subject P2, or the mobile object attached to the receptor field of P2.
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FIGURE 4 | Distribution of frequencies as a function of the distance

between the receptor fields of the two participants. The fine line
represents the total frequency of clicks made: 62% of the distribution lies
between ±30 pixels. The thick line represents the total frequency of
stimulations received by the subjects: 28% of the distribution lies between
±30 pixels. In both cases, there is a clear peak around the distance 0 pixels,
i.e., the situation of perceptual crossing, which shows that there is an
attractor at this point, at least in the weak descriptive sense that once the
subjects have attained the situation of perceptual crossing they tend to
remain in this stable dynamic configuration. A minor peak at the distance of
50 pixels (marked by an arrow) corresponds to the mobile lure.

Table 1 | Distribution of the clicks and of the tactile stimulations –

experiment 1.

Receptor field Mobile lure Fixed lure

Percentage of clicks 66 ± 4 23 ± 10 11 ± 9

Percentage of stimulations 52 ± 12 15 ± 6 33 ± 12

Ratio clicks/stimulations 1.26 1.51 0.33

(1.26 and 1.51). The participants have a probability of clicking that
is four times greater if the stimulation comes from a mobile entity
than it is due to the fixed lure. Thus, the ratio between clicks and
stimulations shows that overall each participant does not seem to
distinguish between stimulations due to perceptual crossing and
stimulations due to the mobile lure (1.26 vs. 1.51). The difference
in clicks on the mobile lure and on the receptor field of their part-
ner (23 vs. 66%) seems to be due only to strategies of movement
which are such that encounters with the mobile lure are much less
frequent than encounters due to perceptual crossing (15 vs. 52%).
If the participants succeed in the task, it is essentially because they
succeed in situating themselves face-to-face with their partner, and
not because they recognize in the pattern of stimulation any clues
which discriminate the receptor field of their partner from that
of the mobile lure. The only difference resides in the interaction
itself. In order to account for these results, there are two things to
be explained. On the one hand, the capacity of the participants to
privilege the situation of being face-to-face; on the other hand, the
reasons that leads them to click.

Attractor in the collective dynamics
We may note that all the observations made with these minimal-
ist setups show that the perception of an object in a particular
position is realized by its active, reversible exploration: the sub-
jects come and go around the singularity that provokes a sensory
return (Sribunruangrit et al., 2004). Thus, there is a general strat-
egy which consists of reversing the movement of the receptor field
following a sensory event. To the extent that the perceptual strategy
of each participant consists of inverting their movement following
an alteration in sensory input, if a participant meets their partner
(s)he will invert his movement while the latter will do the same.
The two receptor fields will thus enter into a sort of dance. This can
be described as constituting an attractor in the collective dynam-
ics; an attractor which is not a spatially fixed point, but a region
which may itself be displaced. Even though the participants do not
have a specifically collaborative aim, their simultaneous efforts to
discriminate the presence of their partner produces an attractor in
the collective dynamics of their perceptual activities (Froese and
Di Paolo, 2010, 2011a).

The reasons that lead the subjects to click
If we study the events which precede each click, we observe that if
over the last 2 s of his perceptual activity a subject meets:

(1) few stimulations, no perception is constituted and the proba-
bility of clicking is low;

(2) many stimulations, but for an object that is recognized as fixed
(sensorimotor stability), the probability of clicking is again
low;

(3) but if there are many stimulations, for an object that remains
undetermined spatially, the probability of clicking is high (see
Figure 5).

In the latter case, the participant is probably in the presence of the
other participant, but it is also possible that it is the mobile lure.
Thus the clicks of the participants can be largely explained by the
conjunction of two criteria, one negative and one positive:

(1) “Another subject” is something which resists precise spatial
determination: it is neither a fixed object, nor an object with
movements determined by a simple rule.

(2) However, at the same time, “another subject” is something
which maintains its presence. This is indeed a characteris-
tic of the body-object of another participant, but not of the
mobile lure, because it is only this body-object which has a
receptor field sensitive in its turn to the presence of objects,
i.e., likely to change its behavior according to the sensory input
it receives. The (only) difference between the receptor field of
the other participant and the mobile lure attached to it is that
only the former is sensitive to my presence; and as we have
seen, this sensitivity is linked to a perceptual intentionality
which constantly aims at remaining in the vicinity of a singu-
larity. This is precisely a sufficient condition for the formation
of an attractor in the joint dynamics which tends to augment
the probability that the partner will be present. Thus, the cri-
terion which seems to be employed by the participants for
clicking is not arbitrary, but ensues logically from the meeting
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FIGURE 5 | Probability of clicking. The probability of participants’ clicks,
plotted as a function of the number of distinct stimulations received during
the preceding 2 s. Lozenges: total stimulations (body-object, fixed object, and

mobile lure); Squares: stimulations due to encounters with the fixed object;
Triangles: stimulations due to encounters with a moving object (avatar or
mobile lure). Error bars represent the standard errors of the means.

of two perceptual intentionalities. This criterion is coherent
with the very content of that which is to be recognized. The
other subject is recognized just as something that resists its
precise determination and yet which persists in being present.
An analysis of the phenomenological descriptions given by
the subjects themselves would exceed the limits of this article.
It is sufficient to note here that the modifications of the lived
experience of the subjects can only be built on the basis of the
objective elements that we present.

However, even if these criteria seem judicious, they are not suf-
ficient here to guarantee against a failure to distinguish between
the receptor field of the partner and the mobile lure. If by a stroke
of bad luck it is the mobile lure which remains present, the par-
ticipants have the same probability of clicking as for the receptor
field. For example, if the receptor field of my partner is engaged
in oscillating around an object situated at 50 pixels from my own
position, and thus causing a movement of the attached lure around
my own position, I will be induced to click on the attached lure.

Conclusion to experiment 1
In this first experiment where the aim is to discriminate the pres-
ence of another subject, the individuals fail whereas the collective
action succeeds. Thus, the collective success cannot be explained
by an individual capacity to recognize another subject by means of
a particular sensation (Michael and Overgaard, 2012). The collec-
tive success is explained principally by a collective dynamics which
results from the engagement of each subject in his perceptual activ-
ity searching for a partner. The clicks result from a decision rule
which appears to be judicious, but which is insufficient at the
individual level to distinguish between specific sensations.

The question which arises now for an interactionist approach
is whether it is possible for the individuals to appropriate the
collective success. This seems feasible if we relax a particularly

unrealistic condition of our experimental situation in which there
was no intrinsic difference between the various objects. If the sub-
jects are able to recognize different intrinsic properties for the three
objects, they may be able to use these properties to categorize the
different situations of interaction in which they are engaged. In
order to show that this is the case, we have carried out a new
experiment with a protocol that is very similar, but which this
time consists of categorizing the objects (fixed lure, mobile lure,
and receptor field) that can be easily discriminated in their own
right.

EXPERIMENT 2: RECOGNITION OF PERCEPTUAL CROSSING
The experimental setup is the same as that of the first experiment,
except that this time the sensory feedback is no longer a tactile
stimulus, but a sound which is different for each of the objects
which can be encountered.

Method
Twenty participants took part in this experiment. Their ages
ranged from 20 to 32 years (mean age of 22.4 years). All of the par-
ticipants reported normal tactile perception. The experiment took
approximately 25 min to complete and was performed in accor-
dance with the ethical standards laid down in the 1991 Declaration
of Helsinki.

We used an adapted version of the minimalist sensory sub-
stitution system Tactos. Blindfolded participants explored graphic
information by means of a computer mouse and received auditory
information via headphones. The displacement of the computer
mouse produced the displacement of a 4-pixel receptor field in a
one-dimensional space (a line 600 pixels long, with the ends joined
to form a torus). Only the horizontal displacement of the mouse
was taken into account. Several objects consisting of black pixels
were situated on this line. Each time the receptor field covered a
black pixel, a sound is emitted which varies according to the nature
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of the object. There are three possible sounds: (1) the horn of a
car, (2) the horn of a big lorry, and (3) the tinkling of a bicycle bell.
These sounds were chosen to be easily differentiated and named.
Two Tactos devices were combined in a network so that each pair
of participants shared a common one-dimensional space. As in
the previous experiment, each participant could encounter three
types of object:

(1) The 4-pixel receptor field of the other participant.
(2) A fixed 4-pixel wide object. The fixed object perceived by par-

ticipant 1 was placed between 148 and 152 pixels and was
invisible for participant 2; the fixed object perceived by par-
ticipant 2 was placed between 448 and 452 pixels and was
invisible for participant 1.

(3) A mobile 4-pixel wide object. In order to ensure that the move-
ments of this object have exactly the same dynamic structure
as the movements of a receptor field, two conditions were
tested:
(i) Condition C1: the mobile object was attached by a vir-

tual rigid link at a distance 100 pixels from the center
of the receptor field (see Figure 3). It should be noted
that when participant 1 explored participant 2’s mobile
object, participant 2 did not receive any auditory feed-
back (and conversely, participant 1 did not receive any
auditory feedback when his mobile object was explored
by participant 2). In contrast, when one of the partici-
pants explored the other participant’s receptor field, both
received auditory feedback.

(ii) Condition C2: just like C1 except that the mobile object is
animated by the trajectory of the partner recorded from
the previous session.

Procedure
Each pair of participants performed the experiment once. They
were blindfolded and seated in different rooms in front of the Tac-
tos device. There was no means of communicating between the
participants other than the experimental setup. The functioning
of the device – the relation between the receptor field, the objects in
the environment, and the auditory feedback – was explained to the
participants. The participants were then trained on the device dur-
ing three phases of 1 min each: exploration of three fixed objects to
which the three sounds were attributed (we verified that the sounds
were clearly differentiated); exploration of an object 4 pixels wide
moving at a constant speed of 15 pixels/s; then at 30 pixels/s. Then,
the experimental task was explained to the participants. They were
told that they could freely explore the one-dimensional space con-
taining three types of auditory object: (1) the receptor field of the

partner, (2) fixed objects, (3) and mobile objects. However, the
nature of the dynamics of the mobile object was not explained.
The instruction was to associate a sound to each of the three types
of objects.

There were four sessions of 2 min each. In sessions S1 and S2
the condition was C1 (attached lure), in session S3 and S4 the
condition was C2 (the lure follows the recorded movements of the
partner in session S2). A sound was associated with each object;
the sounds are reattributed differently and randomly for each ses-
sion. At the end of the four sessions the strategies and impressions
of each participant are noted and recorded.

Results
First of all, we looked at the frequency of correct responses for
each of the three objects (see Table 2).

For the set of all 80 sessions (considering each participant inde-
pendently), 60 were perfect. There was an improvement between
sessions 1 and 4. This may be explained by an effect of learning
with respect to the setup, but also with respect to the behavior
of the partner which stays the same. This learning effect masks
any possible difference between conditions C1 and C2. The ease of
identifying the fixed object is confirmed by a success rate of almost
94%. If we consider that this recognition is generally achieved,
the results for the categorization of the other two objects remain
largely significant, especially in the fourth session where the suc-
cess rate for the 20 participants is 85% compared to the chance
rate of 50%.

We then examined the relation between the success of one par-
ticipant and the concomitant success of the partner. Of the 60
sessions which were perfect for one participant, 46 (77%) were
also perfect for the other participant, whereas by chance there
would have been 35 (59%; χ2 = 3.46, p < 0.07).

Analysis and conclusion for experiment 2
After self-learning, the results of this complementary experiment
are significantly in favor of a good categorization of the sound cor-
responding to the presence of the partner. There is no significant
difference between the conditions C1 and C2 (attached lure or
recorded lure). The analysis of the behavioral trajectories, and the
questions posed at the end of the experiment, allow us to elucidate
the strategies of the participants.

Almost all the participants adopt a “sweeping” technique when
they encounter an object, i.e., they oscillate around the position
where they perceived an object. A large majority of the partici-
pants first sought to identify the fixed object (19 ± 18% of the
positions are concentrated between +30 and −30 pixels from the
fixed lure, out of the 800 pixels of the total space), and then they

Table 2 | Frequency of correct responses – experiment 2.

Partner (%) Mobile object (%) Fixed object (%) Perfect 3/3 (%) χ2 test (%)

Success over all four sessions 77.50 75.00 93.75 75.00 2.53 (significant)

Success session S1 (C1) 65.00 65.00 95.00 65.00 17.97 (not significant)

Success session S2 (C1) 75.00 75.00 95.00 75.00 2.53 (significant)

Success session S3 (C2) 85.00 75.00 90.00 75.00 2.53 (significant)

Success session S4 (C2) 85.00 85.00 95.00 85.00 0.17 (highly significant)
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sought to remain in contact with a mobile object. When two par-
ticipants meet, they “sweep” on each other and seek to remain in
contact. In this way, we find again a dynamic attractor around
the position of perceptual crossing, although it is somewhat less
marked than in the previous experiment (21 ± 8% of the positions
are concentrated between +30 and −30 pixels from the position
of the receptor field of their partner). When that succeeds suffi-
ciently, they decide that it is their partner. When they fail to follow
a mobile object, they decide that it is a lure which is indifferent to
their presence (16 ± 7% between +30 and −30 pixels around the
mobile lure).

As in the first experiment, the collective dynamics results from
the common engagement of both participants in the perceptual
activity. We may note in addition that the success of one partic-
ipant has an influence on the success of his partner. This can be
easily understood, since the two participants are engaged in the
same perceptual task. If for example one of the participants does
not move his receptor field, his partner will have no means of
distinguishing it from the fixed lure.

What explains the individual success here is the ability of the
participants to distinguish the dynamics of perceptual crossing
from the dynamics of interacting with other objects. Since the
participants have access to different intrinsic properties for the
three objects, they can recognize different occurrences of the same
object. Thus, the different sounds make it possible to disambiguate
the situations of interaction: faced with a lure which presents
the same criteria which led the participants to click in the first
experiment (frequent sensory stimulation combined with an inde-
terminate position), the participants no longer make the mistake.
The difference in the intrinsic properties allows them to recog-
nize that this situation is not the same as the encounter with
the other participant, which is more frequent because it corre-
sponds to a stronger attractor in the dynamics of interaction.
Thus, the situation of perceptual crossing is now recognized as
a property of an object already identified by other means. We
shall return to this point in the conclusions. Now that we have
been able to define the collective dynamics of perceptual cross-
ing (see Attractor in the Collective Dynamics), we may enquire
whether this form of synchronization may make it possible to
propose an original approach to the phenomena of imitation of
facial expressions.

PROCESSES OF IMITATION
It is indeed difficult to understand how, just after birth, an infant
can establish a relation between the movements observed in a
conspecific subject and the proprioceptive data concerning her
own movements, in particular her opaque actions such as her own
facial movements that she cannot see herself (Meltzoff and Moore,
1997). Even though some authors are skeptical of the new-born
imitation data (Ray and Heyes, 2011), the phenomenon remains
interesting; and the importance of this correspondence problem
(Brass and Heyes, 2005) is not limited to imitation but applies
also to action understanding (Rizzolatti and Craighero, 2004), the
use of tools (Ferrari et al., 2005), empathy (Gallese et al., 2004),
learning a language (Rizzolatti and Arbib, 1998), and the “the-
ory of mind” (Gallese, 2007). In the literature there are two main
positions concerning the underlying mechanisms.

The first position consists of postulating an innate “Active
Intermodal Matching” system (AIM) which performs a supra-
modal representation of bodily actions which are seen or per-
formed (Meltzoff and Moore, 1999; Nagy, 2006). In this case,
an “innate mirror-neuron system” participates in the neuronal
cabling between perceived facial expressions and the expressions
that are produced (Iacoboni et al., 1999; Rizzolatti et al., 2002).
However this solution, as indeed all “hereditarian” solutions in
general, does not really explain anything at all, but consists of
merely giving oneself a phenomenon whose genesis remains to be
explained. If the question is that of explaining imitation, we have
to show that it can occur without any prior knowledge of it.

The second position consists of postulating a “learning” of this
matching between action and perception (Butterworth, 1999).
Sensorimotor training is supposed to configure these internal
structures by setting up an association between representations
of the actions and representations of their sensory consequences,
in particular visual consequences (Catmur et al., 2007, 2009; Cook
et al., 2010). If the question is that of explaining imitation, we have
to show that it can occur without any consciousness of imitating.

In both cases, imitation is postulated as being effected by struc-
tures that are internal to each individual, principally “mirror neu-
rons.” However, if one was able to account for a phenomenon that
appears as “imitation” without appealing to such internal struc-
tures, one would start to have the means to account for the setting
up of such structures, whether it be through individual learning or
by an evolutionary process. The path we propose to explore here
consists of seeking the conditions for the appearance of “mimetic
phenomena” in the very dynamics of the perceptual interactions –
and this in the absence of any previous internal knowledge of the
subjects concerning their own facial expressions. It is not the imi-
tation which accounts for the interactions, but the dynamics of
interaction which produces the imitation. Here again we propose
a particular experimental study which makes it possible to elabo-
rate a conceptual scheme, whose generality will of course have to
be examined subsequently.

EXPERIMENT 3: MIMETIC DYNAMICS IN THE PERCEPTUAL CROSSING
We have thus taken up our experiment of minimalist percep-
tual crossing; but this time, the participants can modify what
is presented to their partner. In accordance with our minimal-
ist approach, we have chosen as a minimal modification of the
body the relative distance between the body-object and the recep-
tor field. The objective external description of “imitation” will be
a similarity in the relative distances of the body-objects of the
two subjects, relative distances that the subjects themselves do not
perceive. If the subjects do succeed in matching these distances
(D1 and D2, see below), this will illustrate our contention that
“imitation” as such is largely in the eye of the beholder.

Methods
The experimental setup is the same as that of the first experiment,
except that this time, there is no fixed lure, and the receptor field is
no longer directly perceivable by the partner. All that is perceivable
is the body-object that is attached to the receptor field.

We call D1 the position of the body-object of participant 1
with respect to his receptor field, and D2 for participant 2; the
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FIGURE 6 | Illustration of the displacements D1 and D2

between receptor field and body-object – experiment 3. The
subjects freely move their receptor field in this one-dimensional

space. Their body-object follows exactly their movements. The
subject receives a tactile stimulation when his receptor field covers
the body-object of the partner.

FIGURE 7 | Drift in perceptual crossing – experiment 3. In situation (A),
the perceptual crossing is balanced: (D1 + D2) = 0. The receptor field of
participant P1 can cover the body-object of participant P2, at the same time
as the receptor field of P2 covers the body-object of P1. On the other hand,
in situation (B), the perceptual crossing is subjected to a drift toward the
left: if the receptor field of P1 covers the body-object of P2, P2 will have to
move to the left to find the body-object of P1; but then P1 will have to move
to the left to recover the body-object of P2; and so on, resulting in a
systematic collective drift of both subjects to the left.

algebraic values of D1 or D2 are positive if the body-object is
to the right of the receptor field, negative if it is to the left (see
Figure 6). If D1 + D2 = 0, when the receptor field of P1 is exactly
in front of the body-object of P2, the receptor field of P2 is also
directly in front of the body-object of P1. In this configuration,
there should be no problem for achieving perceptual crossing since
the two partners perceive each other mutually at the same time.
However, if D1 + D2 < 0, the perceptual crossing is unbalanced,
each participant moving to the left to find his partner. Similarly, if
D1 + D2 > 0, the perceptual crossing should drift to the right (see
Figure 7).

The distance between the receptor field and his own body-
object can be actively modified by the participant. By clicking on
the right or left button of the mouse, the participants can displace
their body-object to the right or to the left relatively to their recep-
tor field, 2 pixels at a time for each click. However, they do not
know the initial position of their body-object, and they cannot
perceive the receptor field of their partner.

The body-objects and receptor fields all have a width of 8 pixels.
The displacement of the computer mouse produces the simulta-
neous displacement of the 8-pixel receptor field and the 8-pixel
body-object in a one-dimensional space. Only the horizontal
displacement of the mouse was taken into account. The one-
dimensional space consisted of a line 800 pixels long, with the ends
joined to form a torus in order to avoid singularities due to edges.
Each time the receptor field encounters a black pixel of the body-
object of his partner, the participant receives an all-or-nothing
tactile stimulation on the Braille cell.

Procedure
Twelve participants took part in this experiment. Their ages ranged
from 18 to 32 years (mean age of 20.4 years). All of the participants
reported normal tactile perception. The experiment took approxi-
mately 35 min to complete and was performed in accordance with
the ethical standards laid down in the 1991 Declaration of Helsinki.

The participants are blindfolded, placed in different rooms,
and able to interact only via the device. Each pair of partici-
pants performed the experiment once. The functioning of the
device – the relation between the receptor field, the objects in
the environment, and the tactile feedback – was explained to the
participants. During a learning period (with D1 + D2 = 0), the
participants learned to maintain the situation of perceptual cross-
ing. The explicit instructions are the following: the participants
must be attentive to the possible drift of their perceptual crossing,
and that by clicking they can restore the balance. One informs
them that if they feel that the drift occurs toward the right they
should click on the left button, and vice versa. The experiment was
performed over four sessions of 3 min each, with different starting
conditions:

S1: D1 = +30, D2 = +30 thus D1 + D2 = 60
S2: D1 = +16, D2 = +30 thus D1 + D2 = 46
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S3: D1 = +30, D2 = −30 thus D1 + D2 = 0
S4: D1 = −16, D2 = + 30 thus D1 + D2 = 14

The participants are instructed to maintain the perceptual cross-
ing as long as possible. They do not know the position of their own
body-object, nor that of their partner. Each participant clicks left
or right according to his own feeling concerning the drift of the
perceptual crossing.

Results
Overall, there was clearly a convergence toward the situation where
D1 + D2 = 0, that we may identify as a situation of imitation.
Even though the participants do not know the position of their
body-object, either at the beginning or at the end, their joint
search for a situation of balanced perceptual crossing rapidly leads
to a similarity in these positions. In 3 min, the disequilibria in
D1 + D2 are reduced to less than 30% of their initial values (see
Table 3; Figure 8).

At the same time the diversity of the actual values for D1 or D2
increases over time [the standard deviation of (D1 − D2) between
pairs of participants passes from 0 to 16 pixels]; this is understand-
able, since the positions of equilibrium that are sought belong
to an infinite class of situations where D1 + D2 = 0. Even in S3,

where the initial position was already perfectly balanced, there is a
differentiation of the situations of equilibrium.

The condition S4 is also interesting because, given the width
of the receptor fields and body-objects (8 pixels), the participants
could have satisfied themselves with a state of equilibrium where
both participants remained immobile while receiving stimulation.
Nevertheless, what is observed is a continuation of the process of
convergence toward a better imitation (decrease in D1 + D2). This
initial experiment thus enabled us to test our hypothesis: at least
in these experimental conditions, the collective dynamics leads to
a stabilization of a phenomenon of imitation.

Analysis
In order to understand how the participants manage to succeed
in this task, we can come back to the analysis of the perceptual
trajectories and sensory feedbacks, which represent all that the
participants have access to. We will then attempt to determine the
strategies adopted by the participants, whereby they link variations
in their sensory input to their subsequent actions. In Figure 9, we
illustrate the existence of an attractor in the relative positions,
X1–X2.

Even when (D1 + D2) is relatively large, so that the participants
cannot both perceive each other simultaneously, the dynamics of

Table 3 |The initial and final values of (D1 + D2), measured in pixels – experiment 3.

Experiment Initial state Average final state

D1 + D2 D1 + D2 Standard deviation D1 + D2 Standard deviation D1 − D2

S1 60 13 ±20 ±30.6

S2 46 10 ±14 ±23.3

S3 0 −1.6 ±4.8 ±1.8

S4 14 5 ±1.7 ±8.8

FIGURE 8 | Results of the first experimental session – experiment 3.

Legend. The fine lines represent the evolution of (D1 + D2), i.e., the distance
between the body-objects of the six pairs of subjects, over the course of the

3 min of the session. The thick line represents the evolution of the mean of
(D1 + D2). The dotted line indicates the dispersion of the values D1 and D2
(the standard deviation of the difference D1 − D2).
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FIGURE 9 | An example of interaction trajectories. Time is indicated in
seconds on the abscissa. (A) The trajectory of participant 1 (X1) is in blue,
that of participant 2 (X2) in yellow (breaks in the trajectories correspond
simply to passages in the torus). Stimulations received are marked by
crosses on the trajectory. (B) The displacement between receptor field
and body-object for participant 1, D1, is in thick yellow, and that of
participant 2, D2, in thick blue. The sum of the displacements (D1 + D2) is

indicated by a black line. It can be seen that at the start the participants
drift toward the right (the bottom of the graph), then from t = 55 s they
start to drift toward the left (the top of the graph) but slower and slower as
they progressively stabilize. At the start the displacement (D1 + D2) is
60 pixels (D1 = D2 = 30). The participants start clicking from t = 72 s. From
t = 125 s onward, the two subjects both receive a continuous stimulation
and they stop moving: (D1 + D2) = 4 pixels.

interaction still exhibits a sort of perceptual crossing in the form
of a mutual oscillation of the participants around each other.
This “attractor” can be characterized by the standard deviation of
the distribution of distances between the participants1. As shown
in Figure 10, this attractor becomes narrower as the values of
(D1 + D2) decrease; the participants are more and more often
in front of each other and their movements are more and more
reduced; the correlation coefficient of 0.52 is highly significant
(p << 0.1). When (D1 + D2) is less than 16, so that the two par-
ticipants could stop moving in a situation where they both receive a
stimulation, it is striking to note that most often their activity con-
tinues and, on the average, the attractor of the perceptual crossing
narrows still further. In the fourth session, (D1 + D2) decreases
to 5 ± 1.7 pixels. Here, it is clear that it is only with respect to
the dynamics of their interaction that the participants can grasp
whether or not there is a drift in their perceptual crossing, and
seek a situation with a well-balanced face-to-face.

1In the experiments illustrated in Figures 10, 11, and 12, the data making up
the distributions were collected at regular 1-s intervals over the course of the
experiments.

Viewed from the outside, the actions of the participants pro-
duce a tightening of the attractor in their dynamics of interaction.
The question arises as to the clues that the participants may use
to guide their adjustments of D1 and D2. As we have already
seen in the first experiment, the participants seem to be sensi-
tive to the frequency of stimulations received whilst they seek to
establish a perceptual crossing. As shown in Figure 11, a decrease
in (D1 + D2) is accompanied by an increase in the frequency
of stimulation: the correlation coefficient of (−0.62) is highly
significant.

Moreover, as shown in Figure 12, the participants may also be
sensitive to the systematic drift in their average positions over a 5-s
period. The correlation coefficient of 0.342 is highly significant.

From the point of view of each participant, the value of
(D1 + D2) defines a situation of interaction which leads to a cer-
tain speed of the drift of the perceptual crossing, and to a certain
frequency of sensory stimulations. Conversely, this speed of the
drift and changes in the frequency of stimulations can serve as a
clue to click and so to modify the value of (D1 + D2).

In all the sessions, both participants are necessarily active in
moving to obtain sensory stimulations. However it happens quite
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FIGURE 10 | Correlation between the width of the attractor “SD” and

(D1 + D2). “SD” is the standard deviation of the distance of the perceptual
field from the center of the point of stimulation, i.e., the body-object of the
other subject. As the disequilibrium (D1 + D2) decreases over time, “SD”
also decreases, i.e., the attractor shown in Figure 4 becomes narrower. The
correlation coefficient of 0.52 is highly significant.

FIGURE 11 | Correlation between the frequency of stimulation and

(D1 + D2). The frequency of stimulation, “fst”, increases as the
disequilibrium (D1 + D2) decreases. The correlation coefficient of −0.62 is
highly significant.

often, in one-third of the sessions (8 out of the 24), that only one
of the participants clicks (thus changing only D1 or D2 as the case
may be); the other participant is active only in maintaining the
perceptual crossing. Such a differentiation in the roles is possible
because the functionally significant variable is actually the sum
(D1 + D2), and each participant can act alone on this variable.

FIGURE 12 | Correlation between the speed of the drift of the

perceptual crossing and (D1 + D2). The rate of drift of the mean position
over a 5-s interval, “mvt,” decreases as the disequilibrium (D1 + D2)
decreases. The correlation coefficient of 0.342 is highly significant.

CONCLUSION ON EXPERIMENT 3
In this experiment, two dynamics are coupled: a rapid perceptual
dynamics of the movements of the receptor fields controlled by
movements of the computer mouse; and a slower dynamics, cor-
responding to modifications of the distance“D”(between receptor
field and body-object) which is controlled by left and right clicks
on the mouse button. We see that this second, slower dynam-
ics is controlled by the results of the first, rapid dynamics. In his
rapid perceptual dynamics, each participant makes an effort to find
and to sustain a good perceptual crossing (sweeping movements
around the body-object of the partner). The participants reveal
that they are able to perceive the orientation of a drift that they
are subjected to. Even when the perceptual crossing is perfectly bal-
anced (D1 + D2 = 0), the participants can move together in one
overall direction or the other; but here, the participants seem to
perceive that this drift has a “force,” a “systematicity,” that they
can correct by clicking. The clicks of both participants act on a
common spatial variable, the relative distance (D1 + D2), which
determines the balance of the perceptual interaction. By bring-
ing this common variable to 0, they produce a stabilization of the
perceptual crossing which, from the point of view of an external
observer, corresponds to a mirror-resemblance of the images that
are presented to the partner (D1 = −D2).

Of course it is a long way from this radically simplified situa-
tion, to those of natural multimodal encounters. We shall come
back to this point in the final discussion. The point that seems to us
important here, and that the experimental setup aimed at show-
ing, is that the adjustment between the two participants occurs
even though they do not know what image they present to their
partner, nor what is the exact effect of their actions (the mouse
clicks). They only have access to the collective dynamics, and it
is through this that they guide their actions. Here, imitation does
not result from learning the relations between what is perceived of
another subject (visual perception of facial expressions) and what

Frontiers in Human Neuroscience www.frontiersin.org May 2012 | Volume 6 | Article 98 | 270

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Lenay and Stewart Minimalist approach to perceptual interactions

is perceived of one’s own actions (proprioceptive perception of
one’s own expressions).

GENERAL CONCLUSION AND DISCUSSION
MINIMALISM AND TECHNICAL MEDIATION OF PERCEPTUAL ACTIVITY
The object of the experiments presented here was to create the
empirical conditions for a theoretical discussion by reducing con-
ceptual ambiguities to a minimum. The various individual and
collective components of the observed phenomena can be clearly
distinguished, and sufficiently complete explanations can be pro-
posed. To achieve this, the technical mediation serves as a prism
which makes it possible to separate out and to analyze the com-
ponents of complex interactive processes. By reducing the sensory
information to 1 bit of all-or-nothing information, and by reduc-
ing the actions to movements on a one-dimensional line, the
perceptual activities were externalized in the form of perceptual
trajectories which can be easily recorded, permitting a complete
analysis of the sensorimotor relations.

A large number of other studies are currently under way, using
the same sort of deliberate minimalism. For example, we have
verified that the dynamics of perceptual crossing remains essen-
tially the same if the space of actions is two-dimensional (rather
than the one-dimensional space used here; Lenay et al., 2011).
In this framework, one can also study differentiation of the roles
of the two partners following variations in the relative sizes of
their perceiving bodies (receptor fields) and their perceived bodies
(body-objects; Maillet et al., 2008). A similar experimental sit-
uation is also being used to carry out “Turing-test” experiments,
where the participants have to discriminate between a human part-
ner and automatic robots of increasing complexity (Deschamps
et al., 2012). Perceptual crossings in one- and two-dimensional
spaces have also been studied using the methods of evolutionary
robotics, which makes it possible to explore the field of possible
solutions (Di Paolo and Iizuka, 2008; Froese and Di Paolo, 2008;
Rohde and Di Paolo, 2008). A study of the same type has also been
carried out for the minimalist imitation experiment presented here
(Froese et al., submitted).

Now it may be objected that this minimalism only accounts for
an artificial perception, widely removed from natural perceptual
functions, and so it does not teach us much about the natural
situations. Our reply is that the constraints of minimalism make
it possible to clearly control what was absent at the start, and so
was constituted during the course of the experiment. Even if it is
limited, there is nevertheless a genuine genesis of social cognitive
capacities. The explanatory scheme that we propose for this par-
ticular situation may then serve as a model, as a tool. In fact, we
consider that the boot is on the other foot: if other authors wish
to maintain that other mechanisms are necessary to account for
imitation in natural situations, it is up to them to demonstrate
clearly the existence of such mechanisms – preferably in suitably
minimalist experimental conditions.

DYNAMICS OF INTERACTION AND INDIVIDUAL APPROPRIATION
Contrary to the methodological individualism which poses as a
matter of principle that all social phenomena must be explained
on the basis of purely individual skills and abilities, we propose
an alternative approach where certain social abilities that can be

recognized in individuals are not the cause, but rather the conse-
quence of interactions where an irreducibly collective component
intervenes (De Jaegher et al., 2010). To do this, we have to show
how these collective components can emerge, and how they can
play a role in the activity of individuals. The experiments we have
presented here attempt to fill this requirement, since they make it
possible to precisely define:

(a) the initial individual abilities, and quite explicitly those that
were initially absent;

(b) the emergent phenomena resulting from the collective dynam-
ics; and

(c) the appropriation by individuals of the collective phenomena
which are constituted in this way.

Recognition of the other: the first experiment
(a) In the first experiment, what the participants possess from the

start are their perceptual abilities – in particular, the capacity to
localize a shape in the one-dimensional space of exploration.
However, by construction, the participants have no indication
concerning the shape or the movement which might be asso-
ciated to the other (the shape and movements of the partner
and the mobile lure are exactly similar). Moreover, the body-
object of a participant (that which can be perceived by the
partner) is not perceivable by the participant himself.

(b) The meeting of the efforts of each partner to constitute objects
in his space of perception produces an attractor for the per-
ceptual activities. This attractor does not correspond for either
partner to a deterministic sensorimotor law. Indeed, in the
minimalist conditions that we have given ourselves, if a sub-
ject does discover a stable sensorimotor law, for example the
regular and symmetrical oscillation around a point of sensory
stimulation, that will constitute for that subject the percep-
tion of an immobile object in the one-dimensional space of
action. In the same way, an asymmetrical oscillation around a
point of stimulation that is continually shifted will constitute
the perception of an object in uniform movement. However,
given the minimalism of a single receptor field, if the object
moves faster than the participant can move to explore it, its
spatial constitution becomes impossible. One of the points
of interest of our experimental situation resides here: if the
other is, like me, engaged in perceptual activity, the move-
ments of his body-object, like those of the perceptual field
which is attached to it, are necessarily too fast for me to be
able to determine them spatially. Here it is thus impossible, by
construction, to recognize in advance a determinate behavior,
and then, by perceptual or cognitive inference, to attribute an
intentionality to it (Premack, 1990; Csibra et al., 2003). On the
contrary, it is this very impossibility to precisely determine the
sensory feedbacks by their actions, which seems to be picked
up by the participants as the clue leading them to indicate
the presence of the other: in spite of the indeterminacy of the
sensorimotor contingencies, the participants can relate their
actions to sensory stimuli which are persistently present while
remaining unpredictable. Indeed, if the participants respond
more often to the presence of the body-object of their partner
than to that of the mobile lure, it is because the perceptual

Frontiers in Human Neuroscience www.frontiersin.org May 2012 | Volume 6 | Article 98 | 271

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Lenay and Stewart Minimalist approach to perceptual interactions

activities attract each other – just as in the visual domain,
looks can attract each other.
We may note that the impossibility for the participants to per-
ceive the image that they present to their partner is actually
a necessary condition for the appearance of the dynamics of
interaction of perceptual crossing. If the image that I present
to the other subject was an image that I could perceive myself,
an object for my perceptual activity, the dynamics of a per-
ceptual crossing would become impossible since this image
would no longer be linked to my perceptual activity.

(c) However, as we have seen, the participants remain incapable
of specifically identifying the presence of the other in any
particular stimulation. This individual failure shows that the
perceptual crossing does not proceed from a specific recog-
nition of the other. The dynamics of the interactions escapes
each of the individual partners. This will change in the second
experiment.

Recognition of the other: the second experiment
(a) In the second experiment, the only difference with respect to

the first one is that the participants possess from the start the
additional capacity to distinguish the three different types of
object (different characteristic sounds).

(b) The emergent dynamics is the same; but
(c) This time the emergent dynamics can be appropriated by asso-

ciating the indeterminacy of the position of an object with
one or other of two distinct sounds. The different intrinsic
properties of the objects can be associated with properties
characteristic of the dynamics of the interaction. An individ-
ual learning of the association between a given sound and a
behavior of perceptual crossing becomes possible.

This opens up a path for explaining, by means of the functional
meaning of the interactions, the formation of internal brain struc-
tures which may participate in the recognition of clues associated
with this situation. The collective dynamics of the perceptual cross-
ing situation brings about a situation of sensorimotor interactions
that are sufficiently stable to serve as the basis for associative learn-
ing, i.e., the structuring of a neuronal system which associates
concomitant multimodal input sensations, whether their origin be
exteroceptive, proprioceptive, or resulting from previous actions.

If we apply this explanatory scheme to the development of the
new-born infant, we may suppose that the dynamics of perceptual
crossing with the caregiver is associated with the visual percep-
tion of the intrinsic properties of their face (Lavelli and Fogel,
2005; Itier and Batty, 2009). In a more general way, in the animal
kingdom, the perceptual crossings that an organism exchanges
with other organisms (according to the species, these organisms
will more or less reliably belong to the same species) will make
it possible to set up an association between this situation and
characteristic which discriminate fellow creatures. We may note
that, in its generality, this explanatory scheme does not decide in
favor of either a hereditarian or environmentalist conception of
human social cognition. It does however militate strongly in favor
of an interactionist approach, and thus a fully social approach
to social cognition. The important point is that the dynamics of
inter-individual interaction constitutes a situation which associate

on one hand a perceptual crossing, and on the other hand a par-
ticular perceptual content. The association between this social
signifying dynamics and perceptual contents could equally well
be the result of individual associative learning, or of the selection
of hereditary characters which accomplish this association. The
logical point which is crucial here is that the individual neuronal
structures which participate in the association can be the result
and not the primary cause of this dynamics of interaction. If, on
the contrary, the inter-individual interactions had to be the effect
of prior internal structures – if it were necessary to already have the
means of recognizing partners before engaging in an interaction
with them – then the process of learning, or the evolutionary sce-
nario, which account for the appearance of these structures would
be almost impossible to imagine, because it would be necessary
to associate radically heterogeneous elements (things perceived,
actions performed) without any prior concrete association.

Imitation: the third experiment
(a) In our third experiment, the prior capacities that the partic-

ipants bring to the situation are again those of being able
to engage in a dynamics of interaction. By construction, the
participants do not have any possible perceptual access, either
exteroceptive or proprioceptive, of their own body-object that
they present to the other participant. To the extent that the
actions of clicking produce only a displacement of this body-
object relatively to their receptor field, they cannot acquire any
perceptual meaning for an isolated subject. The only access
that a subject can have to the meaning of these actions passes
by the indirect route of meeting with another entity which
is sensitive to variations in this body-object, i.e., passes by
interaction with another subject.

(b) As before, the absence (see “b” in Section “Recognition of the
Other: The First Experiment”) of any access of the partici-
pants to their own body-object explains the instantiation of
a dynamics of perceptual crossing. It is this perceptual cross-
ing which, as a collective dynamics, is sensitive to the relative
positions of the body-objects.

(c) It is the reappropriation by the individuals of the drift or the
stability of their perceptual crossing which serves as a refer-
ence, and makes it possible for each participant to discover the
meaning of their clicks.

One might say that the perceptual crossing functions like a sign
which allows the subjects to know if they are in agreement. How-
ever, this sign is not arbitrary (contrary to a linguistic signifier
which could be linked to any signified content whatsoever). What
is signified here by the agreement of a well-balanced percep-
tual crossing, are the very conditions for the realization of the
perceptual crossing in question.

GENERAL CONCLUSIONS
There is a long distance between the deliberately minimalist situa-
tions that we have just explored, and natural situations. However,
our aim here is to give an existence proof for a certain sort of
explanatory scheme: recognition of the other as subject, or a form
of imitation, can be genuinely explained in the framework of
an interactionist approach, i.e., without appealing to any prior
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knowledge (be it innate or acquired) which correlates what is per-
ceived and what is done. To the extent that we have succeeded, this
explanatory scheme should make it possible to actually account
for the formation of neuronal structures, such as the famous “mir-
ror neuron” system, which are activated both when an action is
performed, and when it is perceived in another subject.

The “Associative Sequence Learning” model (ASL) proposes to
account for the formation of these structures by classical sensori-
motor learning based on the association between the observation
and the execution of the same action (Heyes, 2001). Setting up
a correspondence between internal representations of the actions
performed, and the visual perception of these actions, does not
seem to present any particular difficulty when the subject can see
their own actions at the same time as those of the other subject.
However, in the case of opaque actions (the subject does not see
what it is that she is doing), it becomes necessary to imagine an
association between the actions that the subject produces, and
the sensory return corresponding to what she sees on the face of
the model. The problem is that there is then no certainty that the
action seen is similar to the action being performed. For that, there
has to be a social synchronization, as when the caregiver plays the
role of a “model” who actually imitates the expression of the infant
(unless one uses an artificial mirror). But even then, two problems
remain: (1) how does the infant recognize that she is engaged in
a session of “imitation”? and (2) how can she select the relevant
visual variables on the face that she is perceiving?

The rather particular situation of imitation that we have pre-
sented above proposes a different explanatory scheme which could
help to provide some answers to these problematic questions. A
certain sort of very simple, basic “imitation” could result directly
from the dynamics of the interaction, independently of any delib-
erate internal matching between the actions of producing facial
expressions and the perception of these expressions on the part-
ner. The perception of an “agreement” precedes the knowledge
of what the agreement is about. In this perspective, games of
proto-conversation do not mean that the infant knows that (s)he
is imitating (that her facial expressions are more or less correct
reproductions of those of the adult), but only that the infant has
the capacity to recognize the existence of an agreement in the
interaction (Reddy, 2003; Trevarthen and Reddy, 2007). From
this point on, if the infant perceives the expression presented
by the caregiver at the same time that he recognizes this agree-
ment, a learning process becomes possible. As an attractor, the

perceptual crossing creates conditions that are stable enough
for there to arise an association between the actions performed
and the concomitant sensory returns. The existence of structures
such as “mirror neurons” could be explained by such an associ-
ation between different synchronized fluxes of multimodal and
proprioceptive sensory inputs, sensory data which comes both
from the behavior of the other subject and from the subject’s
own actions. We must insist on the fact that it is a question
here of an association between the face of the partner and the
dynamics of interaction which is socially meaningful (the per-
ceptual crossing). The classical logic of “imitation” is inverted.
Here, it is the de facto “imitation” resulting from the collective
dynamics, which then provides the means for linking the per-
ceived image to proprioceptive sensations. It is only later that
the child will discover that what he is doing is in fact an imi-
tation. On the basis of an agreement in the perceptual crossing,
the subjects may presume that their own facial expression, that
they cannot see, actually resembles that of their partner that they
do see.

A major interest of the explanatory reversal that we propose
here, is to make it possible to engage a dialog between scien-
tific research and phenomenological descriptions (Varela et al.,
1999; Gallagher, 2001; Thompson, 2007). For example, the phe-
nomenological description of the encounter with the Other as a
radical otherness which refuses any definitive determination (Lev-
inas, 1979) or that of an intersubjective world in which emotions
are shared (Merleau-Ponty, 1996), find corresponding elements in
interaction dynamics that can be objectively observed, and that
can be associated with bodily and neuronal structures. In this way,
we hope that a scientific study on social cognition can be coherent
with a description of the lived experience of human activity in a
society and a culture where it is meaningful.
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Recent years have provided increasing insights into the factors affecting economic
decision-making. Little is known about how these factors influence decisions that also
bear consequences for other people. We examined whether decisions that also affected a
third, passive player modulate the behavioral and neural responses to monetary offers
in a modified version of the three-person ultimatum game. We aimed to elucidate to
what extent social preferences affect early neuronal processing when subjects were
evaluating offers that were fair or unfair to themselves, to the third player, or to both.
As an event-related potential (ERP) index for early evaluation processes in economic
decision-making, we recorded the medial frontal negativity (MFN) component in response
to such offers. Unfair offers were rejected more often than equitable ones, in particular
when negatively affecting the subject. While the MFN amplitude was higher following
unfair as compared to fair offers to the subject, MFN amplitude was not modulated by
the shares assigned to the third, passive player. Furthermore, rejection rates and MFN
amplitudes following fair offers were positively correlated, as subjects showing lower MFN
amplitudes following fair offers tended to reject unfair offers more often—but only if those
offers negatively affected their own payoff. Altogether, the rejection behavior suggests that
humans mainly care about a powerless third when they are confronted with inequality
as well. The correlation between rejection rates and the MFN amplitude supports the
notion that this ERP component is also modulated by positive events and highlights how
our expectations concerning other humans’ behavior guide our own decisions. However,
social preferences like inequality aversion and concern for the well-being of others are not
reflected in this early neuronal response, but seem to result from later, deliberate and
higher-order cognitive processes.

Keywords: MFN, ultimatum game, social preferences, altruism, egoism, inequality aversion

INTRODUCTION
Most economic models assume that people are solely motivated
by their own material payoff, i.e., they always choose what is
best for them. In recent years, this view, the so called self-interest
hypothesis, has been questioned. A well-known experiment which
shows that this hypothesis does not fully account for human
behavior in economic decision-making is the so called ultimatum
game (Güth et al., 1982). In this two-person game a proposer has to
split a certain amount of money between a responder and himself
followed by the decision of the responder whether to accept or
reject it. If the offer is accepted the money is allotted accordingly—
however, if the responder rejects the offer both players receive
nothing. Assuming that both players behave rationally and thus
do not care about the outcome of the other, the responder would
have to accept any positive outcome and the proposer should
offer the smallest amount of money. In reality, most of the offers
accepted by the responder are about 40–50% of the total amount
while offers below 20% are rejected with a probability of about
50% (Güth et al., 1982; Camerer and Richard, 1995).

Observations like these which indicate that people are self-
interested but also inequality averse led to a reformulation of
models of economic decision-making, and the addition of “other-
regarding” preferences to these models. More specifically, models
of social preferences assume that people compare their own mate-
rial payoff either with the payoff of each other player (Fehr
and Schmidt, 1999) or with the average payoff across all play-
ers involved (Bolton and Ockenfels, 2000). People feel inequity
if they are worse off or better off than their reference players,
leading to a reduction of utility. This reduction is larger for disad-
vantageous inequality, i.e., being worse off than others in material
terms, than for advantageous inequality, i.e., being better off (Fehr
and Schmidt, 1999).

Recent event-related potential (ERP) studies document
that the distinction between equitable and disadvantageous
inequitable offers is already reflected by differences in an ERP
component occurring 270 ms after the onset of an offer in the
ultimatum game (Polezzi et al., 2008). Characterized by a negative
deflection and being more pronounced with regard to inequitable
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as compared to equitable offers, this component was interpreted
in terms of the medial frontal negativity (MFN; Gehring and
Willoughby, 2002). These authors were one of the first who
observed such a negative deflection in the ERP after monetary
losses compared to gains. Dipole source modeling and results
from studies using fMRI suggest the MFN signal to be generated
in the anterior cingulate cortex (ACC; Gehring and Willoughby,
2002; Martin et al., 2009). Later studies supported this finding
and proposed the MFN signal to be related to the reinforcement
learning system (Holroyd and Coles, 2002). The reinforcement
theory states that the midbrain dopaminergic system codes the
subjective value of a certain outcome or object as a function of
expectancy. In that sense predicted rewards cause a phasic activa-
tion of dopaminergic neurons whereas the omission of a reward
leads to a depression. As predicted rewards do not increase the
firing rate, it is assumed that the mesencephalic dopaminergic sys-
tem creates a reward prediction error signal which is conveyed to
cortical regions (e.g., the ACC) to allow for the adaption of the
behavior (Schultz, 1999, 2010).

In line with this assumption the MFN is usually observed
in tasks reflecting monetary losses after the onset of negative
feedback (Gehring and Willoughby, 2002), or after feedback indi-
cating an incorrect response (Miltner et al., 1997; Holroyd and
Coles, 2002). Furthermore, the amplitude of the MFN is related
to subjective values like social norms (Boksem and de Cremer,
2010), i.e., being more pronounced following unfair offers com-
pared to fair offers when subjects are highly concerned by social
norms. These findings among others led to the suggestion that the
MFN is apparent whenever favorable or unfavorable events are
evaluated along an abstract “good-bad” dimension (Nieuwenhuis
et al., 2004).

Along these lines one might speculate that the MFN indicates
the loss of utility when perceiving disadvantageous inequality.
Proposing that humans are inequality averse, unbalanced offers
unfair to one of the participants should be associated with more
pronounced MFN amplitudes than symmetrical offers. This view
is supported by behavioral studies showing that people prefer
an equal split (Güth et al., 2007) and recent neuroimaging stud-
ies reporting ACC activity during the processing of unfair offers
(Sanfey et al., 2003; Guroglu et al., 2011) Haruno and Frith (2010)
(using a different experimental paradigm) also found increased
activity in the ACC in relation to trials where participants received
less than their counterparts. Activation was independent of indi-
vidual differences in social value orientation.

The standard ultimatum game represents a useful behavioral
paradigm to study social aspects of decision-making as it is sim-
ple and has been studied extensively within various disciplines
and using different methods (for a review see Rilling and Sanfey,
2011). Nevertheless, this simplicity comes with some major limi-
tations. For instance, it presupposes that players have equal needs
for the payoff as it is usually played in an anonymous context.
In contrast, in a natural environment people mostly know with
whom they interact or have at least some information about their
counterpart. Another major disadvantage of the standard ulti-
matum game is the fact that players decide only for themselves,
and decisions are not influenced by the presence of other peo-
ple or groups. However, in real life we hardly make decisions

independently of others as others usually observe or are even able
to affect our decisions by their mere presence. The present study
therefore attempted to overcome this limitation by adding a third
player to the standard ultimatum game setup.

As already mentioned, an MFN can be observed whenever
subjects feel unfairly treated in the standard ultimatum game.
Yet, the question remains how subjects evaluate offers when the
proposer behaves unfairly toward someone else and when the
decisions made affect this third person as well. In particular, we
are interested in how the MFN amplitude is related to advanta-
geous inequality as compared to disadvantageous inequality as
well as to equity. In the present ERP study this question will be
systematically addressed by introducing a third player to the orig-
inal ultimatum game. In this version of the ultimatum game,
originally developed by Güth and van Damme (1998), a given
sum of money is split up between three players: the proposer, the
responder, and a dummy player, reflecting the powerless third. If
accepted by the subjects in the role of the responder, the money
will be allocated according to the split offered by the proposer;
otherwise, no player receives any money. The powerless third is in
a yoke-situation and has no decision role in the game. This way,
it is possible to study the relation between advantageous inequal-
ity (receiving more than the third player) and disadvantageous
inequality (receiving less than the third player). Furthermore, by
having such a fixed reference agent (the third dummy player)
in contrast to the consistently changing proposers (Sanfey et al.,
2003; Polezzi et al., 2008; Boksem and de Cremer, 2010) it is possi-
ble to focus on the impact of social motives that occur in strategic
social interactions.

MATERIALS AND METHODS
PARTICIPANTS
Eighteen undergraduate students (six male; mean age =
23.2 ± 2.7 years) from the University of Vienna participated in
the experiment. Two of these subjects had to be excluded from
further analysis since post-experimental debriefing revealed that
they had not believed in the existence of a third player.

All subjects were naive to the experiment, had normal or ade-
quately corrected vision, and were healthy and right-handed, as
assessed by the Edinburgh Handedness Inventory (EHI; Oldfield,
1971). Scores for the EHI were above 70 in all subjects. Subjects
were paid for their participation the amount of money they
earned in four randomly chosen trials, resulting in earnings
between 15 and 20 Euros on average. Written informed con-
sent from each participant was obtained prior to the experiment.
The study was conducted in accordance with the Declaration of
Helsinki (1973, revised in 1983) and local guidelines and regula-
tions of the University of Vienna and the Faculty of Psychology.

STIMULUS MATERIAL
In order to design the experimental setting, realistic offers were
collected pre-experimentally following the strategy method intro-
duced by Selten (1965). To this end, we created six possible
allocations with a total sum of 15 Euros as well as another six
with a total of 12 Euros. Students from different Universities in
Vienna were asked to choose one offer from each group resulting
in two different offers for each student. After they had chosen the
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offers a photograph was taken. These photographs together with
the two offers formed the stimulus material used for the role of
the proposers.

Offers significant for the present study resulted from
81 subjects (40 males) and were either fair (1/3 of the total
amount) to all three players, unfair to the responder and the third
player (both received less than 15%), or unfair to only one player
(receiving less than 15%), whereas one of the others received at
least one third of the whole amount. In total each of these four
different categories consisted of 27 offers. The remaining 54 offers
were neither really unfair (less than 15%) nor fair (1/3 of the total
amount). In all these conditions the proposers allocated at least
1/3 of the total amount to themselves. In total 162 offers were
presented in six blocks with containing 27 offers each.

PARADIGM AND PROCEDURE
Participants played as responders in a modified version of the
three-person ultimatum game (Güth and van Damme, 1998). To
ensure that participants believed in the presence of a dummy
player, i.e., a third player, subjects were informed as part of the
cover story that a second subject of the same gender as the sub-
ject him/herself participated in the experiment in a different EEG
lab within the same building. In order to increase the feasibil-
ity of this setup, subjects were introduced to a second exper-
imenter who supposedly was in charge of preparing the third
player for EEG recordings and for running the experiment in the
other lab.

All subjects received written instructions about the experimen-
tal task and were informed that they themselves, as well as the
other players, would receive the amount of money from four ran-
domly chosen trials. To save money only the four most successful
proposers would receive compensation. Furthermore, subjects
were shown the questionnaires filled out by the proposers to
emphasize that the proposals were made by real persons. To avoid

possible effects on the decisions to be made due to the physical
appearance of the proposers, photographs were not presented
prior to each offer (cf. Solnick and Schweitzer, 1999), but—
following a suggestion by Knoch and colleagues (2006)—prior to
each of the six blocks.

Hence, each block started with the presentation of pho-
tographs of the 27 proposers of the upcoming trials, followed by
27 offers which subjects had to accept or reject (Figure 1). The
presentation of these offers, written in German (light gray back-
ground, black font color), consisted of three lines: the first line
always contained the amount the proposer wanted to keep (e.g.,
“John gets 4C”), the second indicated the amount the responder,
i.e., the participant, would receive (e.g., “You get 4C”), and the
third line indicated the amount the third player would get (e.g.,
“Player 2 gets 4C”). After 4000 ms two squares appeared below
the offer, each of which either contained the word “accept” or
“reject.” These two alternatives changed the position randomly
among the trials. Subjects were instructed to press the corre-
sponding button of a response pad (PST Serial Response Box by
Psychology Software Tools, Inc.) with their right hand to indi-
cate the chosen alternative. Immediately after the response, a
feedback of the actual allocation (format similar to the offers)
was given for 2000 ms. A variable interval of a mean duration of
2500 ms ± 200 ms presenting a black fixation cross on a light gray
screen separated the trials (offers). At the end of each block sub-
jects were informed about the amount of money they had gained
so far. To further ensure that participants believed in the pres-
ence of the other participant, i.e., the third player, 12 randomly
chosen trials were followed by questions concerning the current
offer (e.g., “Was the proposer male or female?”). Subjects were
told that these questions have to be answered by the third player
to maintain his or her attention to the task. As there was no real
dummy player, answers in reality were given by the experimenter
who was in a different room. Initiated at the subjects’ own pace,

FIGURE 1 | Single-trial setting. Trials started with a fixation cross with a
variable time interval, followed by the presentation of the offer. After the
duration of 4 s two boxes appeared at the bottom of the screen indicating

that participants can respond. Upon pressing the button, the feedback was
presented. On 12 randomly chosen trials the feedback was followed by
questions to be answered by the third player.
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the next block of trials started, again with the introduction of the
subsequent proposers.

Stimulus presentation was controlled by a Pentium IV
3.00 GHz computer and E-prime software (E-prime 2.0,
Psychology Software Tools, Inc., Pittsburgh, Pennsylvania). The
whole experiment lasted for approximately 50 min including the
short breaks between the blocks. After the experimental session
the subjects were debriefed, i.e., they were informed about the
purpose of the experiment and the fact that no real third player
had been present.

ELECTROPHYSIOLOGICAL RECORDINGS
Participants were seated comfortably in a sound-attenuated and
dimly lit room in front of a 19 inch cathode ray tube moni-
tor. EEG data from each subject were recorded via 61 Ag/AgCl
equidistantly located scalp electrodes embedded in an elastic
cap (EASYCAP GmbH, Herrsching, Germany; montage M10),
referenced to non-cephalic balanced sterno-vertebral electrodes
(Stephenson and Gibbs, 1951). For eye movement artifact correc-
tion vertical and horizontal electro-oculograms (VEOG, HEOG)
were recorded bipolar from above and below the left eye VEOG
and from right and left outer canthi HEOG. The subjects’
skin was slightly scratched with a sterile needle at all record-
ing sites in order to minimize skin potential artifacts and to
ascertain homogeneous electrode impedances below 2 k�. Signals
were amplified using a DC-amplifier with high baseline stability
and an input impedance of 100 G� (Ing. Kurt Zickler GmbH,
Pfaffstätten, Austria). Signals were digitized with a 1 kHz sam-
pling rate and recorded within a frequency range from DC to
250 Hz.

DATA PROCESSING AND ANALYSIS
Reaction times (RT) were transformed using a logarithmic func-
tion (Knutson et al., 2007). RTs were then analyzed by means
of a repeated-measures ANOVA with the two within-subjects
factors self-related fairness (levels: fair, unfair) and other-related
fairness (levels: fair, unfair); the first being the assignment to
the responder and the second to the dummy player. For the
comparison of rejection rates, a Friedman test was used.

Eye movement and blink artifacts were first eliminated using
a linear regression approach on the basis of parameters obtained
in pre-experimental calibration trials (Bauer and Lauber, 1979).
Blink coefficients were identified using a template matching pro-
cedure. Blink correction was then performed by subtracting verti-
cal and horizontal EOG signals weighted this way from each EEG
channel. Subsequently, epochs of 800 ms following the presenta-
tion onset of the offer were extracted and baseline-corrected by
subtracting the mean amplitude in the interval 200 ms before pre-
sentation onset. Data were then down-sampled to 250 smp/s and
low pass filtered (6dB/octave slope) at 30 Hz cutoff. Before averag-
ing the data were detrended, i.e., linear trends in the EEG signals
were removed using the function “detrend” provided by EEGLAB
6.03b (Delorme and Makeig, 2004). To further improve data
quality, e.g., correcting for residual artifacts occurring repeatedly,
we followed the approach as outlined in Delorme et al. (2007):
trials containing strong non-stereotype artifacts like movement
or muscle-artifacts were rejected from further analysis based
on visual inspection followed by an independent component
analysis (ICA) using the extended infomax algorithm (Bell and
Sejnowski, 1995; Lee et al., 1999) as implemented in the EEGLAB
toolbox 6.03b (Delorme and Makeig, 2004). Individual inde-
pendent components were screened for time courses and maps
reflecting typical artifacts and then removed by back-projecting
only the remaining, non-artifact components to the voltage
time series.

Based on visual inspection of the grand-averaged waveforms
and scalp distributions of difference waves (Figures 2 and 3) the
MFN was quantified as the average baseline-corrected amplitude
value in the time range between 240 and 340 ms after stimulus
(offer) onset at electrode FCz (Boksem and de Cremer, 2010;
Wu et al., 2011). To reduce confounding effects of other ERP
components on the amplitude of the MFN, we created differ-
ence waves by subtracting ERPs elicited by offers with an equal
share for all three players from the ERPs elicited by each of
the three inequitable offers (unfair share for the subject, the
dummy, or both). Additionally we created two difference waves
by subtracting MFNs during Other fair from Other unfair for
the two levels of fairness for the subject (Self fair, Self unfair).

FIGURE 2 | Grand average ERP waveforms at Fz, Fcz, Cz, and Pz for the offers: fair/fair (solid line), fair/unfair (dashed line), unfair/fair (gray line), or

unfair/unfair (dotted line). Negative is plotted up, Zeros on the timeline indicate the onset of the offer; format: responder/dummy.

Frontiers in Human Neuroscience www.frontiersin.org March 2012 | Volume 6 | Article 59 | 279

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Alexopoulos et al. Social preferences and the MFN

FIGURE 3 | Scalp potential topography of the average voltage

differences between equal offers (fair/fair) and the three unequal offers

(fair/unfair, unfair/fair and unfair/unfair) for the time point of the MFN

(240–340 ms following offer onset). The bar chart depicts the respective
mean MFN amplitude values. Error bars indicate 1 SE.

MFN amplitudes of difference waves were quantified as the aver-
age voltage in the 280–360 ms time interval at FCz, against the
pre-stimulus baseline.

MFN amplitude values at the selected location were submitted
to separate 2 × 2 repeated measurement ANOVAs with the fac-
tors Self (levels: fair and unfair offers to the responder) and Other
(levels: fair and unfair offers to the dummy player). These analyzes
were aimed to describe whether an observed effect can be inter-
preted in terms of the offer made to the responder (factor Self ),
or to the dummy player (factor Other; Boksem et al., 2011). All
factors were defined as within-subject factors. The degrees of free-
dom for repeated measures ANOVAs were Greenhouse–Geisser
corrected whenever appropriate. To test whether difference waves
are significantly different from zero a one-sample t-test was
applied to the average voltage between 280 and 360 ms at FCz.
In addition, to scrutinize potential differences in processing the
outcome for the powerless third, controlled for the two outcomes
for the responding subject, we conducted a paired sample t-test
on MFN difference waves. For all analyses the significance thresh-
old was set to p ≤ 0.05. Finally, to assess the relation between early
neuronal processes and actual behavior, MFN amplitudes for each
condition as well as the associated difference waves (unfair minus
fair) at channel FCz were analyzed in relation to the rejection rates
of unequal offers using Pearson correlation coefficients (using
directed, one-tailed significance levels; based on the results of
Hewig et al., 2011).

RESULTS
BEHAVIORAL RESULTS
Analysis of the RTs (see Table 1) revealed a significant main effect
for the factor Self [F(1, 15) = 9.591, p = 0.031, η2 = 0.275]

Table 1 | Behavioral results from the three-person ultimatum game.

fairR/fairD fairR/unfairD unfairR/fairD unfairR/

unfairD

Mean RT 1076.32 1221.96 1230.31 1150.16

(SD) (227.62) (251.42) (220.62) (231.59)

Rejection 3.00% 39.35% 64.96% 70.37%

Rate

Reaction times (in ms) with standard deviations in brackets and relative frequen-

cies of rejections (in %) are given.

and a significant Self × Other interaction [F(1, 15) = 5.682, p =
0.007, partial η2 = 0.390]. In case both—responder and
dummy—received an equally high share the shortest mean RTs
(1076.85 ms, SD = 227.62) were observed, while offers unfair
to the responder but fair to the dummy showed the longest
mean RT (1230.31 ms, SD = 220.62). There was a statisti-
cally significant difference in rejection rates depending on the
type of offer, χ2(3) = 22.552, p < 0.001. Post-hoc analyzes with
Wilcoxon Signed-Rank Tests were conducted with a Bonferroni
correction applied, resulting in an individual significance level of
P = 0.008. There was no significant difference in rejection rates
when comparing offers with an unfair share for the responder
(unfair/fair vs. unfair/unfair; Z = −1.398, p = 0.162). Despite an
overall reduction in rejection rates for offers with a comparatively
low share for the dummy (fair/unfair), rejection rates did not
significantly differ from offers with a low share for both players
(unfair/unfair; Z = −2.120, p = 0.034) or offers with a low share
for the responder (unfair/fair, Z = −2.552, p = 0.011). However,
when both players received a fair share offers were accepted
significantly more often than all the other possible offers (all
p < 0.001).

ERP DATA
Analysis of the MFN amplitude revealed a significant main
effect for Self, [F(1, 15) = 5.589, p = 0.032, partial η2 = 0.271]
whereas, the factor Other did not reach significance [F(1, 15) =
1.033, p > 0.10, partial η2 = 0.064]. There were no signifi-
cant interaction effects [F(1, 15) = 1.253, p > 0.10, partial η2 =
0.077]. The largest, more negative going, MFN amplitude was
found for offers where only the responder received a low share
(mean ± SD, 1.79 μV ± 3.64), and offers assigning a low share
to only the dummy were accompanied by the least pronounced
MFN amplitude (3.56 μV ± 2.28; see Figure 2). Thus, the MFN
only distinguishes between fair and unfair offers for the respon-
der, being larger for unfair offers, irrespective of the share for
the dummy. Analysis of difference waves confirmed this finding.
Again, the amplitude of the difference wave associated with offers
that comprise a low share for the responder and a high share
for the other players (unfair/fair minus fair/fair) was most pro-
nounced and significantly different from zero (mean = −1.643,
t(15) = −2.491, p = 0.025, d = 0.881). Otherwise, subtracting
ERPs elicited by equal offers (fair/fair) from ERPs elicited by offers
with a low share for the dummy (fair/unfair) did not yield a dif-
ference wave significantly different from zero [t(15) = 0.199, p =
0.845, d = 0.069]. In addition, comparing unfair offers assigned
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to the dummy when responders themselves received a fair share
as compared to an unfair share did not yield a significant differ-
ence either [t(15) = 1.119, p = 0.281, dz = 0.028]. The ampli-
tudes of the difference waves reached their maximum 310 ms
following offer onset, with a scalp distribution peaking over the
fronto-central area (Figure 3). The same applied for P3 neither
main effects nor interactions reached the level of significance
(all p > 0.093).

To investigate the relationship between electrophysiological
data and behavioral choices we conducted correlation analyzes.
Previous research on the standard ultimatum game found that
MFN amplitudes following fair offers were related to rejection
rates of offers with unequal splits (Hewig et al., 2011). Even
though this statistical relationship could not be explained by their
data and had not been measured or reported in previous studies,
similar results were obtained in the present study: MFN ampli-
tudes associated with equal offers were related to rejection rates of
offers with an unequal split (see Table 2). Notably, this was only
the case when responders themselves received a low share: rejec-
tions rates of offers with low shares for both players, the responder
and the dummy player, were positively related to the MFN ampli-
tude associated with equally fair offers (r = 0.46, p = 0.037).
Likewise, responders who frequently rejected offers with a low
share for themselves exhibited smaller MFN amplitudes following
equal offers (r = 0.60, p = 0.007). No correlations (p > 0.475)
were observed for the other correlation analyses (see Table 2 for
all correlations).

DISCUSSION
The aim of this study was to investigate how the behavioral
and neural responses of a responder in an ultimatum game
are affected by a third, passive player. Since the MFN has been
associated with early evaluation processes in economic decision-
making, the analysis focused on this ERP component. Usually the
MFN is more negative going when people experience an undesir-
able outcome or event compared to a more acceptable one. We
assumed that involving a third player might affect the way people
evaluate their payoffs, and in turn modulate the MFN amplitudes.
To this end, we recorded EEG from participants playing in the
role of the responders in a modified version of the three-person
ultimatum game. Overall, the results indicate that people dissoci-
ate between high and low offers assigned to them. In particular,
the amplitude differences about 300 ms after the presentation of
the offer can be mainly explained by the share for oneself, while
the non-significant main effect for other-related fairness sug-
gests that the subjects’ neural responses were not indexing the

Table 2 | Correlations between mean MFN amplitudes for equal

(fair/fair) offers and rejection rates of the different offers ∗p < 0.01,

∗∗p < 0.05.

fairR/fairD fairR/unfairD unfairR/fairD unfairR/

unfairD

MFN at −0.071 0.017 0.598∗∗ 0.458∗∗

FCz

fairness of offers to the powerless third. In addition, no effect
was found when comparing difference waves between fair and
unfair offers assigned to the powerless third. Furthermore, though
there seems to be a relation between MFN amplitude and behav-
ior in the ultimatum game (Hewig et al., 2011), this effect was
only observed with offers that negatively affected the responder’s
payoff.

Previous ERP studies on the two-person ultimatum game
have shown that offers with a low share for the responder were
associated with more pronounced MFN amplitudes as com-
pared to offers with equal ones (Boksem and de Cremer, 2010;
Hewig et al., 2011; Wu et al., 2011). The MFN is believed to
reflect a subjective motivational judgment indicating whether
an event or outcome is better or worse than expected (Gehring
and Willoughby, 2002; Nieuwenhuis et al., 2004). In line with
this assumption people who are more concerned about fair-
ness norms exhibit more pronounced MFN amplitudes following
norm violations in the ultimatum game (Boksem and de Cremer,
2010). Furthermore, several authors have shown that an MFN
can be observed when gambling task outcomes refer to some-
one else (van Schie et al., 2004; Fukushima and Hiraki, 2006).
Even when the task performance of others does not affect the sub-
jects themselves, particularly those with high trait empathy have
higher MFN amplitudes when the other person makes a mistake
and loses money (Fukushima and Hiraki, 2009). Therefore, we
assumed that the MFN would be as well modulated by an unfair
share toward the third player. According to a recent neuroimag-
ing study advantageous inequity as compared to disadvantageous
inequity is less rewarding as indicated by reduced activity in
brain areas that are associated with reward processing. Subjects
who were better off in material terms than their counterparts
showed less activity in ventral striatum and ventromedial pre-
frontal cortex when they received money that augmented the
difference in payoff (Tricomi et al., 2010). Following the con-
cept of inequality aversion, we expected unequal offers always
to be associated with higher MFN amplitudes than equal ones.
This assumption was not confirmed by the data. A recent study
using the two-person ultimatum game found that MFN ampli-
tude differences following fair and unfair offers were not mod-
ulated by observing the allocation outcome of other unrelated
responder—proposer dyads (Wu et al., 2011). Involving a third
player we found similar results as Wu and colleagues, suggest-
ing that neither an external reference point nor a fixed reference
agent clearly modulate this early ERP component. Furthermore,
in a social comparison task prosocial subjects responded with
higher amygdala activity and felt more unpleasant in response to
unequal payoffs. Individualist showed the opposite pattern, i.e.,
an increase in reward difference was associated with decreased
activity in the amygdala (Haruno and Frith, 2010). The ACC,
the dorsolateral prefrontal cortex and the anterior insula, i.e.,
brain areas that have been associated with the processing of unfair
offers in the ultimatum game (Sanfey et al., 2003), were found
to show higher activity when subjects received less than their
counterpart. Interestingly those regions were similarly activated
in prosocial subjects and individualist. Since it is supposed that
the MFN is generated in the ACC according to Gehring and
Willoughby (2002), our results broaden these findings due to the
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higher temporal resolution of the EEG and suggest that the ini-
tial response is mainly self-related. Nevertheless, it is important
to remember that the three players in our experiment remained
anonymous to each other, which is the standard procedure in
these kind of paradigms (Camerer and Richard, 1995; Güth
et al., 2007). This is in contrast to studies that found evidence
for a component that might be interpreted as an other-related
MFN where pairs were either seated in the same room or knew
each other already prior to the experiment (Fukushima and
Hiraki, 2006, 2009). Thus, it might be possible that decreasing
the degree of psychological or physical distance between play-
ers might have resulted in different behavioral and neuronal
responses.

However, concerning the behavioral responses we found con-
sistency with previous behavioral studies. Participants preferred
equal shares, whereas offers with a low share for the responder
were rejected most frequently (Güth et al., 2007). Furthermore,
in line with previous ERP studies (Boksem and de Cremer, 2010;
Hewig et al., 2011) no relation between the amplitude of the MFN
difference wave and rejection rates was found. Nevertheless, the
MFN amplitude following equitable offers was highly related to
rejection rates of offers with low shares for the responder. This
finding has already been reported in previous studies on the
two-person ultimatum game (e.g., Hewig et al., 2011). Several
studies on the MFN are based on the assumption that alter-
ations of the amplitudes are solely related to the processing of
negative events or events that are worse than expected (Gehring
and Willoughby, 2002; Nieuwenhuis et al., 2004). According to
Holroyd and Coles (2002, 2008), though, unexpected negative
events would have an enhancing effect, unexpected positive events
would have an attenuating effect on the MFN amplitude. Pedroni
and colleagues (2011) argue that there are actually two processes
that occur at the time a MFN can be observed, an evaluation on
a good-bad dimension, as proposed in previous studies, and the
evaluation of the (positive) reward value. In light of the assump-
tion that positive and particularly unexpected positive events lead
to a change in MFN amplitude, Hewig and colleagues (2011)
propose two possible explanations for the relation between rejec-
tions rates and MFN amplitudes following equal offers. Either
more reward sensitive participants reject unfair offers because
they are disappointed, or those who expect others to be self-
ish are more likely to reject unfair offers, due to their negative
view of others. More precisely, if offers with a high share for
oneself are related to stronger reward-related responses, these
offers are also accompanied by a reduction in MFN amplitude.
In this regard participants with lower MFN amplitudes following
equal offers are more disappointed when offered a relatively small
amount and hereupon reject these proposals. On the other hand,
if participants believe that proposers are rather selfish by keep-
ing most of the money for themselves, they may expect receiving
mainly unequal offers. This negative view of others might lead
to higher rejection rates and smaller MFN amplitudes in relation
to equal “better than expected” proposals. Our findings provide
some new insights on this relation between neural and behav-
ioral response. In the study by Hewig and colleagues (2011) offers
with an equal amount for both players represented the high-
est possible reward for the responder. In the present study there

are two possible conditions with high shares for the respon-
der. Equal offers as well as advantageous unequal offers denote
a high share for the responder. Assuming that reward sensitiv-
ity predicts decision behavior, both offers with high shares for
the responder should be related to rejection rates or at least
should be related to each other. Yet, such a relation could not be
established in the present study. Only equal offers were related
to decision behavior. This evidence suggests that in the context
of social interaction our expectations concerning the behavior
of others might already guide our own behavior. Similarly, in
contradiction to the hypothesis that negative emotions follow-
ing unfair offers might facilitate memory for cheaters (Mealey
et al., 1996; Vanneste et al., 2007; Barclay, 2008), a recent study
on the standard two-person ultimatum game found that the pro-
posers’ behavior per se does not enhance memory. Conversely,
when offers did not meet the expectations of the responders,
they remembered the proposers’ face more efficiently (Chang and
Sanfey, 2009).

Importantly, the so-called power coalition—the third player
receives far less than the other two players—was rejected quite
frequently. Rejections of those offers were not at all related to
MFN amplitudes. Similarly, a recent study measuring skin con-
ductance response (SCR) revealed that an inequitable offer in
the standard two-person game is followed by an increase in
SCR. However, when people are playing the two-person ulti-
matum game on behalf of another person, they do not show
this increase in SCR following an unfair offer. Yet, these offers
were rejected as often as when playing for themselves. Therefore,
affective responses were solely related to self-relatedness, while
behavioral responses were not (Civai et al., 2010). This suggests
that economic decisions are not necessarily always related to the
emotional response—in particular when there is enough time
for a controlled, deliberative process. Yet, when these deliberative
processes are inhibited by time pressure, decisions as in the ulti-
matum game are only guided by affective processes as indicated
by an increase in rejection rate (Sutter et al., 2003; Cappelletti
et al., 2008). In the present study participants had unlimited
time to decide whether to accept or reject an offer, which might
also explain the discrepancy between the early neuronal and the
subsequent behavioral response, especially with regard to offers
that affect the third, passive player. Nevertheless, note that the
neuroimaging study on inequality aversion by Haruno and Frith
(2010) suggests that the amygdala activity in response to unequal
reward pairs reflects a rapid intuitive response. This assumption is
based on the finding that cognitive load had no effect on inequal-
ity aversion. Evaluation of reward differences and RT did not
differ in a high cognitive load compared to a low-load condition.
This is in line with behavioral studies on the ultimatum game
that found no difference in rejection rates under cognitive load,
whereas, responders reject unfair offers more often under time
pressure (Sutter et al., 2003; Cappelletti et al., 2008). Of course,
it would have been interesting to elucidate later parts of the deci-
sion making process, but this is beyond the scope of the present
work. Nevertheless, the relation between the different parts of
the decision-making process is of central importance to gain
a more accurate and exhaustive understanding of (economic)
decision-making.
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Taken together, the results of the present study show that
inequality aversion cannot explain variability in the early
neuronal evaluation process. On an early neuronal level, humans
dislike disadvantageous inequality and seem to favor advanta-
geous inequality. Although the decision behavior observed in
this study suggests that humans care about the powerless third,
there is no evidence for an early affective response suggesting
that subjects do not care about what the other person receives.
Thus, we propose that the first automatic response to inequality

is mainly self-related, whereas, concerns for the well-being of oth-
ers are part of higher cognitive, deliberative or intuitive processes
following the first automatic response.
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Social interactions fill our everyday life and put strong demands on our brain function.
However, the possibilities for studying the brain basis of social interaction are still
technically limited, and even modern brain imaging studies of social cognition typically
monitor just one participant at a time. We present here a method to connect and
synchronize two faraway neuromagnetometers. With this method, two participants at two
separate sites can interact with each other through a stable real-time audio connection
with minimal delay and jitter. The magnetoencephalographic (MEG) and audio recordings
of both laboratories are accurately synchronized for joint offline analysis. The concept can
be extended to connecting multiple MEG devices around the world. As a proof of concept
of the MEG-to-MEG link, we report the results of time-sensitive recordings of cortical
evoked responses to sounds delivered at laboratories separated by 5 km.

Keywords: dual recording, magnetoencephalography, MEG, social interaction, auditory cortex, synchronization

INTRODUCTION
Humans spend a considerable amount of time interacting with
other people, for example, communicating by verbal and non-
verbal means and performing joint actions. Impressively, most
persons deal with the ever-changing and intermingling conversa-
tions and tasks effortlessly. Various aspects of social interaction
have been studied extensively in social sciences, for example
by conversation analysis, but they have also recently started to
gain interest in systems neuroscience and brain imaging com-
munities (for reviews, see Hari and Kujala, 2009; Becchio et al.,
2010; Dumas, 2011; Dumas et al., 2011; Hasson et al., 2012;
Singer, 2012). However, many current approaches for studying
the brain basis of social interaction are still methodologically
clumsy, mainly because of the lack of suitable recording setups
and analysis tools for simultaneous recordings of two persons.

Consequently, most brain imaging studies on social interac-
tion have concentrated on recording brain activity of one partic-
ipant at a time in “pseudo-interactive” situations (e.g., Schippers
et al., 2009, 2010; Stephens et al., 2010; Anders et al., 2011).
For example, a few-second-time-scale synchronization between
the speaker’s and listener’s brain was demonstrated with func-
tional magnetic resonance imaging (fMRI) by first recording
one person’s brain activity while she was narrating a story and
later on scanning other persons while they listened to this story
(Stephens et al., 2010). With near-infrared spectroscopy (NIRS),
one person’s brain activity was monitored during face-to-face
communication with a time resolution of several seconds (Suda
et al., 2010). With magnetoencephalography (MEG), more rapid
changes were demonstrated, as the dominant coupling of the
listener’s cortical signals to the reader’s voice occurred around
0.5 Hz and 4–6 Hz (Bourguignon et al., 2012).

However, in the above-mentioned studies, the data were
obtained in measurements of one person at a time. For exam-
ple, in the fMRI study by Stephens et al. (2010), brain data
from the speaker and the listeners were obtained in separate
measurements. In the MEG study, the interaction was more nat-
ural as two persons were present all the time, although only the
listener’s brain activity was measured. However, in these experi-
mental setups, the flow of information was unidirectional, which
is not typical for natural real-time social interaction. In addition,
if only one subject is measured at a time, the complex pat-
tern of mutually dependent neurophysiological or hemodynamic
activities cannot be appropriately addressed.

Real-time two-person neuroscience (Hari and Kujala, 2009;
Dumas, 2011; Hasson et al., 2012) requires accurate quantifica-
tion of both behavioral and brain-to-brain interactions. In fact,
brain functions have already been studied simultaneously from
two or more participants during common tasks. The first demon-
stration of this type of “hyperscanning” was by Montague et al.
(2002) who connected two fMRI scanners, located in differ-
ent cities, via the Internet to study the brain activity of socially
engaged individuals. No real face-to-face contact was possible as
the subjects were neither visually nor auditorily connected and
the communication was mediated through button press. This
approach has been applied to e.g., a trust game where the time lags
inherent to fMRI are not problematic (King-Casas et al., 2005;
Tomlin et al., 2006; Chiu et al., 2008; Li et al., 2009).

However, the sluggishness of the hemodynamics limits the
power of fMRI in unraveling the brain basis of fast social interac-
tion, such as turn-taking in conversation, that occurs within tens
or hundreds of milliseconds. The same temporal limitations apply
to NIRS which has been used for studying two persons at the same
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time (Cui et al., 2012). Thus, methods with higher temporal reso-
lution, such as electroencephalography (EEG) or MEG, are called
for in studies of rapid natural social interaction.

EEG has previously been recorded from two to four inter-
acting subjects to study inter-brain synchrony and connectivity
during competition and coordination in different types of games
(Babiloni et al., 2006, 2007; Astolfi et al., 2010a,b), playing instru-
ments together (Lindenberger et al., 2009), and spontaneous
nonverbal interaction and coordination (Tognoli et al., 2007;
Dumas et al., 2010). This type of EEG hyperscanning enables
visual contact between the participants who can all be placed in
the same room.

EEG and MEG provide the same excellent millisecond-range
temporal resolution, but MEG may offer other benefits as it
enables a more straightforward identification of the underlying
neuronal sources (for a recent review, see Hari and Salmelin,
2012). Here we introduce a novel MEG dual-scanning approach
to provide both excellent temporal resolution and convenient
source identification. In our setup, two MEG devices, located in
separate MEG laboratories about 5 km apart, are synchronized
and connected via the Internet. The subjects can communicate
with each other via telephone lines. The feasibility of the devel-
oped MEG-to-MEG link was tested by recording time-sensitive
cortical auditory evoked fields to sounds delivered from both
MEG sites.

METHODS
GENERAL
Figure 1 (top) shows the experimental setup. MEG signals were
recorded with two similar 306-channel neuromagnetometers—
one at the MEG Core, Brain Research Unit (BRU), Aalto
University, Espoo, and the other at BioMag laboratory (BioMag)
at the Helsinki University Central Hospital, Helsinki; both devices
are located within high-quality magnetically shielded rooms
(MSRs), and the sites are separated by 5 km.

We constructed a short-latency audio communication system
that enables connecting two MEG recording sites. Specifically, the
system allows:

1. Free conversation between the two subjects located at the two
laboratories.

2. Instructing both subjects by an experimenter at either site.
3. Presentation of acoustic stimuli from either laboratory to both

subjects.

Each laboratory is equipped with a custom-built system for
recording the incoming and outgoing audio streams. The audio
recording systems of both sites are synchronized with the local
MEG devices and to each other, allowing millisecond-range align-
ment of the MEG and audio data streams.

AUDIO-COMMUNICATION SYSTEM
We devised a flexible audio-communication system for setting up
audio communication between the subjects in the MSRs and/or
experimenters in the MEG control rooms at the two laboratories.
The system comprises two identical sets of hardware at the two
sites, each including:

1. An optical microphone (Sennheiser MO2000SET; Sennheiser,
Wedemark, Germany) used for picking up the voice of the sub-
ject inside the MSR. The microphone is MEG-compatible and
provides good sound quality.

2. Insert earphones with plastic tubes between the ear pieces and
the transducer (Etymotic ER-2, Etymotic Research, Elk Grove
Village, IL, USA) to deliver the sound to the subject.

3. Microphones and headphones for the experimenter in the
control room.

4. Two ISDN landline phone adapters enabling communication
between the laboratories.

5. An 8-channel full-matrix digital mixer (iDR-8; Allen & Heath,
Cornwall, United Kingdom) connected to all the audio sources
and destinations described above. Additionally, the mixer is
connected to the local audio recording system and the stimulus
computer.

To eliminate the problem of crosstalk between the incoming
and outgoing audio streams, each of the two ISDN telephone
landlines was devoted for streaming the audio in one direction
only.

In “free” conversation experiments, the two subjects can talk
to each other and the experimenters at both sites can listen to
the conversation. In a simple auditory stimulation experiment
(reported below), sounds can be delivered from the stimulus
computer at one site to both subjects.

LATENCIES OF SOUND TRANSMISSION
We examined the delays introduced by our setup into the audio
streams:

1. The silicone tubes used for delivering the sound to subject’s ear
introduced a constant delay of 2.0 ms.

2. Each mixer introduced a constant delay of 2.7 ms from any
input to any output.

3. The delay of the telephone landlines was stable and free of
jitter. We estimated this delay before each experiment by mea-
suring the round-trip time of a brief audio signal presented
over a loop including the two phone lines and the two mixers;
the round-trip time was consistently 16 ms.

In sum, the total local transmission delay from the stimu-
lus computer to the local participant at each laboratory was
2.0 + 2.7 = 4.7 ms.

The lab-to-lab transfer time to the remote laboratory—
computed from the local stimulus computer to the participant
at the remote laboratory—was 12.7 ms (4.7 ms local transmission
delay + 8 ms remote mixer and phone line delay). As the local
transmission delays (4.7 ms) were identical for each participant,
only the lab-to-lab transfer time was taken into account in the
analysis of the two MEG datasets (see below).

AUDIO RECORDING
At each site, the audio signals were recorded locally using a
dedicated PC (Dell OptiPlex 980) running Ubuntu Linux 10.04
and in-house custom-built audio-recording software. Each PC
was equipped with an E-MU 1616 m soundcard (E-MU Systems,
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FIGURE 1 | Schematics of the MEG-to-MEG link and examples of

ongoing MEG signals. Subjects seated in laboratories 5 km apart are
communicating via landline phones during the MEG measurement. The
experimenters at both sites can monitor online both data acquisition audio
communication. The audio recording computer sends digital timing signals to

the MEG data acquisition computers at both sites. Examples of the
10 s MEG signals from four temporal-lobe and four occipital-lobe
gradiometers are given below, passband 0.1–40 Hz. The two lowest traces
show the audio recording of speech while the participants counted numbers
in alternation.

Scotts Valley, California, USA), and it recorded the incoming and
outgoing audio streams at a sampling rate of 22 kHz. The same
audio signals were also recorded by the local MEG system as
auxiliary analog input signals (at a rate of 1 kHz) for additional
verification of the synchronization.

SYNCHRONIZATION
The audio and MEG data sets were synchronized locally by means
of digital timing signals, generated by the audio-recording soft-
ware and fed from the audio recording computer’s parallel port to
a trigger channel of the MEG device. To time-lock data from the
two sites, the real-time clocks of the audio-recording computers
at the two sites were synchronized via the Network Time Protocol
(NTP). To pass through the hospital firewall (at BioMag), the
NTP protocol was tunneled over a secure shell (SSH) connection
established between the sites.

The achieved local audio–MEG synchronization accuracy was
about 1 ms. The typical latency of the network connection
between the two sites (as measured by the “ping” command) was
about 1 ms, and the NTP synchronization accuracy, as reported
by the “ntpdate” command, was typically better than 1 ms. Thus
we were able to achieve about 2–3 ms end-to-end synchro-
nization accuracy between the two MEG devices. We did not

observe any significant loss of the NTP synchronization in a 4.5 h
test run.

STIMULATION FOR AUDITORY EVOKED FIELDS
For recording of cortical auditory evoked fields, 500 Hz 50 ms
tone pips (10 ms rise and fall times) were generated with a
stimulation PC (Dell Optiplex 755) running Windows XP and
the Presentation software (Neurobehavioral Systems Inc., CA,
USA; www.neurobs.com; version 14.8 at BRU and version 14.7
at BioMag). The sound level was adjusted to be clearly audible
but comfortable for both participants. During each recording ses-
sion, stimuli were generated at one laboratory and presented to
both subjects (locally to the local subject and over the telephone
line to the subject at the remote site). Stimulation was synchro-
nized locally by recording the stimulation triggers generated by
the Presentation software.

The interstimulus interval was 2005 ms, and each block com-
prised 120 tones. The stimuli were delivered in two blocks from
each site.

DATA ACQUISITION
The MEG signals were recorded with two similar 306-channel
neuromagnetometers by Elekta Oy (Helsinki, Finland): Elekta
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Neuromag® system at BRU and Neuromag Vectorview system
at BioMag. Both devices comprise 204 orthogonal planar gra-
diometers and 102 magnetometers on a similar helmet-shaped
surface. However, despite the slightly different electronics and
data acquisition systems, the sampling rates were the same within
0.16%. Both devices were situated within high-quality MSRs (at
BRU, a three-layer room by Imedco AG, Hägendorf, Switzerland;
at BioMag, a three-layer room by Euroshield/ETS Lindgren Oy,
Eura, Finland). During the recording, the participants were sitting
with their eyes open and their heads were covered by the MEG
sensor arrays (see Figure 1).

In addition to the MEG channels, vertical electro-oculogram,
stimulus triggers, digital timing signals for synchronization,
and audio signals were recorded simultaneously into the MEG
data file. All channels of the MEG data file were filtered to
0.03–330 Hz, sampled at 1000 Hz and stored locally.

The position of the subject’s head with respect to the sensor
helmet was determined with the help of four head-position-
indicator (HPI) coils, two attached to mastoids and two attached
to the forehead of both hemispheres. Before the measurement, the
locations of the coils with respect to three anatomic landmarks
(nasion and left and right preauricular points) were determined
using a 3-D digitizer before the measurement. The HPI coils were
activated before each stimulus block, and the head position with
respect to the sensor array was determined on the basis of the
signals picked up by the MEG sensors.

External interference on MEG recordings was reduced offline
with the signal-space separation (SSS) method (Taulu et al.,
2004). Averaged evoked responses were low-pass filtered at 40 Hz.
The 900 ms analysis epochs included a 200 ms pre-stimulus base-
line.

DATA ANALYSIS
For comparable analysis of the two data sets, the 8 ms remote
mixer and phone line delay to the remote laboratory had to be
taken into account. First, the two datasets were synchronized
according to the real-time stamps recorded during the measure-
ment. Thereafter, the triggers in the remote data were shifted
forward by 8 ms. With the applied 1000 Hz sampling rate, the
accuracy of the correction was 1 ms.

The magnetic field patterns of the auditory evoked responses
were modeled with equivalent current dipoles, one per hemi-
sphere. The dipoles were found by a least-squares fit to best
explain the variance of 28 planar gradiometer signals over each
temporal lobe.

RESULTS
The lower part of Figure 1 shows, for both subjects, eight
unaveraged MEG traces from temporal-lobe and occipital-lobe
gradiometers. The two lowest channels below the MEG traces
illustrate both the local and remote audio streams, in this case
indicating alternate counting of numbers by the two subjects.

Figure 2 shows the source waveforms for the auditory evoked
fields modeled as current dipoles located in the supratemporal
auditory cortices of each hemisphere. For both subjects, N100m
peak latencies were similar for tones presented locally (black lines)
and over the auditory link (red lines). Response amplitudes were

FIGURE 2 | Source waveforms of averaged auditory evoked fields from

both participants to tones presented locally (black lines) and remotely

(red lines), separately for the left and right hemisphere. The
superimposed traces illustrate replications of the same stimulus block.
Please note that we did not rigorously control the sound intensities in this
proof-of-the-concept experiment, and thus the early difference between
local and remote sound presentations in the left hemisphere of the BRU
subject likely reflects differences in sound quality.

well replicable both for the local and the remote presentations,
as is evident from the superimposed two traces for both condi-
tions; Table 1 shows source strengths and peak latencies for both
subjects and stimulus repetitions.

DISCUSSION
We introduced a novel MEG-to-MEG setup to study two inter-
acting subjects’ brain activity with good temporal and reasonable
spatial resolution. The impetus for this work derives from the
view that dyads rather than individuals form the proper analy-
sis units in studies of the brain basis of social interaction (Hari
and Kujala, 2009; Dumas, 2011). Within this kind of “two-person
neuroscience” framework, it is evident that one cannot obtain all
the necessary information by studying just one person at a time,
and simultaneous recordings of the two interacting persons’ brain
function are required.

It is well known that just the presence of another person affects
our behavior. Daily social life comprises various types of inter-
actions, from unfocused encounters happening on busy streets
(where the main obligation is not to bump into strangers, and—
should it happen—to politely apologize) to focused face-to-face
interactions with colleagues, friends, and family members. We
spend much time observing other people’s lives that intrude into
our homes via audiovisual media and literature. Normal social
interaction is, however, more symmetric and mutual so that infor-
mation flows in both directions, with verbal and nonverbal cues
tightly coupled.

Social interaction is characterized by its rapid and poorly pre-
dictable dynamics. One important issue for any hyperscanning
approach is thus the required time resolution. The facial expres-
sion of a speaker can change clearly even during a single phoneme
(Peräkylä and Ruusuvuori, 2006), and to pick up the brain effects
of such fleeting nonverbal cues requires a temporal resolution
not worse than a hundred or tens of milliseconds (Hari et al.,
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Table 1 | Source strengths (in nAm) and peak latencies (in ms) of auditory evoked magnetic fields elicited by tones presented locally or

remotely to the subjects located at BRU (top panel), and at BioMag laboratory (bottom panel).

Subject at Left hemisphere Right hemisphere

Local Remote Local Remote

I II I II I II I II

BRU Latency 105 105 98 96 105 105 99 101

Amplitude 38 39 45 52 34 37 36 38

BioMag Latency 90 90 94 94 90 94 94 94

Amplitude 59 47 67 64 115 115 107 98

Data are given separately for both sessions (I and II) and for both hemispheres.

2010); similar time scales would be also needed for monitoring
of brain events related to turn-taking in a conversation (Stivers
et al., 2009).

Moreover, brain rhythms that have been hypothesized to play
an important role in social interaction (Wilson and Wilson, 2005;
Tognoli et al., 2007; Schroeder et al., 2008; Lindenberger et al.,
2009; Scott et al., 2009; Dumas et al., 2010; Hasson et al., 2012)
are very fast (5–20 Hz) compared with hemodynamic variations
and can be only picked up by electrophysiological methods.
However, the below 1 Hz modulations of neuronal signals have
clear correlates in the hemodynamics (Magri et al., 2012), mean-
ing that the electrophysiological (MEG/EEG) and hemodynamic
(fMRI/NIRS) approaches complement each other in the study of
the brain basis of social interaction.

Compared with EEG, the rather straightforward source anal-
ysis of MEG is beneficial for pinpointing the generators of both
evoked responses and spontaneous activity. For example, the dif-
ferentiation of the rolandic mu rhythm from the parieto-occipital
alpha rhythm (for a review, Hari and Salmelin, 1997), appearing
in overlapping frequency bands, is easy with MEG—often evident
just by examining the spatial distributions of the signals at the
sensor level—but the corresponding differentiation is strenuous
with EEG because extracerebral tissues smear the potential distri-
bution that is also affected by the site of the reference electrode
(Hari and Salmelin, 2012).

Our MEG-to-MEG setup, with its high temporal resolution
and reasonable spatial resolution, therefore, provides a promising
tool for studying the brain basis of social interaction. In the fol-
lowing, we discuss the technical aspects and future applications of
the established MEG-to-MEG link.

TECHNICAL PERFORMANCE OF THE MEG-TO-MEG LINK
Our major technical challenge in building the MEG-to-MEG link
was to create a stable and short-latency audio connection between
two laboratories. Both these criteria were met. The obtained
12.7 ms lab-to-lab transmission time corresponds to sound lags
during normal conversation between participants about 4 m
apart. Thus, our subjects were not able to perceive the delays of
the audio connection.

High sound quality was another central requirement, and the
selected optical microphones and the telephone-line bandwidth
were sufficient for effortless speech communication.

Moreover, it was crucial to accurately synchronize the MEG
datasets of the two laboratories. We achieved offline alignment

accuracy of 3 ms by synchronizing the computers at the two sites
to a real-time clock via NTP, and by recording the digital timing
signal to both MEG data files. As a result, the millisecond tem-
poral resolution of MEG was preserved in the analysis of the two
subjects’ brain signals in relation to each other.

Recording of auditory evoked cortical responses, used as a
“physiological test” of the connection, also endorsed the good
quality of the established MEG-to-MEG link: the prominent
100 ms deflections were similar in amplitude and latency when
the stimuli were presented from either laboratory.

FURTHER DEVELOPMENT AND APPLICATIONS
The current setup with combined MEG and audio recordings
could be extended to multi-person interaction studies with only a
few extra steps, even connecting subjects located in various parts
of the world. As the major part of human-to-human interaction
is nonverbal, one evident further development is the implementa-
tion of an accurate video connection that, however, will inherently
involve longer time lags than does the audio connection.

Face-to-face interaction, obtainable with such a video link,
gives immediate feedback about the success and orientation of the
interaction. Fleeting facial expressions that uniquely color verbal
messages in a conversation are impossible to be mimicked in a
conventional brain-imaging setting where one prefers to study all
participants in as equal conditions as possible.

The MEG-to-MEG connection can be further enriched by
adding, e.g., eye tracking and/or measures of the autonomic
nervous system. Just glancing at another person, even briefly,
during the interaction gives information about the mutual under-
standing between them; for example, too sluggish reactions
would be interpreted as lack of presence of the partner. Eye
gaze also informs about turn-taking times in conversation, and
gaze directed to the same object tells about shared attention.
Eye-gaze analysis has already given interesting results on the syn-
chronization of two persons’ behavior (Kendon, 1967; Richardson
et al., 2007).

It has to be emphasized that analysis of the two-person datasets
still remains the bottleneck in dual scanning experiments. The
analysis approaches attempted so far range from looking at the
similarities between the participants’ brain signals, searching for
inter-subject coupling at different time scales, and combining the
two persons’ data to obtain a more integrative view of the whole
situation. In a recent joint improvisation task—applying a mirror
game where two persons follow and lead each other without
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any pre-set action goals—the participants entered in smooth co-
leadership states in which they did not know who was leading and
who was following (Noy et al., 2011). Thus any causality measures
trying to quantify information flow from one brain to another
during a real-life-like interaction likely run into problems. This
example also illustrates the uniqueness of real-life interaction: it
would be impossible to recreate exactly the same states even if
the same participants would be involved again. Thus measuring
the brain activity of both interaction partners at the same time
is crucial for tracking down any coupling between their brain
activities.

One may try to predict one person’s brain activity with the
data of the other or to use, e.g., machine-learning algorithms
to “decode” from brain signals joint states of social interaction,
such as turn-taking in a conversation. Beyond these data-driven
approaches, this field of research calls for better conceptual basis
for the experiments, analysis, and interpretations. One of the

first steps is, however, the acquisition of reliable data, to which
purpose the current work contributes.
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Humans have a remarkable capacity for tuning their communicative behaviors to different
addressees, a phenomenon also known as recipient design. It remains unclear how this
tuning of communicative behavior is implemented during live human interactions. Classical
theories of communication postulate that recipient design involves perspective taking,
i.e., the communicator selects her behavior based on her hypotheses about beliefs and
knowledge of the recipient. More recently, researchers have argued that perspective
taking is computationally too costly to be a plausible mechanism in everyday human
communication. These researchers propose that computationally simple mechanisms,
or heuristics, are exploited to perform recipient design. Such heuristics may be able to
adapt communicative behavior to an addressee with no consideration for the addressee’s
beliefs and knowledge. To test whether the simpler of the two mechanisms is sufficient
for explaining the “how” of recipient design we studied communicators’ behaviors
in the context of a non-verbal communicative task (the Tacit Communication Game,
TCG). We found that the specificity of the observed trial-by-trial adjustments made by
communicators is parsimoniously explained by perspective taking, but not by simple
heuristics. This finding is important as it suggests that humans do have a computationally
efficient way of taking beliefs and knowledge of a recipient into account.

Keywords: heuristics, recipient design, communication, computational intractability

1. INTRODUCTION
Imagine that a person on the street comes up to Ann and asks
her: “Where can I find a supermarket?” Ann’s reply may depend
in subtle ways on a multiplicity of cues such as whether or not the
person speaks with a foreign accent, the person is speaking hastily,
or the person is by car. In the presence of such cues she may, for
instance, speak more clearly, use simpler words, make shorter sen-
tences, and give directions specifically how to drive there by car.
As a result of these adjustments Ann may construct a message that
the addressee is more likely to understand than otherwise. This
adaptation of a communicative signal—such that it is tuned to
the addressee—is known as recipient design (Sacks et al., 1974).

Classical theories of communication consider recipient design
as constitutive of genuine or intentional communication (Grice,
1975, 1989; Levelt, 1989), as opposed to mere accidental or non-
intentional forms of communication. Yet, recently a debate has
ensued on the presumed ubiquity of recipient design in every-
day communication (Clark, 1996; Horton and Keysar, 1996;
Keysar et al., 1998), as well as on the nature of the cognitive
mechanisms underlying the phenomenon (Epley et al., 2004;
Shintel and Keysar, 2009; Galati and Brennan, 2010). With this
paper we aim to contribute particularly to the second topic of
debate: i.e., the nature of the mechanisms underlying recipient
design in everyday (interactive) communication.1 Specifically, we

1As the focus of the debate in the literature has been on testing
the extent to which people display egocentric bias when communicating

consider two proposed explanations of the “how” of recipient
design and present evidence that the computationally simpler
of the two cannot by itself account for the subtle and context-
sensitive ways in which humans fine tune their messages to
addressees.

Traditionally, recipient design is thought to involve a mecha-
nism that forms hypotheses about, among other things, beliefs,
and knowledge of the addressee, and uses these hypotheses to
optimize the message for the addressee (Grice, 1975, 1989; Clark
and Carlson, 1982; Levelt, 1989). Such a perspective taking mech-
anism can explain several of the adaptations made by Ann in our
example. For instance, observing the addressee’s accent, Ann may
infer that English is not his first language and therefore that he
is unlikely to know low frequency words and understand gram-
matically complex English sentences. She may in turn use this
(inferred) information to construct simpler sentences that she
believes are understandable for the addressee.

In more recent years, researchers have argued that a perspec-
tive taking mechanism for recipient design is computationally
too costly to be plausibly invoked automatically in everyday
communication (Epley et al., 2004; Shintel and Keysar, 2009;

(Horton and Keysar, 1996), it is important to point out that our research does
not set out to directly contribute to that debate. In fact, considerations of the
nature of the mechanisms underlying recipient design seem to be orthogo-
nal to the question of the relative frequency of ecogentric bias in everyday
communication.
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Galati and Brennan, 2010). These researchers propose that instead
recipient design is based on simple heuristics or rules-of-thumb
triggered by the presence or absence of certain cues.2 Such a cue-
based heuristics mechanism for recipient design may achieve com-
municative fine tuning without any resort to hypotheses about
the beliefs and knowledge of the addressee. To illustrate, consider
again the example scenario: Ann may take the foreign accent as a
cue to classify the addressee as a tourist and the habitual response
triggered by this classification may be to speak more clearly, use
shorter sentences, use higher frequency words, etc. Again, as a
result of such adjustments Ann may construct a message that the
addressee is more likely to understand than otherwise. Observing
such communicative fine tuning one may think Ann designed the
message for the tourist based on what she thinks he knows and
believes, but in fact this would be a case of mere appearance of
perspective taking. Given the presumed intractability of recipi-
ent design by perspective taking, and the evident availability of
an alternative and computationally cheaper heuristics account, it
seems prudent to investigate if perhaps the computationally sim-
pler account can by itself account for recipient design in human
communication.

Understanding the computational sufficiency of different
mechanisms for recipient design is also of considerable practical
importance. For example, it can give us insight into how to cre-
ate artificial agents that can communicate in human ways (e.g.,
in the context of human-robot interaction; Breazeal, 2002; Green
et al., 2008). Imagine a situation where Ann is in a shopping mall
and is being approached by a robot who wishes to provide her
with information about an attractive sale (Shiomi et al., 2007;
Satake et al., 2009). How should the robot adapt its commu-
nicative signals such that Ann will better understand it? If the
adaptation could be achieved by a set of simple heuristics this
could make the design of such socially interactive robots much
more feasible, as compared to when the adaptation would require
the robot to engage in elaborate hypothesizing about the beliefs
and knowledge of the addressee.

In this paper, we investigate the computational sufficiency
of simple heuristics-based mechanisms for explaining recipi-
ent design as it occurs in human–human communication. We
specifically set out to identify situations in which humans adapt
communicative signals in ways that cannot be explained by simple
heuristics. As our examples illustrate, it can be difficult to tease
apart perspective taking and heuristics in natural language con-
versation. For this reason, we study recipient design in the context
of a communication game in which players create novel commu-
nicative signals in the absence of previous conventions. The form
of communication occurring in this game can be compared to
real-world situations where two agents act without a completely
shared lexicon, such as when speaking to a tourist or when sig-
naling something from a distance or behind a window. The game
that we use is called the Tacit Communication Game (TCG, De
Ruiter et al., 2010) and it has been previously validated in several
studies.

2This heuristics account may take inspiration from the fast and frugal heuris-
tic program in decision-making (Gigerenzer and Todd, 1999; Marsh, 2002;
Gigerenzer and Brighton, 2009).

2. RECIPIENT DESIGN IN A GAME CONTEXT
The TCG has been developed to study human communica-
tion under controlled experimental conditions (De Ruiter et al.,
2007, 2010; Newman-Norlund et al., 2009; Noordzij et al.,
2009). The game is part of a general approach to the study of
human communication that goes under the label of experimen-
tal semiotics. This approach has been contrasted by Galantucci
(2009) with experimental pragmatics. Whereas experimental prag-
matics focuses on spoken conversation, experimental semiotics
is concerned with human communication more generally and
the emergence of novel ways of communicating in particular
(Galantucci and Garrod, 2010). Experimental semiotics is char-
acterized by the use of games in which participants are to dis-
cover novel communicative systems. By studying communication
in experimental semiotic games it becomes possible to test for
fundamental characteristics of communication free from the con-
ventions introduced by linguistic settings. Semiotic games also
give more experimental control on the common ground shared by
participants during communication. Several semiotic games have
been developed and studied (Camerer, 2003; Weber and Camerer,
2003; Galantucci, 2005; Selten and Warglien, 2007; Scott-Phillips
et al., 2009; Feiler and Camerer, 2010), with the TCG being one
of the few that has been studied both from a behavioral and
neuroscientific perspective.

The TCG is a communicative task where two players, a sender
(referred to as she) and a receiver (referred to as he) play a game
on a 3 × 3 grid board. Figure 1 depicts the sequence of events
in a typical communicative trial. Here, only the sender knows
a goal state that has to be reached in a cooperative fashion by
her and the receiver (e.g., the circle is to end up in the upper
left corner and the rectangle in the lower right corner, see event
2 in Figure 1). The senders’ task is to signal the receiver what
his goal is by moving her token on the board (e.g., a circle). At
the same time she is to contribute to achieving the final goal
state by moving her token to its goal position (e.g., the sender’s
circle must end up in the upper left corner of the board, but
along the way signal to the receiver that he is to place his rect-
angle in the lower right corner). Although the TCG may look
superficially very dissimilar to everyday face-to-face (linguistic)
communication, in fact it is designed to capture the fundamen-
tal problems faced by human communicators during their daily
interactions. For instance, in the TCG the sender gives direc-
tions to the receiver using non-conventional means on the basis
of limited common ground. The structure of this communica-
tive problem closely matches that of the scenario described in
the Introduction, where a tourist asks Ann for directions. More
generally, every human starts without access to the local commu-
nicative conventions. Accordingly, the TCG addresses the human
ability to quickly build new semiotic conventions, while provid-
ing strong experimental control of the communicative setting,
and precise quantification of the communicative behavior of the
interlocutors.

Previous research has shown that in this game senders engage
in recipient design, i.e., they tune their communicative signals
to the particular receiver who is their current co-player. For
instance, De Ruiter et al. (2010) observed that game performance
(i.e., number of correct goal configurations produced by the two
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Sender Receiver

1

2

3

4

5

6

7

events

FIGURE 1 | The chronological order of phases in a trial of the Tacit

Communication Game, left (in blue) is the sender and right (in red)

the receiver. In phase 1 both sender and receiver are presented with their
assigned token for this trial. Next, after the sender presses a start button,
in phase 2 the receiver is presented with a blank screen while the sender
is shown the goal configuration of both tokens and she plans her
movements (unrestricted time). After the sender presses the start button
again, phases 3 and 4, both players’ screens display the sender’s (blue)
token and the sender is able to move her token for 5 sec. It is during this
phase that the sender can communicate the relevant information of the
goal configuration to the receiver using movements of her token. After the
sender is finished, she either presses the start button or the 5 sec time
limit expires and phases 5 and 6 begin. Here both players’ screens display
the receivers (red) token and the receiver can move his token. Now the
receiver should move his token to the location (and orientation) that he has
inferred from the sender’s movement. Finally, after the receiver has
finished moving his token, both players receive feedback for their
performance on this trial. A green check mark denotes that both players’
tokens are in the exact same location and orientation as depicted in the
goal configuration shown to the sender in phase 2; and a red cross (not
shown in this figure) denotes that the tokens are not placed correctly.

players) improved when senders received feedback about whether
or not their signals were successful in communicating with the
receiver. This finding suggests that senders use this feedback to
better tune their signals to the receiver. Also, in a variant of the

TCG adapted to child-level complexity, Newman-Norlund et al.
(2009) observed that (adult) senders make very specific changes
to their communicative signals depending on whether or not they
believed to be playing with an adult or a child. For instance, they
observed that initially the length of the pause by the sender’s
token on the receiver’s goal location—taken to be an ostensive
signal—was significantly longer when the sender was told the co-
player was a child rather than an adult. Given that performance
of the receiver was identical in the two conditions—viz., the
receiver was played by an experimental confederate—the effect
slowly disappeared as the sender got further tuned to the current
co-player.

Findings such as these show that the TCG evokes recipi-
ent design, making the game a suitable platform for our study.
Although the abovementioned findings were previously inter-
preted as evidence for a perspective taking mechanism for recip-
ient design, these observations could also be explained using
cue-based heuristics mechanisms. For instance, the finding that
performance improves with feedback can be explained by a
“take-the-best” heuristic (Gigerenzer and Goldstein, 1996), which
selects signals from a predefined list based on their cue validity
and where cue validity is updated on the basis of the received
feedback. The finding that signals are initially different when a
sender thinks she is playing with a child versus an adult, yet
become comparable when performance of the co-players turns
out to be identical, can be explained by an “anchor-and-adjust”
heuristic (Tversky and Kahneman, 1974; Epley et al., 2004).
Such a heuristic can adopt different anchors for discriminabil-
ity of a signal for different categories of addressees and adjusts
these discriminability values upon finding that lower levels suffice
as well.

Additionally, a study by Noordzij et al. (2009) showed that the
right posterior Superior Temporal Sulcus (right pSTS) is active in
both senders (during planning) and receivers (during observation
of the signal). Noordzij et al. reasoned that the right pSTS imple-
ments an intention recognition process that is used by receivers to
understand signals, but also by senders as a subprocess of recipi-
ent design. Their finding, however, does not unequivocally show
that sender’s engage in this form of perspective taking. Namely,
it is also consistent with the idea that the pSTS implements the
shared representations of senders and receivers that are activated
during communication.

These observations are not to argue that the results in the
literature are not suggestive of perspective taking. We merely
wish to point out that the evidence is not yet conclusive: the
findings do not rule out that the effects can be explained
by simple heuristic mechanisms as well. Moreover, given the
prevalent idea that perspective taking is computationally costly,
whereas heuristics are computationally cheap, the latter may
prima facie make for a more plausible explanation of the effects
than the former. By studying in more detail context-specific
dependencies between receiver behaviors and sender signals
in the TCG, we aim to contribute more convincing evidence
that recipient design also draws on mechanisms of perspective
taking.

Specifically, we set out to study adaptations made by senders
to their signals on a given trial as a function of the type of
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error made by the receiver on a preceding trial. Our rationale
for studying such trial-to-trial dependencies is the following: if a
receiver makes an error in interpreting a sender’s previous signal,
this may cause the sender to change her signal to make it easier to
understand for the receiver—i.e., recipient design. The adaptation
may be achieved by invoking some form of perspective taking.
For instance, observing the error made by the receiver, the sender
could form hypotheses about why the receiver misunderstood
certain aspects of the signal, and then use these hypotheses to
make her subsequent signals easier to understand for the receiver.
Alternatively, the sender may make her subsequent signals eas-
ier to understand without any recourse to perspective taking but
instead by using only simple heuristics. In the latter case, how-
ever, the nature of the adaptations should be such that they can be
explained by invoking some simple function mapping error cues
to adaptations. We test whether or not the trial-to-trial adapta-
tions made by senders in the TCG can be modeled by such simple
heuristic rules.

3. METHODS
We report novel analyses of behavioral data collected by Stolk
et al. (2012). The aim of Stolk et al. was to study the neural corre-
lates of human intentional communication using MEG imaging.
The experiment consisted of two tasks, namely the TCG and a
comparable control task without communicative dependencies.
As the tasks were completely blocked in the design, we can focus
on the design of the TCG task by itself. In this section we present
the methods that were relevant for acquiring the behavioral data
that we analyzed.

3.1. PARTICIPANTS
Fifty-two participants, students and colleagues, took part in the
study. We will report analyses of the behavioral data obtained for
a selection of 46 participants. Two pairs were excluded because
of technical problems and one pair because performance was
exceptionally poor.3

Participants gave informed consent according to institu-
tional guidelines of the local ethics committee (CMO region
Arnhem-Nijmegen, The Netherlands) and were either offered
a financial payment or given credits toward completing a
course requirement. The age of participants ranged between
18 and 40 years and all had normal or corrected-to-normal
vision.

3.2. MATERIALS
Participants of each pair sat behind a 19-inch monitor on which
the game board (3 by 3 squares) and the tokens were displayed.
Participants controlled their token with a hand-held controller.
This controller contained (among others) four buttons which

3Not only were these participants successful on just 30 out of 80 trials (37.5%),
much less than the average performance (72%), but we also observed that
these participants did not converge on a common (i.e., shared) strategy.
Although one may argue that these participants still engaged their commu-
nicative abilities, we cannot investigate recipient design using our measures
for their data, because our measures were defined on particular adaptations of
particular common strategies.

were positioned left, right, up, and down from one another, these
corresponded with the four directions in which a token on the
board could be moved. Additionally, one of the shoulder but-
tons on the right side of the controller was used to perform a 90◦
clockwise rotation of the token. Another shoulder button on the
left side of the controller could be used to indicate the beginning
and/or the end of a movement interval.

In the experiment 80 goal configurations were used. We distin-
guish six classes of configurations of presumed different difficulty.
These classes are graphically illustrated in Figure 2.

3.3. PROCEDURE
Participants first read and signed an informed consent form,
received standardized written instructions for playing the TCG
and the control task, and of each pair one participant was
prepared for the MEG measurements (in total approximately
20 min). After having been given opportunity to ask ques-
tions about the instructions pairs practiced using the controller
(approximately 15 min). In both tasks a task-specific practice ses-
sion of 20 min preceded the 80 recorded trials which took about
45 min, resulting in a total duration of the experiment of about
3 h.

Participants of a pair were in separate rooms when they played
the game. Each pair played the TCG for the 80 goal configura-
tions. We will refer to each such game as a trial. The ordering of
trials was identical for all pairs of players. Trials were ordered in
such a way that trials became progressively more difficult toward
the end of the experiment. Table 1 lists the different configura-
tions and their distribution over the 80 trials. The role of sender
and receiver alternated every trial, such that each participant was
sender in 40 trials and receiver in the other 40 trials. The order
of events within a given trial of the TCG game is illustrated
in Figure 1. Participants receiver no performance-based rewards
other than positive and negative feedback (see Figure 1, event 7).

4. RESULTS
Consistent with previous research on the TCG (De Ruiter et al.,
2010), we found that senders typically develop a communication
strategy in which a part of the sender’s movement is designed
to signal the goal location of the receiver’s token and another
(potentially overlapping) part of the movement is designed to
signal the orientation of the receiver’s token. Such compositional
structure is also characteristic of everyday intentional communi-
cation. The most common strategy for communicating location
is what we refer to as a pause, i.e., the sender’s token spends
relatively more time at the goal location for the receiver’s token
as compared to the time it spends on other squares of the board.
De Ruiter et al. (2010) have previously suggested that such a pause
can be seen as an ostensive signal. This pause signals its own sig-
nalhood by being dysfunctional in the sense that it deviates from
the most efficient way of moving. In a similar vein, apparently
dysfunctional movements were used by sender to signal the goal
orientation for the receiver’s token, but the variation of types of
signals constructed was much larger than for signaling location
(see Appendix B for an overview). The most common strategy
that we observed is what we will call a wiggle. This strategy is
illustrated in Figure 3.
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Same token for sender

and receiver, orientation is

the same for both tokens

A B C

D E F

Different tokens: rect-

angle (sender) and trian-

gle (receiver)

Different tokens: circle

(sender) and triangle (re-

ceiver) - pointing inwards

Different tokens: circle

(sender) and triangle

(receiver) - pointing out-

wards

Same token for sender

and receiver, orientation

differs

Different tokens: circle

(sender) and rectangle

(receiver

FIGURE 2 | Examples of the six different types of goal configurations. The difficulty of a game is determined by the combinations of tokens; the boards are
ordered in increasing difficulty. In these examples the sender controls the blue token while the receiver controls the red token.

Table 1 | Overview showing the number of times that the different

types of goal configurations occurred and how these were distributed

over the time course of the experiment (indicated by trial number).

Goal configuration

(sender, receiver)

Example Trial number

Same shape, orientation not
important

2(a) 1–4, 10, 16

Same shape, different
orientation

2(b) 5–9, 17

Circle—rectangle 2(c) 11–15, 18–25
Rectangle—triangle 2(d) 26–27
Circle—triangle—pointing
inwards

2(e) 28–45, 48–49, 51, 54,
58, 61–77, 80

Circle—triangle—pointing
outwards

2(f) 46–47, 50, 52–53, 55–57,
59–60, 78–79

Overall performance on the task (trials resulting in correctly
achieved goal configurations) ranged between 31 and 75 trials
correct (Mean % correct = 72%, SD = 14%). In section 4.1 we
analyze adaptations made by senders to their own location signals

(i.e., pauses) after receiver errors and in section 4.2, we do the
same but then for senders’ orientation signals (i.e., wiggles). As
explained in section 4.2, we will specifically set out to test if the
nature of the adaptations can be explained by simple heuristic
rules.

4.1. RECIPIENT DESIGN IN LOCATION SIGNALS
We analyze changes to the sender’s communicative signal for
the receiver’s location—i.e., the pause on the receiver’s goal
location—after three types of preceding errors on the part of
the receiver (only location error, only orientation error, or both
location and orientation error).4 To define our dependent mea-
sure we assume that the longest (most discriminable) pause on
the receiver’s goal location is used by the sender to communicate
location to the receiver. To measure the degree to which a sender
increases or decreases the relative duration (or discriminability)
of the longest pause, we use a normalized measure of change
in duration of pausing on the goal location. We denote

4For consistency with our analysis for orientation signals (see section 4.2) we
base the location signal analysis on the same type of trials, i.e., sender and
receiver have different shaped tokens.
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FIGURE 3 | This example movement in trial x illustrates how the

intervals T x = (τx
1

, . . . , τx
11

) that are part of a wiggle movement are

divided over the three types of locations. The goal location is the
bottom-right square, the non-goal locations are the rest of the squares, and
the adjacent location is the middle-right square. This means that
Gx = (τ x

3 , τ x
5 , τ x

7 ), Nx = (τ x
2 , τ x

4 , τ x
6 , τ x

8 , τ x
9 , τ x

10), and W x = (τ x
4 , τ x

6 ), as
explained in sections 4.1 and 4.2.

this measure as �(p : N) and its mathematical definition is
explained next.5

We define an ordered list Tt = (τ t
2, . . . , τ t

n−1) of intervals
between individual moves (i.e., “times spent on locations”) for
the entire movement of a sender’s token in trial t, excluding
the start and end intervals (i.e., τ1 and τn). See Figure 3 for an
illustration. We further distinguish two types of locations on the
board: the receiver’s goal location and the receiver’s non-goal
locations (i.e., the rest). The following two sublists of Tt con-
tain the times that the sender’s token spent on these two types
of locations:

• Gt ⊆ Tt , such that Gt contains all “times spent on” the goal
location;

• Nt ⊆ Tt , such that Nt contains all “times spent on” non-goal
locations.

The length of longest pause on the receiver’s goal location is
defined as follows:

pt = max
gt∈Gt

gt (1)

It is not the absolute value of pt that determines the discrim-
inability of the pause for a receiver, but how much longer pt is
as compared to the times spent at other locations. To capture
this discriminability we normalize pt with respect to the aver-
age time spent at other locations nt (Equation 2). The normalized

5Here the symbol : means normalized with respect to, e.g., a : b is a is
normalized with respect to b.

measure pt : Nt divides pt by the average time spent on non-goal
locations nt :

nt = 1

|Nt|
∑

nt∈Nt

nt (2)

pt : Nt = pt/nt (3)

Our interest is in how pt : Nt changes on trial t as a function of
the type of error made by the receiver on trial t − 2 (recall, sender
and receiver roles switch every trial; therefore the last trial pre-
ceding trial t on which the sender was in the sender role is trial
t − 2). We therefore define a measure that computes the size of
pt : Nt relative to the size of pt−2 : Nt−2. We use the log2-ratio
as this minimizes the effect of variability in overall movement
speed and allows us to treat the amount of (normalized) increase
and decrease symmetrically.6,7 The resulting measure is defined as
follows:

�(p : N) = log2

(
pt : Nt

pt−2 : Nt−2

)
(4)

We computed statistics for the measure �(p : N) separately for
those trials where the receiver on trial t − 2 placed his token in the
incorrect location but in the correct orientation (location error),
placed his token in the correct location but in the incorrect ori-
entation (orientation error), and placed his token both in the
incorrect location and incorrect orientation (combined error).
In this analysis we ignore trials where on t − 2 no receiver error
seems to have been made, which would be either because the trial
was successful or because the error seemed to have been due to
the sender rather than the receiver. Appendix A describes in detail
how we filtered those trials.

Table 2 gives an overview of the relevant statistics after removal
of outliers. As the assumption of normality was violated for the
three distributions of the change in pause measure, we performed
a non-parametric Wilcoxon signed rank test for independent
samples to test whether or not the change in normalized pause
length differed from zero in the three conditions. Here val-
ues larger than 0 correspond to an increase in the length of
the pause and values smaller than 0 correspond to a decrease
in pause length. We found a significant increase in the length of
the pause after a receiver had previously made a location error
(Mean = 0.17, Median = 0.17; Percentage of trials with increased
pause time = 68%, p < 0.04), but no significant change after
an orientation error or after a combined error (p > 0.67 and
p > 0.37, respectively).

We note that it is quite remarkable that we observe this recipi-
ent design effect after location errors despite potential variability
introduced by the intervening trial (t − 1) on which the sender
was in the receiver role. This suggests that the effect is quite

6The log2 transforms the ratio such that it is 0 when there is no change,
and the increase (�(p : N) < 0) and decrease (�(p : N) > 0) in speed are
equidistant from 0, i.e., if a pause is two times shorter it has the same distance
from 0 than if it was two times longer.
7If a sender moves from the starting position, to the receiver’s goal location
and then to her own goal location in three moves this measure is not calcu-
lable. Such trials are excluded from all analyses based on this measure, see
Appendix A.
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Table 2 | Overview of results for change in pause length on trial t as

compared to trial t − 2 for the three types of receiver errors.

N Mean SD Median p Increase (%)

Location 37 0.17 0.47 0.17 0.04 68

Orientation 69 −0.02 0.66 −0.15 0.67 39

Location and 41 0.10 0.67 0.14 0.37 56

orientation

robust. Of interest is whether the effect is best explained by a
process of perspective taking or by the application of a simple
heuristic.

At first it may seem that our finding that the pause length is
significantly increased after the receiver made a location error,
but not after the receiver made an orientation error, is consis-
tent with the idea that the sender could use a simple rule such
as “if location in error, then increase relative pause.” Such a rule
should indeed be triggered after a location error and not when
that cue is absent (i.e., when only the orientation was in error).
However, such a rule should be triggered always when the rele-
vant cue is present, yet we found no significant increase in pausing
length when the receiver had made an error both in location
and in orientation. It thus seems that senders interpret location
errors as different kinds of misunderstandings on the part of
the receiver than a combined error, causing them to highlight
location after a location error, but not after a combined error.
The reasons for this will become clear after our next analysis
of how senders adapt their signals for orientation after receiver
errors.

4.2. RECIPIENT DESIGN IN ORIENTATION SIGNALS
In the previous section we found a specific adaptation to the
pauses—used to signal a receiver’s goal location—of senders after
a location error. We performed a similar investigation into the
strategies used by senders to signal goal orientation to see whether
or not we would observe specific adaptations to these strate-
gies. Given that a variety of qualitatively different strategies were
used by senders to signal orientation, averaging effects over these
would make the results uninterpretable. Therefore, we decided
to focus on the most common strategy used to signal orienta-
tion: a wiggle. Wiggle strategies were observed in trials in which
sender and receiver tokens were different in shape. There were five
pairs of participants that used different strategies to communicate
orientation and their trials were excluded from this analysis (see
Appendix A).

A wiggle is a (possibly repeated) movement of the sender’s
token from the receiver’s goal location to one of its adjacent
locations on the board, and back again to the receiver’s goal
location. Figure 3 illustrates this movement characteristic. The
majority of pairs used the direction of this movement to com-
municate the orientation of a token (e.g., a wiggle toward
a location above the goal location would indicate that the
receiver’s triangle should “point” up, toward that location). A
few pairs used a different interpretation. They used the exact
number of wiggles to communicate the number of rotations

the receiver needed to perform in order to correctly orient his
token.

We reasoned that, just like there could be a heuristic rule that
states “if location in error, then pause longer”, there could be
a heuristic rule that states “if orientation in error, then wiggle
longer (i.e., perform more wiggles)”, or alternatively, “if orien-
tation in error, then wiggle slower.” Inspection of sender move-
ments revealed that although the number of wiggles performed
varied between participants, it was practically constant within any
given participant across all trials for those participants who used
the “wiggle to point”-strategy (i.e., some participants consistently
wiggled once, some consistently wiggled twice, etc.). Hence, the
number of wiggles lacked the within-sender variability required
for recipient design. Moreover, for participants using the “wiggle
to rotate”-strategy, the number of wiggles was consistently linked
to the number of required rotations. The speed of the wiggle was
variable within participants and a meaningful measure for all wig-
gle strategies, and therefore we set out to test if it was indeed lower
after orientation errors as predicted by the second hypothesized
heuristic. To investigate this we defined a measure of change in
speed of the wiggle, which we denote by �w. We next explain how
this measure is mathematically defined.

As before we use the list notation Tt = (τ t
2, . . . , τ

t
n−1) to

denote intervals between individual moves (i.e., “times spend on
locations”) for the entire sender movement in trial t, excluding
the start and end intervals (i.e., t1 and tn). For our purposes
we consider a particular sublist of Tt , viz., those times spent on
the location adjacent to the receiver’s goal location visited by the
sender’s token during the wiggle:

• Wt ⊆ Tt , such that Wt contains all “times spent on” the
adjacent location that were part of the wiggle.

We defined the speed of a wiggle wt as the average time spent on
the adjacent field as:8

wt = 1

|Wt |
∑

wt∈Wt

wt (5)

Naturally, the slower the wiggle, the longer the average time spent
on the adjacent field is and the higher wt is. We assume that the
discernibility of the wiggle is independent of the movement speed
of the sender. Therefore, no further normalization of Equation 5
is needed.

Our interest is in how the speed of the wiggle wt changes on
trial t as a function of the type of error made by the receiver on
trial t − 2. We define the relative change in speed of the wiggle
�w as:9,10

�w = log2

(
wt/wt−2

)
(6)

8Including the average time spent on the goal location would confound the
measure because of standard pausing behavior on the receiver’s goal location.
9Similar to Equation 4, we use a log2-ratio to preserve symmetry.
10If a sender does not use a wiggle this measure is not calculable. Such trials
are excluded from all analyses based on this measure, see Appendix A.
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When �w is less than 0 this means that the sender has increased
the speed of the wiggle; when wt is 0 the speed of the wiggle is
unchanged; and when wt is greater than 0 the sender would have
decreased the speed of the wiggle.

We calculated statistics for the measure �w separately for
those trials where the receiver on trial t − 2 made a loca-
tion error, an orientation error, or a combined error. Similar
to the analysis in section 4.1, we ignore trials with the prop-
erty that the error on t − 2 was not unambiguously due to the
receiver (see Appendix A for details on how these trials were
filtered).

Table 3 gives an overview of the relevant statistics after removal
of outliers. We performed a non-parametric Wilcoxon signed
rank test for independent samples to test whether or not the
change in wiggle speed differed from zero in the three condi-
tions. Here values larger than 0 correspond to an increase in
the speed of the wiggle and values smaller than 0 correspond
to a decrease in the speed of the wiggle. We found a signif-
icant increase in the speed of the wiggle after a receiver had
previously made a combination of a location error and an ori-
entation error (Mean = −0.13, Median = −0.10; Percentage of
trials with increased wiggle speed = 24%, p < 0.03), but no sig-
nificant change after orientation errors alone, or after location
errors alone (p > 0.27 and p > 0.57, respectively).

Our results do not support the type of heuristic we hypothe-
sized for signal adaptation after orientation errors, as no change
in wiggle speed was observed after those type of errors. Also, no
such change was observed after a location error. Interestingly,
though, if the receiver previously made an error in both loca-
tion and orientation we did observe a change in speed, but this
change was in the opposite direction than we had anticipated.
That is, after a receiver had made a combination of location and
orientation error on trial t − 2 the speed of the wiggle was sig-
nificantly increased, rather than decreased, by the sender on trial
t. Inspecting the trials on which receivers made these combined
error revealed that the increase in speed of the wiggle served a
purpose in disambiguation.

A typical error made by the receivers on these trials was to
mistake the field adjacent to the goal location with the goal loca-
tion itself. Conditional on this (mistaken) inference, the wiggle
signaled an orientation in the opposite direction of the correct
orientation, in effect causing the receiver to also incorrectly infer
orientation. This situation is sketched in Figure 4. It seems that
upon observing this combined error made by the receiver, the
sender realizes that the misinterpretation was caused by an ambi-
guity in the signal making it difficult for the receiver to discern

Table 3 | Overview of results for change in wiggle speed on trial t as

compared to trial t − 2 for the three types of receiver errors.

N Mean SD Median p Increase (%)

Location 19 −0.07 0.33 −0.03 0.57 42

Orientation 39 0.04 0.20 0.01 0.27 54

Location and 25 −0.13 0.26 −0.10 0.03 24

orientation

FIGURE 4 | A frequent error which occurs for the “wiggle to

point”-strategy is that the wiggle and pause are confused. In this
example, the figure on the left depicts the goal configuration and the
sender’s movement. The figure on the right depicts the receiver’s incorrect
placement.

which of the two locations visited during the wiggle is the goal
location. The sender then makes the discriminability between
goal location and its adjacent field higher, not by increasing
the relative pause on the goal location (see section 4.1), but by
decreasing the (average) time spent at adjacent field. The context-
sensitive nature of this adaptation of the signal for orientation
(i.e., the adaptation does not occur after an orientation error, but
it does occur after a combined error) suggests genuine perspective
taking on the part of the sender.

5. DISCUSSION
We set out to investigate whether or not recipient design in
human communication can be fully explained by simple “fast and
frugal” heuristics (Gigerenzer and Goldstein, 1996; Gigerenzer
and Todd, 1999; Gigerenzer and Brighton, 2009; Shintel and
Keysar, 2009). To this end, we studied trial-to-trial changes made
by players in the context of a communication game. In this game,
players had to mutually achieve a goal configuration that only one
of the players knew (the sender). The sender was to communicate
to her co-player (receiver) the goal location and orientation of the
receiver’s token by moving her token on the board. In our analy-
ses we tested changes in movement characteristics of the sender’s
token movement after a receiver had made one of the following
three possible errors in a preceding trial: the receiver had placed
his token in an incorrect location but correct orientation (location
error); the receiver had placed his token in the correct location but
in an incorrect orientation (orientation error); or the receiver had
placed his token in an incorrect location and incorrect orientation
(combined error).

First, we found that after a receiver had made a location error,
senders tended to pause relatively longer on the receiver’s goal
location. This change in the sender’s movement can be inter-
preted as making the pause more discriminable from the rest
of the movement, making it in effect “clearer” or “less ambigu-
ous” which of the locations on the board was marked by the
sender as the receiver’s goal location. Second, we found no such
increased emphasis on the goal location after an orientation error,
nor after a combined location and orientation error. Particularly,
the absence of an increased pause in the latter case is important,
as it demonstrates that the adaptation is not guided by a sim-
ple heuristic rule such as “if location in error, then pause longer”.
After all, such a rule should also be triggered when both location
and orientation are in error, because its precondition would be
satisfied in that case as well.
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It may be argued that the pattern of data could be explained
by a heuristic rule “if location in error and orientation not in
error, then pause longer.” Putting aside that such a heuristic rule
seems to be rather ad hoc, it also violates the condition of fru-
gality that is generally taken as the hallmark of simple heuristics
(Gigerenzer and Goldstein, 1996; Gigerenzer and Todd, 1999;
Gigerenzer and Brighton, 2009). Namely, the extra condition
“orientation is not in error” is here set to function as a context
for when to apply the simple rule “if location in error then pause
longer” and when not. When a heuristics program allows for this
type of context sensitivity there seems to be no bound to the pos-
sible (potentially arbitrary) interactions it can code between cues
and the adaptations they trigger. Mappings encoding context-
sensitivity, potentially even to arbitrary levels, can hardly be said
to be simple in the sense of frugal as they are not ignoring much
information.

The abovementioned ad hoc heuristic would also not be able
to account for another finding we did. After a receiver had made a
combined location and orientation error, senders tended to wig-
gle their token relatively faster. Here, a “wiggle” was a (potentially
repeated) movement of the sender’s token from the receiver’s
goal location to an adjacent field and back to the receiver’s goal
location (see Figure 3 for an illustration). The wiggle move-
ment was used by some senders to signal the “direction” of the
receiver’s token (the movement direction aligning with one of
the main axis of the receiver’s token, triangle or rectangle) and
by others to signal the “number of rotations” to be performed
by the receiver with his token (senders always knew the start
orientation of the receiver’s token). Inspection of the situations
in which receivers made the combined location and orientation
error revealed that it arose from a confusion on the receiver’s
part between the starting point of the wiggle (the goal loca-
tion) and the end point of the wiggle (the location adjacent to
the goal location). The confusion sometimes caused the receiver
to mistakenly infer that the location adjacent to the goal loca-
tion was the actual goal location; an error in orientation was
then caused as a side-effect by the receiver correctly interpret-
ing the direction of the wiggle movement conditioned on the
erroneously inferred location (see Figure 4 for an illustration).
The increase in the sender’s wiggle speed can be understood as
the sender disambiguating which of the locations visited dur-
ing the wiggle is the goal location and which not, by spend-
ing on average less time on the location adjacent to the goal
location.

Notably, we did not find any adaptation of the speed of the
wiggle after a receiver had made a location error alone, nor after
a receiver had made an orientation error alone. Again, particu-
larly the absence of an increased wiggle speed in the latter case is
important, as it demonstrates that the adaptation is not guided
by a simple heuristic rule such as “if orientation in error, then
wiggle faster.” After all, such a rule should also be triggered when
only orientation is in error. Another important observation is the
following: if a sender would have applied the simple “if location
in error, then pause longer,” she would in effect also have dis-
ambiguated which location visited during a wiggle is the goal
location. The fact that senders could have used the simple rule
to achieve the same effect, but do not, suggests that they do

not use such simple rules in this case at all. After all, assum-
ing that they do use the rule when receivers make a location
error, but turn it off when receivers also make an orientation
error and determine some other way to achieve the disambigua-
tion, suggests that the sender would be unnecessarily expending
more than necessary cognitive resources. This is important to
emphasize because one could argue that our specific experimen-
tal paradigm promotes more effortful processing than involved in
typical everyday communication. Even if that were the case, the
results would then suggest that communicators spend the nec-
essary resources for engaging in perspective taking even when
cognitive resources are already heavily taxed by the task and even
when a heuristic would have been sufficient to achieve the same
effect.

Rather than postulating ad hoc heuristics, we think our results
are better explained by the hypothesis that the sender employs
a mechanism of perspective taking. On this view, errors on the
part of the receiver tell the sender something about the way in
which the receiver is (mis)interpreting the communicative inten-
tions driving her token movements. In effect, senders may treat a
“combined location and orientation error” as an entirely different
event than simply a location error plus an orientation error. The
sender uses the errors that the receiver makes to form hypothe-
ses about the “why” of the receiver’s misinterpretations, and uses
these hypotheses to adjust her movements on subsequent trials.
The nature of these adaptations that we observe can be inter-
preted as a form of “clarification” or “disambiguation”, where
the sender has realized what ambiguity had caused the receiver’s
earlier mistake and she adjusts the signal to ensure the same mis-
take is prevented from then on. The context-sensitive nature of
these disambiguations suggest that they are not rote rules, but
quite sophisticated forms of fine tuning. For instance, imagine
the receiver had placed the token on some different location than
the goal location. On a subsequent trial the sender then pauses
longer on the goal location to distinguish it more clearly from
all the other locations she visits. Yet, if the receiver had con-
fused the location adjacent to the goal location visited during a
wiggle for the goal location itself, then the sender wiggles faster
to distinguish more clearly the goal location from the adjacent
location.

In sum, the recipient design that we observe in the context
of our communicative game is not straightforwardly explained
by simple heuristics, yet it is parsimoniously explained by per-
spective taking. Of course, we cannot rule out complex heuristics
for recipient design. However, a heuristics account that allows
for arbitrary interactions between cues runs into the same com-
putational intractability problem that motivated the critique of
a perspective taking mechanism for recipient design in the first
place. Namely, the number of possible combinations of cues
grows exponentially in the number of possible cues. If rules can
be triggered by arbitrary combinations of cues then an expo-
nential number of rules will need to be stored. Such a heuristic
model does not obviously scale to situations of real-world com-
plexity with more than a few possible cues (cf. Gigerenzer, 2008),
because an exponential number of rules either needs astronomi-
cal amounts of space to be stored, or—if the list of rules is stored
in compressed form—it takes astronomical amounts of time to
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find the right rule to apply (cf. Newell, 2005; van Rooij et al.,
2012).

Does this mean that recipient design is computationally
intractable which ever way we explain it? We most certainly do
not believe that. The fact that communicators in the game engage
in recipient design shows that they have some efficient way of
doing so. Moreover, the nature of the signal adaptations sug-
gests that they draw upon a mechanism of perspective taking,
suggesting that the communicators had some efficient way to
invoke and use such a mechanism to their ends. As some of
us have extensively argued elsewhere (van Rooij, 2008; Blokpoel
et al., 2010), intractability of a cognitive model should be taken
as an indication that the model has so far failed to specify the
right set of situational constraints under which the modeled cog-
nitive capacity is displayed. Hence, theories of communication
in general, and recipient design in particular, must incorpo-
rate a set of situational constraints that allows such theories to
explain how perspective taking computations—that are otherwise
intractable—can be efficiently performed under the conditions in
which we observe it. Specifying such constraints is best considered
a long-term research program, though some promising initial
theoretical results have been obtained (Blokpoel et al., 2011; van
Rooij et al., 2011).

We close by reflecting on how our research may have implica-
tions for social neuroscience and social robotics, and the inter-
action between these fields. First of all, our findings suggest
that the TCG game can be a fruitful empirical testing ground
for neural theories of perspective taking. We have shown that
trial-to-trial adaptations made by senders in this game seem to
directly involve perspective taking mechanisms. The results of
this study provide a quantitative, sensitive, and implicit index
of perspective taking that can form the basis of a number of
neurocognitive investigations. For instance, in contrast to tra-
ditional approaches to the study of the neural implementation
of Theory of Mind (Fletcher et al., 1995; McCleery et al., 2011)
the current index of perspective taking can provide a large num-
ber of independent read-outs (trials), ensuring sensitivity; and it
is independent from verbal reports, avoiding to rely on linguis-
tic performance. These characteristics make the current index of
perspective taking particularly suitable for studying mentalizing
abilities (and their cerebral implementation) in populations char-
acterized by large variability in performance and limited access
to meta-linguistic knowledge (e.g., children, patients with Autism
Spectrum Disorders).

Second, our findings seem to clarify the nature of a con-
siderable challenge for the design of socially interactive robotic
agents interacting with humans in real-world settings. In Artificial
Intelligence there are longstanding difficulties in devising com-
putational mechanisms for context-sensitive processes (such as
perspective taking) that are computationally tractable—i.e., that
can scale from toy domains to real-world situations in terms of
computational speed (Pylyshyn, 1987; Haselager, 1997; Dreyfus,
2007). Yet, the increasing use of robots and other artificial agents
in daily life (e.g., in offices, care-giving institutions, shopping
malls, and musea) will require at least a reasonable functional
implementation of a recipient design capacity. Imagine a robot

guide in a large museum or city taking a tourist on a tour that
may last for an entire afternoon or day. To ensure the robot’s
efficacy it seems necessary that it can adapt to individual com-
municative characteristics of the tourist so as to avoid huge adap-
tations on the tourist’s part. If fast and frugal heuristics would
suffice for this interactive task then computational tractability
would be guaranteed. However, if we are right in our sugges-
tion that fast and frugal heuristics will not suffice to emulate
the level of adaptation characteristic for human communication,
then the computational complexities associated with perspec-
tive taking—or equivalent contex-sensitive processing—will have
to be dealt with head-on by designers of socially interactive
robots.

These observations also suggest a way in which social neuro-
science and social robotics can actually directly inform each other.
On the one hand, social neuroscience can inform social robotics:
Given (1) the apparent need for social robots to engage in (sim-
ulations of) perspective taking in order to achieve human-level
recipient design, (2) the evident ability of humans for effective
and efficient recipient design recipient design during life interac-
tions, and (3) the failing of AI so far to produce computational
models of perspective taking that scale to the real world, social
robotics may do well to look to social neuroscience for com-
putational hypotheses about how the human brain implements
the necessary perspective taking mechanisms. On the other hand,
social robotics can also inform social neuroscience, e.g., by mak-
ing the latter field (more) aware of the challenges of making
computational models that can properly scale outside the toy
domains studied in the lab. After all, for computational models
hypothesized in social neuroscience to explain everyday human
social interactions they should minimally be scalable, and hence
tractable. The scalability problem known so well to researchers in
AI and robotics is often not considered or even noticed in social
neuroscience. This is possibly because experiments in social neu-
roscience are performed in the context of simple lab tasks, and
hence computing the predictions made by said models for the
lab setting may still be feasible. Yet, the scalability of such mod-
els can be critically tested by empirical analysis and implementing
them in robots in order to test whether or not they yield similar
levels of performance in situations of real-world complexity (sim-
ilar to the real-time adaptive communicative actions performed
by humans operating in everyday settings). In this way, social
robotics can help constrain computational theories of recipient
design in social neuroscience, viz., by providing scalability as a
theoretical constraint. Given our finding that perspective taking
may be a necessary component of recipient design in humans, an
awareness of the computational complexity associated with com-
putational models of perspective taking may be more useful in the
study of communication than previously thought.
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APPENDIX
A. TRIAL SELECTION FOR THE ANALYSES
In this appendix we define which trials t were excluded from the
analyses in Section 4. The motivation behind the exclusion is that
we were interested to test adaptations made by senders to their
signals on trial t after a receiver error on a previous trial t − 2,
the rationale being that this gives us a handle on recipient design
by the sender as a function of type of error on the receiver’s part.
For this purpose we want to only include trials t in the analyses
with the property that the error on t − 2 can be unambiguously
attributed to a misinterpretation by the receiver. After all, if the
miscommunication that occurred on trial t − 2 was due to an
error made by the sender (e.g., she misremembered the goal con-
figuration or made a mistake in the execution of her movements)
then it is problematic to interpret changes made to the signal on
time t as the result of a form of recipient design. For instance, any
changes observed in trials following sender execution errors may
simply be an artifact of the fact that the movement was not as
planned or intended on trial t − 2 whereas on t it is.

Table A1 gives an overview of the types of trials that were
excluded from the analyses for this reason. In the remainder of
this section we define and explain a set of criteria that we used to
judge whether a signal was unintelligible.

We list the criteria we used to judge if a sender’s commu-
nicative signal was unintelligible, dependent on the type of error
of the receiver. For instance, the type of error of the receiver
can be a location error in which case we looked at whether the
communication of location by the sender was (un)intelligible.
Besides criteria for when the receiver’s location was incorrect,
we also list criteria for when orientation was incorrect. When
both the receiver’s orientation and location were incorrect we
checked the criteria from both lists. To code which type of error
the receiver made on trial t − 2, we checked if the final loca-
tion and orientation of the receiver’s token matched with the goal
configuration.

Dependent on the type of error of the receiver, we judge an
error as unintelligible (and thus a sender error) when:

a. The location of the receiver’s token is not correct (i.e., not on
the goal location), and:

Table A1 | Overview of which types of trials t − 2 were excluded from

the analyses, based on our definition of intelligible signals.

Ended in goal configuration

Sender Receiver Sender was Excluded from

intelligible analyses

� � Yes Yes

χ χ Yes No

� χ Yes No

χ � Yes Yes

� � No Yes

χ χ No Yes

� χ No Yes

χ � No Yes

1. There was no visit to the receiver’s goal location, or;
2. The experimenter (knowing both the goal configura-

tion and the strategies used by the sender) could
not recognize any movement characteristic signaling
location.

b. The orientation of the receiver’s token is not correct, and:

1. The signal is not based on any identified strategies
(see De Ruiter et al., 2010 or Appendix B), or;

2. The signal is based on a strategy that deviates from a
previously mutually agreed strategy, or;

3. There is an error in the execution of the strategy.

c. The communicative signal corresponds to a different goal con-
figuration than was presented to the sender (suggesting the
sender has forgotten the goal configuration).

Note that those trials which were not excluded are not uncon-
ditionally included. For a trial t to be included in the analysis
of pauses, means that for both trial t − 2 and t the pt : Nt in
Equation 3 needs to be calculable (i.e., besides a pause on the goal
location, also at least one other field needs to be visited). For the
analysis of wiggles, a trial t is included when a wiggle on trial t − 2
and t is done, as required for computing wt in Equation 5. To be
clear, communicative success or failure on trial t itself was not a
criterium for selection.

B. STRATEGIES
This section illustrates the variety of strategies we observed, and
their relative frequencies, using the most common trials (circle-
triangle, pointing inwards; see Figure 2E and Table B1). These
strategies were all used by senders to communicate orientation
in addition to pausing behavior, that they used to communicate
location.

Wiggle to point
A wiggle starts with the sender’s token at the goal location of
the receiver’s token, the sender then moves to the adjacent field
and then goes back to the receiver’s goal location. The adjacent
field is the field to which the triangle “points” (e.g., the red
triangle in Figure 2A “points” up). The number of wiggles to
signal orientation varied over pairs between one and four. An

Table B1 | An overview of the various strategies that were observed

in the experiment, the number of pairs of participants using them,

and the average success-rate per strategy.

Strategy # Pairs % correct N

Wiggle to point 15 70.4 615

Exit point 4 96.3 164

Wiggle to rotate 3 78 123

Exit from center 11 75.6 141

The total number of pairs is 23 (P = 23), and each strategy was observed N =

P × 41 times, where 41 is the number of circle-triangle trials with inward pointing

triangle (see Figure 2E).
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example of a wiggle, consisting of two repetitions, is illustrated
in Figure 3.

Exit point
After indicating the location with a pause, the sender moves
to an adjacent field and then moves to her own location. The
adjacent field to which the sender exited the receiver’s goal
location indicates the direction in which the receiver’s triangle
points.

Wiggle to rotate
The number of wiggles starting from the receiver’s goal location
indicates the number of rotations of the receiver’s triangle. At
the start the triangle always points up and any rotation of the
token is done clockwise which provides a one to one mapping
from number of wiggles to number of rotations. Zero wiggles
then means no rotation, one wiggle means “point right”, two

wiggles means “point down”, and three wiggles means “point
left”.

Exit from center
Senders communicate the goal orientation of the receiver by
exiting their starting location in the center of the board in a
particular direction. This direction indicates which way the
receiver’s triangle points. After this first move the sender moves
to and pauses at the receiver’s goal.

Some of these strategies were also observed in other trials.
The “wiggle to point”- and “wiggle to rotate”-strategies, for
example, were also sometimes observed in trials that required
senders to communicate orientation in the trial types depicted
in Figures 2B–2F. Note that not all strategies reported here
were analyzed, but they were used in the trial selection process
described in Appendix A.
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As social agents, humans continually interact with the people around them. Here, motor
cooperation was investigated using a paradigm in which pairs of participants, one being
scanned with fMRI, jointly controlled a visually presented object with joystick movements.
The object oscillated dynamically along two dimensions, color and width of gratings,
corresponding to the two cardinal directions of joystick movements. While the overall
control of each participant on the object was kept constant, the amount of cooperation
along the two dimensions varied along four levels, from no (each participant controlled
one dimension exclusively) to full (each participant controlled half of each dimension)
cooperation. Increasing cooperation correlated with BOLD signal in the left parietal
operculum and anterior cingulate cortex (ACC), while decreasing cooperation correlated
with activity in the right inferior frontal and superior temporal gyri, the intraparietal sulci
and inferior temporal gyri bilaterally, and the dorsomedial prefrontal cortex. As joint
performance improved with the level of cooperation, we assessed the brain responses
correlating with behavior, and found that activity in most of the areas associated with
levels of cooperation also correlated with the joint performance. The only brain area
found exclusively in the negative correlation with cooperation was in the dorso medial
frontal cortex, involved in monitoring action outcome. Given the cluster location and
condition-related signal change, we propose that this region monitored actions to extract
the level of cooperation in order to optimize the joint response. Our results, therefore,
indicate that, in the current experimental paradigm involving joint control of a visually
presented object with joystick movements, the level of cooperation affected brain
networks involved in action control, but not mentalizing.

Keywords: fMRI, human neuroscience, joint action, mentalization, motor control

INTRODUCTION
As social agents, humans continually interact with the people
around them. One type of human interaction is cooperation,
when two or more people coordinate their actions to achieve a
common goal. This is the case when two people carry a heavy
object. The joint behavior results from combining the partici-
pants’ solo actions, and the performance depends on their ability
to coordinate these actions. Participants must thus continuously
take into account the actions of their partner and adjust their own
behavior online accordingly. Each partner is unable to directly
control the other’s performance, but can influence it for exam-
ple using with verbal instructions. Such interactivity allows group
members to work in synergy as they directly complement each
other’s performance, even though they may perceive their partner
as a hindrance (Reed et al., 2006). Here we investigated a situation
in which pairs of participants jointly controlled a visually pre-
sented dynamic object using joystick movements, but in addition

we manipulated the amount of cooperation while keeping the
overall control of each participant constant.

Joint action experiments have provided conflicting results.
One experiment demonstrated that dyads provide a better motor
control than individuals. When two participants were physi-
cally joined to perform a target-reaching task, the behavior of
the dyad was improved (i.e., the time to reach the target was
reduced) compared to the same participants performing the task
alone (Reed et al., 2006). Members of the dyad specialized in
their contribution to the task, with one member contributing
more to the acceleration and the other to the deceleration. In
contrast, another experiment reported degraded tracking per-
formance for pairs of participants that separately controlled the
leftward or rightward acceleration of a horizontal marker track-
ing a target moving on a computer screen, when compared to
one participant controlling both directions (Knoblich and Jordan,
2003).
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A recent study of an improvisation game provides possible
explanations for this discrepancy. In this game, two players fac-
ing each other moved handles on a board to create synchronous,
but otherwise unconstrained, motions. There were two condi-
tions: joint improvisation and sequential following. When two
experts improvisers performed, their actions were smoother and
less jittered when they performed a joint improvisation than when
one followed the other. These so-called “moments of together-
ness” were captured by a model of mirrored controllers using
internal predictions of the other participant’s actions, suggesting
that jointly improvised action was smoother when both partic-
ipants anticipated what the other would be doing in the near
future (Noy et al., 2011). A study of finger tapping coordina-
tion (Konvalinka et al., 2010) similarly concluded that enhanced
coordination resulted from the ability of both partners to antic-
ipate the other’s actions. Therefore, a working hypothesis is that
joint control of an object is improved when each participant in
a pair has an internal representation of the other participant’s
future action. The nature of this internal representation remains
unresolved (Seemann, 2011). On the one hand it could pertain
only to the overall goal, i.e., the intended behavior of the con-
trolled objects, in which the precise sensorimotor aspects involved
in controlling the object would not influence the overall perfor-
mance. On the other hand, the internal representation could be
rooted in embodied motor control systems (Seemann, 2011) in
particular in the internal models involved in controlling the self ’s
actions. The sensorimotor aspects of object control would thus
play a central role in the behavioral achievements.

To investigate the relative importance of higher order inten-
tions versus lower order sensorimotor integrations in joint
actions (Galantucci and Sebanz, 2009), we developed a task in
which two players controlled a dynamical object using joystick
movements. While the overall goal of the joint action remained
constant, the precise sensorimotor transformation required to
achieve this goal, in particular the level of cooperation, var-
ied. Most neuroimaging studies of joint action have focused on
sequential turn-taking social games (McCabe et al., 2001; Rilling
et al., 2002; Sanfey et al., 2003; Decety et al., 2004). A few
neuroimaging studies of simultaneous actions constrained par-
ticipants to act as independent agents working within a pair
and investigated the effect of social presence, more than motor
cooperation (Sebanz et al., 2006, 2007). There is, however, one
study that is particularly relevant to the experiment reported
here (Newman-Norlund et al., 2008). fMRI was used to record
local brain activity when participants performed a virtual bar-
balancing task either alone (each hand controlling the either
end of the bar) or with a partner. The joint action was further
divided into two conditions: each partner controlled one side
of the bar, or the two partners shared control over both sides
of the bar. The comparison between conditions of shared con-
trol and the condition of independent control yielded activity
in the right temporoparietal junction (TPJ) and inferior frontal
gyrus, regions that can be linked with different aspects of social
cognition.

The TPJ and the medial frontal cortex are the two main brain
areas involved in mentalizing, i.e., perceiving others’ intentions.
Although the TPJ responds particularly to the perception of

intentional motion (Schultz et al., 2005), the medial frontal cortex
responds to a variety of stimuli depicting intentional interactions
(see Frith and Frith, 2003 for a review), from intentional anima-
tions using simple geometrical shapes (Castelli et al., 2000) to real
people acting (Iacoboni et al., 2004). It has been proposed that the
medial frontal cortex is involved in the “integration of complex
representations of possible actions and anticipated outcomes”
(Amodio and Frith, 2006), and it was divided into three func-
tional parts along a rostrocaudal axis: a posterior part involved
in monitoring the outcome of action, a middle part involved in
representing mental states and an anterior part involved in moni-
toring of the value of action outcomes (Amodio and Frith, 2006).
The TPJ and middle part of the medial prefrontal cortex are
expected to be involved when higher-order intentions are being
represented internally.

In contrast, the posterior inferior frontal gyrus reported in
(Newman-Norlund et al., 2008) is involved in sensorimotor con-
trol (Kilner et al., 2009). Particularly interesting is the proposed
recruitment of internal models for motor control, which include
this area (Kilner et al., 2007), when controlling an object col-
laboratively. Internal models for the control of action are neural
processes that simulate sensorimotor transformations internally,
allowing the anticipation of sensory consequences of a planned
action (forward models; Wolpert et al., 1995). Internal models
have been proposed as possible substrates for social interactions
(Wolpert et al., 2003): an agent can use its own forward mod-
els when perceiving another agent’s actions in order to estimate
its hidden mental state. In the case of collaborative control of an
object, we propose that internal models are efficient devices for
integrating both partners’ contribution.

The neural underpinnings of internal models for motor con-
trol have been investigated with human non-invasive neuroimag-
ing techniques (for review see Wolpert and Kawato, 1998). Motor
commands that are used by forward models to suppress sen-
sory signals are believed to originate upstream from the primary
motor cortex (Voss et al., 2006), though they may also involve pre-
motor areas in the posterior inferior frontal gyrus (Kilner et al.,
2007). Actual sensory feedback is used to compute prediction
errors for model evaluation and update. When we are tickled by
another person (Blakemore et al., 1998) the sensory consequences
of its actions are unpredictable, and the lack of predictability leads
to a high prediction error associated with increased activity in
the secondary somatosensory cortex. This area, located bilaterally
in the parietal opercula (Eickhoff et al., 2006), plays a key role
in sensorimotor integration (Inoue et al., 2002), and has been
involved in the assessment of action ownership (Blakemore and
Frith, 2003). Accordingly, its activity could be modulated by the
level to which members of a group cooperate because disentan-
gling the ownership of complex sensory consequences of a joint
action is necessary to improve the individual, and ultimately the
joint, motor control. Thus we propose that reliance on internal
models for action in the execution of the joint task will be signaled
in particular by activity in secondary somatosensory cortices.

The current study aims to identify the brain network in which
activity is modulated by the level of group members’ cooperation,
from fully independent to fully interactive, whilst performing the
same joint control task in all experimental conditions. For this
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purpose, pairs of participants were required to control a dynam-
ical object presented visually by tracking changes of a target
oscillating along two dimensions (shades of pink and width of
gratings) with joystick movements. While both partners always
controlled half of the object’s overall dynamics, they did so with
four different levels of cooperation ranging from no cooperation
(one controlled the color, the other the gratings), to full cooper-
ation (each controlled half of the color and half of the gratings).
In contrast to the virtual bar-balancing study (Newman-Norlund
et al., 2008), the levels of cooperation were graded and implicit.
We investigated brain areas in which activity correlates, posi-
tively or negatively, with the level of cooperation. Of particular
interest is the hypothesis that activity in brain areas involved in
mentalizing (in particular the medial prefrontal cortex and TPJ)
would correlate with the level of cooperation, suggesting that
the scanned participant internal representation of its partner’s
actions would incorporate its intention to increasingly or decreas-
ingly cooperate. Alternatively, activity associated with the level of
cooperation could be limited to brain regions involved in action
control (in particular premotor areas, posterior parietal cortex
including the secondary somatosensory cortex, cerebellum, and
striatum) if collaboration relies exclusively on embodied motor
control mechanisms (Seemann, 2011).

METHOD
PARTICIPANTS
Thirteen adult participants (mean age 24 + 6 years, seven males)
were scanned, eight of these volunteers returned and five addi-
tional participants (mean age 26 + 5 years, four males) were
recruited to take part outside the scanner to form 13 coopera-
tive pairs. All 18 participants were right-handed with no known
neurological history and gave informed consent to take part in the
study, which was approved by the Joint Ethics Committee of the
National Hospital for Neurology and Neuroscience (UCL NHS
Trust) and Institute of Neurology (UCL).

EXPERIMENTAL PROCEDURES
A fixation cross was continuously presented to minimize eye
movements. Eye movements were not recorded. A central disk
(see Figure 1) was divided into two halves: bottom, the tracking
target; top, the joint response. Four rectangles surrounded the
circle to indicate the maximal effect for movement in the cor-
responding cardinal direction—horizontal or vertical. The color
dimension ranged from white to red across shades of pink. The
width dimension ranged from seven to 10 sinusoid grating cycles
(pairs of stripes) across the circle. The circle remained yellow
during the 3.2 s interval between consecutive blocks and par-
ticipants were asked to let the joystick return to its “neutral”
center position. Prior to the start of each block the circle turned
to a mid-range color, medium width grating and a 1 s numer-
ical countdown (3,2,1) was then superimposed. The tracking
block commenced when the numbers disappeared and the two
dimensions (shades of pink and width of grating) of the target
sinusoidally oscillated for four cycles, with a duration of 14.3 s.
The duration of a block and the inter-block interval was thus
18.5 s, and 24 blocks were presented in each of the four 9 min
fMRI scanning sessions. The start direction of the target was
randomized to prevent anticipation of the response. The rela-
tion between the cardinal directions of joystick movements and
the dimension of the object under control was counterbalanced
between participants.

The scanned player viewed the projected stimuli via a 45◦
angled mirror positioned on the head coil while the outside player
watched a computer monitor in the scanner control room. Players
used their right hand to move a joystick and their left hand to keep
it in place during the movements. The joystick movements were
recorded and the stimuli were generated and displayed online
using Cogent v1.25 (http://www.vislab.ucl.ac.uk/cogent.php)
running in Matlab v6.5.1 (The Mathworks, Inc.). Players moved
their joysticks to change the properties of the two dimensions
(shades of pink and width of grating) of the joint response

FIGURE 1 | Experimental paradigm. Players inside and outside the scanner
used joystick jointly control a dynamic object (stripes of varying width and
shades of pink) presented in the upper half of the circle at the center of the

screen to match the target presented in the lower half of the circle. Pink/Red
and Gray/Black lines represent horizontal and vertical movements
respectively. SF represents the scaling factor.
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object to match the target. The change in joystick position in
both dimensions were sampled and recorded at 30 Hz for each
player, combined using appropriate cooperation level scaling fac-
tor (SF) and summed onto the previous joint response values
(see Figure 1). The new joint response and target values were
used to generate the new stimuli and refreshed at 30 Hz. Target
values, joystick movements and joint response were recorded for
behavioral analysis along with time stamps for fMRI analysis.

Participants always retained half control over the whole task,
with the other player controlling the other half. However, there
were eight conditions, see Table 1, that were split into four dif-
ferent linear levels of cooperation: no cooperation, players fully
controlled one dimension (SF = 0 or 1); 1/3 cooperation, players
controlled the majority of one dimension and a small propor-
tion of the other (SF = 0.17 or 0.83); 2/3 cooperation, play-
ers controlled double the amount in one dimension than the
other (SF = 0:33 or 0.67); full cooperation, players equally con-
trolled both dimensions (SF = 0.5 and 0.5). Each condition was
presented three times per fMRI scanning session in a pseudo-
randomized order and counterbalanced across pairs. Players were
never told explicitly the level of cooperation.

TRAINING AND RECORDING
At the start of the experiment players were told that their aim
was to work together to best match the top to the bottom half
of the circle and that the level at which each player controlled
the joint response object would vary between blocks, but they
would always need to perform joystick movements for success-
ful completion of the task. A training session was performed
prior to the scanning day to familiarize themselves with the task
and equipment. Players performed a solo practice at the start of
both training and scanning days. Each player practiced the task
alone following one dimension only (e.g., color), then the other
dimension (e.g., grating width) and then tracked both dimen-
sions concurrently with full control over the tracking object. This
gradually built the complexity of the task and implicitly demon-
strated that the dimensions could be controlled independently.
Players were given performance feedback at the end of each solo
practice block. On the training day, both players sat at a table in
front of individual computer screens separated by a screen and
they performed joint control blocks including examples of all the

Table 1 | Level of cooperation scaling factors.

Level of Scaling Factor for each player and dimension

cooperation factor
Scanned Outside

Color Width Color Width

0 1 1 0 0 1

0 0 1 1 0

1/3 0.83 0.83 0.17 0.17 0.83

0.17 0.17 0.83 0.83 0.17

2/3 0.67 0.67 0.33 0.33 0.67

0.33 0.33 0.67 0.67 0.33

1 0.50 0.50 0.50 0.50 0.50

eight conditions described in Table 1. On the scanning day, play-
ers were placed in novel pairs (i.e., never previously experienced
played together) with one player lying in the scanner and the other
player sat at a computer in the scanner control room. Both players
performed the solo practice in situ to familiarize themselves with
the environment. Pairs started controlling the object jointly with
fMRI scanning, so that they were familiar with the task but had
never experienced interacting together before.

MRI DATA ACQUISITION
A 1.5 T Siemens Sonata MRI scanner (Erlanger, Germany) was
used to acquire T∗

2-weighted gradient echo, echo-planar images
with Blood Oxygenation Level-Dependent contrast. Whole brain
coverage was achieved using 35 axial slices of 2 mm thickness with
a 2 mm gap and a TR of 3.15 s. There were four functional imag-
ing runs of 171 volumes and the first six volumes were discarded
to allow for effects of T1 equilibrium. An 8 min T1-weighted
structural MRI scan was acquired for each subject using a hybrid
sequence.

Image processing was carried out using Statistical Parametric
Mapping software (SPM8; Wellcome Trust Centre for
Neuroimaging, www.fil.ion.ucl.ac.uk/spm) implemented in
MATLAB v6.5.1. EPI images were realigned to correct for move-
ments, unwarped for motion-induced variance in EPI time-series
(Andersson et al., 2001), spatially normalized to standard space
using the Montreal Neurological Institute template (voxel size of
2 × 2 × 2 mm) and spatially smoothed with a 12 mm full-width
half maximum Gaussian kernel.

BEHAVIORAL ANALYSIS
Joystick movement amplitude
The amplitude of joystick movements of the scanned player
was calculated for each trial. The recorded changes in the joy-
stick position for the two dimensions were combined using the
root of the sum of squares to generate the amplitude of move-
ment between successive data point and then summed across the
entire block.

Joint performance error
The joint performance error was calculated to measure how well
the players worked together to track the dynamic target and
to investigate the effect of the visual feedback of joint perfor-
mance error on brain activity. The joint response was subtracted
from the target for each dimension for each data point and the
two dimensions were subsequently combined into a single error
measure using the root of the sum of squares to represent the dif-
ference between the two halves of the circle. The resulting joint
performance error was summed across the entire block.

Behavioral statistical analysis
Mean joystick movement and joint performance error were aver-
aged across repetitions within each of the four cooperation
levels and fMRI scanning session for each participant. These
two behavioral measures were entered into separate 4 (levels of
cooperation) × 4 (sessions) within-subject repeated measures
ANOVAs and significant effects entered into post-hoc pairwise
t-tests using SPSS.
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MRI STATISTICAL ANALYSIS
Two first-level fixed-effect analyses were conducted for each
subject using the general linear model to separately investigate
effect of cooperation and of task performance on BOLD sig-
nal. Each first-level design (details below) included condition
regressor(s) that comprised 14.3 s boxcar functions spanning each
task performance block convolved with the canonical hemo-
dynamic response function, and six head movement regressors
derived from the realignment procedure. Beta estimate contrast
images from first-level analyses were entered into second-level
random-effects analyses for population inference.

The initial analysis focused on the level of cooperation. Four
condition regressors were used to separately model the four levels
of cooperation blocks at the first-level. Contrast images corre-
sponding to the main effect of each condition were entered into
a second-level random-effects ANOVA of the four levels of coop-
eration, using the four fMRI scanning sessions as within-subject
repeated measures. The four levels of cooperation (0, 1/3, 2/3, 1)
were entered as four dependant levels with equal variance, and
contrasts identified the brain correlates of cooperation increase
([–3 –1 1 3]) and decrease ([3 1 –1 –3]).

The second analysis focused on task performance. A single
boxcar function was used to model all four experimental con-
ditions, with a parametric modulator linearly representing the
overall joint performance error of each block. Contrast images
corresponding to the main effects of the condition regressor
and of the parametric regressor were entered into second-level
t-tests to assess the brain correlates of task execution and of joint
performance error respectively.

Results were thresholded at p < 0.05 corrected for family wise
error, extent k > 25; in the absence of significant results with
corrected threholds, the most lenient threshold of p < 0.001
uncorrected, extent k > 25 was used, and small volume correc-
tion in 10 mm spherical volume of interest centered on the cluster
peak was applied to confirm clusters located in areas of a pri-
ori hypotheses survived family wise error correction. Results are
reported in MNI space, ordered by decreasing z coordinate.

To further investigate pairwise differences between the levels
of cooperation in the medial prefrontal clusters (see results), per-
cent BOLD signal change from all voxels forming the clusters
revealed by the whole brain analysis were extracted for each level
of cooperation and each fMRI scanning session using MarsBAR
(http://marsbar.sourceforge.net/) SPM toolbox implemented in
SPM8, and analyzed with 4 (levels of cooperation) × 4 (sessions)
ANOVAs using SPSS.

RESULTS
BEHAVIORAL RESULTS
Joystick movement amplitude
The amplitude of joystick movements made by the scanned player
was not significantly modulated by the level of cooperation or the
fMRI scanning session (main effects and interaction p > 0.05).

Joint performance error
Joint performance error was significantly modulated by the level
of cooperation (p < 0.001), but not by the fMRI scanning session
(main effect and interaction with levels of cooperation p > 0.5).

FIGURE 2 | Joint performance error (arbitrary units; error bar: standard

error) as a function of the level of cooperation. Horizontal lines indicate
significant pairwise comparisons (p < 0.05).

The best joint performance (lowest error) was observed when par-
ticipants acted in full cooperation and the joint performance error
was greatest when participants acted fully independently to con-
trol one dimension each (see Figure 2). All pairwise comparisons
were significant (at p < 0.05) except between 1/3 and 2/3 levels of
cooperation, and a linear fit of the data as a function of the level
of cooperation was significant (p < 0.001). The effect of sessions
and interaction between levels of cooperation and sessions were
not significant (both p > 0.1).

fMRI RESULTS
Level of cooperation
Firstly, we investigated areas linearly correlated with the four
levels of cooperation (contrast ±[3 1 –1 –3]). In the absence
of significant cluster at the threshold used, the more lenient
threshold (p < 0.001 uncorrected, extent k > 25) was applied
(Table 2). Areas positively correlated with the levels of coopera-
tion (see Figure 3) included the left parietal operculum, anterior
cingulate cortex (ACC) and hippocampus as well as the cuneus
bilaterally. The former two were hypothesized to be involved in
cooperation, and small volume correction confirmed they were
significantly correlated with cooperation increase (family wise
error correction p = 0.003 in the parietal operculum, p = 0.015
in the ACC). Areas negatively correlated with the levels of coop-
eration included the inferior temporal cortex bilaterally, as well as
the right superior temporal gyrus and medial prefrontal cortex,
and the posterior intraparietal sulcus, right inferior frontal cortex
and left cerebellum. The later areas, involved in mentalizing (right
superior temporal gyrus and medial prefrontal cortex) and motor
control (posterior parietal and premotor cortex and cerebellum)
were further explored using small volume correction, yielding
significant results (all p < 0.001 family wise error corrected).
Regions involved in visual processing (cuneus and inferior tem-
poral gyrus) and the hippocampus were not further examined in
the absence of a priori hypotheses about their involvement in the
motor cooperation task.

Percent signal change extracted in the two medial frontal
cortex clusters was analyzed using separate repeated-measures

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 179 | 309

http://marsbar.sourceforge.net/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Chaminade et al. An fMRI study of joint action

Table 2 | Brain areas in which activity correlates with levels of cooperation (p < 0.001 uncorrected, extent k > 25).

Location Left hemisphere Right hemisphere

x y z T score Extent k x y z T score Extent k

POSITIVE CORRELATION WITH COOPERATION

Parietal operculum −45 −13 16 4.10 26

Cuneus (bilaterally) 9 −88 34 4.43 126

Anterior cingulate cortex −6 47 −2 3.64 39

Hippocampus −30 −28 −11 4.63 32

NEGATIVE CORRELATION WITH COOPERATION

Posterior intraparietal sulcus −27 −64 55 3.72 43 24 −61 52 4.56 52

Dorsomedial prefrontal cortex 9 44 49 4.66 86

Inferior frontal gyrus 42 14 19 5.06 245

Superior temporal gyrus 60 −43 7 4.46 229a

Inferior temporal gyrus −42 −70 −8 4.71 286b 48 −64 −8 4.84 229a

Cerebellum −30 −82 −17 4.45 286b

a,bSub-maxima of the same cluster. Italics indicate clusters not explored using small volume correction in the absence of a priori hypotheses. Other areas were

significantly correlated with levels of cooperation.

FIGURE 3 | Brain activity associated with the increase and the decrease

of the level of cooperation (white arrowhead: location of SII cluster

buried in parietal operculum), and percent signal change

(error bar: standard error) in the anterior cingulate and dorsomedial

frontal cortex clusters. Horizontal lines indicate significant pairwise
comparisons at p < 0.05.

ANOVAs to assess the effect of the levels of cooperation and ses-
sions on percent signal change (Figure 3). For BOLD signal in
the dorsal cluster negatively correlated with the level of coop-
eration, both main effects were significant at p < 0.05 but not
the interaction between the factors (p = 0.747); pairwise com-
parisons indicated that the condition of no cooperation was
significantly (p < 0.05) different from the three other levels of
cooperation, and, as expected from the whole brain analysis, a
linear fit of the data as a function of the level of cooperation was

significant (p < 0.001). For the session factor, the only signifi-
cant pairwise comparison was between sessions two and three,
and a linear fit, corresponding to a decrease of activity with ses-
sions, was significant at p = 0.011. BOLD signal in the ventral
cluster was also significantly affected by the level of coopera-
tion (at p = 0.002) in the absence of any session effect, and
pairwise comparisons indicated that the condition of full coop-
eration was significantly (p < 0.05) different from the three
other levels of cooperation, and as expected, a linear fit of the
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data as a function of the levels of cooperation was significant
(p = 0.002).

Task execution
The main effect of the task execution (p < 0.05 corrected for fam-
ily wise error, extent k > 25; Table 3) was used to identify the sen-
sorimotor network involved in controlling the visually presented
object with joystick movements irrespective of the level of cooper-
ation and performance error (Figure 4, left). Right-hand actions
on the joystick were associated with left lateralized primary motor

cortex, supplementary motor area and putamen, right lateralized
dorsal cerebellum activations, and bilateral responses in the mid-
dle and inferior occipital gyri, intraparietal sulci extending to the
inferior parietal lobes, inferior frontal gyri, frontal eye fields, and
ventral cerebellum.

Joint performance error
Finally, we identified regions positively and negatively correlated
with joint performance error (p < 0.05 corrected for family wise
error, extent k > 25; Table 4 and Figure 4, right panels). Regions

Table 3 | Main effect of task execution (p < 0.05 corrected for family wise error, extent k > 25).

Location Left hemisphere Right hemisphere

x y z T score Extent k x y z T score Extent k

Dorsal premotor cortex −27 −19 73 22.01 2658a

Primary motor cortex −39 −40 67 33.67 2658a

Frontal eye field −30 −7 64 18.12 2658a 33 −7 61 12.88 154

Anterior intraparietal sulcus −36 −43 58 31.00 2658a 39 −43 55 20.21 5216b

Posterior intraparietal sulcus −18 −67 52 12.86 2658a 27 −58 55 19.64 5216b

Supplementary motor area −6 −19 52 13.13 2658a

Inferior parietal lobule −57 −25 40 25.93 2658a 54 −19 31 17.39 5216b

Inferior frontal gyrus −54 8 22 10.98 2658a 57 8 25 20.65 320

Putamen −24 −1 1 8.99 69

Middle occipital gyrus −30 −91 −5 26.89 5216b 33 −94 −5 24.41 5216b

Inferior occipital gyrus −48 −73 −5 17.84 5216b 51 −58 −8 22.42 5216b

Dorsal cerebellum 24 −49 −26 33.07 5216b

Ventral cerebellum −15 −70 −50 17.46 5216b 21 −58 −47 17.08 5216b

a,bSub-maxima of the same cluster.

FIGURE 4 | Brain activity associated with the main effect of Task execution, and positively and negatively correlated with the joint performance error.
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Table 4 | Brain areas in which activity correlates with joint performance error (p < 0.05 corrected for family wise error, extent k > 25).

Location Left hemisphere Right hemisphere

x y z T score Extent k x y z T score Extent k

POSITIVE CORRELATION

Middle frontal gyrus −45 29 28 13.84 2222a 36 41 28 9.07 90

Frontal eye field −24 −4 61 23.04 2222a 30 −4 64 24.16 2222a

Precuneus −9 −70 55 21.41 7484b 15 −67 55 17.89 7484b

Presupplementary motor area −9 2 49 14.99 2222a

Anterior intraparietal sulcus −36 −43 40 22.42 7484b 30 −49 40 13.71 7484b

Inferior frontal gyrus −42 2 31 23.79 2222a 42 8 25 17.04 377

Anterior insula −33 20 4 12.42 2222a 33 20 1 11.00 162

Thalamus −9 −4 1 9.11 88 12 −13 4 7.43 25

Middle occipital gyrus −27 −73 28 23.18 7484b 33 −70 25 15.72 7484b

Inferior occcipital gyrus −48 −64 −8 17.01 7484b 48 −64 −8 14.74 7484b

Dorsal cerebellum −27 −67 −23 15.65 7484b 33 −73 −20 18.62 7484b

Ventral cerebellum −27 −67 −50 13.60 7484b 18 −73 −47 19.42 7484b

NEGATIVE CORRELATION

Temporoparietal junction −45 −70 31 13.82 534 54 −67 40 11.15 247

Superior frontal gyrus −12 50 34 10.47 1389a 9 53 34 6.98 1389a

Retrosplenial cortex (bilateral) −3 −58 28 11.62 373

Cuneus (bilateral) −6 −94 22 8.46 149

Inferior frontal gyrus −45 26 −17 11.44 229

Parietal operculum −36 −16 16 8.46 58 48 −10 10 6.38 35

Ventromedial prefrontal cortex −9 53 1 10.52 1389a

Anterior cingulate cortex −3 44 −14 14.88 1389a

Subgenual nucleus 0 17 −17 8.86 1389a

Middle temporal gyrus −57 −1 −23 12.01 732 60 −7 −11 8.90 139

Hippocampus −21 −13 −17 10.76 183 24 −7 −26 10.85 128

Cerebellum 27 −85 −38 7.46 78

a,bSub-maxima of the same cluster.

positively correlated with error largely overlapped with the task
execution network, including the prefrontal cortex (frontal eye
field and inferior frontal gyrus), intraparietal sulcus, cerebel-
lum and lateral occipital cortex, with additional responses in
the insula, thalamus, precuneus and middle frontal gyrus bilat-
erally. The network negatively correlated with the joint perfor-
mance error, thus positively correlated with the task performance,
included the left anterior inferior fontal gyrus, the bilateral TPJ
and superior frontal gyrus, anterior lateral and medial (hip-
pocampus) temporal cortex, cuneus, and anterior (ACC and ven-
tromedial prefrontal cortex) and posterior (retrosplenial cortex)
regions of the medial wall.

DISCUSSION
This study investigates how the level of cooperation between two
partners modulates brain responses during a joint action task.
Pairs of participants manually tracked a two-dimensional visual
object with continuous joystick movements and their control over
each dimension was manipulated to generate four levels of coop-
eration ranging from no cooperation (each participant controlled
a separate dimension) to full cooperation (both participants
controlled half of both dimensions). The overall control over
the visual object remained equally shared between the partners.

Behaviorally, joint task performance was improved when cooper-
ation between participants increased. This is in agreement with
the finding that partners, haptically connected through handling
the two ends of the same manipulandum, showed improved per-
formance in a tracking task when compared to solo performances
(Reed et al., 2006). In the current study the no cooperation con-
dition was akin to an individual task in a single dimension, with
both participants working in parallel toward mutually exclusive
goals. Performance increased gradually, with two out of three
pairwise comparisons between contiguous levels of cooperation
and a linear fit against the four levels of cooperation statisti-
cally significant, so that the improvement could not be solely
explained by the main effect of the no cooperation condition:
the benefit of cooperation on performance was graded according
to degree of cooperation. These results contradict the sugges-
tion that joint actions encounter more coordination problems
than individual actions (Knoblich and Jordan, 2003). In Knoblich
and Jordan (2003), pairs of participants controlled the velocity
of a visually presented object tracking a target toward the right
or left of the screen with presses to two buttons, either con-
trolled by one individual (solo condition) or by two individuals
(joint action). In contrast, participants in the current experiment
moved their joystick continuously and rhythmically. We suggest
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that synchronization with the target was easier when control-
ling the object position with continuous rhythmic movements,
based on central pattern generators, than its velocity with discrete
movements, that recruit higher cortical planning areas (Schaal
et al., 2004).

Increasing the level of cooperation was associated with BOLD
signal in brain regions including the left parietal operculum
and ACC. Decreasing cooperation was associated with activ-
ity in the right inferior frontal and superior temporal gyri,
and bilateral intraparietal sulci. Dissociation was observed in
the medial prefrontal cortex, with a positive correlation with
increasing cooperation in the ventral ACC and a negative cor-
relation in the dorsomedial prefrontal cortex. Given that task
performance was significantly correlated with the level of coop-
eration, a second analysis of fMRI data focused on brain areas
correlated positively or negatively with the performance error
to assess whether activated areas associated with levels of coop-
eration could be attributed to error perception and correction.
Almost all regions found activated with increasing collaboration
(Figure 3 and Table 2) were indeed also associated with increas-
ing performance (Figure 4 and Table 4). In both the anterior
cingulate (see left plot, Figure 3) and the secondary somatosen-
sory cortex (white arrow, Figure 3; signal change not shown),
the positive correlation with the level of cooperation was mainly
driven by a significant reduction of BOLD signal in the con-
dition of no cooperation compared to the other three condi-
tions, with no significant differences between them. The ACC is
known to process the outcomes of behaviors in terms of reward
(O’Doherty et al., 2001; Amodio and Frith, 2006). For exam-
ple in an economic game setting, the same area (coordinates
–4, 52, –6) responded to the probability of obtaining a mone-
tary gain (Knutson et al., 2005). Furthermore it is included in
a large cluster positively correlated with joint performance, in
agreement with the suggestion that it responds to action out-
come, that is, the performance in achieving the joint tracking.
Therefore, the positive correlation between activity in the ACC
and levels of cooperation is most likely driven with the increase in
joint performance with increasing cooperation. Similarly, while
not predicted a priori, activity in the anterior hippocampus,
that is connected with the anterior cingulate region and plays a
role in emotional processing (Fanselow and Dong, 2010), could
also reflect the encoding of the reward associated with action
outcome.

While the left parietal operculum was associated with coop-
eration increase, a larger cluster of activity in this region, also
reported in the homologous region of the right hemisphere,
was found to correlate negatively with joint performance error,
suggesting that the computation performed by the parietal oper-
culum was bilateral in our experiment. This region has been
associated with internal models for sensorimotor integration of
somesthetic consequences of actions. In (Blakemore et al., 1998)
this region was activated when participants received a sensory
feedback, in that case somatosensory, that did not result from
the consequences of their own actions but from an external
stimulation. It was proposed that reduction of activity for self-
produced stimuli in the secondary somatosensory cortex, located
in the parietal opercula, was related to the cancellation of the

sensory consequences of self-generated actions. Here there was
a direct correspondence between actions performed along one
axis and tracking of the visual object along one dimension in the
no cooperation condition. But as a consequence of cooperation
increase, the direct effect of the scanned partner’s actions on the
controlled object were masked by the combination with the effects
of the outside partner’s actions. Joint performance increase was,
therefore, concomitant with a reduction of the correspondence
between the action on the joystick and its visible consequences.
Reducing predictability of visual input causes increased response
in the primary visual cortex (Alink et al., 2010), so that the
reduction of predictability of both the color and width of grat-
ing dimensions when cooperation increased also accords with
the response pattern observed in the cuneus. Results are thus in
line with the proposal that the reduced predictability of sensory,
in the present case visual, consequences of actions during joint
control conditions accounts for the increasing activity in the pari-
etal operculum but also in the cuneus, while the later was not
predicted a priori.

Brain regions found associated with decreasing cooperation
were also found in the network positively correlated with joint
performance error, with the notable exception of the dorsomedial
prefrontal cortex discussed later. This implies that their activity
must be interpreted in terms of behavior, not of arbitrary levels of
cooperation. For instance, the bilateral posterior inferior tempo-
ral cortex clusters were located in a ventral stream area involved in
high-level visual processing of objects, the lateral occipital com-
plex (Kourtzi and Kanwisher, 2001), and were more likely to
respond to the relevant features of the visual input, putatively the
comparison between the target and the controlled object indicat-
ing the error, than to the levels of cooperation. The right inferior
frontal gyrus and left cerebellum are engaged when we use an
internal model of a sensorimotor transformation (Imamizu et al.,
2007) and were, therefore, involved in online control of joystick
movements in response to sensory input. The bilateral poste-
rior intraparietal sulcus clusters are located in regions involved
in the control of attention and eye movements (Astafiev et al.,
2003) that were required for accurate task performance. The
case of the right posterior superior temporal gyrus is particularly
interesting because it is spatially close to the TPJ involved in men-
talizing. As this region responds to the perception of intentional
motions (Schultz et al., 2004), its activity could correspond to
the perception of the partner’s intentional states. But we didn’t
expect mentalizing areas to be inversely correlated with levels of
cooperation, while the correlation with joint performance error
suggests it was involved in the visual perception of the discrep-
ancy between the controlled object and the target. It may be that
the perception of error represented a more organic measure of
the perceived quality of the cooperation than the arbitrary levels
of cooperation.

Results indicate that most clusters in which activity was—
positively or negatively—correlated with levels of cooperation
were included in the network of brain areas correlated—
negatively or positively—with the joint performance error.
Positive correlation with joint performance error (Table 4) iden-
tified brain areas associated with attention (frontal eye field,
intraparietal sulcus; Astafiev et al., 2003) and sensorimotor
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transformation (medial and lateral motor areas; Zhang and
Raichle, 2010). Furthermore, it overlapped largely with the brain
network involved in task execution, with the absence of the pri-
mary motor cortex. Areas correlated with joint performance error
but not task execution included the insula that responds to the
conscious perception of errors (Ullsperger et al., 2010), and the
middle frontal gyrus that intervenes in conscious changes of strat-
egy used to achieve a given task (Badre and D’Esposito, 2009).
This finding implies that brain responses to the increase in joint
performance error reflect an increased reliance on control mech-
anisms in the domains of attention, action, and monitoring of
errors. In contrast, regions where BOLD signal negatively corre-
lated with joint performance error mapped onto the default mode
of brain function (medial orbitofrontal cortex, TPJ, anterior mid-
dle temporal gyrus, and retrosplenial cortex bilaterally; Raichle
et al., 2001), in line with the anti-correlation between activ-
ity in task-positive and task-negative networks (Raichle, 2010).
One exception was the precuneus, which belongs to the default
mode network but was positively correlated with joint perfor-
mance error, possibly because of its role in agency: as this region
is active when we attribute a perceived (Farrer and Frith, 2002)
or imagined (Ruby and Decety, 2001) action to another agent,
it is possible that the perceived errors of the controlled object,
increasing with cooperation, were attributed to the contribu-
tion of the partner outside of the scanner. Altogether, the data
indicates that as joint performance error was reduced, when coop-
eration increased, control resources were freed, and the default
mode of brain activity, at the top of the hierarchy between brain
systems (Raichle, 2010), took over.

The dorsomedial prefrontal cortex cluster found negatively
correlated with cooperation also belongs to the default mode
network of brain function (Raichle, 2010). Its reduced response
in the full cooperation condition compared to the baseline is
thus expected given the motor and attentional demands of the
task. But the significant increase of activity of the other con-
ditions doesn’t accord with this interpretation given that the
task was more demanding in the conditions of partial or no
cooperation, as demonstrated by the increase in joint response
error. Another interpretation involves participant’s strategy for
the task, provided that they were not informed of the upcom-
ing condition. In the full cooperation condition the optimal
joystick movements followed the diagonal, in the partial coop-
eration conditions it was angled, and in the no cooperation
condition it followed one of the cardinal directions. The opti-
mal strategy, to start with the diagonal, would work for the full
cooperation condition, but would become increasingly unfit as
cooperation decreases. Accordingly, the dorsomedial prefrontal
cortex cluster falls in the posterior region of the rostral medial
frontal cortex, involved in monitoring action outcome (Amodio
and Frith, 2006). But while the posterior region is involved in
monitoring action outcome, activity was not associated with
joint performance nor with task execution, even when lenient
thresholds of p < 0.001 uncorrected were used. The data, there-
fore, suggest that this region participated in monitoring actions
outcome not in terms of their absolute error, but in order to
extract the hidden experimental variable, namely the level of
cooperation corresponding to the joystick movement angles, in

order to optimize the joint response. Therefore, the dorsomedial
prefrontal cortex activity in relation to the social variable of
the task, the level of cooperation, is likely to be associated with
motor control.

Considering the original hypothesis, our results indicate that,
in the current paradigm, the level of cooperation affected motor
control aspects of the task, so that the joint action can be con-
strued as a complex control system in which each participant
plays a constitutive role (Seemann, 2011). The absence of mental-
izing areas exclusively associated with levels of cooperation could
be related to the cooperation paradigm. Firstly, participants were
never explicitly told their role within the partnership, or required
to make explicit judgments about their partner’s performance or
intentions, while explicit knowledge about the intentional stance
of an interacting partner is known to significantly impact the
activity in brain areas involved in mentalizing (Gallagher et al.,
2002). Secondly, the only way players could determine their role
in the cooperation was by comparing the predicted, but invisible,
consequences of their actions to the visible response of the jointly
controlled object. Our results suggest that such a computation
did not lead to the attribution of increasing intentions to collab-
orate to the partner. Altogether, it may be that the high motor
demands of the task, given the pace of the joystick movements,
drove participants to focus on their performance, in particular the
discrepancy between the visual feedback expected given the motor
command and actually perceived, and to ignore the higher-order
computations required to infer the level of cooperation. Thirdly, it
was difficult to disentangle brain responses caused by joint perfor-
mance and by the level of cooperation between players. It may be
that in the absence of explicit information about the level of coop-
eration, the correlation of performance error with brain results
represents a more organic measure of perceived cooperation than
the arbitrary levels of cooperation we imposed, as discussed in the
case of the right posterior superior temporal gyrus. A more eco-
logically valid joint action paradigm less demanding in terms of
motor control and making use of haptic feedback as in the case
of joint manipulation (Reed et al., 2006) should be developed
to further investigate the interactions between joint actions and
mentalizing.

CONCLUSION
In conclusion, the present investigation of the joint control
of a dynamic object participates to the understanding of the
cognitive mechanisms underlying joint action. Data confirmed
that collaborative action provided a better control than part-
ners playing in isolation. fMRI results suggested that despite
its social aspect, the cooperative control of a visually pre-
sented object with joystick movements, the task remained
primarily a motor control task and we found no evidence
that participants had high-order representation of the level of
cooperation in the form of neurophysiological correlates of
mentalization.
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Mentalizing is defined as the inference of mental states of fellow humans, and is a
particularly important skill for social interactions. Here we assessed whether activity in
brain areas involved in mentalizing is specific to the processing of mental states or can be
generalized to the inference of non-mental states by comparing brain responses during the
interaction with an intentional and an artificial agent. Participants were scanned using fMRI
during interactive rock-paper-scissors games while believing their opponent was a fellow
human (Intentional agent, Int), a humanoid robot endowed with an artificial intelligence
(Artificial agent, Art), or a computer playing randomly (Random agent, Rnd). Participants’
subjective reports indicated that they adopted different stances against the three agents.
The contrast of brain activity during interaction with the artificial and the random agents
didn’t yield any cluster at the threshold used, suggesting the absence of a reproducible
stance when interacting with an artificial intelligence. We probed response to the artificial
agent in regions of interest corresponding to clusters found in the contrast between the
intentional and the random agents. In the precuneus involved in working memory, the
posterior intraparietal suclus, in the control of attention and the dorsolateral prefrontal
cortex, in executive functions, brain activity for Art was larger than for Rnd but lower than
for Int, supporting the intrinsically engaging nature of social interactions. A similar pattern
in the left premotor cortex and anterior intraparietal sulcus involved in motor resonance
suggested that participants simulated human, and to a lesser extend humanoid robot
actions, when playing the game. Finally, mentalizing regions, the medial prefrontal cortex
and right temporoparietal junction, responded to the human only, supporting the specificity
of mentalizing areas for interactions with intentional agents.

Keywords: social cognition, neuroscience, artificial intelligence, fMRI

INTRODUCTION

“In considering the functions of the mind or the brain we find cer-
tain operations which we can explain in purely mechanical terms.
This we say does not correspond to the real mind: it is a sort of skin
which we must strip off if we are to find the real mind. But then in
what remains we find a further skin to be stripped off, and so on.
Proceeding in this way do we ever come to the “real” mind, or do we
eventually come to the skin which has nothing in it? In the latter case
the whole mind is mechanical.”

Alan T. Turing, 1950

Is the human mind mechanical? This question mirrors another
asked by Alan M. Turing, one of the founders of artificial intelli-
gence: “Can machine think?” (Turing, 1950). In his article, Turing
introduced an imitation game to test whether artificial intelli-
gence can equal human intelligence, hence “think.” In this game,
a human judge communicates with two agents hidden in other
rooms through a teleprinter. One of the agents is a fellow human,
the other is an artificial intelligence, and the judge has to decide

which of the two agents is the computer. The artificial intelli-
gence “passes” the “Turing Test” if it can fool the judge into
believing it is the human. In that case the computer can repro-
duce the relevant aspects of humans’ intelligent conversation
using its computations (Turing, 1950). In contrast, the inability
of machines to pass the Turing Test, that is to imitate a human
being in a conversation, implies that our interactions with fellow
humans have something that can not be captured by an artifi-
cial agent, that philosopher Daniel Dennett called the “intentional
stance” (Dennett, 1987). In his view, no matter how complex the
computations an artificial intelligence can accomplish it will not
be intentional.

But how would we react if intentional and artificial agents were
indistinguishable, but we were aware of their nature? The current
experiment was designed to investigate whether we use the same
neural mechanisms, in particular in brain regions involved in the
processing of fellow humans’ mental states, when believing we
interact with a natural or with an artificial intelligence. It could
not be implemented as a free rolling conversation with humans
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and artificial agents, if only because today’s artificial intelligence
systems’ attempts to pass the Turing Test are still inconclusive.
But as our focus was on how laymen in computer sciences and
robotics think machines think, and not how the machine actu-
ally thinks, we were able to restrict the interactions to a highly
controllable environment: participants believed they played with
a fellow human or a humanoid robot endowed with an artificial
intelligence, while the interaction with both agents was effectively
similar.

A humanoid robot was used to provide embodiment to
the artificial intelligence to the otherwise disembodied game.
Humanoid robots are also interesting as a technology on the verge
of becoming commonplace. While recent advances have indeed
provided increasingly complex and interactive anthropomorphic
robots, little is known about how human social cognition mech-
anisms adapt to these new interactive partners (Chaminade and
Cheng, 2009). Research on how humans interact with these artifi-
cial agents is, therefore, increasingly important as human-robot
interactions will impact issues of public concern in the near
future, in particular when assistive technologies for education and
healthcare will be concerned (Billard et al., 2007; Dautenhahn,
2007; Mataric et al., 2009; Chaminade and Kawato, 2011).

Recent neuroimaging research focused on the effect of robots’
appearance and motion on brain activity (Chaminade et al.,
2010; Cross et al., 2011; Saygin et al., 2011), emphasising the
consequences of artificial agents’ anthropomorphism without
informing the observers of the algorithms controlling their behav-
ior. Another line of research compared the neural bases of social
interactions using economic games played against a human to
the same games played against a computer (McCabe et al.,
2001; Rilling et al., 2004), but didn’t provide information about
the algorithm controlling the computer’s output. The computer
was considered as the low-level control for intentional human
behaviours. In one experiment a humanoid and a functional
robot were used to induce different stances in participants playing
the prisoner’s dilemma game (Krach et al., 2008), but the authors
didn’t explicitly induce the belief that any of these robots had been
endowed with a specific artificial intelligence.

In the present experiment, participants played a computer
version of the rock-paper-scissors game, as in Gallagher et al.
(2002), against a fellow human (Intentional agent, Int) or against
a humanoid robot (Artificial agent, Art), both agents actively
playing in order to beat the participants. The robot was presented
as endowed with an artificial intelligence developed to play the
game actively and efficiently by relying on a specifically developed
computer algorithm. In a control condition the opponent was
presented as a computer playing randomly (Random agent, Rnd),
as in Krach et al. (2008); its responses couldn’t be anticipated so
that no strategy could be developed to beat it. Importantly, the
games sequences, in terms of wins and losses, were prepared in
advance and exactly similar across the three opponents, so that
only the stance adopted by the scanned participant when playing
against the three agents, the fellow human, the robot endowed
with artificial intelligence and the random computer, changed.

Our hypotheses were two-fold. First, we expected that play-
ing against the intentional or the artificial agent would yield
similar responses in specific regions of the brain. As participants

were made to believe that both active opponents, but not the
random computer, followed a strategy, they attempted to under-
stand these strategies in order to increase the number of games
won, similar processes should be engaged when playing against
the intentional and artificial agents. Practically, when senso-
rimotor aspects of the game are removed by subtraction of
condition Rnd, both Int and Art should require similar cogni-
tive mechanisms, such as keeping track of the opponent games
(working-memory), attempting to find regularities in the pre-
vious games (problem-solving) and choosing the next response
accordingly (response selection), all functions subtended by the
dorsolateral prefrontal cortex (Petrides, 2005). We, therefore,
predicted that clusters in the frontal cortex would respond sim-
ilarly to the two active opponents compared to the random
computer.

Second, as the adopted stance is supposed to differ depending
on whether one is interacting with a human or with an artifi-
cial agent, the cognitive and neural mechanisms recruited when
playing against these two opponents should yield differences, with
brain areas specifically involved in the interaction with each one.
Humans particularly developed social skills have been the focus
of intense investigations in functional neuroimaging, which have
revealed two mechanisms that play an important role. Motor res-
onance is the generalization of the finding of mirror neurons, that
discharge both when a macaque monkey performs an action and
when it sees another agent performing an action (Rizzolatti and
Craighero, 2004), and it is believed to play a role in action per-
ception, action understanding, imitation, and social bonding in
human cognition (Chaminade and Decety, 2001; Rizzolatti and
Craighero, 2004). At the brain level, the inferior parietal lobule
including the anterior intraparietal sulcus and the premotor cor-
tex are the main locations of motor resonance. No activity in these
areas was predicted in the present experiment provided that inter-
action with, and not observation of, the interactive agents was
investigated.

Mentalizing is the inference of the hidden mental states, such
as intentions, desires and beliefs, that cause intentional agents’
behavior, and it is particularly important for social interactions
(Frith and Frith, 1999). Its neural correlates include prominently
the medial prefrontal cortex and the temporoparietal junction
(Frith and Frith, 1999). Increased response in these regions (Saxe
and Kanwisher, 2003; Amodio and Frith, 2006) has been repeat-
edly reported for interacting with an intentional agent, including
in experimental settings similar to the one used here (Gallagher
et al., 2002; Krach et al., 2008). It was proposed that the medial
prefrontal cortex “supports a general mechanism for the integra-
tion of complex representations of possible actions and anticipated
outcomes [. . .] particularly relevant to the domain of social cog-
nition” (Amodio and Frith, 2006). Here we assessed whether
activity in these regions is specific to the processing of mental
states or can be generalized to the inference of non-mental hid-
den states. Response of the temporoparietal junction and medial
prefrontal cortex activated during the interaction with human
fellow was, therefore, examined during the interaction with the
artificial intelligence, characterized by hidden states that are not
intentional but computational. The finding of an activation in
mentalizing areas when interacting with an artificial intelligence
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would parallel the finding that motor resonance generalizes to the
perception of anthropomorphic robots (Chaminade and Cheng,
2009), implying that similar cognitive mechanisms are at play
when manipulating mental or mechanistic hidden states during
an interaction. Alternatively, interacting with an artificial intel-
ligence could engage areas involved in calculus and rule-solving
computations, in the left intraparietal sulcus (Simon et al., 2002)
and anterior part of the prefrontal cortex (Koechlin et al., 2003;
Badre, 2008), respectively.

METHODS
PARTICIPANTS
Nineteen healthy male volunteers (mean age 21.5 years, SD
4.9 years), with no history of neurological or psychiatric diseases
according to self-report, gave informed consent and were indem-
nified 40C to participate to this fMRI experiment, that was
approved by the local ethics committee “CPP Sud-Marseille-1,”
approval number 2010-A00508-31. One participant was excluded
due to his inability to perform the task and excessive move-
ments. All were students in local universities and engineering
schools. Right-handedness was confirmed by the questionnaire of
Edinburgh (Oldfield, 1971).

EXPERIMENTAL PARADIGM
The experimental paradigm used the game Rock-Paper-Scissors
similar to that used in Gallagher et al. (2002), and a briefing
procedure similar to that used in Krach et al. (2008). As sup-
port for the allegedly live interaction, participants were playing a
computerized version of the game (Figure 1): the three choices,
paper, scissors, and stone were presented on screen during a
“2–1–0” countdown, each frame lasting 2/3 of a second, and par-
ticipants were asked to respond during the “0” frame by clicking
on one of three buttons with the thumb, index or middle fingers
of their right hand, respectively. The key-response mapping was

kept constant to avoid the recruitment of attentional resources for
sensorimotor remapping during the experiment. The next screen
indicated the result of the game, with the participant’s response
on the left, the opponent’s response on the right, and a color
frame around each response providing the result of the game
(green for win, red for loss and yellow for tie). Series of five games
were played consecutively in a round against a given opponent,
and five rectangular markers at the top of the screen kept track of
games results as the round unravelled (–: not played, X: loss, +:
gain, O: tie). For each given 15 s round, a 2 s video before and
a 2.5 s video feedback after showed the opponent being played
against. Different videos were used for each individual game.
No video or image of the opponent was shown when the games
were actually being played. Three 9 min functional runs, consist-
ing each of seven games against each of the three opponents,
for a total of 21 games against each opponent, were scanned.
Unbeknown to the participants, all games’ results and sequences
of videos were prerecorded in an experimental script in order
to provide an equal number of gains and losses across all oppo-
nents, spanning the entire spectrum of possibilities (from 5 wins
to 5 losses), according to their likelihood in a random sequence
of five games (in the script, an overall tie is four times more
likely—and happens four times—while 5 losses or 5 wins happens
only once). The experimental paradigm and the synchronisation
with fMRI recordings were accomplished with an ad-hoc LabView
8.6 program running on a National Instrument PXI-1031 chassis
computer.

PARTICIPANTS’ BRIEFING
All participants underwent an extensive verbal presentation of
the experimental setting and procedures in the control room
adjoining the MRI scanner. The three opponents presented to
the participants were the experimenter TC, described as a human
agent playing with the usual strategies of a human agent (hence

FIGURE 1 | Experimental paradigm. Each game of Rock-Paper-Scissors
consisted of a countdown, a response screen and a result screen, and
lasted 3 s. Five games were played for a round against one given opponent,

and each round was preceded by a 2 s video of the opponent (video framing)
and was followed by a 2.5 s video of the opponent providing a feedback on
the results of the game (video feedback).
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“Intentional agent” Int), a small humanoid robot endowed with
an artificial intelligence algorithm specially developed to attempt
to win the games by taking into account results of previous games
(hence “Artificial agent” Art), and a random number generator
embedded in a computer that only kept track of the results to cal-
culate a score at the end of each round of games (hence “Random
agent” Rnd). Participants were explicitly explained that as both
the intentional and artificial agents used strategies in order to win
a maximum of games they should also try to develop a strat-
egy to beat them. In contrast, as the random number generator
didn’t have any strategy, they shouldn’t be able to defeat it. After
this presentation they underwent 5 or 10 rounds of training for
the Rock-Paper-Scissors game on a test computer to familiarize
themselves with the motor requirements of the task.

Then, participants were shown the “game control room” in
which the three opponents would be localized during fMRI scan-
ning: the experimenter playing with a keypad similar to the one
used in the MRI setting, a humanoid Bioloid robot from Robotis
plugged to a computer which hosts the artificial intelligence algo-
rithm, that plays with three arm movements corresponding to the
three responses, and a computer providing the random responses.
They were further shown the webcam, at the centre of the table,
that would allegedly be used to provide them with live feedback
of the opponent before and after each round, and shown live
examples of what they would see for the three opponents. For
the human opponent, the video preceding the game was a gestu-
ral invitation to play, and the video following the game displayed
an emotional expression relative to the experimenter’s score; for
the robot opponent, the robot standing up, and arms movements
(up for victory, down for defeat); for the computer opponent, the
number 3 starting the countdown for the first game of the round,
and its score between −5 and 5. While all was presented to make
participants believe they were interacting live with the three oppo-
nents, all video stimuli were prerecorded in the exact same setting
prior to the experiment.

After fMRI scanning participants were given a questionnaire
about their habits in computer-related hobbies (use of internet,
of social networks, and of computer games) as well as questions
about their perception of the games they just played. In partic-
ular we asked to what extent they thought they were successful
against each of the three opponents, and whether they thought
they adopted an efficient strategy against each the three oppo-
nents, both on a 5-point Likert scale. Analyses of variance were
run on the Z-score transform of participants’ ratings for the
two questions to assess the effect of the agent. When an effect
of the agent was identified, three planned pairwise comparisons
between agents (Int-Rnd, Art-Rnd, Int-Art) were calculated.

MRI ACQUISITION
Data were collected with a 3T BRUKER MEDSPEC 30/80
AVANCE scanner running ParaVision 3.0.2 at Marseille Cerebral
Functional MRI centre. Participants lying supine in the scanner
were instructed to remain still during the course of the exper-
iment. Stimuli were projected on a mirror located in front of
participants’ eyes through a mirror and projector located in the
back of the scanner. Responses were recorded with a right-hand
5-digit ergonomic MRI-compatible keypad.

After a localizer ensured the participants were correctly posi-
tioned in the magnetic field, five scanning runs were performed.
First a fieldmap using a double echo FLASH sequence recorded
distortions in the magnetic field (FLASH, FOV 192 × 192 ×
192 mm3, voxel size 3 × 3 × 3 mm3, TR 30.0 ms, TE 3.700 ms,
α = 30◦). Three functional runs (EPI, FOV 192 × 192 mm2, pixel
size 3 × 3 mm2, 36 interleaved ascending axial slices and each
were 3 mm thick without gap, TR 2400.0 ms, TE 30.000 ms,
α = 81.6, 232 repetitions, scanning time 9 min 16 s), using the
same spatial parameters as the fieldmap, covering the whole-
brain parallel to the AC-PC plane, were recorded. Finally a
high-resolution T1-weighted 3D image was acquired for each
participant (MPRAGE, FOV 256 × 256 × 180 mm3, voxel size
1 × 1 × 1 mm3, TR 9.4 ms, TE 4.424 ms, α = 30◦).

fMRI DATA PROCESSING
The FieldMap toolbox in SPM8 was used to determine voxel
displacements in the EPI image. After discarding the first five
EPI images to allow for initial T1-equilibrium, realignment, and
unwarping procedures were applied to fMRI time series to cor-
rect for both the static distortions of the magnetic distortions with
the voxel displacement map obtained from the fieldmap and the
movement-induced distortions of the time series (Hutton et al.,
2002). The mean image created during realignment was coregis-
tered with the high-resolution anatomical image, that was nor-
malized to SPM8 T1 template, and the convolved normalization
and coregistration transformations were applied to the realigned
EPI time series. A 9 mm FWHM Gaussian kernel smoothing was
applied to EPI images prior to statistical analysis.

In the single-subject analyses, rounds of interaction with each
of the three opponents were modelled as 15 s boxcar functions
blocks synchronised with the onset of the first countdown image,
and videos presented before and after each round of games were
modelled with 2 s and 2.5 s boxcar functions respectively, for each
of the three opponents. The condition regressors were convolved
with the canonical hemodynamic response function and a high
pass filter with a cut-off of 128 s removed low-frequency drifts in
BOLD signal.

STATISTICAL ANALYSIS
Contrast images corresponding to the main effect of the rounds
of interaction with each of the three opponents and for each of
the three recording sessions were used in a second-level repeated-
measure analysis of variance across the 18 participants, using
session as a repeated factor of no-interest. Contrasts between con-
ditions were thresholded at p < 0.05 family wise error (FWE)
corrected and extent k superior to 25 voxels (200 mm3). When
possible anatomical localisations were performed using the
Anatomy toolbox in SPM8 (Eickhoff et al., 2007), otherwise using
Duvernoy’s brain atlas (Duvernoy, 1999). Renders on an aver-
age inflated brain were performed using surfrend for SPM8 and
freesurfer. Percent signal change was extracted in clusters taking
into account all voxels using MarsBAR SPM toolbox implemented
in SPM8, and ANOVAs were computed using SPSS to assess
the effect of the opponent on percent signal change using ses-
sions as repeated-measures of no interest, as in the whole-brain
analysis. Planned pairwise comparisons between agents (Int-Rnd,
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Art-Rnd, Int-Art) were reported as highly significant (p < 0.001)
or significant (p < 0.05).

RESULTS
DEBRIEFING
For logistical reasons debriefing questionnaires were only
obtained in the last 12 of the 18 scanned participants. The main
observation is that, when considering responses to both ques-
tions, about their subjective feeling of success and of efficacy of
the strategy used, none of the participants gave the same rate for
the three opponents. Informal debriefing with the first six par-
ticipants indicated that they felt differences in their success rate
against the three opponents. Altogether individual responses thus
support that each participant perceived differently their success
and strategy efficiency against Int, Art, and Rnd.

Group ANOVA indicated no significant effect of the agent
being interacted with on the perceived success [F(2, 22) = 0.890,
p = 0.428], supporting the absence of a systematic perception
of gain or loss toward any of the opponents. On the efficacy of
the strategy being used, ANOVA revealed a marginally signifi-
cant effect [F(2, 22) = 3.553, p = 0.058]. Participants were more
confident (p = 0.040) about their strategy when interacting with
the human (Int) than the computer (Rnd). Pairwise comparisons
between Art and Int and Art and Rnd were both not significant
p > 0.1.

WHOLE-BRAIN ANALYSIS: EFFECT OF AGENTS
Repeated-measure whole-brain analysis of variance was used
to compute pairwise comparisons between the three agents
(Figure 2 and Table 1). The contrast Int-Rnd yielded response in
expected brain areas on the basis of our hypotheses, namely in the
frontal cortex (left superior frontal, middle frontal and precentral
gyrus, right medial prefrontal cortex), in the parietal cortex (pre-
cuneus bilaterally, left anterior and posterior intraparietal sulcus,
right temporoparietal junction) and well as in the anterior part of
the right thalamus.

FIGURE 2 | Lateral and medial brain renders (rendered with freesurfer)

showing activated clusters (p < 0.05 FWE corrected, k > 25 voxels) for

the contrast Int-Rnd.

Using the same thresholds, the contrast Art-Rnd yielded no
activated cluster. As activated clusters could be found with the
more lenient threshold p < 0.001 uncorrected, another approach
was used to check whether brain areas responded to the artificial
intelligence only with a more lenient threshold: the contrast Art-
Rnd (p < 0.001 uncorrected) was exclusively masked with the
contrast Int-Rnd (p < 0.001 uncorrected). No region was identi-
fied with this approach, supporting the conclusion that no brain
region responded specifically to the interaction with the artificial
intelligence.

Direct comparisons between the two allegedly interactive
opponents yielded only one cluster in the right temporoparietal
junction for Int-Art, included in the temporoparietal junction
cluster reported in Int-Rnd. No cluster survived at the thresholds
used for the reverse comparison Art-Int, nor for the comparisons
Rnd-Art and Rnd-Int.

REGION OF INTEREST ANALYSIS
To characterize brain responses to artificial intelligence, BOLD
percent signal change was extracted in all clusters identified in
the contrast Int-Rnd and the response to Art investigated with
ANOVAs and t-tests to test the hypothesis that similar neural
resources are used to play against the two allegedly active oppo-
nents (Figure 3). As expected from the selection of ROIs, there
was a highly significant effect of the agent [all F(2, 34) > 20, p <

0.001], and comparisons between Intentional and Random agents
were all highly significant (at p < 0.001). More interestingly com-
parisons between intentional and artificial agents were significant
in all ROIs (ps < 0.001) while the significance of the compari-
son between Artificial and Random agents depended on the ROI:
it was highly significant in the anterior intraparietal sulcus and
precentral gyrus (both p = 0.001), significant at p < 0.05 in the
precuneus and posterior intraparietal sulcus, in the left superior
and middle frontal gyrus and in the thalamus, and not signif-
icant in the medial prefrontal cortex (p = 0.105) and the right
temporoparietal junction (p = 0.207).

DISCUSSION
In this experiment we compared the effect of one’s beliefs about
the nature of the agent he is interacting with while all other
aspects of the interaction, in particular sensorimotor transforma-
tions, are controlled. The two actively playing opponents were
the experimenter with its intentional intelligence (Int) and a
humanoid robot endowed with an artificial intelligence algo-
rithm developed to win the game (Art). A third opponent, a
computer providing random responses which couldn’t be antic-
ipated (Rnd), was used as a control. Taken individually, each
participant considered that his strategy or success rate differed
between the three opponents, suggesting that he really believed
that there were three different opponents. However, there was
no significant effect of the agent on perceived success in group
analysis, suggesting there was no consensus on the perception
of gain or loss toward the opponents. In contrast, the adopted
strategy was considered better against the human than the com-
puter, in agreement with the information given in the briefing
that the human was using a strategy and could, therefore, be
beaten, while it was not possible to adopt a strategy against a
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Table 1 | Regions of increased BOLD response in comparisons between believing the Rock-Paper-Scissors game is being played against an

intentional agent (Int), an artificial agent (Art), and a random number generator (Rnd).

Location x y z T -score Extent (voxels)

INTENTIONAL AGENT—RANDOM AGENT

Left Superior frontal gyrus −24 10 62 9.26 203

Bilateral Precuneus −8 −64 52 8.96 636

Left Anterior intraparietal sulcus −46 −44 50 7.93 59

Left Precentral gyrus −34 4 44 7.97 143

Left Middle frontal gyrus −46 16 42 8.17 240

Left Posterior intraparietal sulcus −30 −70 38 8.04 210

Right Medial prefrontal cortex 4 42 34 8.71 234

Right Temporoparietal junction 56 −54 28 9.65 321

Right Anterior thalamus 6 −2 6 8.11 154

ARTIFICIAL AGENT—RANDOM AGENT

− − − − − − −
INTENTIONAL AGENT—ARTIFICIAL AGENT

Right Temporoparietal junction 56 −52 16 7.57 94

ARTIFICIAL AGENT—INTENTIONAL AGENT

− − − − − − −

Pairwise comparisons are reported at p < 0.05 corrected for family-wise error and extent superior to 25 voxels.

FIGURE 3 | Percent signal change (error bar: standard error) as a

function of the opponent extracted in all cortical regions

identified in Int-Rnd (see Table 1 and Figure 2). All pairwise comparisons
between Intentional agent and the other two opponents are significant at

p < 0.001 (not represented). Significant pairwise comparisons
between Artificial and Random agents are presented at
significant (∗p < 0.05) and highly significant (∗∗∗p < 0.001)
thresholds.
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random number generator. As feedbacks from all opponents were
controlled experimentally to be similar, these findings clearly
indicate that the induction by verbal briefing and the allegedly
live videos used during scanning worked efficiently. Local differ-
ences in brain activity observed between the three experimental
conditions are, therefore, undoubtedly related to differences in
the participants’ different stances when playing against the three
alleged agents.

INCREASED INVOLVEMENT IN HUMAN-HUMAN
INTERACTIONS
The fMRI contrast between human playing with intentional intel-
ligence and random player yielded expected results, in the medial
prefrontal cortex, the left superior frontal, middle frontal and pre-
central gyrus, the precuneus and right temporoparietal junction
(Krach et al., 2008). As the briefing incited participants to actively
look for the opponent strategy when playing against the human
and the robot, our null hypothesis was that brain areas involved
in playing the game should respond similarly to the two active
opponents.

The dorsal precuneus reported here has been associated with
working-memory retrieval (Cabeza et al., 2002), and in particu-
lar when the content to be retrieved is highly imageable (Cavanna
and Trimble, 2006). Keeping track of previous games, depicted as
images for the three possible responses, during one round in order
to anticipate the forthcoming action by the opponent requires a
strong involvement of imagery-based working-memory. The pre-
cuneus may also be involved in changing the rules adopted to
win (Nagahama et al., 1999): the precuneus was activated when
a “wrong” feedback was provided in a card sorting task and the
sorting rule had to be adapted by focusing on another aspect of
the cards (“color” vs. “shape”). The posterior intraparietal sulcus,
that shows a similar effect of agents, is in the human homolog
of monkey’s lateral intraparietal area LIP (Sereno et al., 2001)
involved in eye movement (Simon et al., 2002) and in attentional
shifts (Sereno et al., 2001), and could participate together with
the precuneus, in orienting attention to the participant and the
opponent games results during a round. Keeping track of players’
responses and victories is essential to understand the rules behind
the opponent’s choices.

Frontal regions could be involved in other high-order aspects
of the competitive game grouped under the heading of executive
functions. One mechanism, the maintenance of a representation
of the stimuli for active processing according to the task at hand,
involves the middle frontal gyrus (Petrides, 2005), complemen-
tary to representing the stimuli in working-memory in the medial
parietal cortex (Cabeza et al., 2002). The exact function of the
superior frontal gyrus in executive functions is not well estab-
lished, but a lesion study confirmed it participates to domain-
independent working-memory (du Boisgueheneuc et al., 2006).
The finding of these areas in Int-Rnd could be explained by the
increased executive demands of interacting with an active oppo-
nent: “given the results of the previous games (working-memory)
and my knowledge about the nature of the opponent (adopted
stance), I anticipate that it is more likely to play scissors, eventually
stone, at the next game (problem-solving) and I should play stone to
win or avoid to lose (response selection).” Within this framework,

regions involved in the attentional and executive aspects of the
task should have been similarly activated for Int and Art, while
results indicate that parietal and prefrontal regions were more
activated when the opponent was the intentional than the arti-
ficial agent. Increased response in regions devoted to attentional
and executive functions when interacting with a peer compared
to an artificial intelligence signals an increased involvement in
the interaction. A cluster of activity in the thalamus was reported
when participants anticipated a social reward in a simple reac-
tion time task [6, 0, 3 in Spreckelmeyer et al. (2009), 6, −2, 6
here], supporting the idea that the increased involvement in the
task when playing against the intentional, compared to the arti-
ficial, agent is caused by the rewarding value of human-human
interactions (Krach et al., 2010).

MOTOR RESONANCE WHEN INTERACTING WITH
ARTIFICIAL INTELLIGENCE
The two brain areas in which the difference between response
to Art and Rnd was highly significant in the ROI analysis were
the anterior intraparietal sulcus and precentral gyrus of the left
hemisphere. Both areas have been reported in previous experi-
ments of human and robot action observation (Chaminade et al.,
2010; Saygin et al., 2011), and discussed within the framework of
motor resonance. Motor resonance is the mechanism by which
the neural substrates involved in the internal representation of
actions performed by the self are also recruited when perceiv-
ing another individual performing the same action. Artificial
agents have been used to gain knowledge on how anthropomor-
phism affects neural markers of motor resonance (Chaminade
and Kawato, 2011), and we reported a similar response to observ-
ing a human or a humanoid robot in the right premotor area
(Chaminade et al., 2010) comparable to the left precentral gyrus
found here, and a large repetition priming effect in response to
an android’s actions in a left anterior intraparietal sulcus area
(Saygin et al., 2011), believed to play a specific role in the per-
ception of action goals (Hamilton and Grafton, 2006). In the
present experiment activity in these regions can’t be due to action
observation as no video feedback was given during the actual
games, but may be explained by the participants imagining his
or his opponent’s actions. As William James put it (James, 1890),
“Every representation of a movement awakens in some degree
the actual movement which is its object,” which could corre-
spond in the present experiment to a simulation of the opponent’s
actions, as activity depends on the nature of the agent being
played. Interestingly, the result, based on ROI analysis, that both
the increase from random to artificial and from artificial to inten-
tional agents are significant parallels the previous finding that
observing a robot performing an action induces a reduced motor
resonance compared to observing a human agent (Chaminade
and Kawato, 2011).

Alternatively, activity in a parietopremotor circuit in the left
hemisphere could be caused by higher attentional demands or
demands of response selection for Int than for Art. As in the
interpretation previously proposed for the parietal and lateral
prefrontal clusters, an increased involvement of participants when
interacting with the human than with the humanoid robot
endowed with an artificial intelligence would cause increased
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response in brain areas controlling attention and/or the motor
response. This interpretation is parsimonious in the sense that
it makes use of a conclusion already supported by the response
in other regions, namely a greater involvement in interactions
with an intentional compared to an artificial agent. Further
experiments are required to test whether the parietopremotor
circuit discussed in this section should be interpreted as sus-
taining motor resonance or attentional and motor aspects of the
interaction game.

NO INTENTIONAL STANCE AGAINST THE ARTIFICIAL AGENT
The medial prefrontal cortex was reported in Int-Rnd, though
in a more dorsal location that the paracingulate cortex reported
for the same contrast in a previous PET experiment using a
similar stone-paper-scissors interactive game to investigate the
intentional stance (Gallagher et al., 2002). The present cluster
was closer to the cluster reported in the left hemisphere for the
contrast between playing against a human and rule-solving in
Gallagher et al. (2002), while the rule-solving condition was more
similar, in terms of the stance adopted, to the present artificial
intelligence. The opponent responses were presented as depend-
ing on explicit mathematical rules in Gallagher et al. (2002),
while they were implicit in the present experiment. Moreover,
this was only a cover story in the present experiment, in which
all trials were truly random, but partly true in Gallagher et al.
(2002): three possible rules could be alternated and all runs
had a fully random sequence of trials (10 out of 30) in their
midst. It is possible that these differences in experimental con-
ditions or in the neuroimaging technique used (PET vs. fMRI)
explain the changes in the exact location of the medial prefrontal
cluster associated with adopting an intentional stance. Yet both
fall inside the same subdivision of the medial prefrontal cortex
as parcelled in Amodio and Frith (2006), the anterior rostral
medial prefrontal cortex, presented as specific to mentalizing,
that is, thinking about other people’s mental states. Furthermore,
the same region is found when interacting with a human is
compared to a control, non-interactive, condition [x, y, z coor-
dinates 4, 31, 41 in Krach et al. (2008), 4, 42, 34 here] while the
interactive game is not competitive but cooperative (prisoner’s
dilemma).

Similarly the right temporoparietal junction was also reported
not only for the contrast between human and control, but as
correlated with anthropomorphism [55, −53, 21 in Krach et al.
(2008), 56, −54, 28 here]. Altogether, response of the main areas
involved in mentalizing, the medial prefrontal cortex and right
temporoparietal junction (Frith and Frith, 1999), reproduced
existing results from the literature, confirming that the induction
of a different stance between interacting with a human inten-
tional agent and with a random number generator was successful.
Region of interest analysis indicated that, of all regions found in
the contrast Int-Rnd, only these two, the medial prefrontal cor-
tex and the right temporoparietal junction, were not significantly
more active in response to the humanoid robot endowed with
artificial intelligence than to the random player. As both regions
play a central role in mentalizing, that is adopting an intentional
stance in an interaction (Frith and Frith, 1999; Gallagher et al.,
2002; Amodio and Frith, 2006), our data clearly demonstrate that

when participants’ belief about the intentional nature of their
opponent was manipulated, brain areas involved in adopting an
intentional stance in a social interaction were not recruited when
interacting with an artificial intelligence.

This raises questions about the absence of specific local brain
activity in the contrast between artificial intelligence and random
player. This absence is not only due to the stringent thresh-
old used, similar to the one used in a previous experiment
(Krach et al., 2008), as the use of a more lenient threshold but
with a masking procedure to exclude regions also responding to
intentional intelligence also failed to reveal any cluster respond-
ing exclusively to the artificial intelligence. While neuroimaging
results clearly support that induction worked for interaction with
the intentional intelligence, they fail to yield significant results for
the interaction with the artificial intelligence. As the same pro-
cedure was used during the briefing for the two opponents, it is
unlikely that induction only worked for the human opponent. It
is also unlikely that participants adopted a similar stance when
playing against the artificial intelligence and the random player,
as one would expect similar differences in Int-Rnd and Int-Art
while these contrasts didn’t yield similar activation patterns.

It is possible that in contrast to mentalizing, that forms the
cornerstone of social interactions from childhood (Frith and
Frith, 1999), and randomness, that can be seen as the absence
of causality or as a folk psychology concept like chance, par-
ticipants did not have an existing representation of what an
artificial intelligence is, how it works, and how to interact with
it. More generally, while a computer and a humanoid robot are
straightforward objects, today’s laymen don’t have a clear repre-
sentation of the inner mechanisms of artificial intelligence, and
therefore can’t develop a cognitive strategy to interact with them.
Alternatively, participants could have adopted different stances
toward the artificial intelligence depending on their personal
views of the inner mechanisms, so that no brain areas would
have survived group analysis. Altogether, these results suggest
that our sample didn’t adopt an intentional stance or any other
type of design stance [e.g., problem-solving reflected in the ante-
rior frontal cortex activity (Badre, 2008), arithmetic calculation
in the intraparietal sulcus (Simon et al., 2002)] when interact-
ing with the artificial agent (Dennett, 1987). A similar conclusion
is supported by the analysis of post experiment questionnaires.
Participants reported that their strategy against the intentional
human was better than against the random agent, suggesting
that they were in different states of mind against the two oppo-
nents and adopted an intentional stance when playing against
the human. In contrast, there was no consensus on their efficacy
against the robot, indicating that there was no consensus between
participants’ subjective perception of their interaction with the
artificial agent.

CONCLUSION
The contrast between playing stone-paper-scissors against an
intentional and a random agent identified brain areas in which we
subsequently assessed the response to a humanoid robot endowed
with an artificial intelligence. Two types of responses were found.
The medial prefrontal and temporoparietal junction responded
exclusively to the human agent, while we observed an increase
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from random to artificial and form artificial to intentional agents
in parietal and lateral frontal areas. If the later result supports
a greater involvement of participants interacting with a natural
than an artificial agent, maybe due to the intrinsically rewarding
nature of social interactions, the former result suggests that men-
talizing is exclusive to the manipulation of mental, compared to
computational, states.
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Human brain processes underlying real-life social interaction in everyday situations
have been difficult to study and have, until now, remained largely unknown. Here,
we investigated whether electrocorticography (ECoG) recorded for pre-neurosurgical
diagnostics during the daily hospital life of epilepsy patients could provide a way to
elucidate the neural correlates of non-experimental social interaction. We identified time
periods in which patients were involved in conversations with either their respective life
partners (Condition 1; C1) or attending physicians (Condition 2; C2). These two conditions
can be expected to differentially involve subfunctions of social interaction which have
been associated with activity in the anterior temporal lobe (ATL), including the temporal
pole (TP). Therefore, we specifically focused on ECoG recordings from this brain region
and investigated spectral power modulations in the alpha (8–12 Hz) and theta (3–5 Hz)
frequency ranges, which have been previously assumed to play an important role in
the processing of social interaction. We hypothesized that brain activity in this region
might be sensitive to differences in the two interaction situations and tested whether
these differences can be detected by single-trial decoding. Condition-specific effects in
both theta and alpha bands were observed: the left and right TP exclusively showed
increased power in C1 compared to C2, whereas more posterior parts of the ATL exhibited
similar (C1 > C2) and also contrary (C2 > C1) effects. Single-trial decoding accuracies for
classification of these effects were highly above chance. Our findings demonstrate that it
is possible to study the neural correlates of human social interaction in non-experimental
conditions. Decoding the identity of the communication partner and adjusting the speech
output accordingly may be useful in the emerging field of brain-machine interfacing for
restoration of expressive speech.

Keywords: natural behavior, temporal pole, theta, alpha, language, speech, BMI, BCI

INTRODUCTION
There is a long-standing interest in investigating the neural
processing of naturalistic sensory stimuli and natural behav-
ior (Aertsen et al., 1981; Montague et al., 2002; Babiloni et al.,
2006). An important motivation behind such studies is previ-
ous single-neuron research showing that the neural activity in
natural, ecologically more valid conditions has different statisti-
cal properties than that of artificial stimuli: sparse coding (Vinje
and Gallant, 2000; Felsen and Dan, 2005; Yen et al., 2007; Haider
et al., 2010), as well as precise (Dan et al., 1996; Mechler et al.,
1998; Yao et al., 2007; Haider et al., 2010) and reliable (Haider
et al., 2010; Herikstad et al., 2011) spike timing allow convey-
ing information more efficiently. Neural processing in complex,
real-life conditions thus cannot be reduced to a superposition of
responses to a small set of simple (artificial) stimuli, but likely
relies on more complex, non-linear processes [see Hasson et al.
(2010) for a review].

Several previous studies on the processing of naturalistic sen-
sory stimuli used natural sounds to explore auditory processing in
animals (Suga, 1978; Smolders et al., 1979; Aertsen et al., 1981).
In humans, this kind of experiments were adopted (Nelken, 2004)
and extended to human-specific stimuli, such as recordings of
natural stories (Fletcher et al., 1995; Brennan et al., 2010; Lerner
et al., 2011) and movies (Zacks et al., 2001; Bartels and Zeki, 2004;
Mukamel et al., 2005; Golland et al., 2007; Privman et al., 2007).

Another line of studies employed non-experimental settings to
elucidate the neural basis of unrestrained hand and arm move-
ments in monkeys (Evarts, 1965; Mavoori et al., 2005; Aflalo
and Graziano, 2006; Jackson et al., 2006, 2007) and sponta-
neous, uninstructed language in humans (Towle et al., 2008).
Investigations in experimentally unrestricted conditions allow
capturing the complexity and functional diversity of real-life
behavior more extensively than by standard laboratory proce-
dures (Gibson, 1950) and may prevent a possible contamination
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of findings caused by the experimental environment as such
(Bartlett, 1995), e.g., by the influence of emotional reaction of
subjects to the experimenter (Ray, 2002).

Previous studies have also used conditions approximated to
real life to study the densely interwoven perception and pro-
duction processes underlying social interaction in humans. For
instance, social interaction has been studied using fMRI exper-
iments in virtual-reality social encounters between subjects and
virtual characters (Wilms et al., 2010; Ethofer et al., 2011; Pfeiffer
et al., 2011). Also, techniques have been developed to simulta-
neously record the brain activities of two or more interacting
individuals with the help of EEG (Babiloni et al., 2006), fMRI
(Montague et al., 2002), and MEG (Baess et al., 2012). In this way,
various kinds of interactive behaviors can be investigated, e.g.,
in spontaneous communication of subjects while playing games
(Montague et al., 2002; Babiloni et al., 2006), imitating others’
movements (Dumas et al., 2010), or collectively making music
(Lindenberger et al., 2009).

Following this trend towards increasingly naturalistic
approaches, it would be highly interesting to study brain activity
underlying real-life human social interaction outside experi-
ments. This may enable investigators to not only rule out the
unwanted effects induced by experimental settings, but, even
more so, to investigate the specific kinds of social interaction
situations that cannot, or only with great difficulty, be studied
experimentally.

Such investigations of the neural basis of social interaction
in non-experimental, real-life environments are, however, cur-
rently lacking (Hari and Kujala, 2009). Major reasons for the
absence of such studies are methodological limitations of most

recording techniques in humans: traditional imaging methods
[e.g., positron emission tomography (PET) or functional mag-
netic resonance imaging (fMRI)] require a stationary apparatus,
with the subjects placed in a fixed position, and therefore these
techniques cannot be employed in measurements of dynamic,
unrestricted real-life behavior. Non-invasive electroencephalog-
raphy (EEG) is also not well suited for this purpose due to
its limited spatial resolution and its high susceptibility to arti-
facts, such as those induced by speaking or other movements
(Figure 1).

In the present study, we employed, for the first time, human
electrocorticography (ECoG) to study neural processes related to
real-life social interaction. Owing to the combination of supe-
rior temporal resolution and much higher resistance to artifacts
compared with non-invasive recordings (see Figure 1 and Ball
et al., 2009a), ECoG proved a valuable technique for inves-
tigating human motor (Crone et al., 1998a,b) and language
(Crone et al., 2001a,b; Sinai et al., 2005) functions, and became
a promising candidate signal for clinical brain-machine inter-
face (BMI) applications (Leuthardt et al., 2006; Pistohl et al.,
2008, 2012; Ball et al., 2009b), including approaches for restora-
tion of speech production (Blakely et al., 2008; Leuthardt et al.,
2011; Pei et al., 2011). In the present study, we performed
post hoc analyses of ECoG data continuously recorded for pre-
neurosurgical diagnostics over several days or weeks during the
daily hospital life of epilepsy patients. Throughout the ana-
lyzed time periods, patients were conscious, fully alert, and
exhibited a wide spectrum of social behaviors, including active
interaction with clinical personnel, family, friends, and other
patients.
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FIGURE 1 | Example of artifacts related to head movement in simultaneous non-invasive, scalp-recorded EEG (upper 4 traces) and ECoG recorded

using subdurally implanted electrodes (lower 6 traces). The height of the black scale bar in the lower right corner of the plot corresponds to 100 μV.
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Previous research on social interaction in the fields of linguis-
tics, social psychology, and health care has extensively studied
communication between doctors and patients (Roter and Hall,
1989; Ong et al., 1995; Ha and Longnecker, 2010; Nowak, 2011).
By contrast, interaction between intimate partners has been
within the focus of psychosociological and linguistic research
(Sillars and Scott, 1983; Gottman and Notarius, 2000; Pennebaker
et al., 2003). Here, we aimed to elucidate, for the first time,
the differential neural processes underlying these interactive sit-
uations in real-life communication. To do so, we compared
conversations during which patients were either talking to their
life partners (Condition 1, C1) or to their attending physicians
(Condition 2, C2). The two conditions can be assumed to dif-
fer in various aspects of social interaction. For instance, patients
are more intimate and emotionally attached to their life part-
ners, and share more life experiences with them than with their
physicians. Conversely, conversations with physicians are typically
more emotionally contained and based on factual communica-
tion (Good and Good, 1982).

Our analysis specifically focused on the temporal poles (TP)
and the adjacent area of the anterior temporal lobe (ATL) because
these areas are associated with several processes crucially involved
in social interaction, including autobiographical memory (Spreng
et al., 2009), theory of mind (ToM) (Spreng et al., 2009), compre-
hension of stories (Mar, 2011), and face processing (Olson et al.,
2007).

We investigated spectral power modulations in the TP and
in the ATL related to social interaction in the alpha (8–12 Hz)
and theta (3–5 Hz) ECoG frequency components. Cortical alpha-
rhythm changes have been previously associated with dynamic
social interaction including eye contact and inter-personal dis-
tance (Gale et al., 1975), perception of others’ movements
(Tognoli et al., 2007), and social coordination (Tognoli et al.,
2007; Naeem et al., 2012). Both increases (Gale et al., 1975;
Tognoli et al., 2007) and decreases (Boksem et al., 2009) in alpha
frequencies have been reported to reflect social cognitive pro-
cessing. To our knowledge, however, no study has investigated
alpha-rhythm modulations in the ATL during social interaction,
and it is currently unclear whether alpha power can be employed
as a neural marker for social cognition in this brain region. Theta-
band changes have been observed in memory-related processes
including episodic recollection (Gruber and Müller, 2006), auto-
biographical memory (Steinvorth et al., 2010), and recognition
of familiar faces (Başar et al., 2006, 2007). We therefore expected
theta-band power in our target brain regions to undergo modu-
lations by memory-related processing during social interaction.

To estimate the potential usefulness of neural differences
during communication with different dialog partners for BMI

applications, we also performed a single-trial classification
analysis. BMI-based restoration of expressive speech is a topic
of growing interest (Pei et al., 2012). So far, BMI studies mainly
aimed at decoding such communication-relevant aspects as
phonemes (Blakely et al., 2008; Guenther et al., 2009; Brumberg
et al., 2011; Pei et al., 2011), words (Kellis et al., 2010), and
semantic entities (Wang et al., 2011). Complementary to these
approaches, our study makes a first step toward decoding of such
high-level information as the identity of the speaker which may
help accurate shaping of the language output.

MATERIALS AND METHODS
SUBJECTS
Three patients in pre-neurosurgical diagnostics of medically-
intractable epilepsy using ECoG were included in this study upon
their written informed consent. The study was approved by the
Ethics Committee of the University Medical Center Freiburg. Two
patients (S1, S3) were right-handed and one (S2) was ambidex-
trous, all had normal hearing and no history of affective disorders
(for more details, see Table 1). Electrode sites analyzed in the
present study were outside the seizure onset zone as determined
by medical diagnostics. Cortical seizure onset zones in S1 and S2
were in the right posterior superior temporal gyrus and in left
parietal areas, respectively, as depicted in Figure 2. In S3, the
seizure onset zone was in the left hippocampus and was therefore
not visible on the cortical surface.

NEURAL RECORDINGS
All subjects had subdurally implanted platinum or stainless-steel
electrodes (Ad-Tech, Racine, Wisconsin, USA) 4 mm in diame-
ter, covered in sheets of silicone and arranged in regular grids
and stripes with a 10-mm center-to-center inter-electrode dis-
tance. ECoG was recorded using a clinical EEG-System (ITMed,
Germany) at a sampling rate of 1024 Hz, a high-pass filter with a
cutoff frequency of 0.032 Hz, and a low-pass anti-aliasing filter at
379 Hz. Digital video recordings (25 Hz frame rate) synchronized
to ECoG were acquired for all subjects.

CONVERSATION PERIODS
Based on ongoing digital video recordings, we identified time
periods in which the patients were involved in conversations
with their respective life partners (Condition 1; C1) or their
attending physicians (Condition 2; C2), see Table 2. The selected
epochs contained recordings from time periods during which
the patients were having a natural, uninstructed conversation.
For all subjects, the length of time periods of speech percep-
tion and speech production were roughly balanced between C1
and C2. The position of the conversation partners in the room

Table 1 | Patient details.

Age (years) Sex Hand. Dom. lang. hem. Seizure onset zone Age epi. onset (years)

S1 28 f right left right posterior superior temporal gyrus 9

S2 57 m both left left parietal lobe 7

S3 51 f right mostly left left temporal lobe 13

Hand. = handedness, Dom. lang. hem. = dominant language hemisphere, Age epi. onset = age of epilepsy onset.
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FIGURE 2 | Location of all implanted grid and stripe electrodes in the

three included subjects (S1–3). (A) is the lateral view of the right
hemisphere of S1 and (B) and (C) show the left hemisphere of S2 and S3,
respectively. (D,E,F) Display the corresponding bottom sides of the brain.
Blue color indicates all contacts located in the ATL, contacts in yellow

revealed language functions according to the results of electrostimulation,
and contacts in magenta were located in the seizure onset zone. MNI
coordinates of the electrodes are projected to an SPM standard brain. For
this reason, some contacts which are actually located in the ATL, as indicated
by the blue color, may look as if they were situated in the frontal lobe.

Table 2 | Electrode implantation and details of analysis.

Impl. hem. No. of ele. in ATL No. of epochs C1 No. of epochs C2 Total duration of C1 [s] Total duration of C2 [s]

(mean ± std) (mean ± std)

S1 right 27 2 4 266 (133 ± 52.3) 193 (48.3 ± 40.5)

S2 left 30 27 6 6254 (231.6 ± 225.1) 381 (63.5 ± 38.3)

S3 left 15 7 3 883 (126.1 ± 137.5) 149 (49.7 ± 33.8)

Impl. hem., implantation hemisphere; ele., electrodes; std, standard deviation.

was not restricted by prior instruction. The patients were sitting
or lying in bed with wired connections of electrodes to non-
portable amplifiers. During the selected conversation periods,
patients were neither eating nor extensively moving their body.
The epochs selected by this procedure thus do not necessarily cor-
respond to entire conversations. In the course of conversations,
all patients were fully alert, conscious, and able to talk, move, and
gesticulate.

PREPROCESSING OF NEURAL DATA
For each individual subject, ECoG recordings from all chan-
nels were re-referenced to a common average reference of all
implanted ECoG electrodes that were located outside the seizure
onset zone. For the calculation of time-resolved power spectra,
we applied a short-time Fourier transform using successive, non-
overlapping, 1-s windows of the recorded ECoG signals, moved
in steps of 1 s, resulting in a frequency resolution of 1 Hz.

The hypotheses of the present study refer to modulations in
the theta and alpha bands. Therefore, we focused our analyses on

these particular frequency ranges. Theta and alpha were defined
as the range of 3–5 Hz and 8–12 Hz, respectively. We addition-
ally analyzed the high gamma band in 70–150 Hz, as high gamma
is a frequency range that has been extensively studied in pre-
vious ECoG research (Crone et al., 1998b, 2001a; Schalk et al.,
2007; Ball et al., 2009b). For every channel, the median spectral
power for the theta, alpha, and high gamma bands was calculated
for each 1-s constituent of the C1 and C2 epochs. For statistical
comparison, all power values in the C1 partner condition were
tested against power values in the C2 physician condition using
the non-parametric Wilcoxon rank-sum test, suited for unequal
sample sizes (Sheskin, 2007). Cutting down the sample size of a
larger group would decrease the statistical power and is thus not
advisable (Rosner and Glynn, 2009). We corrected the resulting
p-values for multiple comparisons over the number of conditions,
channels, and frequency bands (theta, alpha, and gamma) using
the false-discovery-rate (FDR) method (Benjamini and Yekutieli,
2001) with a threshold of p < 0.001. Figure 3 shows an overview
of the computational procedures employed in the present study.
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FIGURE 3 | A systematic overview of the methods applied in the present study to compare neural responses in the TP and in the ATL of three

subjects during social interaction with two different dialog partners. In addition to the rank-sum statistics, single-trial decoding analyses were carried out
based on the 1-s epochs.

We found that 11 electrodes in S1 showed broad-banded spec-
tral differences across the entire frequency range from 0 to 150 Hz
in the two conditions. These channels were not included in fur-
ther steps of analysis, since such broad-banded responses might
be induced by artifacts (e.g., from myographic activity due to
head movements) which generally show a broadly and homo-
geneously distributed frequency spectrum (Kovach et al., 2011).
Alternatively, the observed broad-banded changes may arise from
unspecific changes of the neural firing rates (Bédard et al., 2006;
Miller et al., 2009), representing a different type of response
compared to the more narrow-banded spectral power differences
investigated in the present study. Such narrow-banded effects
(e.g., in the theta or the alpha band) may result from oscillatory

mechanisms originating from synchronized neural network activ-
ity and may support different dimensions of neural integration,
the functional significance of the particular oscillations depend-
ing on the brain system involved (Buzsáki and Draguhn, 2004).

To quantify the effect size of the spectral differences between
C1 and C2, we calculated in all ATL-electrodes the area under the
receiver operating characteristic curve (AUROC) for the theta and
alpha-bands separately, using the MES toolbox by Hentschke and
Stüttgen (2011).

Single-trial decoding analyses were conducted using a
regularized linear discriminant analysis as described in Pistohl
et al. (2012). Decoding was performed in each subject sepa-
rately, based on median (1) theta, (2) alpha, and (3) theta and
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alpha power values from all available 1-s epochs of C1 and C2.
Since theta and alpha signal components may carry comple-
mentary information, we used theta and alpha features together
in (3). Decoding accuracies were obtained for decoding from
all electrodes in the ATL together, as well as for all individual
ATL electrodes separately. For the individual contacts, resulting
p-values were Bonferroni-corrected for multiple testing across the
number of analyzed electrodes.

ELECTRODE POSITIONS
Post-operative T1-weighed MPRAGE data sets were acquired
for every subject at a 1-mm isotropic resolution using a 1.5-
T Vision MRI scanner (Siemens, Erlangen, Germany). The MR
images were normalized to a standard brain in MNI (Montreal
Neurological Institute) space using SPM5 (Friston et al., 1994).
Electrode void artifacts visible in the MR images were identified
and marked manually using Matlab programs developed in our
laboratory for MRI visualization. Then, the corresponding MNI
coordinates of electrode positions were extracted, and individual
3D locations of the contacts were visualized on a standard brain
surface. ATL recording sites used for analyses were selected based
on the spatial extension of the ATL as illustrated in Figure 3. The
TP was defined according to Brodmann’s description of area 38
(Brodmann, 1909) as done in Olson et al. (2007).

RESULTS
C1 and C2 conversation periods were selected according to the
criteria described in the “Materials and Methods” section. In sub-
jects S1, S2, and S3, 2, 27, and 7 epochs of conversations with the
life partner were available in our monitoring videos with a total
duration of 4.4, 104.2, and 14.7 min, respectively. Conversations
with the physician could be observed in 4, 6, and 3 epochs for
S1, S2, and S3 with a total duration of 3.2, 6.4, and 2.5 min,
respectively.

The dialog periods contained intermittent speaking and pas-
sive listening, overlapping and non-overlapping talk with differ-
ent prosodic features of natural discourse, and multiple other
aspects of natural oral communication, including conversation
fillers, pauses, mimics, and gestures. C1 conversations with life
partners covered various topics such as health state, family sit-
uation, gossip, news, public events, as well as general reflec-
tions about the self and life. In C2 conversations with attending
physicians during daily medical rounds, common subjects of dis-
cussion were mainly the clinical situation, bodily complaints,
progress of the diagnostic process, and small talk, for instance,
about an ongoing soccer game and a book. Patients employed
the German formal address pronoun “Sie” while talking to the
attending physicians, while using the informal “Du” to address
their life partners. During the conversation epochs analyzed, the
spatial distance between the patients and their dialog partners was
on average increased in the C2 condition as opposed to C1.

Of the 61 electrode sites in the ATL included in the whole
analyses, 45 electrodes from 2 patients (30 in S2 and 15 in S3)
were located in the left, and 16 from S1 in the right ATL (see
Figure 2 and Table 2). In total, 25 electrodes were located in the
TP, and the majority of all other electrodes were in the temporo-
basal part of the ATL. The second most frequent topographical

location was the superior temporal gyrus, followed by the infe-
rior temporal gyrus and the middle temporal gyrus (see Table 3
and Table A1).

Statistical tests (p < 0.001, FDR-corrected, see “Materials and
Methods” and Figure 4) revealed significant differences across
the two conditions in both tested frequency bands as shown in
Figure 4, Table 3, and Table A1. The spectral power was signifi-
cantly enhanced in C1 compared to C2 in both theta and alpha
frequency ranges in the bilateral TP (15 and 17 electrodes, respec-
tively) and in other parts of the ATL, both on the basal and lateral
surface (red markers in Figure 4). In addition, some channels in
more posterior parts of the ATL showed reduced activity in C2
compared to C1 (blue markers in Figure 4). Overall, 16 electrodes
from the left and 9 electrodes from the right ATL showed signif-
icantly stronger spectral responses in C1 than in C2 in the theta
range, whereas 28 and 8 electrodes from the left and right ATL,
respectively, exhibited enhanced alpha power. For the TP alone, 11
electrodes from the left and 6 from the right hemisphere showed
effects in the theta band, and 9 and 6 electrodes from the left and
right hemisphere, respectively, showed effects in the alpha band.
Conversely, less spectral power in C1 than in C2 could be observed
in 10 electrodes of the left ATL for the theta band and in 4 elec-
trodes for the alpha band. In the right hemisphere, there were
no electrodes with increased power in C2 compared to C1. All
electrodes with less power in C2 than in C1 were located more
posterior in the ATL, and none of them was located in the TP.
These effects were found in both S2 and S3.

Twenty-six electrodes (22 and 4 for increased C1 and C2,
respectively) exhibited effects in the same direction in both theta
and alpha bands; 16 electrodes (13 and 3 for increased C1 and
C2, respectively) showed isolated effects in the theta or in the
alpha band; 3 electrodes revealed reverse theta- and alpha-band
changes. From all brain areas with electrode coverage, includ-
ing large parts of the temporal lobes and parts of the frontal and
parietal lobes (see Figure 2 for orientation of electrodes from all
subjects), pronounced theta and alpha amplitude differences in
C1 compared to C2 were focused on the ATL. The theta and
alpha effects in our study were thus both spatially focalized to
the ATL (i.e., they did not occur in a spatially diffuse way over
all electrodes) and frequency-band-specific.

As mentioned above, although the hypotheses of the present
study concerned the alpha and theta bands, we additionally
analyzed high gamma activity. In all subjects, most ATL elec-
trodes with significant changes in the high gamma range showed
increased power in C2 compared to C1 (43 electrodes), whereas
only 5 electrodes exhibited the opposite effect. Electrodes with
stronger gamma band power in C1 compared to C2 simultane-
ously showed significant effects (either increases or decreases)
in the lower frequency bands. Thirteen and 23 electrodes with
significantly stronger gamma band power in C2 than in C1 at
the same time showed decreased activity in theta and alpha
ranges, respectively, and increased power was observed in 9
and 4 electrodes in these frequency bands (see Table 3 and
Table A1). Yet, effects in the gamma band also occurred in iso-
lation, with no significant differences in the lower frequency
bands between the two conditions detectable at the selected
significant level.
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Table 3 | Statistically significant effects (p < 0.001, FDR) in the theta (θ), alpha (α), and gamma (γ) frequency bands, MNI coordinates, and

anatomical locations of ATL electrodes in S2.

Electrode name MNI C1 > C2 C2 > C1 Anatomical assignment

x y z

G_A1 −51 −17 −46 θ, α − Temporo-basal

G_A2 −56 −13 −42 − γ Temporo-basal

G_A3 −59 −9 −38 α θ, γ Inferior temporal gyrus

G_A4 −59 −2 −30 θ, α γ Middle temporal gyrus

G_A5 −59 4 −20 α γ Superior temporal gyrus

G_A6 −58 10 −13 α θ Superior temporal gyrus

G_B1 −55 −26 −44 θ, α, γ − Temporo-basal

G_B2 −62 −23 −39 α γ Temporo-basal

G_B3 −63 −16 −32 α − Inferior temporal gyrus

G_B4 −64 −10 −24 α γ Middle temporal gyrus

G_B5 −64 −4 −15 α γ Superior temporal gyrus

G_B6 −63 4 −7 α θ, γ Superior temporal gyrus

G_C2 −63 −31 −35 α γ Temporo-basal

G_C3 65 −24 −24 − γ Inferior temporal gyrus

G_C4 −66 −18 −17 α γ Middle temporal gyrus

G_C5 −67 −11 −8 θ, α γ Superior temporal gyrus

G_C6 −65 −5 −1 α γ Superior temporal gyrus

TLA1 −41 7 −55 θ, α γ Temporal pole

TLA2 −47 9 −46 θ, α γ Temporal pole

TLA3 −50 9 −36 θ, α γ Temporal pole

TLA4 −56 10 −25 θ, α γ Temporal pole

TBA1 −19 8 −37 θ, α − Temporal pole

TBA2 −22 2 −46 θ, α γ Temporal pole

TBA3 −28 −2 −53 θ, α γ Temporal pole

TBA4 −36 −4 −57 θ, α γ Temporal pole

TBB1 −17 −30 −20 θ γ Temporo-basal

TBB2 −22 −25 −29 − γ Temporo-basal

TBB3 −28 −22 −36 − θ, γ Temporo-basal

TBB4 −36 −18 −39 θ − Temporo-basal

TBC6 −54 −26 −41 α γ Temporo-basal

Electrode names beginning with “G” depict grid electrodes on the lateral ATL, “TL” stands for stripe electrodes in temporo-lateral locations, and “TB” are stripe

electrodes in the temporo-basal ATL. For reasons of comprehensiveness, gamma band effects are also provided.

AUROC values of the ATL electrodes in the theta band ranged
across the two conditions between 0.33 and 0.79 in S1, between
0.33 and 0.62 in S2, and between 0.26 and 0.5 in S3. The respective
values for the alpha band were between 0.23 and 0.7 in S1, 0.35
and 0.51 in S2, and 0.18 and 0.55 in S3.

We performed single-trial classification of 1-s epochs from C1
vs. C2 for all ATL electrodes together. Decoding from all ATL elec-
trodes based on combined theta and alpha-band power yielded
values of 0.67, 0.75, and 0.82 for S1, S2, and S3, respectively. More
detailed information, including decoding accuracies for the indi-
vidual theta and alpha frequency bands, is presented in Table 4.
In an analysis based on single electrodes, classification was also
above chance significantly (p < 0.05, Bonferroni-corrected) in
44% of all ATL electrodes in S1, 46% in S2, and 20% in S3 when
decoding was performed based on a combination of theta and
alpha frequency bands. Decoding accuracies reached values up to
0.6692, 0.6197, and 0.6788 in S1, S2, and S3, respectively.

DISCUSSION
Human brain processes underlying real-life social interaction
in everyday situations have been difficult to study (Hari and
Kujala, 2009) and hence remained, until now, a white spot
in the literature. In the present study, we moved one step
beyond the existing approaches to studying social interac-
tion in near-to-natural experimental conditions by investigating
brain activity underlying real-life interaction in ECoG-implanted
epilepsy patients under diagnostic monitoring. Epilepsy patients
undergoing presurgical diagnostics are in a very specific social
situation. Usually, they share rooms with other patients, have a
large fluctuation of clinical staff and visitors entering and leav-
ing the room, and are constantly being monitored by video
cameras required for this kind of diagnostic procedure. For these
reasons, we refrained from calling this situation “natural” and
rather employed the term “real-life” to account for the specific
circumstances of our patients.
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FIGURE 4 | Projection of ECoG electrode positions on an SPM standard

brain. Dots, squares, and triangles depict ECoG electrodes from S1, S2,

and S3, respectively. Red: enhanced activity in the theta (top row) and alpha
(bottom row) bands during conversations of the three patients with their life
partners (C1) in comparison with conversations with their physicians (C2).
Blue: electrodes with significantly enhanced activity in C2 > C1. Green and

yellow dotted lines show the anatomical definition of the ATL and the TP.
(A) and (B) display effects in the theta frequency band in the right and left
lateral ATL. (C) Shows theta effects in the inferior ATL. (D–F) Display the
corresponding effects for the alpha frequency band. (G) Shows an example
of one electrode in the ATL with differences in theta and alpha range power
in the two conditions.

Table 4 | Results of single-trial decoding of C1 vs. C2 1-s epochs from all ATL electrodes together.

θ α θ and α

DA p-value DA p-value DA p-value

S1 0.6255 2,67E-03 0.6759 7,35E-09 0.6665 1,35E-07

S2 0.7153 0 0.8105 0 0.8414 0

S3 0.7297 2,22E-12 0.6770 0 0.7478 0

Corresponding p-values are given based on the theta, alpha, and the combined theta and alpha bands. DA, decoding accuracy.

Based on ongoing digital video recordings synchronized to
ECoG from 3 patients, we identified time periods in which the
patients were involved in conversations with their respective life
partners (C1) or with their attending physicians (C2), and com-
pared neural activity in these two conditions as reflected by
spectral power in the alpha and theta frequency bands. Both fre-
quency bands showed increased power in C1 compared to C2
in many electrodes located bilaterally in the TP and the entire
ATL region. Alpha and theta effects occurred in different com-
binations, e.g., only in alpha, only in theta, or in both frequency
ranges simultaneously. Some contacts in more posterior parts of
the left ATL showed opposite effects with significantly increased
power in C2 compared to C1. There, modulations of alpha and
theta responses sometimes even went in opposite directions at

one and the same electrode (Figure 4). These posterior areas
might support a different set of cognitive functions which may be
recruited more strongly during conversations of the patient with
the attending physician. Alternatively, the effects might be linked
to inhibitory functional connectivity within an extended corti-
cal network, where increased activity in one node may suppress
activity in another, when their coupling is inhibitory.

Conversations between patients and their life partners differ
from those with their attending physicians. This becomes appar-
ent from the length and frequency of the interaction periods:
indeed, all patients in our study spent much more time commu-
nicating with their partners than with the physicians, whom they
mostly met during medical rounds for discussing health issues.
The TP and the entire ATL region have been associated with the
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processing of different aspects of social cognition (Olson et al.,
2007) and are thus suitable candidate areas for investigating mod-
ulations of neural activity related to social interaction. With its
widespread connections to other cortical and subcortical areas
of the brain (Morán et al., 1987; Kondo et al., 2003), the ATL
is a suitable association area for high-level operations to coordi-
nate multiple functions involved in social cognition (Olson et al.,
2007). As this part of the brain is topographically remote from
primary auditory and visual areas, processing of low-level features
is not likely to have affected our results.

An important role in autobiographical memory processing has
been attributed to the TP, i.e., recollecting personal events from
the life of an individual (Spreng et al., 2009). Autobiographical
memories are integral to natural conversation and provide a
basis for self-disclosure, entertainment, joint planning and prob-
lem solving (Dritschel, 1991). Different social situations involve
varying amounts of autobiographical memory, depending on the
social distance of the dialog partner and other factors (Dritschel,
1991). Thus, differences in the recruitment of autobiographi-
cal memory between C1 and C2 in our study may have played
an important role in the strong effects in the TP we observed
for C1.

Clearly, social interaction via spoken language also has a lin-
guistic dimension. The ATL region has been associated with
language-related processing, including comprehension of narra-
tive speech (Mar, 2011), syntactic complexity of natural stories
(Brennan et al., 2010), semantic content (Visser et al., 2010), and
narrative context (Xu et al., 2005). As these features may have
likely differed between C1 and C2, a possible modulation of the
spectral power of the ATL electrodes by such linguistic features is
conceivable. A detailed linguistic analysis of the conversation data
was, however, beyond the scope of the present study and is a topic
for further research.

Another subfunction of social interaction which may have
contributed to the observed differential oscillatory modulations
in the ATL is the inference of mental states of the dialog partners,
a mental function known as ToM. ToM has been associated with
processing in the ATL (Spreng et al., 2009; Mar, 2011). Patients
can be expected to have more elaborate and consolidated inter-
nal models of their life partners than of their physicians that may
facilitate the prediction of mental states of the partner (Wolpert
et al., 2003). Recognition of various features that are essential to
successful interaction may be required to understand another per-
son. An important role has been attributed to the TP and the ATL
in recognizing familiar faces (Nakamura et al., 2000; Sugiura et al.,
2011), names (Sugiura et al., 2009), and voices (Nakamura et al.,
2001) of people. Beyond these specific effects, processing of famil-
iarity in the ATL may be domain-unspecific (Nakamura et al.,
2000). Indeed, overarching effects have been shown for personal
acquaintances and famous people (Sugiura et al., 2009), familiar
faces and scenes (Nakamura et al., 2000), and tools and animals
(Whatmough et al., 2002). Evidence for such generality, however,
remains contradictory (e.g., Barense et al., 2011).

Since the present study was conducted in epilepsy patients
and under non-experimental conditions, it has certain limitations
which will be addressed in the following. Although the seizure
onset zone in all of our patients was located outside the ATL

region (see Figure 2), it cannot be entirely ruled out that our
observations may have been influenced by epileptiform activity.
Also, we cannot exclude the possibility of epilepsy-related reor-
ganization in our subjects. Therefore, validation of the present
findings will be desirable in a sample of epilepsy patients with
different seizure origins, as well as in ECoG recordings from sub-
jects with other neural pathologies, such as tumor patients, and
confirmation of our results with non-invasive methods in healthy
controls will be important.

As electrode placements were defined solely by clinical
demands, the three ATL-implanted subjects included into the
present study had different electrode coverage. S2 and S3 had elec-
trodes in the left hemisphere and S1 in the right, and, unlike S1
and S2, S3 had no basal electrodes (see Figure 2). These topo-
graphic differences have possibly affected our findings. However,
differences in the theta and alpha frequencies were consistently
observed across conditions and subjects, and could be observed
bilaterally both on the basal and lateral surface of the ATL. Since
the amount of ATL-implanted subjects available to the present
study was limited, we could not systematically address differ-
ences across the hemispheres and basal vs. lateral temporal cortex.
These interesting topics need to be addressed in future studies
based on a larger group of patients.

Another challenge to non-experimental investigation is that
we had to rely on the available amount of video-ECoG data.
All three patients had longer conversations with their partners
than with the attending physicians, who they only talked to dur-
ing the relatively brief medical rounds. As a consequence, the
number of C1-epochs (partner) surpassed that of C2-epochs
(attending physician, see Table 2), and this fact had to be con-
sidered in the choice of the statistical procedure which had to be
suited for group comparisons with unequal sizes (Sheskin, 2007).
Furthermore, due to our non-experimental approach, it was
not necessarily human interaction alone that may have affected
our results. For instance, non-specific effects due to increased
arousal/stress levels in the patients while conversing with their
physicians might have contributed to the differences of spec-
tral power across the two conditions. In our study, however, the
strongest amplitude differences in the lower frequency bands,
especially in the alpha range, were clearly focused on the ATL
region, which speaks against an explanation of our findings by
a spatially global arousal-related modulation of neural activity.
A previous study investigating the effect of naturalistic stressors
on alpha-range EEG reports modulations in this frequency range
to predominate in frontal areas (Lewis et al., 2007) and not in
the ATL region, speaking in favor of the view that the spectral
power modulations we observed in the ATL cannot be reduced to
non-specific arousal-/stress-related effects.

Apart from the regions of interest in the present study, other
human brain areas have been associated with the processing of
social cognition such as the medial prefrontal cortex, the anterior
cingulate cortex, the inferior frontal gyrus, the temporo-parietal
junction, and the amygdala (Frith and Frith, 2007). Further stud-
ies might reveal novel insights into neural activation in these
and other parts of neural networks for social processing with
respect to different communicational situations. Investigations
may be also extended to other frequency bands. Although the
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hypotheses of the present study concerned the alpha and theta
bands, we additionally analyzed high gamma activity, and typi-
cally found increased spectral power in C2 relative to C1. These
changes occurred without any strict relation to the changes
in lower frequency bands, possibly indicating a different func-
tional contribution of the high gamma band in the investigated
brain regions during social interaction. This frequency band
has, among other functions, been linked to increased selective
attention (Ray et al., 2008), and thus the greater high gamma
in C2 might be related to greater attentional demands during
conversations with the attending physician. Enhanced power in
the high-gamma band in combination with decreased power
in the lower frequencies has been previously proposed to indi-
cate increased information processing (Pfurtscheller and Lopes
da Silva, 1999). Thus, our observation of stronger power in
gamma together with weaker power in the lower frequencies in
C2 compared to C1 may also arise from the higher cognitive load
during conversations with the attending physician than with the
partner.

The two types of social situations involved different degrees
of formality: patients addressed their attending physicians in a
more official style than they addressed their life partners. Usually,
the choice of non-linguistic and linguistic behaviors depend
on whom a person is talking to. Such meta-information may
be useful for BMI applications aimed at restoration of expres-
sive speech. In natural discourse, decoding whether a BMI user
is talking to a stranger, a friend, or an intimate partner may
provide helpful information for selecting the style and regis-
ter to generate the appropriate speech output. Thus, whereas
more official, standard language is preferable while speaking to
less familiar people and authorities, more colloquial expressions
and non-standard language varieties may be favored in conver-
sations with closer people. Context sensitivity may enable the
BMI to switch between social situations and select the corre-
sponding mode of speaking. Context sensitivity would thus be
a principle to rule out confusion of possibly competitive (e.g.,
phonetically similar) terms and prevent inaccurate output. For
instance, reliable decoding of the C1 and C2 conditions as investi-
gated in the present study from cortical activity in the ATL could
prevent a BMI user from startling the beloved person by call-
ing them “doctor” and complimenting the attending physician
“darling.”

An interesting step in the present study was hence to investi-
gate whether the identity of the different conversation partners
could be decoded from the ECoG signals in the ATL. Based
on the theta and alpha frequency components, such decoding
was indeed possible in all patients and significance was highly
above chance (Table 4). Here, we classified only two communi-
cation partners, and future research will be needed to establish
whether and to what extent signals from the ATL can be used to
extract information about more and other speakers from ongoing
activity. Improved classification may be achieved by using alterna-
tive brain regions, signal components, and decoding algorithms.
Higher spatial resolution using such recording methodology as
micro-ECoG (Blakely et al., 2008; Gierthmuehlen et al., 2011;
Viventi et al., 2011) will very likely increase the amount of decod-
able information. We anticipate that decoding of speaker-related
information with such optimized techniques may be a valuable

contribution to BMI-based restoration of speech in paralyzed
patients.

OUTLOOK
As discussed above, various subfunctions involved in social inter-
action are likely to have contributed to the observed modulations
of neural activity in the present study. Disentangling individual
functional aspects that are integral to social interaction will be
crucial to address in future research. Many tools are available
to characterize different features of real-life behavior at various
levels of description. For example, the amount of autobiograph-
ical memory units present in natural discourse can be assessed
with the system by Dritschel (1991). Many other quantitative
systems are available that can be applied to examine human
real-life behavior. Thus, the Facial Action Coding System by
Ekman and Friesen (1978), available as an automatic tool (Hamm
et al., 2011; Maaten and Hendriks, 2011), can be used to infer
emotions from facial muscle movements. Approaches from con-
versation analysis (Sacks et al., 1974), such as the Discussion
Coding System, have been utilized to analyze various interper-
sonal and functional aspects of social interaction (Schermuly
et al., 2010). Linguistic methods of discourse analysis can be also
applied in neuroscientific research (Brennan et al., 2010), and
other aspects of social interaction such as gestures, spatial dis-
tance, and body language might be worth investigating. Similar to
hyperscanning approaches that employ non-invasive techniques
to record simultaneous brain activity from two or more people,
even “hyper-ECoG,” or “hyper-ECoG-EEG” studies are conceiv-
able as a way to obtain brain activity measurements from several
subjects simultaneously, one or more of them being invasively
recorded by means of ECoG.

As discussed in the previous paragraph, a rich spectrum of
tools is available that can be applied to refine and extend the real-
life ECoG approaches to investigate social interaction. A major
purpose of future studies in this direction would be to achieve
a better understanding of communication success and failure.
Generally, there is much public and scientific interest as to how
communicative success during social interaction may affect rela-
tionships, e.g., in communication between couples with respect to
marital satisfaction (Boland and Follingstad, 1987). Also, several
studies showed that specifically for patient-physician interac-
tions, successful communication is causal to patient satisfaction
and health status outcome (Stewart, 1984; Jozien, 1991; Staiger
et al., 2005). In the present study, we demonstrate that the neural
basis of interaction with different communication partners can
be traced using ECoG recorded in epilepsy patients. A next step
would be to analyze ECoG recordings in epilepsy patients with
respect to the success of communication that can be, e.g., quan-
tified using Bales’ Interaction Process Analysis (Bales, 1950). This
approach might not only reveal the neural signatures of com-
munication, but also provide information that could be used as
feedback to improve interaction strategies.

Extraoperative ECoG is a promising candidate signal to
study social interaction that may provide new insights into
human social cognition. Importantly, such data can be obtained
without additional burden to patients and with no need for
conducting experiments. A wide range of interaction phenom-
ena and their underlying brain processes can be addressed
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by means of post hoc analyses. This opportunity to investigate
brain activity in non-experimental settings may also inspire fur-
ther experimental studies. Such a combined approach may be
particularly helpful to elucidate the neural basis of human social
interaction.
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APPENDIX

Table A1 | Statistically significant effects (p < 0.001, FDR) in the theta (θ), alpha (α), and gamma (γ) frequency band, MNI coordinates, and

anatomical locations of ATL electrodes in S1 and S3.

Electrode name MNI C1 > C2 C2 > C1 Anatomical assignment

x y z

S1

G_A1 39 9 −58 θ, α − Temporal pole

G_B1 40 19 −55 θ, α, γ − Temporal pole

G_C4 59 13 −21 θ, α, γ − Temporal pole

G_D1 33 28 −40 − − Temporal pole

G_D2 40 30 −31 θ, α, γ − Temporal pole

G_D3 47 27 −23 θ, α − Temporal pole

G_D4 56 23 −13 θ, α − Temporal pole

TBA1 17 8 −36 − − Temporal pole

TBA2 21 7 −48 − − Temporal pole

TBA3 29 5 −57 − − Temporal pole

TBB1 19 −2 −40 − γ Temporal pole

TBB2 27 −5 −49 − γ Temporo-basal

TBB3 37 −8 −51 θ γ Temporo-basal

TBB4 46 −6 −50 − γ Temporo-basal

TBC5 40 −17 −39 θ, α, γ − Temporo-basal

TBC6 49 −11 −41 θ, α − Temporo-basal

S3

G_A1 −53 23 −14 − γ Temporal pole

G_A2 −59 14 −9 − γ Superior temporal gyrus

G_A3 −63 4 −4 − θ, α, γ Superior temporal gyrus

G_B1 −53 18 −24 − γ Temporal pole

G_B2 −58 9 −19 − γ Temporal pole

G_B3 −63 1 −13 − γ Superior temporal gyrus

G_B4 −66 −9 −7 − θ, α, γ Superior temporal gyrus

G_C1 −54 12 −33 α γ Temporal pole

G_C2 −59 2 −27 θ, α γ Temporal pole

G_C3 −63 −4 −21 − θ, γ Middle temporal gyrus

G_C4 −66 −14 −15 − θ, α, γ Middle temporal gyrus

G_D1 −55 6 −42 α γ Temporal pole

G_D2 −59 −2 −37 θ, α γ Inferior temporal gyrus

G_D3 −63 −10 −31 − θ, γ Inferior temporal gyrus

G_D4 −66 −19 −25 − θ, α, γ Inferior temporal gyrus
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Brain correlates of the sense of agency have recently received increased attention.
However, the explorations remain largely restricted to the study of brains in isolation.
The prototypical paradigm used so far consists of manipulating visual perception of own
action while asking the subject to draw a distinction between self- versus externally
caused action. However, the recent definition of agency as a multifactorial phenomenon
combining bottom-up and top-down processes suggests the exploration of more complex
situations. Notably there is a need of accounting for the dynamics of agency in a
two-body context where we often experience the double faceted question of who is
at the origin of what in an ongoing interaction. In a dyadic context of role switching
indeed, each partner can feel body ownership, share a sense of agency and altogether
alternate an ascription of the primacy of action to self and to other. To explore the
brain correlates of these different aspects of agency, we recorded with dual EEG and
video set-ups 22 subjects interacting via spontaneous versus induced imitation (II) of hand
movements. The differences between the two conditions lie in the fact that the roles
are either externally attributed (induced condition) or result from a negotiation between
subjects (spontaneous condition). Results demonstrate dissociations between self- and
other-ascription of action primacy in delta, alpha and beta frequency bands during the
condition of II. By contrast a similar increase in the low gamma frequency band (38–47 Hz)
was observed over the centro-parietal regions for the two roles in spontaneous imitation
(SI). Taken together, the results highlight the different brain correlates of agency at play
during live interactions.

Keywords: agency, hyperscanning, EEG, imitation, social interaction

INTRODUCTION
A growing body of neuroimaging studies explore agency as the
capacity to locate the origin of an action in the self. Yet, if we leave
a solipsistic view of individual agency, we should take account
of the fact that human agency is to a large extent determined
by social factors (de Jaegher and Froese, 2009). Far from being
limited to know whether an action comes from self or from an
external source, we usually have to determine what caused the
action to be ours in an interactive context. Notably there is a need
of accounting for the dynamics of agency in a two-body context
where we often experience the double faceted question of who is
at the origin of what in an ongoing interaction. Using dual EEG
and video set-ups, the aim of the present study was to explore the
brain correlates of such a phenomenon.

Philosophers (Wittgenstein, 1958; de Vignemont and
Fourneret, 2004; Gallagher, 2007; de Vignemont, 2011) have
argued that agency is too complex an experience to be described
as a unitary phenomenon. When, through our proprioception,

we feel our body moving, we ascribe without any doubt the
ownership of the action to our body (Wittgenstein, 1958). Vision,
however, can affect the proprioceptive message about body
knowledge, as demonstrated by the rubber hand illusion: indeed,
watching a rubber hand being stroked together with the subject’s
own unseen hand causes the rubber hand to be ascribed as
part of the subject’s body (Botvinick and Cohen, 1998; Ehrsson
et al., 2005; Tsakiris and Haggard, 2005). Thus, a multisensory
integration is suggested to be the underlying mechanism of
body ownership. Though multisensory, the experience of body
ownership does not depend on voluntary movement. Even when
passively moved, our arm movement belongs to our body and
is felt as such. Body ownership accompanies all actions, passive,
automatic as well as voluntary ones. By contrast, the sense
of being at the origin of the action is restricted to voluntary
actions.

Beyond a first distinction between the sense of agency and
the sense of ownership (Gallagher, 2000; Marcel, 2003), a later
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distinction between a feeling and a judgment of agency and a
feeling and judgment of ownership was then added to stress
the multifactorial aspect of agency, seen as a cluster of subjec-
tive experiences, feelings and attitudes (Synofzik et al., 2008).
Within this framework, the long-lasting debate of whether the
two aspects of our self-awareness have related or independent
mechanisms is revisited. For example, a recent fMRI study found
no shared activations between body ownership and agency: while
activations in midline cortical structures were associated with a
sense of body ownership, activity in the pre-supplementary motor
area (pre-SMA) was linked to the sense of agency (Tsakiris et al.,
2010). In addition to pre-SMA and SMA (Farrer et al., 2003;
Yomogida et al., 2010; Nahab et al., 2011), insula (Farrer and
Frith, 2002; Farrer et al., 2003), dorsolateral prefrontal cortex
(DLPFC) (Fink et al., 1999) and precuneus (Ruby and Decety,
2001; Farrer and Frith, 2002) were also found to be involved in
the sense of agency. But a major emphasis has been posed on the
temporoparietal junction (TPJ) as the neural basis of the sense
of agency. Two among the three existing meta-analyzes devoted
to agency (Decety and Lamm, 2007; Spengler et al., 2009) have
designed an a priori region of interest in TPJ. There are several
reasons to attribute a great importance to TPJ, from “the alien
hand” syndrome (Bundick and Spinella, 2000) or limbs misattri-
butions (Daprati et al., 2000) caused by lesions of these regions,
to the involvement in action awareness (Frith et al., 2000) and
perspective taking (Ruby and Decety, 2003; Thirioux et al., 2010).

Recently, however, Moore and coworkers (Moore et al., 2010)
have argued that the TPJ seems more involved in the feeling of
non-agency than in a sense of self-agency. This consideration
leaves the possibility that the sense of self- versus other-agency
could be supported by partially different neural mechanisms.
A third meta-analysis, led by our team, started from a definition
of sense of agency instead of starting from a definition of regions
of interest (Sperduti et al., 2011). Using activation likelihood
estimation (ALE) method, the meta-analysis revealed dissocia-
tion between brain regions involved in self and external agency
ascription. More specifically, TPJ activity appeared to be more
present in external- than in self-agency ascription. This may be
due to the tasks chosen, all derived from the comparator model
(Jeannerod, 2003b). In these tasks, brain effects of a congruent
visual feedback of self-movements are compared to brain effects
of a non-congruent visual feedback. The task is a solitary task
comparing the visual and kinesthetic feedbacks of an individual
in two experimental conditions.

A challenger to this indirect test of other’s agency is the immer-
sion of subjects in a social context of interaction. Interacting freely
via imitation provides a test-case of the multifactorial aspects of
agency in everyday social life. In Jeannerod’ s words, “an observer
monitoring an action performed by someone else is never far
from also being the agent of that action” (Jeannerod, 2003a).
Further, an observer matching the action performed by someone
else feels this action as its own, and gets a sense of being also the
agent of that action. Body ownership and sense of self- and other-
agency are shared. However, a cognitive component of agency
will differ in the two agents: action primacy will be ascribed to
self by the first author of the action and to other by the imitator.
Such an asymmetry may generate in the first author a rewarding

sense of exerting a power on an audience. For instance, young
infants show a marked visual preference for an imitative experi-
menter compared to a non-imitative one, even when both behave
contingently (Meltzoff, 1990). In adults, being imitated gener-
ates an increase in positive behavior toward the imitator from
the part of the model (Ashton-James et al., 2007). Similarly, chil-
dren with autism address positive social signals like smiles, eye
contact and touch to their imitator (Nadel et al., 2000; Nadel,
2006). There is thus also a benefit to be an imitator. Switching
role from model to imitator like preverbal children do in the
course of an imitative sequence (Nadel and Baudonnière, 1982;
Nadel and Butterworth, 1999) could be understood as a way to
exchange reward while framing imitation as an interactive pattern
of reciprocal initiations and responses. Such interactive pattern is
still observable in adults and generates the involvement of brain
areas concerned with social interaction and cognition (Guionnet
et al., 2011). Many other cases in the domain of social interac-
tion, such as joint attention/activity and social coordination are
well described by a shared sense of agency of action to which may
be added an opposite ascription of primacy of action. Therefore,
there is a need to take seriously the role of social interaction in
individual agency (Decety and Lamm, 2007; David et al., 2008;
de Jaegher and Froese, 2009) and to study the underlying brain
dynamics in a social context.

The hyperscanning methodology constitutes a relevant tool
to explore real-time social phenomena (Montague et al., 2002;
Hasson et al., 2004; Babiloni et al., 2006). Hyperscanning meth-
ods have been recently used to explore interpersonal coordina-
tion (Tognoli et al., 2007; Lindenberger et al., 2009), inter-brain
connectivity-related to decision-making (Astolfi et al., 2010), or
inter-brain synchronization during imitative interaction (Dumas
et al., 2010), but so far, to our own knowledge, they have not been
devoted to study self- versus other-agency. Combining hyperscan-
ning methodology with instantaneous EEG recording seems well
adapted, given its high temporal resolution, to measure brain
dynamics underlying emergent processes such as ascription of
action primacy and shared sense of agency. In view of previ-
ous studies revealing that brain regions, and even single neurons,
do not generally display pure oscillations but oscillate at mul-
tiple frequencies, and that several rhythms can coexist in the
same area or interact among different structures (Llinas, 1988;
Buzsaki and Draguhn, 2004; Steriade, 2006; Kopell et al., 2010),
a holistic intra-brain analysis approach along the spectral dimen-
sion was privileged to study largely unexplored aspects of agency.
Our imitation design also appears to be relevant for such an
exploration. Indeed, it allows compare brain activities associ-
ated with two roles (model and imitator) in two conditions: a
spontaneous imitation (SI) condition where the roles of model
and imitator are freely negotiated by the partners themselves,
and an induced imitation (II) condition where the repartition of
roles is instructed (please imitate the gestures you see/please move
your hands in order to be imitated). To approach the potentially
different processes in play for the two roles in the two condi-
tions, contrasts were designed, based on hypotheses drawn from
the EEG literature or from our own previous results. Contrasts
aimed first at controlling for action and for action observation,
second at controlling for self- and other-ascription of agency in
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II, and third at testing whether similar components of self- and
other-ascription of agency are to be found in the SI condition.
In view of the EEG/MEG literature, we anticipated decrease of
oscillations in the mu (8–13 Hz) and beta (13–30 Hz) frequency
ranges over the sensorimotor cortex under conditions of obser-
vation and execution of movements (Cochin et al., 1999; Pineda,
2005; Lepage and Theoret, 2006; Oberman et al., 2007; Calmels
et al., 2008; Muthukumaraswamy and Singh, 2008). Concerning
the two roles of model and imitator, we foresighted that the social
context should modulate neural dynamics given that in our pre-
vious study (Dumas et al., 2010) inter-brain synchronizations
were found in different frequency bands for induced compared
to SI conditions. We expected differential EEG oscillations for
the two roles during the induced condition of imitation where
the roles are externally assigned. By contrast, we expected similar
oscillatory activity within several frequency bands in the SI con-
dition where partners negotiate roles with a sense of being each
an actor of the negotiation. More specifically, we took account of
previous studies documenting the involvement, in agency or own-
ership ascription, of gamma-band (30–70 Hz) oscillations over
the centro-parietal and temporal regions (Pavlova et al., 2006;
Kanayama et al., 2009; Pavlova et al., 2010). We thus investigated
whether rapid oscillations in these regions may discriminate the
two partners as a function of action primacy ascribed to self, to
other, or to both.

Of course we do not claim that all mechanisms and interac-
tions involved in the complex phenomena studied are assessed
in the contrasts computed, but at least the contrasts chosen will
allow start exploring the terra incognita of agency within a social
context.

MATERIALS AND METHODS
PARTICIPANTS
Twenty-two healthy adults of mean age 24.5 years (SD = 2.8)
forming 11 unacquainted pairs (five female-female and six male-
male pairs) participated in the study. All of them were right-
handed. They had normal or corrected-to-normal vision and
none of them reported a history of psychiatric or neurologi-
cal diseases. The participants had given their written informed
consent according to the declaration of Helsinki and the chart
of the local ethics committee. The subjects were paid for their
participation.

APPARATUS AND SETTING
The experiment was conducted in two separate laboratory rooms.
Figure 1 describes the design and equipment that were similar
to the double-video system designed by Nadel and colleagues
for their developmental studies of sensitivity to social contin-
gency in infants (Nadel et al., 1999; Soussignan et al., 2006),
except that a dual EEG recording system was added to the setup.
Two synchronized DV video cameras filmed the hand movements
of each partner (see Video S1). Each participant could see the
partner’s hands through 21 inches. TV monitors, the forearms
lying on a small table to prevent arm and neck movements. The
monitoring of the experiment was performed in a third room
where two computers managed both the dual EEG and video
recordings.

FIGURE 1 | Apparatus and experimental setting of the double-video

system and dual-EEG recording.

PROCEDURE
Table 1 describes the experimental schedule. The experiment was
divided into two blocks, each composed of four runs. Each run
began with a 15 s no view no motion (NVNM) baseline where
participants were asked to fix a blank screen without moving.
Depending on the runs, NVNM was directly followed by an
observation condition (run 1) or by another 15 s baseline no
view motion (NVM) for the three experimental runs of imita-
tion. During the NVM baseline, subjects were asked to move their
hands continuously while looking at the blank screen.

The observation condition consisted in the observation of a
library of intransitive hand movements (LIHM) composed of 20
meaningless hand/finger movements continuously executed by an
actor. In the SI condition, the participants were proposed to move
their hands continuously and to imitate their partner whenever
they would like it. This led to spontaneously coordinate two roles:
imitate and be imitated. In the II condition, subject 1 (imita-
tor) was asked to imitate continuously the hand movements of
subject 2 (model) who was told to move hands freely, and vice-
versa for the other run, with a counterbalanced order in block 2
(see Table 1).

CONTRASTS
Contrasting NVM to NVNM allows controlling for motor activ-
ity to which is added a sense of self-agency. Contrasting LIHM to
NVNM leads to control for action observation to which is added
a sense of other-agency. In a second round, contrasting the role
of induced imitator [Im (II)] to NVM will consist in compar-
ing an instructed task of “observe and match” the partner’s action
with a motor task attributed to self: this would lead to document
other-agency and action primacy attributed to other while motor
activity attributed to self is controlled. Of course the movement is
not the same in the two conditions and it can be argued that the
difference attributed to agency can be explained by mere motor
difference. Nevertheless, our imitation condition generates differ-
ent results compared to motor only condition. Moreover, it has
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Table 1 | Experimental schedule.

Condition (Block 1) NVNM + library of NVNM + NVM + NVNM + NVM + NVNM + NVM +
intransitive spontaneous induced imitation (II), induced imitation (II),

movements (LIHM) imitation (SI) subject 1: imitator, subject 2: imitator,

subject 2: model subject 1: model

PAUSE: 10 MIN

Condition (Block 2) NVNM + library of NVNM + NVM + NVNM + NVM + NVNM + NVM +
intransitive spontaneous induced Imitation (II), induced imitation (II),

movements (LIHM) imitation (SI) subject 2: imitator, subject 1: imitator,

subject 1: model subject 2: model

Duration 15 s + 1 min 30 s 15 s + 15 s +1 min 30 s 15 s + 15 s + 1 min 30 s 15 s + 15 s + 1 min 30 s

been shown that the pattern of finger movement sequences has
low influence on the related inter-regional brain activity (Calmels
et al., 2008) and was restricted to spectral power decreases in the
alpha band over centro-parietal regions (Manganotti et al., 1998).

Contrasting the role of induced model [Mod (II)] to NVM
consists in comparing an instructed task of “initiate an action to
be imitated by the other” with a motor task attributed to self. This
would lead to document action primacy attributed to self, while
the other components are controlled.

In a third round, contrasting, respectively, the role of sponta-
neous imitator [Im (SI)] to NVM and the role of spontaneous
model [Mod (SI)] to NVM will test whether ascription of action
primacy to other or to self differ when roles are freely negotiated
compared to instructed roles. Finally, the role of model and of
imitator will be contrasted according to the imitation condition.

DUAL EEG DATA-ACQUISITION
The neural activities of the two participants were simultaneously
recorded with a dual-EEG recording system. It was composed of
two Acticap helmets with 32 active electrodes arranged accord-
ing to the international 10/20 system. We modified the helmets
in order to cover at best the occipito-parietal regions. Four
electrodes T7, T8, CP9, and CP10 were rejected due to arti-
facts. Ground electrode was placed on the right shoulder of
the subjects and the reference was fixed on the nasion. The
impedances were maintained below 10 k�. Data acquisition was
performed using a 64-channels Brainamp MR amplifier from the
Brain Products Company (Germany). Signals were analog filtered
between 0.16 Hz and 250 Hz, amplified and digitalized at 500 Hz
with a 16-bit vertical resolution in the range of ±3.2 mV.

RECORDED BEHAVIORAL ANALYSIS
The coding of the recordings used the ELAN software
(Grynszpan, 2006; Sloetjes and Wittenburg, 2008) allowing a
simultaneous presentation of the frames from the two part-
ners, together with a recording of time (latency, duration) and
occurrence of behavioral events. Digitalized videotapes of each
participant were synchronized and a frame-by-frame analysis was
conducted in order to extract the periods of imitation as well as
the roles defining who was imitating (Imitator) and who was imi-
tated (Model). Imitation was assessed when the hand movements
of the two partners showed a similar morphology (describing a
circle, waving, swinging. . .) and a similar direction (up, down,
right, left. . .). For each imitative episode, the individual who

started a hand movement followed by the partner was labeled the
“model,” and the follower was labeled the “imitator.” A substantial
inter-coder agreement was assessed through kappa coefficients
(>0.80). Imitation epochs were on average 6 s long (SD = 4 s)
and represented 64.69% of the interaction time (for details, see
Dumas et al., 2010).

EEG ARTIFACTS
The correction of eye blink artifacts in the EEG data was per-
formed using a classical principal component analysis (PCA)
filtering algorithm (Wallstrom et al., 2004a,b). We used 800 ms
windows with 400 ms of overlap. For each window, a PCA was
performed on the raw signal and all the PCA-components were
compared to an estimation of the electro-oculogram (EOG)
computed from the difference between the mean of the raw chan-
nels FP1 and FP2 and the nasion reference. If the correlation
between the reconstructed EOG signal and each PCA-component
exceeded an adaptive threshold, the eigenvalue-related to the
component was fixed to zero. Then the converted EEG signal can
be reconstructed by using the inverse solution of the PCA. The
adaptive threshold was proportional to the standard deviation
of the considered ith component divided by those of the current
window signal:

Thresholdi = 0.7 × σ(ci)

σ

(∑
i

ci

) (1)

where σ(ci) stands for the standard deviation of the ith component
of the PCA and σ(

∑
i ci) is the standard deviation of the signal.

EEG signals were then controlled visually another time in order to
eliminate muscular artifacts. These EEG segments were excluded
from the analysis and, in order to avoid border artifacts induced
by their suppression, we smoothed the joints by a convolution
with a half-Hanning window of 400 ms.

EEG ANALYSIS
Instead of using selected large frequency bands, we have covered
the whole spectrum (0–48 Hz) with 1 Hz frequency bins, which
accounts at best for the variability in frequency distributions
across subjects.

Following corrections, EEG data were re-referenced to a com-
mon average reference (CAR). Then a fast fourier transform
(FFT) was applied on 800 ms windows, smoothed by Hanning
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weighting function and half-overlapping across either the whole
trials in the case of contrasts between conditions or the segments
corresponding to the behavioral analysis as Imitator or Model in
the SI condition.

STATISTICAL ANALYZES
Significance of the differences in all contrasts was established
using a non-parametric cluster randomization test across spa-
tial and spectral domains (Nichols and Holmes, 2002; Maris
and Oostenveld, 2007; Maris et al., 2007). This test effectively
controls the false discovery rate in situations involving multi-
ple comparisons by clustering neighboring quantities that exhibit
the same effect. For the amplitude analysis, the neighborhood
was univariate across space (adjacent electrode over the scalp)
and frequencies (side-by-side frequency bins). The permutation
method provides values whose t statistics exceed a given critical
value when comparing two conditions value by value. In order
to correct for multiple comparisons, neighbor values exceeding
the critical value were considered as a member of the same clus-
ter. The cluster-statistic (CS) was taken as the sum of t values
in a given cluster. Evaluating the CS distribution through 1000
permutations controlled the false discovery rate (Pantazis et al.,
2005). Each permutation represented a randomization of the data

between the two conditions and across multiple subjects. For
each permutation the CSs were computed by taking the cluster
with the maximum sum of t statistics. The threshold controlling
the family wise error rate (FWER) was determined according to
the proportion of the randomization null distribution exceed-
ing the observed maximum CS (Monte Carlo test). Clusters
containing less than three different electrodes or three differ-
ent frequency bins were excluded. We used a threshold critical
value of |2σ|.

RESULTS
Table A1 in the appendix data summarizes all contrasts
computed.

CONTROL CONDITIONS
Execution of movement [NVM–NVNM]
Moving hands increased the delta band amplitude in the frontal
(2–4 Hz; Fz, FC1, C3; CS = 28.3, p < 0.05) region, whereas
decrease in the alpha-mu and beta bands was, respectively,
observed in the parieto-central (10–12 Hz; CP2, CP6, P3, PZ, P4,
P8, PO1; CS = −68.4, p < 0.05) and fronto-central (19–25 Hz;
Fz, F4, FC2, Cz, C4; CS = −66.2, p < 0.05) regions (see Figures 2
and 4A).

FIGURE 2 | Non-parametric clustering analysis applied to the NVM

versus NVNM contrast. Rows and columns represent, respectively,
electrodes and frequency bins. Electrodes are grouped by anatomical region.
The color stands for the t-values calculated between the two conditions with

the subject average fast Fourier transform (FFT) components. Topographies
at the bottom represent the mean t-values across the frequency range of the
considered clusters. Statistical clusters are outlined in thick black lines for
both representations. NVM, no view motion; NVNM, no view no motion.
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Passive observation of movement [LIHM–NVNM]
Passive observation of hand movements (LIHM) induced an
increase in delta and theta amplitudes in the fronto-central
(1–5 Hz; FC1, FC2, C4, CP6; CS = 184.4, p < 0.001) and pari-
etal (6–8 Hz; CP6, P7, P3, Pz, P4, PO1; CS = 223.7, p < 0.001)
regions (see Figure 3A), respectively, and a decrease of high
alpha-mu rhythm in the centro-parietal regions (11–13 Hz; CP1,
CP2, P3, PO1; CS = −123.0, p < 0.001).

INDUCED IMITATION CONDITION
Induced imitator [Im (II)–NVM]
When the role of induced imitator was contrasted with solitary
execution of movement, amplitude increased in the delta band
over the right fronto-central regions (2–4 Hz; FC1, FC2, C4, CP2;
CS = 136.8, p < 0.001; see Figure 3B). There was also a decrease
of alpha-mu activity in the parietal region (12–14 Hz; CP1, CP2,
P3; CS = −106.6, p < 0.001).

Induced model [Mod (II)–NVM]
When the role of induced model was contrasted with solitary exe-
cution of movement, an increase of amplitude was observed in
the theta band over centro-parietal regions (4–8 Hz; CP1, P3, Pz,
PO1; CS = 131.4, p < 0.001; see Figure 5D) whereas a decrease in
alpha-mu rhythm was found over parietal region (11–14 Hz; CP1,
CP2, P3, Pz, P4, P8, PO1; CS = −244.6, p < 0.001). There was
also a decrease of activity in the beta band over the fronto-central
regions (23–26 Hz; FC1, Cz, CP2; CS = −135.6, p < 0.001; see
Figure 4B).

SPONTANEOUS IMITATION CONDITION
Spontaneous imitator [Im (SI)–NVM]
When a participant was freely imitating compared with soli-
tary execution of movement, gamma amplitude increased in the
centro-parietal region (38–47 Hz; CP6, P4, P8, PO1, Oz, PO2;
CS = 130.2, p < 0.001; see Figure 5A). There was also a decrease
in the alpha-mu band over the parietal region (10–14 Hz; Pz, P4,
P8, Oz, PO2; CS = −63.4, p < 0.05).

Spontaneous model [Mod (SI)–NVM]
When a participant was freely initiating an imitation com-
pared with solitary execution of movement, gamma amplitude

FIGURE 3 | Self-agency and beta frequency band effects. NVM versus
NVNM (A) and Model in II versus NVM (B) show a similar decrease of the
beta activity (19–26 Hz) across the right fronto-central regions. The color
stands for the mean t-values across the frequency range of the considered
clusters. Statistical clusters are outlined in thick black lines for both
representations. II, induced imitation. For other abbreviations, see Figure 2.

increased over centro-parietal regions (42–47 Hz; C4, CP6, P4,
P8, PO1, PO2; CS = 117.0, p < 0.001; see Figure 5B) whereas
a decrease was observed in the alpha-mu band over the pari-
etal region (10–14 Hz; Pz, P4, P8, PO1, Oz, PO2; CS = −73.4,
p < 0.05).

INFLUENCE OF THE SOCIAL CONTEXT
The two roles of model and imitator were contrasted in the two
conditions to evaluate the influence of the social context.

Influence of the social context regarding the role of imitator
[Im (SI)–Im (II)]
A decrease in the theta/alpha band amplitude was found in
occipito-parietal regions (4–9 Hz; CP6, P4, P8, PO9, Oz, PO2;
CS = −68.0 p < 0.05).

Influence of the social context regarding the role of model
[Mod (SI)–Mod (II)]
No difference was found between the two conditions.

DISCUSSION
Using reciprocal imitation as a test-case for the multifactorial
account of agency, we aimed at delineating the brain dynamics-
related to different components of agency as they emerge from
a live interaction between two persons. In this situation, one has
to differentiate who generated first the action imitated, who is in
control of the imitation, and who feel the action as one’s own
action. A simultaneous EEG record of dyads engaged in differ-
ent imitative conditions allowed us to use contrasts providing a
few answers to these questions. A few answers only can be pro-
vided, since, as already stressed in the introduction, the whole
mechanisms and interactions included into the complex phe-
nomenon studied cannot be assessed via the computed contrasts.
The contrasts were chosen so as to control for action and action
observation, then for self- and other-ascription of agency in the
externally driven condition of imitation. Based on the results of
the controls, we investigated if similar components of self- and
other- ascription of agency were present in the SI condition. Were
our controls strong enough? It may be argued that the move-
ment is not the same in the two conditions: this is only partly
true (i.e., the number of intransitive gestures that do not imply to

FIGURE 4 | Other agency and delta frequency band effects. LIHM
versus NVNM (A) and Imitator in II versus NVM (B) show a similar increase
of delta activity (>0–5 Hz) mostly over the right central region. The color
stands for the mean t-values across the frequency range of the considered
clusters. Statistical clusters are outlined in thick black lines for both
representations. For abbreviations, see previous figures. LIHM, library of
intransitive hand movements.
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link hands is limited) and in any case the pattern of finger move-
ment sequences has low influence on the related-inter-regional
brain activity (Calmels et al., 2008). It may also be questioned
whether the difference attributed to agency ascription could not
be explained by mere visual or motor difference within contrasts.
This question can be answered using the multifactorial two-step
account of agency proposed by Synofzik et al. (2008). Indeed,
our design offers the example of a social situation where there
are strong similarities between what is seen and what is acted,
although what is seen is what the other does and what we feel
as ours is the action we are doing but not seeing. The challenge is,
beyond shared feeling of ownership and agency, to process con-
ceptually so as to correctly ascribe the primacy of agency to self
or to other. Far from resulting uniquely from action observation
or action execution, such challenge is the genuine byproduct of a
cross-coupling of observation and action between two individu-
als: accordingly our imitation condition generates different results
compared to motor only condition.

Let us summarize what was common to all conditions ana-
lyzed. As predicted and widely documented (Cochin et al., 1999;
Pineda, 2005; Lepage and Theoret, 2006; Oberman et al., 2007;
Calmels et al., 2008; Muthukumaraswamy and Singh, 2008), we
found a decrease of oscillations in the alpha-mu over the senso-
rimotor cortex under conditions of observation and execution of
movements as well as in all observation/execution related con-
trasts in a common frequency range of 10–14 Hz. These results
are in line with the proposal that mu rhythm desynchroniza-
tion acts as an index of perception-action coupling (Pineda, 2005;
Oberman et al., 2008).

Beyond these similarities, strong differences appeared. Action
production and observation differed for other frequencies: beta
activity specifically decreased over the fronto-central regions dur-
ing action production contrasted with rest (NVM vs. NVNM),
while delta/theta-frequency band increased during action obser
vation contrasted with rest (LIHM vs. NVNM) over the cen-
tral region. Differences concerning these frequency bands also
appeared for the roles of imitator and model in the condition
of II.

SELF- AND OTHER- ASCRIPTION OF ACTION PRIMACY
Contrasting brain activity when the subject was the model ver-
sus when moving hands without vision (NVM baseline) revealed
modulation in alpha-mu and beta frequency bands like for action
production (NVM vs. NVNM) but not in delta/theta-frequency
unlike in action observation (LIHM vs. NVNM). In this line,
there is increasing evidence that beta oscillations underpin the
integration of sensorimotor processes (Baker, 2007) through
large-scale communication (Roelfsema et al., 1997; Brovelli et al.,
2004; Tsujimoto et al., 2009). Reversely, the contrast between
the brain activity of the induced imitator versus NVM revealed
modulations in alpha-mu and delta/theta-frequency bands over
fronto-central and parietal regions like for action observation
but not in beta, unlike in action production. This focal increase
in delta activity might be associated with an attentional con-
trol over the primary motor cortex. Although delta frequency
band is poorly documented concerning motor-related tasks,
recent studies suggest indeed that delta activity may reflect a

potential top-down control in perceptive tasks (Lakatos et al.,
2008; Anastassiou et al., 2011). We reasoned that the decrease
in beta activity should, therefore, be related to a primacy of
action in self, and the increase in delta/theta activity to a pri-
macy of observation of the model in other, therefore, underlining
other-ascription of action primacy.

SHARED AGENCY DURING SPONTANEOUS IMITATION CONDITION
We compared each role in the SI condition with the NVM base-
line. Unlike in II, oscillatory rhythms were similar for model and
imitator (see Figure 5). For both roles, contrasts showed a gamma
increase over parietal regions. Gamma frequency has been asso-
ciated with various cognitive functions (Jensen et al., 2007) and
was reported to reflect local processing at the cortical level (Fries,
2009). Importantly, an increase in gamma activity has been found
over parietal region during the perception and ascription of bio-
logical movement (Pavlova et al., 2006), and TPJ region has been
shown to play critical functions in attention, agency and social
interaction (Decety and Lamm, 2007). The gamma increase was
not found in other contrasts than those involving the two spon-
taneous roles of imitation. This symmetric increase is proposed
here as related to the phenomenon of shared agency between
the two interacting partners. Particularly relevant with this pro-
posal is the study by Kanayama et al. (2009) showing a gamma
increase related to intermodal interaction when the rubber hand
is attributed to self.

Finally, comparing each role according to the condition led
us to observe a theta decrease for the imitator in SI compared
to II. Theta-frequency activity has been reported to be involved in

FIGURE 5 | Co-ownership and low/high frequency bands effects.

Compared to baseline (NVM), Imitator and Model show a similar increase in
gamma activity (38–47 Hz) in parietal regions during SI while this effect was
not present in II (A and B). However, there is an increase for both
delta/theta activity (2–8 Hz) in II but topographies are different. While this
change occurs in the right central region for the Imitator (C), it is more
localized over the precuneus region for the Model (D). The color stands for
the mean t-values across the frequency range of the considered clusters.
Statistical clusters are outlined in thick black lines for both representations.
For abbreviations, see previous figures. SI, spontaneous imitation.
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working memory (Scheeringa et al., 2009; Brookes et al., 2011)
and thus its recruitment can point out a cognitive load during
instructed imitation.

BEYOND SYMMETRY
The stance highlighting the intra-brain symmetry between obser-
vation and action has gained a renewed influence after the dis-
covery of the MNS (Rizzolatti and Craighero, 2004; Caetano
et al., 2007) and rapidly extended to hypotheses concerning inter-
brain symmetry. In favor of this extension are the biological
similarities and constraints among conspecifics (Hasson et al.,
2004). More precisely, the anatomic-functional similarity among
human brains enhances dynamical similarities and thus facili-
tates interindividual couplings (Dumas et al., 2012). However,
the neuromimetic model cannot fully account for social interac-
tion (Petit, 2003). Beyond symmetry indeed, another component
of any social interaction is in play: namely, alternation in com-
plementary social roles, yielding asymmetry of action processing
in the interacting partners. This component is especially impor-
tant to assess a multiaccount of agency. While the symmetry of
action generates shared feeling of agency, the asymmetry of roles
leads to alternate the ascription of who is the agent of what. At
some extent, we can consider the condition of II as an ampli-
fier of the asymmetry of roles inasmuch as the normal flow of
interaction is disrupted by the instruction to maintain the role.
In this condition therefore, there is a difference between model
and imitator that can be understood as a clear-cut difference
in ascription of action primacy. Reversely, the condition of SI
certainly acts as an amplifier of symmetry since partners share
perception and action and anticipate next exchange of role, thus
generating a binding between people (Hari and Kujala, 2009).
Everyday social interaction is certainly at the middle of the road.
In the same way as segregation and integration form a comple-
mentary pair in brain activity, a successful communication needs
altogether a clear repartition of the roles and a co-regulation of
the exchange (Fogel, 1993). This co-regulation and the sharing of
purpose between the interactants ensure the autonomy of the two
partners as well as their ability to make the distinction between
what originates from self and what originates from the other.

METHODOLOGICAL ISSUES
Convergent evidence in neuroscience leads to underline that cor-
tical mechanisms are not fully described by a simple functional
specificity of spatial regions or electrophysiological rhythms
(Roopun et al., 2008; Kopell et al., 2010). However, temptation
remains high, in the realm of social neuroscience, to search for
a specific signature of social interaction. The alpha-mu rhythm
illustrates well this complex issue. Following the demonstration of

its dissociative functions in the processing of sensorimotor infor-
mation for different frequency ranges and somatotopic regions
(Pfurtscheller et al., 2000), it has been recently suggested that
rhythms in this frequency range could have more specific social
meaning in other regions than in sensorimotor cortices (Naeem
et al., 2011) albeit mu rhythm modulation is currently the main
EEG signature proposed for MNS (Pineda, 2005; Oberman et al.,
2008). At least if the focus remains a search for specific signature
of social cognition, detailed spectral analyzes should be used fol-
lowing Tognoli and colleagues (Tognoli et al., 2007) when they
identified phi markers. Connectivity approaches also represent
a promising methodological jump for the future. If we take as
an example the fronto-parietal network, it has been proposed by
Rizzolatti and Sinigaglia (Rizzolatti and Sinigaglia, 2010) to be at
the core of social cognition. Neural oscillations within this net-
work have been closely associated with cognitive processes during
the course of social interactions such as sensorimotor integra-
tion (Basar et al., 2001; Palva and Palva, 2007), perception-action
coupling (Hari et al., 1998; Pineda, 2005; Calmels et al., 2008)
or control of spatial attention (Capotosto et al., 2009). However,
strong functional links have also been found to play a key role in
perceptual awareness without any social context (Gaillard et al.,
2009). An integrative vista is thus specifically needed in the case
of social cognition where multiple cognitive functions are jointly
at play. The present study adopted such a perspective and consid-
ered the potential diversity of brain dynamics underlying agency.
Although the present results only give a partial account of this
diversity, they nevertheless point on dissociation at the neural
level between self-, other-, and shared-ascription of action pri-
macy. Moreover, the difference observed between spontaneous
and II illustrates the crucial importance of the context in the
investigation of brain correlates of social interaction. Systemic
and dynamical approaches in social neuroscience may help dis-
entangling multiple types of neural correlates and bring them
together into a coherent whole.
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APPENDIX

Table A1 | Summary of amplitude for delta, theta, alpha-mu, beta, and gamma frequency bands.

Delta Theta Alpha-Mu Beta Gamma

Frontal NVM-NVNM (+) NVM-NVNM (−)

LIHM-NVNM (+) Mod(II)-NVM (−)

Im(II)-NVM (+)

Central NVM-NVNM (+) LIHM-NVNM (+) NVM-NVNM (−) NVM-NVNM (−) Im(SI)-NVM (+)

LIHM-NVNM (+) Mod(II)-NVM (+) LIHM-NVNM (−) Mod(II)-NVM (−) Mod(SI)-NVM (+)

Im(II)-NVM (+) Im(SI)-Im(II) (−) Im(II)-NVM (−)

Mod(II)-NVM (−)

Parietal LIHM-NVNM (+) LIHM-NVNM (+) NVM-NVNM (−)

Mod(II)-NVM (+) LIHM-NVNM (−)

Im(SI)-Im(II) (−) Im(II)-NVM (−) Im(SI)-NVM (+)

Im(SI)-NVM (−) Mod(SI)-NVM (+)

Mod(II)-NVM (−)

Mod(SI)-NVM (−)

Im(SI)-Im(II) (−)

Occipital Im(SI)-Im(II) (−) Im(SI)-Im(II) (−) Im(SI)-NVM (+)

Im(SI)-NVM (−) Mod(SI)-NVM (+)

Mod(SI)-NVM (−)

(+) indicates an increase and (−) a decrease of EEG amplitudes. NVNM, no view no motion; NVM, no view motion; LIHM, library of intransitive hand movements;

Im, imitator; Mod, model; SI, spontaneous imitation; II, induced imitation.
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What happens in the mind of a person who first hears a potentially exciting idea?
We examined the neural precursors of spreading ideas with enthusiasm, and dissected
enthusiasm into component processes that can be identified through automated linguistic
analysis, gestalt human ratings of combined linguistic and non-verbal cues, and points
of convergence/divergence between the two. We combined tools from natural language
processing (NLP) with data gathered using fMRI to link the neurocognitive mechanisms
that are set in motion during initial exposure to ideas and subsequent behaviors of these
message communicators outside of the scanner. Participants’ neural activity was recorded
as they reviewed ideas for potential television show pilots. Participants’ language from
video-taped interviews collected post-scan was transcribed and given to an automated
linguistic sentiment analysis (SA) classifier, which returned ratings for evaluative language
(evaluative vs. descriptive) and valence (positive vs. negative). Separately, human coders
rated the enthusiasm with which participants transmitted each idea. More positive
sentiment ratings by the automated classifier were associated with activation in neural
regions including medial prefrontal cortex; MPFC, precuneus/posterior cingulate cortex;
PC/PCC, and medial temporal lobe; MTL. More evaluative, positive, descriptions were
associated exclusively with neural activity in temporal-parietal junction (TPJ). Finally,
human ratings indicative of more enthusiastic sentiment were associated with activation
across these regions (MPFC, PC/PCC, DMPFC, TPJ, and MTL) as well as in ventral
striatum (VS), inferior parietal lobule and premotor cortex. Taken together, these data
demonstrate novel links between neural activity during initial idea encoding and the
enthusiasm with which the ideas are subsequently delivered. This research lays the
groundwork to use machine learning and neuroimaging data to study word of mouth
communication and the spread of ideas in both traditional and new media environments.

Keywords: fMRI, sentiment analysis, natural language processing, information diffusion, word-of-mouth

INTRODUCTION
When I muse about memes, I often find myself picturing an
ephemeral flickering pattern of sparks leaping from brain to
brain, screaming “Me, me!”

- Douglas Hofstadter (Hofstadter, 1985)

MESSAGE PROPAGATION
How does an idea move from being an ordinary idea to a leap-
ing spark, potentially spreading like wildfire to an entire society?
What happens in the mind of a person who first hears a poten-
tially exciting idea, reads a potentially viral story online, or adopts
a potentially contagious new behavior? What processes determine
whether that person will go on to promote the idea, story or
behavior? Message propagation from one person to the next is
one of the oldest forms of advertising, and a powerful form of
social influence (Subramani and Rajagopalan, 2003; Brown et al.,
2007; Christakis and Fowler, 2007; Smith et al., 2007; Fowler
and Christakis, 2008, 2010). Understanding the mechanisms that

underlie this form of social influence is critical, especially given
the rise of social media and abundance of data afforded by the
new media environment.

A considerable body of literature has examined the spread of
ideas from the point of view of message recipients [for a review,
see (Berger, 2012)]. For example, psychologists have characterized
the factors that lead message recipients to be persuaded by argu-
ments (Petty and Cacioppo, 1986a,b; Chaiken et al., 1989; Eagly
and Chaiken, 1993; Albarracin et al., 2005; Eagly and Chaiken,
2005). In parallel, communication scholars have described the
ways in which information flows from sources such as the mass
media to the general population (Katz and Lazarsfeld, 1955; Katz,
1957; Nisbet and Kotcher, 2009), as well as how innovations dif-
fuse through populations (Rogers, 1995). Recent work from a
marketing perspective has examined content and context-based
factors that predict when online content, such as news items,
are likely to go viral (Wojnicki and Godes, 2008; Berger and
Milkman, 2012) and when online reviews are influential (Godes
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and Mayzlin, 2004; Chevalier and Mayzlin, 2006; Trusov et al.,
2009; Chintagunta et al., 2010). The new media environment
more broadly, and social media in particular, have also spurred
renewed interest in so-called “earned” marketing (in contrast
to paid ads) in which individuals promote ideas, products or
behaviors enthusiastically within their social networks.

Relatively less research, however, has focused on the underly-
ing mechanisms that precede enthusiastic message propagation
from the point of view of the communicator [cf., research on
motives (Dichter, 1966; Engel et al., 1993; Sundaram et al., 1998;
Hennig-Thurau et al., 2004; Buechel and Berger, 2011)]. There
may be comparatively less of this kind of research in the social
psychological literature due to methodological challenges, includ-
ing participants’ lack of conscious access (Nisbett and Wilson,
1977) to the underlying factors that lead them to perform later
behaviors (including enthusiastically supporting an idea) and the
fact that invoking such introspection can contaminate subsequent
psychological and behavioral processes (Wilson and Schooler,
1991).

NEW COMBINATIONS OF METHODS FOR STUDYING THE
MECHANISMS OF MESSAGE PROPAGATION
Although limited in its own ways (Poldrack, 2008), func-
tional magnetic resonance imaging (fMRI) can measure neural
responses in the moment that participants are initially process-
ing messages. Functional MRI interrogates several neurocognitive
networks simultaneously, without contaminating the process by
explicitly demanding self-reports of the psychological processes
that occur during any given task. Hence, fMRI may be a use-
ful tool to study the processes underlying and promoting social
communication. In particular, fMRI may be useful in under-
standing the precursors of message propagation, especially if there
are processes set in motion during initial exposure to ideas that
are not consciously registered by the individual taking in the
information. Already, a body of research has demonstrated the
successful use of fMRI to study naturalistic social communica-
tion. For example, fMRI has been used to measure the degree of
synchronization between different observers being exposed to the
same thirty-minute film (Hasson et al., 2004). Prior research has
also demonstrated that increased synchrony between the brains of
a speaker and listeners are associated with increased effectiveness
of communication (Stephens et al., 2010).

In addition, tools from fields such as natural language pro-
cessing (NLP) may provide insights regarding participant senti-
ment that are not captured using other methods. Recent studies
of online social networks, such as Twitter and Facebook, have
demonstrated the value of applying tools from NLP and infor-
mation retrieval to richly linked and socially situated language
data (O’Connor et al., 2010; Bakshy et al., 2011). Sentiment
analysis (SA) of Twitter, for example, has been used discover opin-
ions regarding new products (Go et al., 2009), identify regional
dialects (Eisenstein et al., 2010) and retrospectively predict polit-
ical movements (Eisenstein et al., 2010; Tumasjan et al., 2010).
Sentiment analysis of news content has also been used to under-
stand the characteristics of messages that are shared most often
(Berger and Milkman, 2012). Sentiment analysis uses machine
learning algorithms to train classifiers to distinguish between

text samples grouped according to some attribute (e.g., positive
vs. negative sentiment) on the basis of a selection of linguistic
features (i.e., use of certain combinations of adjectives, nouns,
1st person pronouns, etc.) (Kim and Hovy, 2006; Pang and Lee,
2008).

In should be noted that the state-of-the-art in SA techniques
are restricted primarily to language form (i.e., written text or
transcripts of linguistic events) and not to features of commu-
nication such as non-verbal cues, prosody and intonation, which
might intuitively seem to be strongly associated with enthusias-
tic message sharing. However, lexical choice and formal linguistic
patterns underlie and transmit meanings and culture (Sinclair,
2004) and are linked with individuals’ emotion and cognitive
experience (Pennebaker, 2011). Automatic linguistic analysis is
able to capture these patterns of language usage that are typi-
cally not easy for human coders to recognize spontaneously or
consistently.

In parallel, expressive behavior is often represented through
non-linguistic vocal cues, body language, and other features that
may not be captured by the automated sentiment analyzer (SA),
but which may predict important outcomes related to how suc-
cessfully ideas spread. Across multiple content areas and contexts,
gestalt ratings, or thin-slices, of expressive behavior, rated by
human coders, have been shown to accurately predict a range of
important outcomes (Ambady and Rosenthal, 1992), and neu-
ral systems associated with shared sensorimotor representation
have been implicated in empathic accuracy (Zaki et al., 2009).
Thus, the human coded scores provide a way of examining neu-
ral processes associated with transmission of ideas that may not
be captured by automatic SA, and also provide a point of com-
parison for neural correlates of the automatic SA that may not be
consciously registered by human coders.

In the present investigation, we combined the use of fMRI with
SA and human coding to examine the underlying neural processes
that precede enthusiastic message propagation behavior, and in
particular, the valence and evaluative content of how messages
are shared. More specifically, we interrogated the neural signals
present during initial exposure to ideas, and their relationship to
the ways in which the initial idea recipient subsequently trans-
mitted the idea to others in a videotaped session following the
fMRI scan. We examined the neurocognitive correlates of com-
municator enthusiasm as identified by the specific qualities of
language employed (using automated SA), and by human gestalt
impressions of the corresponding behavior.

NEURAL SYSTEMS ASSOCIATED WITH SUCCESSFUL
COMMUNICATION
In contrast to prior studies that have investigated social influ-
ence from the perspective of message recipients, in the present
investigation we investigate successful social influence from the
perspective of the message communicator. More specifically, we
were interested in the neural processes that precede spreading
ideas with enthusiasm. We suggest that three key sets of processes
may support spreading ideas with enthusiasm.

First, to the extent that ideas resonate with the message com-
municator upon initial receipt, she/he may be better positioned to
advocate those ideas to others in an enthusiastic manner. Activity
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in the medial prefrontal cortex (MPFC) in Brodmann’s area 10
(BA10) and precuneus/ posterior cingulate cortex (PC/PCC) have
been associated with self-related processing (Lieberman, 2010), as
well as subsequent behavior change following exposure to per-
suasive messages (Falk et al., 2010, 2011; Chua et al., 2011).
In addition, the neuroeconomics literature has characterized the
ventromedial prefrontal cortex (VMPFC) and ventral striatum
(VS) as encoding reward and value signals (Knutson et al., 2001;
McClure et al., 2004; Knutson and Cooper, 2005; Haber and
Knutson, 2010). These regions might be more active to the extent
that participants connect with ideas initially.

Second, consideration of how ideas might be received by oth-
ers is likely to play a key role in the level of enthusiasm that one
expresses outwardly when describing that idea to others (Krauss
and Fussell, 1991; Higgins, 1992). Neural activity in dorsome-
dial prefrontal cortex (DMPFC) and temporal-parietal junction
(TPJ) are commonly associated with social cognition, perspec-
tive taking and mentalizing about the views of others (Lieberman,
2010; Saxe, 2010). In our prior work, individual differences in
participants’ abilities to persuade others of the value of their pre-
ferred ideas was associated exclusively with activity in TPJ (Falk
et al., 2012b). In the current investigation, we hypothesized that
TPJ and DMPFC would be associated with evaluating ideas with
respect to their social value, and hence would predict the enthu-
siasm with which ideas were subsequently propagated. Activity in
VS and VMPFC are also associated with exposure to stimuli that
are popular or valued by others (Plassmann et al., 2008; Zaki et al.,
2011), and with conforming to the opinion of others (Campbell-
Meiklejohn et al., 2010). In the context of preparing to share ideas,
beyond encoding one’s own evaluation of the incoming ideas, the
VS and VMPFC might also encode value with respect to ideas in
the social context. Likewise, activity in MPFC increases during
exposure to socially tagged stimuli, compared to stimuli where
the preferences of others are unknown (Mason et al., 2009). In
sum, beyond merely taking in information and evaluating one’s
own preferences, the neural precursors of spreading ideas with
enthusiasm are likely to include the mentalizing system and other
neural systems that encode the potential social value of ideas.

Third, our participants were exposed to ideas during the
scanning session, and videotaped discussing ideas approximately
half an hour later, following the scanning session. Thus, neural
systems in the medial temporal lobe (MTC) including the hip-
pocampus, implicated in memory encoding and retrieval (Cabeza
and Nyberg, 2000), as well as PC/PCC, implicated in retrieval
of autobiographical memories, may be associated with partici-
pants’ ability to speak enthusiastically about the ideas when given
the opportunity. To the extent that the ideas were more richly
encoded, participants may have been able to draw on their mem-
ory of the idea content to provide descriptions that were later
coded as more enthusiastic.

Finally, prior neuroimaging research has demonstrated that
activity in each of the neural systems above is associated
with increased synchrony between the brains of a speaker
and a listener. More specifically, the MPFC, PC/PCC, TPJ
as well as the medial temporal lobes (MTL) and striatum
are associated with increased effectiveness of communication
(Stephens et al., 2010).

SUMMARY OF HYPOTHESES
We hypothesized that the neural precursors of enthusiastic mes-
sage propagation would share common neural underpinnings
with several sub-processes associated with successful speaker-
listener communication. More specifically, activity in regions
that have been implicated in self-related processing (including
MPFC, PC/PCC), reward (including VS, VMPFC), mentalizing
(DMPFC, TPJ), and memory (including the MTL) during initial
idea encoding may be associated with later enthusiasm expressed
for those ideas. We further hypothesized that the neural patterns
associated with enthusiasm as defined by automated linguistic SA,
and separately by gestalt human ratings would overlap, despite
relying on different pathways to capturing the underlying con-
cept of “enthusiasm.” In particular, the gestalt ratings made by
human coders should capture elements of non-verbal behavior
that are not captured by the SA, whereas SA may capture patterns
of social communication that are not consciously registered by
human coders.

LINKS TO PRIOR WORK ON THE NEURAL CORRELATES OF SUCCESSFUL
MESSAGE PROPAGATION
In prior work (Falk et al., 2012b), we examined the neural activity
of participants from this same experiment, in combination with
the behavioral responses of a second group of individuals who
viewed video-taped interviews from the current group of partic-
ipants. The goal of our prior work was to characterize the neural
processes that were activated by specific ideas that were destined
to spread, as well as individual differences in the tendency to be
a good “idea salesperson” (someone who successfully persuades
others of the value of their idiosyncratic preferences). In that
investigation, we found that participants’ intentions to spread
ideas covaried with increased activity in MPFC and PC/PCC. By
contrast, individual differences at the subject level in ability to
persuade others of one’s idiosyncratic preferences were reflected
in one region that is often associated with social cognition and
perspective taking during initial idea exposure—TPJ. Finally,
ideas that spread successfully, regardless of message communi-
cator, were associated with increased activity in a combination
of these regions (PC/PCC, TPJ) as well as DMPFC and VS (Falk
et al., 2012b).

In the present investigation, we examine a different set of
constructs that speak to the behavior of our initial participants
(those who were scanned during initial idea exposure). In par-
ticular, a considerable body of social psychological literature has
demonstrated that intentions are often related to the behaviors
that follow, but are not synonymous; indeed, there is often a gulf
between what we intend to do, and the actual execution (Fishbein
and Ajzen, 1975; Armitage and Conner, 2001; Fishbein et al.,
2001; Webb and Sheeran, 2006). Whereas our prior analyses did
not examine any specific features of the initial participants’ com-
munication, in the present investigation, we explored the overlap
and divergence in the neural systems associated with cues identi-
fied by automated SA of the participants’ descriptions and human
perceived enthusiasm. Indeed, although there should be overlap
in the neural correlates of participants’ intentions to share ideas,
and the actual enthusiasm with which they subsequently spread
the ideas, these metrics are only modestly correlated.

Frontiers in Human Neuroscience www.frontiersin.org November 2012 | Volume 6 | Article 313 | 352

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Falk et al. Neural correlates of enthusiastic idea propagation

MATERIALS AND METHODS
PARTICIPANTS
Twenty participants were recruited from an undergraduate sub-
ject pool and through mass emails and posted fliers, and received
either course credit or financial compensation for their partici-
pation; one participant was dropped due to technical difficulties,
resulting in a usable sample of nineteen participants (11 female,
mean age = 20.55, SD = 6.17). All participants were right-
handed, and spoke English fluently. Participants also met the
following criteria related to fMRI safety: (1) were not claus-
trophobic; (2) had no metal in their bodies (other than tooth
fillings); (3) were not pregnant/breast-feeding. Potential partic-
ipants were excluded if they were currently taking psychoactive
medication. Informed consent was obtained from all subjects in
accordance with the policies of the UCLA Institutional Review
Board.

PROCEDURE (FIGURE 1)
After arrival and consent at the fMRI center, participants were
asked to pretend that they were interns at a television studio.
During the primary scanning session, each participant viewed
and heard 24 descriptions of television show ideas while their
neural activity was recorded using fMRI. Following each descrip-
tion, participants rated how likely they would be to recommend
the show to their producer [results related to these data reported
in Falk et al. (2012b)]. After exiting the scanner, participants were
video taped discussing each show, with the idea that the videotape
would be shown to their producer for final decisions about which
shows would be produced.

STIMULI
Preliminary ideas for television show pilot episodes were gener-
ated by UCLA undergraduates in response to a prompt in which
they were asked to “Pretend you are pitching a new TV show idea
to a network.” From this pool of show descriptions, 24 show ideas
were selected as final stimuli based on further pilot testing and
assessment by the research team; shows were selected to appeal
to a wide range of audiences and to have comprehensible plots.
The language of the pilot television show descriptions was then
edited by the research team to standardize grammar, spelling,
description length and language complexity across shows. The
show descriptions contained relatively neutral descriptions of the
pilot show ideas (mean sentiment rating [positive × evaluative] =
−0.01, on a scale from −1 to 1). An image representing the show
was also paired with the description (see example, Figure 1).

During the scanner session, each participant was presented
with all 24 show descriptions, broken into three runs with eight
block per run (mean block length = 21.6 s; SD = 1.7 s; 310 s/run
totaling 465 volumes/run). Fixation rest periods between blocks
served as an implicit baseline. Each block contained one show
description, which consisted of the show title at the top, an
image representing the show, and a brief text-based plot sum-
mary (see Figure 1). All plot summaries were read aloud by the
same voice, to control for participant reading speed. Following
exposure to the show description, participants were prompted to
indicate their intention to pass on information about the show
(see Figure 1), and were given 3 s to make the rating. Blocks

were separated by 15 s rest periods in which participants were
presented with a fixation cross. The order of shows was counter-
balanced across runs, with each participant receiving one of three
different pseudorandom orderings.

NATURAL LANGUAGE PROCESSING
We examined features of the participants’ language using machine
learning techniques applied to transcripts of the videotaped
post-scan session. All videotaped descriptions of the show ideas
collected following fMRI scanning were transcribed by trained
research assistants. These transcripts were normalized (remov-
ing punctuation, transcription symbols, etc. and transformed
into lower case) and then were submitted to a SA API (http://
text-processing.com/api/sentiment/) that uses classifiers trained
on a database of movie reviews (Pang et al., 2002; Pang and
Lee, 2004; Perkins, 2011). In the SA, the text is first analyzed for
descriptive vs. evaluative language, which roughly corresponds to
how opinionated the description is; the classifier was trained on
a corpus of sentences labeled as either evaluative [from Rotten
Tomatoes (http://www.rottentomatoes.com/), a website that pro-
vides subjective reviews of movies] or descriptive [from IMDb
(http://www.imdb.com/), a film-encyclopedia website that pro-
vides plot descriptions of movies]; (Pang and Lee, 2004). This is
followed by valence analysis which assesses how positive or neg-
ative the language used to describe the ideas is; this classifier is
trained on a corpus of movie reviews labeled either positive or
negative, based on the reviewers’ star ratings.

The SA uses the Naïve Bayes classifier implementation pro-
vided in the Natural Language Toolkit (NLTK) (Bird et al., 2009)
and a combination of frequent words and significant bigrams
(two word sequences) as features. For example, bigrams such
as “really like,” “would definitely,” “completely different,” “deals
with,” and “different things” are associated with positive senti-
ment; whereas, bigrams such as “the worst,” “interesting but,” “be
ok,” “guess I,” and “boring and” are associated with negative senti-
ment. More descriptive text (closer to IMDB) tended to describe
the content of the shows without offering a specific recommen-
dation or opinion, whereas more evaluative content (closer to
Rotten Tomatoes) tended to offer more explicit evaluations and
personal opinions of the shows (see Table 1 for example text and
corresponding ratings).

The SA’s evaluative vs. descriptive ratings were transformed
to range from 0 (completely neutral/objective/descriptive) to 1
(completely polar/subjective/evaluative) (variable called evalua-
tive). The SA’s positivity vs. negativity ratings were transformed
to range from −1 (most negative) to 1 (most positive) (variable
called positive). From these scores, we also computed a combined
score in which valence ratings were weighted by the degree to
which the language employed was evaluative (positive × evalu-
ative). Examples of text that were rated by the classifier as high
and low along each dimension are presented in Table 1.

VIDEO CODING
Separately, human coders viewed the videotaped recordings of
participants transmitting ideas following the scanning session
and made ratings of the participants’ gestalt enthusiasm for each
idea. Two trained research assistants (one male, one female)

Frontiers in Human Neuroscience www.frontiersin.org November 2012 | Volume 6 | Article 313 | 353

http://text-processing.com/api/sentiment/
http://text-processing.com/api/sentiment/
http://www.rottentomatoes.com/
http://www.imdb.com/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Falk et al. Neural correlates of enthusiastic idea propagation

FIGURE 1 | Participant procedure and data analysis flow. Participants
were exposed to an initial set of ideas while neural activity was monitored
throughout their brains using fMRI. They were then videotaped discussing

each idea. These videotapes were coded by humans, and transcripts of the
language were separately given to an automated language classifier that
performed a sentiment analysis.

watched each video and made an assessment of how enthusi-
astic the participant was about each idea using a feeling ther-
mometer (0 = very cold/completely unenthusiastic–100 = very
warm/completely enthusiastic). Coders were instructed to form a
gestalt impression of the speaker’s enthusiasm for the show. There
was a high degree of correspondence between the assessments
made by the two raters (r = 0.932). The two raters’ assess-
ments were thus averaged together to form the human-coded
enthusiasm rating. Example text and ratings for human-coded
enthusiasm scores are also presented in Table 1.

In sum, our analysis process produced four assessments related
to the way in which ideas encoded during the scanning ses-
sion were subsequently expressed: human gestalt coding of each
participants’ enthusiasm for each idea, machine classified senti-
ment valence (how positive vs. negative was the language used
in each participants’ description of each idea?), machine classi-
fied evaluative vs. descriptive language (how descriptive versus
evaluative was each participants’ description of each show idea?),
and a combined score in which sentiment valence was weighted
by the degree to which evaluative (vs. descriptive) language was
employed; this index captures stronger positive recommendations

of the ideas (referred to as positive × evaluative). Each of these
assessment types was correlated with neural activity during the
initial encoding of ideas in order to identify neural precursors of
each effect (details in section “Statistical Analysis”). In addition,
we examined the overlap between the neural correlates of enthusi-
asm as captured by the different dimensions of the automated SA,
and as captured by the human coders, and points of divergence.

fMRI DATA ACQUISITION
Imaging data were acquired using a Trio 3 Tesla head-only
MRI scanner at the UCLA Ahmanson-Lovelace Brainmapping
Center. Head motion was minimized using foam padding and
surgical tape; goggles were also fixed in place using surgical
tape connecting to the head coil and scanner bed. A set of
high-resolution structural T2-weighted echo-planar images were
acquired coplanar with the functional scans (spin-echo; TR =
5000 ms; TE = 34 ms; matrix size = 128 × 128; 33 interleaved
slices; FOV = 220 mm; slice thickness = 4 mm; voxel size = 1.7 ×
1.7 × 4.0 mm; flip angle = 90◦). A high resolution T1-weighted
magnetization prepared rapid acquisition gradient echo (MP-
RAGE) scan was also acquired (TR = 2300 ms; TE = 2.47 ms;
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Table 1 | Example normalized text (case and punctuation removed) with associated ratings by humans who had access to full voice and visual

cues (scale = 0–100), automated positivity scores from the language classifier (scale = −1 to 1), and automated evaluative language scores

from the language classifier (scale = 0–1).

Higher positivity/Lower negativity Lower positivity/Higher negativity

Higher evaluative/
Lower descriptive

Beautyqueens
Beauty queens i thought looked pretty hilarious um it was
about moms who were former beauty queens who raised
their daughters to be beauty queens it was about the stress
of um their the daughters trying to be beauty queens and it
was also about the mothers a little too um and that actually
looked really funny um so i would definitely recommend
moving forward with that one
human: 85
positivity: 0.49
evaluative: 0.99

Bizarreworld
Bizzare world is a proposal in which contestants would um
would travel to a different country in every episode and they
would have to survive in awkward in a bizarre different part of
a country and it would just follow them in their show to
survive and maintain in a very different environment i
thought it was very interesting show because i think it’s an
interesting proposal because it would um attract a lot of
audiences who are interested in um in knowing what there is
different countries of the world and it’s really interesting to
see how people manage to survive so i would definitely
recommend it
human: 72
positivity: 0.42
evaluative: 0.95

Nightlife
Night life is about um students i think living in other countries
and they had to kind of just go through the trial of living in
another country not knowing the language having to make
money and support themselves um i think that would be an
entertaining show um kind of like real world but in other
countries so it would be entertaining i think people would
really like to watch it especially it it’s just to see scenery in
other countries cuz that’s always cool to see if you’ve never
been there
human: 77
positivity: 0.4182
evaluative: 0.9989

Beautyqueens
Beauty queens i don’t know if its i am biased cause i am a
guy but beauty queens would really not appeal to me that
much cause the mere fact that i don’t want to see a little girl
putting hair and make up on for four hours go walking across
the stage getting off the stage and doing it again two or
three times and then losing or winning i really don’t care um
so that really doesn’t appeal to me or jujust the moms
pushing the kids jus they do that anyway why beauty
human: 20.5
positivity: −0.80
evaluative: 0.99

Bizarreworld
Um bizarre world uh i mean i have seen multiple shows like
they and they wouldn’t really appeal to me just you put uh
people from different parts of the world into one location or
dif different countries or something every week and then
there is a challenge the one who performs the worst in that
challenge is the one that’s eliminated i mean just i i it
wouldn’t really appeal to me uh the one appealing factor
would be that you would get to see different cultures from
around the world the challenges and hohow thethey have to
think on the spot
human: 33.5
positivity: −0.75
evaluative: 0.99

Nightlife
Night life is a television show based on basically a party
scene hence the title night life uh where they throw different
people into different areas of the world and . . . and um they
don’t know the language they don’t know the culture they
don’t have much money they have to get jobs um that would
be an ok show i think it would make it although it would
probably be a show that i would not watch
human: 35
positivity: −0.7862
evaluative: 0.7409

Lower evaluative/
Higher
descriptive

Beautyqueens
The next show is called beauty queens and this has to do
with a bunch of moms that were beauty queens when they
were young and it focuses on their daughters and how their
daughters struggle with living up to their mothers
expectations and like becoming beauty queens themselves
and so some can live up to their mom’s expectations and
become beauty queens but some fail and it deals with the
drama of this
human: 39.5
positivity: 0.41
evaluative: 0.01

Bizarreworld
hhh um the next one is called bizarre world and it’s a um it’s
a reality show where they take starting with like ten
contestants they take them to um to all these different
locales where they have to um undergo challenges based on
the culture and the environment they that they’re in and that
i guess who ever uh which ever contestant doesn’t uh does
the worst with these challenges is uh is eliminated its its
kind of standard reality show fair
human: 36.5
positivity: −0.56
evaluative: 0.41

(Continued)
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Table 1 | Continued

Higher positivity/Lower negativity Lower positivity/Higher negativity

BizarreWorld
Um oh the next one is geared towards a more reality tv show
called bizarre world and this is where there’s a big group of
contestants and each episode they are taken to a different
new and bizarre place around the world and they are forced
with challenges that have to do with the environment that
they’re placed in and obviously the ones who don’t cope with
the challenges are kicked off the show and those that um
cope well continue until they’re down to the final winner kind
of like this show survivor now which is really popular so this
could be popular as well
human: 78
positivity: 0.45
evaluative: 0.21

Roommates
The next one is called roommates and it’s um four girls that
are randomly placed together and they go to college and
become roommates and they each have a distinct
personality it’s kind of like the previous show called classes
but geared to a more older group of watchers
human: 76.5
positivity: −0.56
evaluative: 0.04

Example where
automated text
rating is similar,
but human coded
scores differ,
likely due to
non-verbal cues

Nightlife
um: night life was a show about the five people in the
different country in the foreign country and sort of how they
have to survive um: and make their own living: and deal with
the changes in a different country
human: 64.5
positivity: 0.48
evaluative: 0.00

NightLife
the next show is called night life and has to do with
teenagers in foreign countries and they have to learn about
the culture and um kind of their interactions and their night
life
human: 40
positivity: 0.47
evaluative: 0.00

Human, human coded enthusiasm scores; positivity, automated sentiment analyzer rating of positivity (vs. negativity); evaluative, automated sentiment analyzer

rating of evaluative (vs. objectivity).

matrix size = 64 × 64; FOV = 256 mm; slice thickness = 1.0 mm;
160 slices; voxel size = 1.3 × 1.3 × 1.0 mm; flip angle = 8◦).
Three functional runs were recorded for each participant (echo-
planar T2-weighted gradient-echo, TR = 2000 ms, TE = 30 ms,
flip angle = 75◦, matrix size = 64 × 64, 33 axial slices, FOV
= 220 mm, 4 mm thick; voxel size = 3.4 × 3.4 × 4.0 mm). Each
run consisted of eight blocks (one show was described and rated
in each block). Each run lasted for 310 s, totaling 465 volumes.
The first two volumes from each run were discarded to allow the
scanner to equilibrate.

STATISTICAL ANALYSIS
fMRI preprocessing
Functional images were despiked using the default options
in AFNI 3dDespike, and all data were visually inspected to
ensure completeness. All subsequent preprocessing was car-
ried out using Statistical Parametric Mapping (SPM8, Wellcome
Department of Cognitive Neurology, Institute of Neurology,
London, UK). In SPM8, functional images were corrected for
slice acquisition timing differences within volumes (slice order
interleaved), realigned within and between runs to correct for
residual head motion, and coregistered using a two stage pro-
cess in which the mean functional volume was coregistered
with the matched-bandwidth structural scan, and the matched-
bandwidth structural scan was coregistered with the MPRAGE,
using 6-parameter rigid body transformations. Segmentation was
applied to ensure accurate skull stripping. The coregistered, seg-
mented MP-RAGE scans were then normalized into Montreal

Neurological Institute (MNI) standard stereotactic space (based
on the MNI152_T1_1 mm template) and the resulting parameters
were applied to all segmented, coregistered, functional images.
The resulting images were spatially smoothed using a Gaussian
kernel (8 mm full width at half maximum).

Individual level effects
We examined the neural processes present during idea encoding
that were associated with the subsequent way in which the ideas
were conveyed, separately for each participant. Design matrices
were created for each participant in SPM8, modeling activity that
was greater during exposure to the show descriptions in the scan-
ner, than during rest, and correlating this task-related activity
with parametric modulators based on each of the constructs of
interest. Task-related activity during exposure to show ideas was
modeled as a boxcar from onset of the voiced reading of the
issue until offset (mean description length = 21.6 s; SD = 1.7).
Parametric modulators of this boxcar function were derived from
the human-coded enthusiasm scores of each idea, and then sep-
arately, each of the dimensions produced by the automated lan-
guage classifier (evaluative, positive sentiment, positive sentiment
weighted by evaluative). The stimulus rating period was mod-
eled as a covariate of no interest. Parametric modulation analysis
allowed us to compare not just on-off (e.g., subject liked vs. dis-
liked the show), but instead, to model task related neural activity
in relation to the subsequent enthusiasm with which the idea was
described (as rated by human coders, or using key outputs of the
SA). In other words, a series of first level models were computed
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in which enthusiasm (and other relevant dimensions produced by
the SA) were separately regressed onto task-related brain activity
in order to identify neural regions associated with each psycholog-
ical process, for each participant. We also ran a set of additional
analyses in which pairs of variables (e.g., human-coded enthu-
siasm + positive sentiment coded by classifier) were entered as
predictors in a multiple regression framework at the single sub-
ject level in SPM in order to identify shared variance between
constructs.

Group level effects
For each of the four parametric modulation analyses conducted
at the single subject level, a group level random-effects model was
constructed, averaging across participants. The group level mod-
els employed one-sample t-tests in order to average across beta
contrast values computed from first level models. These maps
contain information about common precursors of each post-scan
construct of interest (e.g., enthusiasm expressed about each show,
post-scan). In addition, conjunction analyses were conducted in
order to examine the neural overlap in regions associated with
human coded enthusiasm, and the components identified by the
automated language classifier. Results for all primary effects of
interest are reported at a threshold of p < 0.005, with a k = 37
voxel extent, controlling the rate of false discoveries at p < 0.05
based on a Monte Carlo Simulation implemented using AlphaSim
in the software package AFNI (Ward, 2000) using a whole-brain
mask. Conjunction analyses were conducted using this same
threshold for each component effect (p < 0.005, k = 37, corre-
sponding to p < 0.05 corrected). All coordinates are reported in
MNI space.

RESULTS
SHOW RATINGS
Transcripts of participants discussing show ideas were coded
using an automated NLP classifier, trained on a corpus of
film reviews (Pang et al., 2002; Pang and Lee, 2004; Perkins,
2011), along dimensions of sentiment valence (positive vs. neg-
ative feelings about the shows) and the degree to which the
language used was evaluative (vs. purely descriptive). We also
computed a combined score in which sentiment valence was
weighted by how evaluative the language was for each partic-
ipant, for each show, in order to capture stronger endorse-
ments. Videotapes of each participant discussing each show
idea were rated for gestalt enthusiasm by independent human
coders.

Participants varied substantially in the show ideas that they
found most compelling (this was true along all coded dimen-
sions); intraclass correlation coefficients (ICCs) grouping by
subject and by show are presented in Table 2. The ICCs sug-
gest that most of the variance in show ratings occurred within
subjects and within shows (individual subjects were not system-
atically more or less enthusiastic about shows in general; there
was not a systematically high degree of enthusiasm for one set
of shows and a systematically low degree of enthusiasm for other
shows). However, the ICC magnitudes suggest that there was
more between-subject variability in the ratings produced by the
automated language classifier than in the ratings produced by

Table 2 | Intraclass correlation coefficients representing the

proportion of variance in each rating of interest that occurred

between subjects (or between shows), compared to the total

(between + within) variance.

Variable ICC (Grouping ICC (Grouping

by subjects) by shows)

Human coders 0.02 0.14

Automated positivity 0.18 0.13

Automated evaluative 0.23 0.18

Positivity scaled by evaluative 0.05 0.09

ICCs were calculated as [Tau / (Tau + SigmaSq)] using the mult.icc function from

the multilevel package (Bliese, 2008) in R (R Development Core Team, 2011).

the human coders. Human coded enthusiasm was weakly, pos-
itively associated with both the automated classifier’s positive
valence ratings (average correlation across individuals: r = 0.29)
as well as with evaluative language (average correlation across
individuals: r = 0.21), but not with the interaction of valence and
evaluative language (average correlation across individuals: r =
0.003). Examples of text and corresponding ratings are presented
in Table 1.

NEURAL PRECURSORS OF POSITIVE SENTIMENT (CLASSIFIED BY NLP)
More positive sentiment toward the shows, as rated by the auto-
mated classifier, was associated with increased activity at the time
of first exposure to show descriptions in MPFC and PC/PCC, as
well as activity in DMPFC, dorsal striatum and MTL (Figure 2A
and Table 3A). More evaluative positive sentiments (statements
that were more opinionated in their positivity, i.e., closer to
positive ratings provided on rotten tomatoes than in IMDB,
captured by the sentiment valence × evaluative metric) were
exclusively associated with increased activity in TPJ (Figure 2B
and Table 3B). No regions were significantly associated with
the evaluative dimension on its own, or with more negative
sentiment.

NEURAL PRECURSORS OF EXPRESSING ENTHUSIASM (RATED BY
HUMAN CODERS)
Exposure to show ideas that were subsequently described more
enthusiastically (as rated by human coders) was associated with
increased neural activity in regions previously associated with
memory encoding and retrieval (MTL), self-related processing
(MPFC and PC/PCC), reward and the computation of value
(VMPFC and VS), social cognition and mentalizing (DMPFC and
TPJ) and the mirror neuron system [inferior parietal lobe (IPL),
dorsal premotor cortex (dPMC)] (Figure 2C and Table 3C).

CONJUNCTIONS OF NLP-CODED SENTIMENT AND HUMAN CODED
ENTHUSIASM
A conjunction analysis indicates that activity in MPFC and
DMPFC was associated both with positively valenced sentiment,
as coded by the automated classifier, and the enthusiasm ratings
coded by humans (Figure 2D and Table 3D). A separate conjunc-
tion analysis suggests that the activity in TPJ, which was the sole
neural region associated with the sentiment scores weighted by
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FIGURE 2 | Neural regions associated with the ways in which ideas

were communicated after the scan. (A) Associations with positive
sentiment, as rated by the automated sentiment analyzer. (B) Associations
with positive sentiment, scaled by evaluative, as rated by the automated
sentiment analyzer. (C) Associations with enthusiasm, as rated by human
coders. (D) Conjunction analysis of (A) (associations with positive
sentiment, as rated by the automated sentiment analyzer) and (C)

(associations with enthusiasm, as rated by human coders). (E) Conjunction
analysis of (B) (associations with positive sentiment, scaled by evaluative,
as rated by the automated sentiment analyzer) and (C) (associations with
enthusiasm, as rated by human coders). Note: All analyses were conducted
using a threshold of p < 0.005. Results in (A–C) employ a cluster extent
threshold of k = 37, corresponding to p < 0.05, corrected for multiple
comparisons. Results in (D) and (E) represent conjunctions of analyses
cluster corrected in this manner. DMPFC, dorsomedial prefrontal cortex;
MPFC, medial prefrontal cortex; PC/PCC, precuneus/posterior cingulate;
TPJ, temporal parietal junction; VMPFC, ventral medial prefrontal cortex;
VS, ventral striatum.

the degree to which the language used was evaluative was also
associated with human-coded enthusiasm ratings (Figure 2D).
Although our results were discussed in terms of our a priori
regions of interest (with full lists of activations given in the

Table 3 | Associations between neural activity in participants’ brains

and ratings of interest of their post-scan descriptions.

Table 3A | Positive correlations with positive sentiment, as rated by

the automated sentiment analyzer.

Region Local max K t-stat

x y z

Precuneus −6 −67 37 594 3.97

Posterior cingulate −6 −47 31 – 5.12

L cerebellum −6 −47 −2 – 5.62

MPFC −2 56 10 208 4.02

MPFC −6 50 1 – 3.61

ACC 1 32 16 – 4.11

MTL −20 −30 −11 108 4.26

MTL −13 −5 −26 – 3.75

DMPFC −13 43 34 51 3.82

R Cuneus 11 −84 19 45 3.63

R cerebellum 46 −54 −29 50 4.21

Middle frontal gyrus −26 67 22 45 3.9

Table 3B | Positive correlations with positive sentiment, scaled by

evaluative, as rated by the automated sentiment analyzer.

Region Local max K t-stat

x y z

TPJ 49 −60 40 78 3.68

– 42 −71 37 – 4.61

Table 3C | Positive correlations with enthusiasm, as rated by human

coders.

Region Local max K t-stat

x y z

MPFC 1 56 7 188 3.44

VMPFC −5 50 −11 – 3.02

Subgenual ACC 4 29 −8 – 4.42

TPJ 49 −57 28 66 3.22

IPL/Angular gyrus 42 −57 34 – 3.24

TPJ/Angular gyrus −47 −64 31 99 2.97

Superior parietal lobule/IPL −30 −71 46 – 4.43

DMPFC 11 39 43 194 3.5

dPMC 35 22 61 – 5.43

DMPFC −12 42 37 260 2.99

dPMC −16 32 58 – 5.31

MTL/Parahippocampal gyrus 18 −23 −20 64 5.25

tables), it should be noted that these MPFC, DMPFC, and TPJ
conjunction effects represent the only significant regions in the
brain—not just in our a priori regions of interest.

DISTINCTIVE CONTRIBUTIONS OF HUMAN-CODED
ENTHUSIASM AND SA
Finally, in order to verify the overlap between these effects across
analyses, we ran a set of additional analyses in which pairs of
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Table 3D | Conjunction analysis of (a) positive correlations with

positive sentiment, as rated by the automated sentiment analyzer

and (c) positive correlations with enthusiasm, as rated by human

coders.

Region Local max K

x y z

DMPFC −13 43 37 12

MPFC −2 53 4 33

Table 3E | Conjunction analysis of (b) positive correlations with

positive × evaluative, as rated by the automated sentiment analyzer

and (c) positive correlations with enthusiasm, as rated by human

coders.

Region Local max K

x y z

TPJ 45 −57 37 28

Table 3F | Human-coded enthusiasm, controlling SA rated positive ×
evaluative.

Region Local max K t-stat

x y z

MTL −26 −43 −8 38 4.13

IPL −30 −70 46 41 3.15

dPMC −9 18 64 73 3.59

Table 3G | Human-coded enthusiasm, controlling SA rated positive.

Region Local max K t-stat

x y z

dPMC −23 22 52 178 4.37

dPMC 35 22 61 63 4.36

IPL/ superior parietal lobe −26 −74 52 64 3.65

Parahippocampal gyrus −16 −9 −32 74 3.99

Middle cingulate 8 1 28 41 3.89

Note: Results thresholded at p < 0.005, (whole brain: k = 37), corresponding

to p < 0.05, corrected for multiple comparisons. ACC, anterior cingulate cor-

tex; DMPFC, dorsomedial prefrontal cortex; MPFC, medial prefrontal cortex;

MTL, medial temporal lobe; TPJ, temporal parietal junction; VMPFC, ventral

medial prefrontal cortex; IPL, intraparietal lobule; dMPC, dorsal premotor cortex.

Dashed lines (–) indicate continuation of table entry from above.

variables (e.g., human-coded enthusiasm + positive sentiment
coded by classifier) were entered as predictors in a multiple regres-
sion framework at the single subject level in SPM. Human coded
enthusiasm and results from the SA explain overlapping variance
in each of the neural regions that are the focus of this investiga-
tion, with a few notable exceptions. Human coded enthusiasm,
controlling for scores generated by SA was associated with activ-
ity in dPMC, IPL and MTL (Tables 3F,G). In other words, human

coded enthusiasm scores accounted for variance in these regions
that was not captured by SA (Figure 2E and Table 3E). No regions
remained significantly associated with either SA positivity scores
or SA positive × evaluative scores, after controlling for human
coded enthusiasm.

DISCUSSION
NEURAL PRECURSORS OF THE SPREAD OF IDEAS
In the present study, we investigated the neural precursors of
spreading ideas with enthusiasm from the perspective of the
message communicator. Although a growing body of work has
examined the neurocognitive underpinnings of attitude change
and behavior change from the perspective of the message recip-
ient (Klucharev et al., 2008, 2009, 2011; Mason et al., 2009;
Berns et al., 2010; Campbell-Meiklejohn et al., 2010; Zaki et al.,
2011), we know substantially less about what prompts people to
share ideas enthusiastically. This type of investigation is especially
relevant in the context of the new media environment, which
facilitates word-of-mouth transmission of ideas to much wider
networks.

In the current investigation, we examined the neural precur-
sors of spreading ideas with enthusiasm as one way of begin-
ning to understand the underlying processes that may lead to
the successful spread of ideas. In particular, we dissect enthusi-
asm into component processes that can be uniquely identified
through automated linguistic SA, through gestalt human ratings
of combined linguistic and non-verbal cues, and points of con-
vergence/divergence between the two. Given the growing desire
and ability to leverage linguistic data to predict relevant outcomes
(e.g., virality) in the context of the new media environment,
understanding the overlap and divergence between mental pro-
cesses captured by NLP and by gestalt human impressions is also
of importance.

HYPOTHESES
We hypothesized that the process of encoding information in a
way that later results in enthusiastic dissemination might share
common neural underpinnings with successful speaker-listener
communication in general, and that ratings captured by an auto-
mated SA would be related to subsets of neural activity associated
with gestalt human-coded ratings of speaker enthusiasm.

More specifically, we hypothesized that activity in regions
that have been implicated in self-related processing (including
MPFC, PC/PCC), reward (including VS, VMPFC), mentalizing
(DMPFC, TPJ), and memory (including the MTL) during initial
idea encoding may be associated with later enthusiasm expressed
for those ideas.

More specifically, we hypothesized that ideas that resonate
with a listener might also be more likely to be propagated by that
individual. MPFC in BA10 and PC/PCC has been associated with
self-related processing (Lieberman, 2010), as well as subsequent
behavior change following exposure to persuasive messages (Falk
et al., 2010, 2011; Chua et al., 2011). We hypothesized that activ-
ity in these systems would be associated with later enthusiasm
in communicating ideas. Indeed, both human coded enthusiasm
and SA ratings of positivity were associated with activity in these
regions during initial encoding.
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However, we also hypothesized that personal connection to
an idea should not be sufficient to prompt enthusiastic mes-
sage propagation. Instead, outward expressions of enthusiasm for
ideas also require an understanding of what others are likely to
value (Krauss and Fussell, 1991; Higgins, 1992), and may involve
consideration of what others are likely to think of us if we share
(Engel et al., 1993; Sundaram et al., 1998; Hennig-Thurau et al.,
2004). Neural activity in DMPFC and TPJ are commonly asso-
ciated with social cognition, perspective taking and mentalizing
about the views of others (Lieberman, 2010; Saxe, 2010). We
hypothesized that activity in these regions during initial encoding
would be associated with participants’ evaluations of ideas with
respect to the value others would place on those ideas. In addi-
tion, in orthogonal analyses that we performed with this dataset,
individual differences in participants’ abilities to persuade others
of the value of their preferred ideas was associated exclusively with
activity in TPJ (Falk et al., 2012b).

Indeed, human-coded enthusiasm scores were associated with
activity in both of these regions, and more positive, evalua-
tive sentiments (as coded by SA) was associated exclusively with
increased activity in TPJ. Consistent with our initial hypotheses,
it is possible that during initial idea exposure, increased perspec-
tive taking could have positioned participants to later argue more
enthusiastically for the merit of the ideas in describing them to
others, preparation that was evident both through automated lin-
guistic analysis and human-coding. In other words, these data
are consistent with the idea that preferences and recommenda-
tions may involve a contextualization of one’s own thoughts with
respect to those of the group. In reflecting on social influence,
Allport (1954) observed that not only are we swayed by those
with whom we have direct interactions, but that we also behave
in accordance with others who are “imagined or implied.” In the
current investigation, we suggest the complement of this idea:
that in taking in information, we may process both the value of
the idea to ourselves, but also the value it is likely to have to
others. To the extent that we deem the idea valuable to others,
we may be more prepared to make a stronger recommendation
and to argue in an evaluative fashion when describing the idea to
others.

We also hypothesized that lower-level reward mechanisms
could facilitate the spread of ideas from one person to the next;
in this context, imagining that one will be able to tell another
about a cool new television show might involve anticipation of
a positive response from the other person (Engel et al., 1993;
Sundaram et al., 1998; Hennig-Thurau et al., 2004). The VMPFC
and VS are regions commonly associated with encoding reward
and value signals (Knutson et al., 2001; McClure et al., 2004;
Knutson and Cooper, 2005; Haber and Knutson, 2010). Activity
in VS and VMPFC are also associated with exposure to stim-
uli that are popular or valued by others (Plassmann et al., 2008;
Zaki et al., 2011), and with conforming to the opinion of others
(Campbell-Meiklejohn et al., 2010).

Consistent with this hypothesis, we found that human-coded
enthusiasm was associated with activity in VS and VMPFC dur-
ing initial idea encoding. Automated SA ratings were not. One
possibility is that activity in these regions tracks enthusiasm for
ideas, which is subsequently encoded by non-verbal signals, or by

language cues not identified with the current classification dimen-
sions. On a broader scale, neural activity in VS and VMPFC has
been shown to predict the cultural popularity of songs (Berns
and Moore, 2012). In other words, beyond encoding one’s own
evaluation of the incoming ideas, the VS and VMPFC might also
encode value with respect to ideas in the social context. Thus,
although our data also cannot speak to the flow of ideas across
populations, they do hint at the possibility of common neural
mechanisms supporting the spread of ideas from person to per-
son, and the ultimate popularity of those ideas in larger groups of
people.

Finally, we hypothesized that memory encoding processes,
which are commonly associated with neural activity in the MTL
including the hippocampus, (Cabeza and Nyberg, 2000), as well
as PC/PCC, implicated in retrieval of autobiographical memories,
might be associated with enthusiastic message propagation. We
found that both human coded enthusiasm and positivity as cap-
tured through automated SA were associated with neural activity
in MTL.

In sum, we found that increased neural activity in several
hypothesized networks previously associated with better speaker-
listener communication (Stephens et al., 2010) are also associated
with encoding of ideas that are subsequently described with
enthusiasm by a message communicator. These regions include
the MPFC, PC/PCC, VMPFC, VS, DMPFC, TPJ, and MTL. All
of these regions were associated with gestalt ratings of enthu-
siasm as coded by trained human coders. One subset of these
regions (MPFC, PC/PCC, DMPFC, and MTL) was associated
with positive valence as classified through linguistic SA, whereas a
different region TPJ was associated with more evaluative, positive
descriptions, as coded by the SA.

In addition to activity in our hypothesized regions that have
previously been implicated in social and affective processing,
human-coded enthusiasm ratings were associated with neural
activity in regions that are associated with shared sensorimotor-
representations within the mirror-neuron system including the
IPL and dPMC (Spunt and Lieberman, 2012). Indeed, these
regions were the primary regions associated with human coded
enthusiasm scores when controlling for automated SA ratings.
Thus, although prior work in the mirror neuron system lit-
erature has primarily focused on mirroring others who are
seen, this type of mental simulation may also prepare individ-
uals to share ideas enthusiastically with others at later points
in time.

CONNECTIONS TO THE DEFAULT MODE NETWORK
It is also of interest that the regions observed to predict trans-
mission of ideas with enthusiasm (VMPFC, MPFC, DMPFC,
TPJ, and MTL) are often characterized as the default mode net-
work (DMN). The DMN has been implicated in studies of mind
wandering and other forms of stimulus independent thought;
furthermore, increased DMN activity is often associated with
performance decrements on tasks requiring attention or other
forms of executive control (Schooler et al., 2011). The ubiq-
uity of mind wandering has led researchers to investigate the
function and benefits of this process, however, most studies high-
light increased error rates and decreased task performance with
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increased DMN activity; few studies have explicitly demonstrated
increased task performance associated with DMN activity [c.f.
recent work (Meyer et al., 2012) demonstrating that increased
activity in regions of the DMN are associated with better social
working memory]. The current data suggest that activity in sev-
eral regions of the DMN during the encoding of ideas is associated
with more effective performance later on when pitching ideas
to others. In other words, DMN activity is not always indica-
tive of poor subsequent outcomes, and in fact, may be predictive
of better task outcomes, when the task in question involves self-
reference and/or social judgment. Regions of the DMN are also
predictive of better outcomes when the “task” involves exposure
to messages designed to facilitate positive behavior change (Falk
et al., 2010, 2011, 2012a; Chua et al., 2011).

COMBINATION OF NEUROIMAGING WITH TOOLS FROM NATURAL
LANGUAGE PROCESSING
Methodologically, we view this as a demonstration of the synergy
of automated language analysis with neuroimaging data from
fMRI studies. Although humans do not typically report specific
linguistic features as contributing to their impressions of ideas,
these features nonetheless are detectable by automated SA, and
are associated with many of the same neural precursors as human
gestalt ratings. In addition, some neural precursors are associated
with SA ratings, but not human’s explicit coding of communi-
cations. As such, SA, and other tools from NLP can facilitate
more sophisticated understanding of the brain bases of social
interaction and social cognition more broadly. For example, these
tools provide a framework for analyzing data in which subjects
engage in tasks that involve exposure to ideas, objects, or other
socially relevant stimuli, and then provide free-form post-scan
language samples expressing preferences or opinions (as opposed
to relying exclusively on closed-ended reports). These methods
would also allow new ways of integrating fMRI data with language
recorded during other experimentally relevant social interactions
(alone or in more complex groups) before, during or after the
scan. The natural language data in question could include video-
taped interviews (as in the present study), or other data relevant
to social interaction [e.g., through the Electronically Activated
Recorder; EAR; (Mehl et al., 2001), or sharing of content online
(Berger and Milkman, 2012)]. The resulting language corpus can
then be analyzed using NLP tools to provide metrics for sen-
timent, use of descriptive or interactive language features, and
so on, that can be applied as parameters in the analysis of the
fMRI data.

New, mobile media expand the circle of friends and acquain-
tances with whom individuals are in perpetual contact, and
looking to for advice; these new media also create an unprece-
dented written record of the ways in which social influence
unfolds. Combination of neuroimaging and NLP methods may
also help to prospectively predict who is likely to share what,
and in what manner (Eisenstein et al., 2010; Tumasjan et al.,
2010; Falk et al., 2011), as well as population level behav-
iors (Berns and Moore, 2012; Falk et al., 2012a) which lead
messages to go viral. Future work in which participants type
or otherwise communicate between scanners may also be of
interest.

FUTURE DIRECTIONS
Given the multiple functions of each of the regions observed, fur-
ther study will be required to test the psychological relationships
posited; our discussion of possible psychological interpretations
of these activations should be understood as one of many possible
explanations. At a broader level, however, our results suggest that
there are neural signals present during the initial encoding of an
idea that are associated with the subsequent way in which the idea
is conveyed to others. In prior work (Falk et al., 2012b), many of
the regions associated with our trained coders’ enthusiasm ratings
were also associated with ideas that spread successfully, though
there were also points of divergence. In the present investiga-
tion, we begin to delve more deeply into the component processes
that are associated with the intermediate step between wanting to
share a great idea and the idea spreading through a culture. In
particular, the results of our automated SA help dissect and con-
textualize the ratings made by human coders who assessed the
enthusiasm expressed by each of the participants about each show
using a gestalt heuristic. In particular, human coders’ enthusiasm
ratings captured an integrated picture of several systems at work
during initial idea encoding.

Future research that takes the current findings as starting
points for constructing a priori defined regions of interest (ROIs)
could interrogate the psychology of the mental processes cap-
tured within these neural regions (e.g., by using activity within
these regions to predict memory for specific ideas, perceived
self-relevance of the ideas, associations with implicit attitudes,
etc.). Within such a brain-as-predictor framework (Berkman and
Falk, in press), activity from a priori defined ROIs could also be
leveraged to forecast the likely enthusiasm of communicators in
spreading ideas, or even the ultimate virality of those ideas across
populations.

CONCLUSION
In sum, these data provide novel evidence linking neural activ-
ity during initial idea encoding to the enthusiasm with which
the ideas are subsequently delivered to others and also demon-
strate the novel use of sophisticated machine learning tools to link
natural language data to neuroimaging data. These results and
methodology also lay the foundation to link basic neurocognitive
signals collected using fMRI to complex social interactions col-
lected outside of the scanner (e.g., recorded conversation, expres-
sion of preferences or opinions in more open ended formats),
as well as to data collected through online social media (e.g.,
Facebook, Twitter). The explosion of new communication tech-
nologies, combined with novel analysis tools, stands to expand
our understanding of how ideas spread and elucidate fundamen-
tal building blocks of social communication and culture.
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In this paper we study neural responses to inequitable distributions of rewards despite
equal performance. We specifically focus on differences between advantageous inequity
(AI) and disadvantageous inequity (DI). AI and DI were realized in a hyperscanning
functional magnetic resonance imaging (fMRI) experiment with pairs of subjects
simultaneously performing a task in adjacent scanners and observing both subjects’
rewards. Results showed (1) hypoactivation of the ventral striatum (VS) under DI but not
under AI; (2) inequity induced activation of the right dorsolateral prefrontal cortex (DLPFC)
that was stronger under DI than under AI; (3) correlations between subjective evaluations
of AI evaluation and bilateral ventrolateral prefrontal and left insular activity. Our study
provides neurophysiological evidence for different cognitive processes that occur when
exposed to DI and AI, respectively. One possible interpretation is that any form of inequity
represents a norm violation, but that important differences between AI and DI emerge
from an asymmetric involvement of status concerns.

Keywords: equity norm, social preferences, functional magnetic resonance imaging (fMRI), ventral striatum

INTRODUCTION
It is a widely accepted principle of distributive justice that goods
should be distributed to individuals according to their contribu-
tion, i.e., people should receive equal pay for equal work (equity
principle) (Homans, 1961). There are numerous recent exam-
ples for the relevance and pursuit of this form of equity, such
as resistance to pay cuts, efforts to abolish gender discrimina-
tion in salary, or the public debate about the appropriateness
of extremely high wages for managers. Evidence for the behav-
ioral importance of the equity principle comes from a large
body of behavioral economics experiments (Fehr and Schmidt,
1999) and has been demonstrated even during early childhood in
humans (Fehr et al., 2008). Behavioral effects of inequity manip-
ulations have also been demonstrated in non-human species such
as capuchin monkeys (Brosnan and De Waal, 2003) and dogs
(Range et al., 2009).

From an individual perspective, the equity principle can be
violated in two forms, to one’s advantage or to one’s disad-
vantage, respectively. Previous evidence suggests that reactions
to inequity typically differ greatly, depending on whether it is
advantageous or disadvantageous. In a questionnaire study by
Loewenstein et al. (1989) it is shown, e.g., that most subjects
strongly oppose disadvantageous inequity (DI) while reactions to
advantageous inequity (AI) are relatively modest (see also Falk
and Fischbacher, 2006). Moreover, it has been shown that evalu-
ating AI requires more cognitive resources than does evaluating
DI (van den Bos et al., 2006). Finally, while several studies on

non-human primates have demonstrated rejections of DI, reports
of animals rejecting AI (i.e., abandoning their own advantage) are
scarce [for a review, see Brosnan (2009)]. These findings reveal
a fundamental asymmetry between positive and negative viola-
tions of the equity principle, which cannot be explained solely
in terms of inequity aversion: conceptually, inequity aversion
implies an increase of dissatisfaction with increasing inequity,
no matter whether this is to one’s advantage or disadvantage.
In light of the evidence it is, therefore, likely that other motives
are involved in the evaluation of distributional inequity, in par-
ticular status concerns (Heffetz and Frank, 2008) and material
self-interest. Consider, for example, the Ultimatum Game (UG)
(Guth et al., 1982): In the UG, the first player (the proposer)
suggests a division of a given amount of money to the second
player (the responder). The responder then decides whether to
accept or reject the proposal. In case of a rejection none of the
players receives any money. Now consider an unequal proposal
(of a pie of, say 10 monetary units, MU) so that the respon-
der receives less than the proposer (say 2:8 MU). Compared to
an equitable distribution (5:5 MU), such an offer simultaneously
violates the equity principle (because it is an unequal distri-
bution), status concerns of the responder (because getting less
puts him in an inferior position) and material self-interest of
the responder (because he receives less money compared to the
equitable distribution). Like in the UG, in many experiments as
well as outside the laboratory, DI simultaneously violates equity
norms, status concerns and notions of self-interest. In contrast,
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in case of AI the equity norm is in conflict with status-related
interests and material self-interest: while AI violates the equity
principle, it implies a higher status than in an equitable state.
These theoretical considerations and previous empirical findings
suggest that (1) DI elicits greater dissatisfaction than AI; (2) DI
violates both the equity norm and status concerns/self-interest,
whereas AI violates only the equity norm; and (3) given that in
AI, equity-oriented norms and status concerns/self-interest are
in conflict, AI places higher cognitive demands on evaluative
processing than DI.

Recently, neuroscientific studies have begun to address neural
processes underlying social and economic phenomena like e.g.,
reactions to norm violations (Hsu et al., 2008), status concerns
(Zink et al., 2008), and reactions to unfair behavior (De Quervain
et al., 2004). These studies have convergingly identified brain
regions that are important for these aspects of social behavior.
One consistent finding is that activations of the dopaminergic
mesolimbic (“reward”) system, especially the nucleus accumbens
(NAcc) do not exclusively reflect material self-interest, but also
social aspects. For example, NAcc activity is responsive to social
rewards (Izuma et al., 2008, 2010), to status differences (Zink
et al., 2008; Ly et al., 2011) and to outcomes of others (Fliessbach
et al., 2007; Tricomi et al., 2010). More generally, it has been
shown that NAcc activity is context dependent in many ways,
i.e., it is influenced not only by the social context, but also by
personal characteristics like own financial background (Tobler
et al., 2007), by the previous reward history (Elliott et al., 2000;
Akitsuki et al., 2003), or the by set of alternative outcomes (Breiter
et al., 2001; Nieuwenhuis et al., 2005). Additionally, specific pre-
frontal brain regions have been shown to mediate responses in
economic transactions. Specifically, the dorsolateral prefrontal
cortex (DLPFC) seems to play a critical role in overriding mate-
rial self-interest in favor of punishing unfair behavior in the UG
(Knoch et al., 2006; Baumgartner et al., 2011). Additionally, ven-
trolateral prefrontal cortex (VLPFC) and the anterior insula have
been implicated in emotion regulation as an important compo-
nent of reactions to unfairness (Sanfey et al., 2003; Tabibnia et al.,
2008).

In the present study, we applied functional brain imaging in
order to investigate whether the assumptions outlined above are
supported by neurophysiological data, i.e., whether and how the
observed asymmetry between AI and DI is reflected by differential
activation of brain regions that are essential for the processing of
rewards and norm violations, specifically the NAcc, the DLPFC,
VLMPFC, and the anterior insula. In a previous study on 32 male
subjects, we have demonstrated that payment inequity principally
affects brain activity in the ventral striatum (VS) (Fliessbach et al.,
2007). To address the questions underlying the present study,
i.e., to investigate differences between different types of inequity,
we applied the same experimental procedure and obtained addi-
tional data from a large sample of female subjects (resulting in a
total of 64 subjects). Additionally, we surveyed pleasantness rat-
ings for the different payment conditions from our subjects using
an 11-point Likert scale reaching from −5 to 5. This allowed us
to correlate brain activity with individual evaluations of different
distributions.

Based on the three outlined assumptions, we hypothesized
that:

(i) Activity in the VS is reduced more in DI than in AI, reflecting
a higher level of dissatisfaction resulting from DI than from
AI.

(ii) Regions that process norm violations, as well as status con-
cerns and self-interest violations (DLPFC, anterior insula)
are differentially affected by DI and AI. While both types of
inequity should activate these areas because they involve a
norm violation, the additional violation of status concerns
in DI should lead to an enhanced increase in activation of
these areas.

(iii) There should be a dissociation of areas associated with the
evaluation of DI and AI (i.e., displaying correlations between
subjects’ ratings and BOLD signal strength). The higher
cognitive demands placed by the simultaneous weighing of
equity and status concerns in AI should require higher order
cortical processing. In contrast, the evaluation of DI should
predominantly rely on subcortical structures involved in
reward and emotion processing.

METHODS
SUBJECTS
Eighteen pairs of male subjects and 18 pairs of female subjects
participated in the experiment. All subjects were native German-
speakers without any history of neurological or psychiatric disease
(one subject was subsequently excluded because of a previously
unknown history of schizophrenic psychosis). The study was
approved by the Ethics Committee of the University of Bonn and
all subjects gave written informed consent. Eight subjects were
excluded from the analysis for various technical reasons (e.g.,
excessive head movement, scanner dysfunction), so that the final
analysis included data from 32 female individuals (mean age 25.8,
SD 3.9) and 32 male individuals (mean age 29.2, SD 4.9) (30 of
which were scanned on the 1.5 Tesla (T) scanner and 34 on the
3T scanner). All analyses included covariates for the between sub-
ject parameters “scanner type” and “gender” as potential nuisance
factors, which did not show any significant interaction with the
reported constrasts.

EXPERIMENTAL PROCEDURE
Two subjects were simultaneously placed in two MR scan-
ners situated at opposite sides of the same control room at
the research center. The two subjects saw each other when
being led to the scanners, but they did not have the opportu-
nity to talk to each other or to become acquainted before the
experiment began. The task was presented via video goggles
(Nordic NeuroLab, Bergen, Norway) using Presentation© soft-
ware (NeuroBehavioural Systems, Inc.). During scanning, both
subjects performed 300 trials of the following task (Figure 1):
they saw a screen with a varying number (4–55) of blue dots
for 1.5 s. The time of the appearance of this screen defined
the task onset. Immediately, thereafter, a number was presented
that differed by 20 percent from the number of dots previ-
ously shown. Subjects had to decide whether the number of dots
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FIGURE 1 | Single-trial settings. Subjects saw a number of blue dots for
1500 ms (screen 1). Immediately afterwards, a number was presented and
subjects had to decide by pressing a button whether the number of dots on
the first screen was less than or greater than this number within a time limit
of 1500 ms (screen 2). After a response feedback (250 ms, screen 3) and a

short delay (blank screen 4), a feedback screen informed subjects about
their own and the other subject’s performance (correct or incorrect)
together with the respective monetary rewards (screen 5). Here, three
alternative outcomes representing the main conditions for this study are
depicted.

shown first was greater or less than the number presented sec-
ond. They indicated their answers with the help of response grips
(NordicNeuroLab, Bergen) within a time limit of 1.5 s. Later
responses were counted as incorrect. A response terminated the
screen and the selected option was highlighted for 250 ms as
response feedback. The timing parameters were derived from
pretests that showed that on average about 80% of trials were
solved correctly at this level of difficulty, resulting in a suffi-
cient number of events for each experimental condition. The
presentation stopped when both subjects had responded, intro-
ducing a variable delay of at most 1500 ms for the subject who
responded faster. Once both responses were available, and follow-
ing an approximately 200 ms delay for the exchange of response
information between the two presentation computers, a feedback
screen was displayed for 4 s. This screen revealed to both players
whether they were correct (indicated by a green check-mark) or
not (indicated by a red X), as well as the amount of money they
earned for that trial. The next trial started following a jittered time
interval of 4.5–7 s.

Payoff conditions were as follows: when both subjects were
incorrect, both received nothing. When only one subject was cor-
rect, this subject received either an amount of approximately C30
(low-level) or approximately C60 (high-level) while the other
subject received nothing. When both subjects were correct, one
of six possible payoff conditions was randomly selected, gener-
ated by a 2 × 3 factorial design that varied the absolute amount
of money (factor 1) and the amount relative to the other subject
(factor 2) (see Table 1). In order to reduce boredom that could
result from repeatedly seeing the same monetary figures, we var-
ied the reward amount in each condition within a 10 percent
interval from the mean (i.e., for the C30 trial, the amounts varied
from C27 to C33). At the end of the experiment, one trial was
randomly selected and paid out according to the respective out-
comes in that trial. On average, subjects received an additional

Table 1 | Payoff conditions.

Task Relative Absolute Payoffs Condition

performance reward reward (€) (A–B)

(A/B) level (A:B) level

−/− 0–0 C1

+/− High 60–0 C2 (“win alone”)

Low 30–0 C3

−/+ High 0–60 C4 (“no win”)

Low 0–30 C5

+/+ 1: 2 High 60–120 C6 (DI)

Low 30–60 C7

1: 1 High 60–60 C8 (E)

Low 30–30 C9

2: 1 High 120–60 C10

Low 60–30 C11 (AI)

“−” = incorrect task performance, “+” = correct task performance. Conditions

of interest are highlighted.

C45 resulting from the experiment, together with a show-up
fee of C15, i.e., payoffs from the experiment were relatively
large compared to the show-up fee. The purpose of this was to
ensure a relatively high salience of the reward events during the
experiment.

SCANNING PROCEDURE
Scanning was conducted using a 1.5T Avanto Scanner and a 3T
Trio Scanner (Siemens, Erlangen, Germany) using standard eight
channel head coils. Slices were in axial orientation and covered
all of the brain including the midbrain but not the entire cerebel-
lum. Scan parameters for the 1.5T scanner were as follows: Slice
thickness: 3 mm; interslice gap 0.3 mm; matrix size: 64 × 64; field
of view: 192 × 192 mm; echo time (TE): 50 ms; repetition time
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(TR): 2.91 s. Scan parameters for the 3T scanner were as follows:
Slice thickness: 2 mm; interslice gap 1 mm; matrix size: 128 × 128;
field of view: 230 × 230 mm; TE: 33 ms; TR: 2.5 s.

fMRI DATA ANALYSIS
Functional magnetic resonance imaging (fMRI) data analysis was
performed using Statistical Parametric Mapping 8 (SPM8, www.

fil.ion.ucl.ac.uk/spm/). For preprocessing, the functional images
were realigned to the first image of each time series and again
realigned to the mean image after the first realignment. Images
were then normalized to the canonical EPI template used in SPM8
and smoothed with an 8 mm Gaussian kernel. After normaliza-
tion, images were re-sampled to a voxel size of 3 × 3 × 3 mm for
both scanners, allowing for a combined analysis of data from both
scanners.

For modeling the BOLD response, 11 types of events were
defined according to the payoff conditions C1–C11. The onset
times (defined by the appearance of the feedback screen inform-
ing the subjects about the outcome) was convolved with the
canonical hemodynamic response function (HRF) used in SPM8
and its temporal derivative. Additionally, a regressor for the onset
times of the task was included in the model as well as move-
ment parameters derived from the motion correction procedure.
Parameter images for the contrasts for each single condition were
generated for each subject and were then subjected to a second-
level random effects analysis. We (1) investigated the main effects
of inequity [F-contrast for conditions C6, C8, C11, and differen-
tial T-contrasts C6 > C8 (DI > E) and C11 > C8 (AI > E)] on
brain activity; and (2) tested for correlations of the self-reported
inequity aversion measures and the respective BOLD contrasts.
According to our hypotheses these were conducted for the VS and
for the whole brain.

REGION OF INTEREST DEFINITIONS
Based on a priori considerations, we were specifically inter-
ested in the VS. A region of interest in the VS was defined
functionally by contrasting the conditions in which one sub-
ject received a reward and the other did not (C2, C3) with the
conditions in which a subject did not receive any reward at
all (C1, C4, C5) on a relative conservative statistical threshold
(Voxelwise FWE-whole brain corrected P < 0.05). This resulted
in a bilateral ventral striatal ROI with peak voxels at X = 18,
Y = 11, Z = −8 (number of voxels: 120) and X = −9, Y = 8,
Z = −5 (n = 144), respectively. We assumed that this ROI def-
inition would ensure that we would consider all striatal areas that
show (under our study and pre-processing conditions) a clear

sensitivity to rewards. Alternatively, we applied an anatomical
mask for the NAcc from the Harvard-Oxford cortical and subcor-
tical structural atlas (http://www.cma.mgh.harvard.edu) apply-
ing a probability of 0.5. For these two regions of interest (shown
in Figure 2), parameter estimates were extracted and averaged
over all voxels in the entire ROI, allowing for statistics based
on conventional statistical thresholds without the need to cor-
rect for multiple comparisons (except the number of conducted
tests).

THRESHOLDING
For the whole-brain analyses of the main effects of inequity
and the correlational analysis we used a cluster corrected
PFWE < 0.005 (in order to correct for the number of con-
trasts), after an inclusion threshold of P < 0.001 unc). Here,
the diagrams depicting mean parameter estimates (Figure 7)
or scatter plots (Figure 8) were derived from the peak voxels
(plus a surrounding 5 mm sphere) of the so identified clus-
ters. Note that this serves demonstration purposes only and
that no statistical inferences rely on these analyses. Note fur-
ther, that the post-hoc calculation of correlation coefficients for
the so identified regions bears the danger of overestimation,
because the regions revealing highest effects are selectively ana-
lyzed.

PLEASANTNESS RATING
Three to six months following the fMRI scanning session, the
same subjects were asked to rate the pleasantness of each experi-
mental payoff condition on an 11-point Likert scale (“On a scale
from from −5 (this bothers me very much) to +5 (this makes
me very happy) how would you evaluate these events?”). These
pleasantness ratings allowed us to define two measures of inequity
aversion analogously to the BOLD contrasts, i.e., (E-DI) as a
measure for the aversion to DI and (E-AI) as a measure for AI,
respectively. Pleasantness ratings from two male subjects were not
obtainable.

Our experiment offers an ideal setting to test for the neu-
ral consequences of violations of the equity principle for several
reasons: first, it allows us to disentangle effects of equity norm
violations from status concerns and self-interest violations. The
realization of DI and AI within person allows us to assess the
effect of equity norm violation with or without simultaneous sta-
tus concern violations (DI vs. AI). It also allows ruling out the
influence of material self-interest, because each of the conditions,
DI, AI, and equity (E), were realized in the same subject, keeping
the subject’s own absolute income constant. Second, allocations

FIGURE 2 | ROI Masks. In red: Voxels within the striatum which show a reward-related signal (derived from the contrast C2, C3 > C1, C4, and C5) on a
PFWE < 0.05 (per voxel), whole brain corrected. In blue: anatomically defined NAcc mask (according to Harvard-Oxford brain atlas).
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were not implemented by another person [such as in the UG
(Guth et al., 1982)] but were randomly assigned by a computer.
Therefore, reactions to inequity were not confounded by the per-
ceived fairness or fairness intention of the other person. Third,
subjects could not take action to reduce inequity (again unlike
in the UG or other fairness experiments). This means that brain
activity did not reflect experience or expectation of behavioral
reactions to the observed inequity.

RESULTS
PLEASANTNESS RATINGS (FIGURE 3)
Our first result uses data from the post-experimental question-
naire where subjects had to rate the pleasantness of different
allocations. On average, subjects strongly preferred E over DI
(mean ratings ± SEM: 4.0 ± 1.2 for E vs. 1.3 ± 3.0 for DI, t63 =

FIGURE 3 | Mean pleasantness ratings for the conditions DI

(own income/other’s income: 60/120), E (60/60), and AI (60/30).

Error bars indicate the standard error of the mean (SEM). ∗p < 0.05,
∗∗∗p < 0.001 (dependent samples t-tests).

7.1, p < 10−8) demonstrating a strong and systematic aversion
toward DI. Not a single subject preferred DI over E (i.e., no sub-
ject preferred a better outcome for the other person for a given
own absolute income level, which could be interpreted as an altru-
istic preference). On average, there was also a preference for E
over AI (mean ratings ± SEM: 4.0 ± 1.2 for E vs. 3.5 ± 1.7 for
AI, t63 = 2.3, p = 0.024), but here, differences were much smaller
and less consistent between subjects, i.e., 16 subjects preferred E
over AI, nine preferred AI over E, and the rest of subjects was
indifferent in this respect. These findings closely match previous
results (Loewenstein et al., 1989; Falk and Fischbacher, 2006).

HYPOTHESIS 1: EFFECTS OF INEQUITY ON VS ACTIVITY
(FIGURES 4, 5, 6)
There was a significant main effect of inequity in the VS
ROI [within-subject ANOVA: (F(2, 59) = 8.26, P < 0.001)]. Pair-
wise comparisons showed that the DI condition was associated
with a significantly weaker activity compared to both condi-
tions E (t63 = 2.76, p = 0.007) and AI (t63 = 3.56, p < 0.001).
Interestingly, activity in the VS was higher for AI than for E,
albeit insignificantly. Similar results are obtained when applying
an anatomically defined ROI mask (Figure 5). We also tested for
associations between BOLD signal changes in the VS and individ-
ual pleasantness ratings and observed a significant but relatively
weak relationship (Figure 6).

HYPOTHESIS 2: EFFECTS OF INEQUITY IN OTHER BRAIN
REGIONS (FIGURE 7)
Outside the VS, a significant effect of DI (contrast DI > E) of
reward was observed in the right DLPFC (Figure 6). Post-hoc
paired t-tests for parameter estimates derived from the peak voxel
of this activation shows increased activation in this area also for
AI, but this activity was significantly lower than for DI.

On the statistical threshold used for the whole brain analyses
there was no significant effect observed for AI > E.

FIGURE 4 | Results for the ventral striatum. Left: Brain images
showing significantly (P < 0.005 for demonstration purposes) higher
activation for E than DI (peakvoxel MNI-coordinates: X = −6, Y = 14,
Z = −5), and for AI than for DI (X = −12, Y = 11, Z = −5), within the
functionally defined ROI. Right: The barplot shows mean parameter
estimates for the different conditions averaged across all voxels of the
functionally defined ROI. The left side demonstrates the strong
responsiveness of the area to rewards per se (which was the selection

criterion for the ROI, implying circularity of this result). The right side shows a
significant main effect of relative payoff on activation in this area
[within-subject ANOVA: (F(2, 59) = 8.26, P < 0.001)] with stronger acvtivation
in the equity (t63 = 2.76, P = 0.007) and advantageous inequity (t = 3.56,
P < 0.001) condition than for the disadvantageous inequity condition. Note
that these contrasts are independent of the ROI defining contrasts. Error bars
indicate standard error of means and are not informative with regard to
(within-subjects) statistical inference.
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HYPOTHESIS 3: CORRELATIONS BETWEEN THE BOLD SIGNAL
AND PLEASANTNESS RATINGS OUTSIDE THE VS (FIGURE 8)
Outside the VS, significant correlations between pleasantness
ratings and BOLD contrasts were observed only for the AI-E com-
parison and that bilaterally in the VLPFC and in the left insula
(Figure 5).

For the DI-E comparison no significant correlations were
found at the statistical threshold defined for the whole brain
analysis.

In all cases correlations were positive, i.e., greater activation
was associated with higher pleasantness ratings. There were no
significant negative correlations between BOLD activations and
pleasantness ratings.

GENDER DIFFERENCES
The equally sized groups of male and female subjects in our study
sample provide a good basis to analyze gender effects of inequity

FIGURE 5 | Results for the anatomically defined ROI: Mean parameter

estimates for the different conditions averaged across all voxels of the

ROI (cf. Figure 3). The left side demonstrates the strong responsiveness of
the area to rewards per se. The right side shows a significant main effect of
relative payoff on activation in this area [within-subject ANOVA:
(F(2, 59) = 6.556, P = 0.008)] with stronger activation in the E (t63 = 2.32,
P = 0.023) and advantageous inequity (t = 2.92, P < 0.001) condition than
for the disadvantageous inequity condition. Error bars indicate standard
error of means and are not informative with regard to (within-subjects)
statistical inference.

processing. However, neither the behavioral results (ratings of
inequity conditions) nor the described neuroimaging findings
showed any significant interaction between inequity conditions
and gender.

DISCUSSION
The present study investigated the neural consequences of viola-
tions of the equity principle. Specifically, we tested for differences
between responses to DI and AI. Our results show that:

(i) VS activity is reduced for conditions of DI but not for AI.
(ii) Disadvantageous (and to a lower extend also advantageous)

inequity increases activation in the right DLPFC.
(iii) The evaluation of AI is related to ventrolateral prefrontal and

insular regions.

ad (i): On the basis of converging evidence that VS activity
increases with increasing expected value of events [for a
summary, see Knutson et al. (2009)] this finding is con-
sistent with the assumption that relative to E, DI causes
dissatisfaction which is reflected by lower VS activity.
Furthermore, there was no indication of a lower level of
satisfaction with AI in the VS. VS activity was actually
slightly higher in the AI condition than in the E condi-
tion, despite the significantly lower pleasantness ratings
for AI than for E. Notably, subjects did not explicitly rate
the pleasantness of the different outcomes while in the
scanner. Although the correlations of brain activity with
the ratings (obtained later) suggest that implicit evalua-
tion processes took place during scanning, it seems likely
that subjects did not extensively reflect and evaluate the
outcomes at that time, in part given the limited time
available to do so. Therefore, the discrepancy between
the VS activity during scanning and pleasantness ratings,
which were acquired outside the scanner without any
time limitations, might reflect the fact that longer peri-
ods of reflection lead to more negative assessments of AI,
a finding that is in line with results from van den Bos
et al., 2006. In addition one may speculate that the ques-
tionnaire ratings reflect an element of social desirability

FIGURE 6 | Association of BOLD responses to ratings in the VS

(averaged across all voxels of the functionally defined ROI) and

subjective pleasentness ratings demonstrate a significant positive

association between pleasantness and signal for AI evaluation (r = 0.29,

P = 0.01, one-sided) and a non-significant trend for DI evaluation

(R = 0.18, P = 0.08, one-sided).
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FIGURE 7 | Whole-brain analysis of the contrast DI > E. Left: Significant
activation cluster (cluster corrected PFWE < 0.005, inclusion threshold
P < 0.001 unc.) in the rDLPFC (Peak voxel MNI coordinates X = 48, Y = 29,
Z = 37). The majority of the voxels lie in Brodman Area 9. Right: The bar plot

depicts effects of the different conditions at the peak voxel (plus
surrounding 5 mm). Note that this diagram only serves demonstration
reasons. Error bars indicate standard error of means and are not informative
with regard to (within-subjects) statistical inference.

FIGURE 8 | Whole-brain correlational analysis of the contrast E-AI with

the respective difference in the pleasantness rating. Significant clusters
(cluster corrected PFWE < 0.005, inclusion threshold P < 0.001 unc.) showing
this relation lie bilaterally in the VLPFC (Peak voxel MNI coordinates: X = 45,

Y = 32, Z = 1, and X = −57, Y = 35, Z = 1) and in the left insula (X = −33,
Y = 2, Z = −2). Right: The scatterplot depicts the relation between contrast
and ratings for the peak voxels averaged across both sides of the VLMPFC
clusters, and serves demonstration reasons only.

or normative pressure: when interviewed subjects may
feel they “should” dislike AI when in fact they don’t.
In this sense our finding provides an interesting case
where valuations from BOLD signals lead to different
and perhaps more reliable conclusions than valuations
derived from interviews. A similar discrepancy between
ventral striatal responses and behavioral data concerning
distributional inequity was recently reported by Tricomi

et al. (2010), although in this case subjects had reduced
ventral striatal activations in a self-AI condition despite
more favorable ratings, i.e., results were seemingly oppo-
site to ours. The discrepancy between the two findings
can probably explained by differences in the experimen-
tal design. In our study the two subjects were principally
in the same situation when they were faced with the
unequal distributions. In contrast, Tricomi et al. applied
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a strong inequity manipulation prior to the evaluated
events. Thus, in Tricomi et al.’s study the principal sta-
tus of the subjects was defined before scanning and the
monetary transfers during scanning did not compromise
the superiority of the high-pay subject. We assume that
under these circumstances the superior subjects are more
likely to pay attention to equity concerns explaining more
negative responses also to AI. This means that the asym-
metry that we assume to underlie DI and AI processing
can be reversed by the induction of a stronger prior asym-
metry between the subjects, comparable with a shift in
the reference point. Future studies should address the
highly interesting relation between status and inequity
aversion by manipulating status in inequity experiments
independently from monetary distributions.
Our study provides one example of relative reward pro-
cessing in the human VS, i.e., it demonstrates that
responses to a given reward size critically depend on
contextual, in this case social, factors. It is important to
note that relative reward processing in the VS occurs in
many ways, e.g., the response to a given reward depends
on the set of possible alternatives (Breiter et al., 2001;
Nieuwenhuis et al., 2005) or on reward history (Elliott
et al., 2000; Akitsuki et al., 2003). Therefore, it will be
an interesting challenge for future studies to investi-
gate even more specific effects of social comparison on
reward processing, by e.g., adressing social comparison
with regard to performance measures instead of mon-
etary rewards. As another example of relative reward
processing, it has been demonstrated that processing of
monetary rewards depends on the financial status of the
subjects (Tobler et al., 2007). We did not explicitly control
for this factor, but our subjects group is supposedly rela-
tive homogenous (and not representative) in this regard
(stemming from a typical student population) so that
we assume that this factor does not introduce significant
noise. However, relating inequity processing to (socioeco-
nomic) status provides another promising goal for future
research.

ad (ii): Generally, the DLPFC is assumed to play a role in goal
maintenance and cognitive control (Mansouri et al.,
2009). In the present study, activation in the DLPFC of
was attributable to the experience of inequity. Previous
studies on ultimatum bargaining suggest that these acti-
vations can be interpreted in terms of registering both
norm and status concern/self-interest violations (Sanfey
et al., 2003; Knoch et al., 2006; Singer et al., 2006).
A well-known imaging study revealed activation of the
MPFC, right DLPFC, and anterior insula when respon-
ders were confronted with unfair offers in the UG (Sanfey
et al., 2003). A recent study combined fMRI with TMS
and suggested that the right DLPFC is specifically and
causally involved (together with the ventromedial pre-
frontal cortex) in the rejection of unfair offers in the UG
(Baumgartner et al., 2011). Therefore, to clarify the role
of the DLPFC in such complex social behaviors appears
highly interesting.

In the UG, being confronted with an unfair offer implies
several important aspects. First, as outlined in the intro-
duction, it violates equity norms as well as self-interest
and status concerns. Second, because the unfair allocation
has been intentionally proposed by another person, it is
likely to induce negative feelings toward the proposer.
Third, because the responder must decide whether to
accept or reject the offer, it involves active decision mak-
ing, e.g., in the form of negative reciprocity. Different
to the UG, our experimental design rules out the sec-
ond and third aspect; it controls for the self-interest
aspect by keeping own income constant; and it allows
to test the effect of equity norm violation with or with-
out violations of status-related interests (DI vs. AI). Our
results showed strong responses to DI in the DLPFC.
Additionally, DLPFC was also activated by AI but sig-
nificantly less than by DI. It did not show activations
when the rewards were equally distributed. This finding
is consistent with the assumption that both forms of
inequity represent some kind of norm violation, which is
registered in the DLPFC. Further, this result is consistent
with the conjunction that the additional violation of status
motives leads to a further increase of activity in case of DI.

ad (iii): Our results demonstrate the importance of ventromedial
prefrontal areas along with the insular cortex in the eval-
uation of AI. Generally, these areas have implicated in
emotion processing (insula) (Nitschke et al., 2006) and
with cognitive regulation of emotions (VLPFC) (Wager
et al., 2008). Both regions have been shown to be involved
in the processing of unfair offers in the UG (Tabibnia
et al., 2008).

In both areas, greater activity correlated with subjects’
satisfaction with the corresponding outcome. In other
words, people who preferred E over AI (according to the
post-experimental survey) showed greater activity in the
VLPFC and insula during E trials than during AI tri-
als, and those subjects who stated a preference for AI
over E showed greater activity here during AI trials than
during E trials. The data, therefore, do not support the
assumption that a conflict between fairness-based cogni-
tive processes and a situation of AI leads to a modification
of an immediate positive evaluation of such an event. If
that was the case, one would expect to find a negative
correlation between the level of brain activity for AI tri-
als and evaluation of AI trials. An alternative assumption
could be that VLPFC and insula activation during E tri-
als reflects a positive cognitive appraisal of these trials in
subjects who show a strong preference for E. This inter-
pretation would be in line with previous reports that the
VLPFC plays an important role in evaluating norm com-
pliance (Spitzer et al., 2007). It would be interesting to
complement our findings with methods that allow causal
inferences such as transcranial magnetic stimulation. In
light of our findings we would expect that disturbance of
right VLPFC function should alter the evaluation of one’s
own social advantages more than the evaluation of one’s
disadvantages.
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In conclusion, our study provides neurophysiological evidence
for the existence of different cognitive processes involved in the
confrontation with DI and AI. Our data are consistent with the
idea that any form of inequity represents a norm violation, but
that differences between DI and AI emerge from the additional
involvement of status-related motives.
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One of the major challenges faced by explanations of imitation is the “correspondence
problem”: how is an agent able to match its bodily expression to the observed
bodily expression of another agent, especially when there is no possibility of external
self-observation? Current theories only consider the possibility of an innate or acquired
matching mechanism belonging to an isolated individual. In this paper we evaluate an
alternative that situates the explanation of imitation in the inter-individual dynamics of the
interaction process itself. We implemented a minimal model of two interacting agents
based on a recent psychological study of imitative behavior during minimalist perceptual
crossing. The agents cannot sense the configuration of their own body, and do not have
access to other’s body configuration, either. And yet surprisingly they are still capable of
converging on matching bodily configurations. Analysis revealed that the agents solved
this version of the correspondence problem in terms of collective properties of the
interaction process. Contrary to the assumption that such properties merely serve as
external input or scaffolding for individual mechanisms, it was found that the behavioral
dynamics were distributed across the model as a whole.

Keywords: social cognition, interaction studies, evolutionary robotics, dynamical systems theory

INTRODUCTION
The study of imitative behavior is a central topic in developmen-
tal and comparative psychology, as well as in social neuroscience
(Heyes, 2009). It is widely accepted that imitation plays a signif-
icant role in human social learning and enculturation, and that
it serves as a cultural inheritance mechanism for human-specific
cumulative cultural evolution (Tomasello, 2001). Imitation is a
broad concept, but in current research it is often narrowly defined
as the intentional behavioral matching of the precise means of a
perceived action in order to achieve the same end.

One important challenge for a neuroscientific theory of imi-
tation is to account for what is known as the “perceptual-motor
translation problem” (Heyes, 2001) or the “correspondence prob-
lem” (Brass and Heyes, 2005): how can one agent’s perception
of another agent’s behavior constrain its own internal motor sys-
tem so as to produce a imitative behavior? The difficulty of such
behavioral matching partly derives from the fact that we cannot
directly perceive the other’s internal motor configuration but only
their behavioral expression. We can perceive that a person is per-
forming an action, for instance that she is wiggling her ears, but
not how that action is initiated.

In addition, in some situations we cannot perceive the bodily
expression of our own actions, and so it is impossible to employ
self-observation in order to monitor whether a match has been
achieved (e.g., imitation of a facial expression). We normally do
not worry about this fact. As adults we have already accumulated
an extensive repertoire of implicit bodily know-how, i.e., a “body
schema,” and we have acquired an intuitive appreciation of how
our body is perceived externally, i.e., a “body image” (Gallagher,

2005). However, neonates have never seen their own face, and
have little experience of other faces, so how can they imitate arbi-
trary facial gestures that are unlikely to be innate reflexes? We will
refer to this particular problem of neonatal facial imitation as the
“strong correspondence problem.” Meltzoff and Decety (2003)
have called this the “holy grail” of imitation research.

Infants can see the adult’s face but can not see their own faces.
They can feel their own faces move, but have no access to the feel-
ings of movement in the other. If they are young enough they will
have never seen their own face. There are no mirrors in the womb.
The holy grail for cognitive- and neuro-science theories of imita-
tion is to elucidate the mechanism by which infants connect the
felt but unseen movements of the self with the seen but unfelt
movements of the other. (Meltzoff and Decety, 2003, 491).

Heyes and Bird (2007) categorize solutions to the correspon-
dence problem along two dimensions regarding (1) the origins
of the mechanism, and (2) the functioning of the mechanism.
In terms of (1) the central debate is about the role of evolu-
tion by natural selection versus lifetime learning, and in terms
of (2) the main question is whether the imitation mechanism
is primarily based on lower-level sensorimotor embodiment or
if it also requires “higher-level” conceptual mediation. During
the cognitivist revolution in the 1970s, one popular theory of
imitation proposed an innate mechanism that is representa-
tionally mediated by higher-level cognition. This proposal was
inspired by prominent evidence that human neonates can spon-
taneously imitate different arbitrary facial gestures (Meltzoff
and Moore, 1977). Although versions of this kind of “innate”
and “top-down” theory continue to persist in the literature
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(e.g., Meltzoff and Moore, 1997; Csibra, 2007), they are now in
the minority. This change in outlook was prompted by a reassess-
ment of the evidence for neonatal imitation (Jones, 2009; Ray
and Heyes, 2011), and especially by the influential discovery of
“mirror neurons” (Gallese et al., 1996). Thus, recent theories
emphasize “lower-level” sensorimotor neural mechanisms, and
they also appeal to the essential role of lifetime modifications
of neural organization resulting from learning (e.g., Keysers and
Perrett, 2004; Heyes, 2005; Rizzolatti, 2005; Hurley, 2008).

TOWARD AN INTERACTIVE THEORY OF IMITATION
We agree with the general trend of these developments. However,
we suggest that the debate about imitation could further bene-
fit from considering the role of interaction in meaningful social
contexts as another relevant explanatory factor. In other words,
we propose to expand the analysis of Heyes and Bird (2007) with
another dimension along which to categorize theories of imita-
tion, namely the location of the mechanism underlying imitation.
In contrast to the prevalent internalist theories, there is also the
possibility of a relational theory of imitation that is focused on the
constitutive role of social interaction (Lenay and Stewart, 2012).
So far relational approaches have not received much attention in
the general debate about social cognition.

Most of social neuroscience has proceeded under the assump-
tion that an isolated individual is the sufficient explanatory unit
of analysis to account for social cognition, thereby focusing on
their “social brain” (Frith and Frith, 2010). This assumption is
sometimes referred to as methodological individualism (Boden,
2006). One important reason for the popularity of this internalist
approach is that an isolated brain is much easier to study. Activity
that is internal to the individual agent can be better located,
measured, and made visible through imaging technologies, and
this kind of social neuroscience has indeed been highly success-
ful (Adolphs, 2010). However, there is also increasing interest
in establishing a “second-person neuroscience” (Schilbach et al.,
forthcoming). One motivation for this change in perspective is
the idea that the neural processes that are constitutive of detached
and passive social observation may be different from the neu-
ral processes that are constitutive of immediate and active social
engagement with others. Another motivation is the idea that the
latter processes may not be limited to one individual alone; per-
haps they derive from, and are maybe even constituted by, social
interaction with other individuals1.

However, relational accounts of social cognition are con-
fronted by conceptual and methodological challenges because it
is difficult to capture social engagement “in the act.” Nevertheless,
progress has been made in the study of interaction dynamics,

1These ideas resonate with a number of other alternative traditions. In
developmental psychology there is research of primary and secondary inter-
subjectivity (Reddy and Morris, 2004; Trevarthen, 2005). In philosophy of
cognitive science there are phenomenological approaches to embodied inter-
subjectivity (e.g., Gallagher, 2001; Gallagher and Zahavi, 2008). There is
the enactive approach to social cognition, which draws inspiration from a
dynamical perspective, and which takes social interaction as its starting point
(e.g., De Jaegher et al., 2010). These approaches are starting to form one
coherent framework of research in social interaction (Froese and Gallagher,
forthcoming).

especially by keeping the complexity of the social situation to an
absolute minimum (e.g., Auvray et al., 2009; Lenay et al., 2011).
This reduction of complexity has been aided by the design of min-
imal human-computer interfaces with the goal of enabling the
systematic study of behavior under highly controlled conditions.
We highlight two advantages of this method. First, much of the
exploratory activity of perception is usually hidden from view,
but by mediating this activity through a suitable interface it can
be made visible in terms of the participant’s behavior (Lenay and
Steiner, 2010). Second, by reducing the range of possible actions
and sensations to an absolute minimum, we can investigate what
are the necessary and sufficient conditions of a behavior.

This kind of minimalist approach has been applied to the case
of mimicry of bodily expression by Lenay and Stewart (2012; this
issue, experiment 3). Briefly, in this study of “mimetic dynamics
in the perceptual crossing,” two adult participants interact with
each other in a 1D virtual environment via custom-built human-
computer interfaces in order to mimic the bodily configurations
of their virtual avatars, although by design they cannot know
the specific configurations. Despite this extreme poverty of the
stimulus, participants were successful at matching their configu-
rations. An analysis of the results revealed that participants were
sensitive to the collective properties of the interaction process,
and adapted their bodily configuration accordingly. This sup-
ports an interactive account of solving the strong correspondence
problem.

The significance of these findings for the debate about current
theories of imitation is that social situations, which to an exter-
nal observer exhibit forms of mimicry, do not necessarily require
the postulation of individual (innate or acquired) mechanisms
and intentions for imitation. This is because the experiment has
shown that mimicry can also be an emergent outcome of certain
kinds of social interaction. According to this interactive account
of imitation, it is conceivable that a sense of mutual agreement in
interaction grounds and precedes an explicit awareness about the
bodily basis for that agreement (i.e., social understanding is pri-
mary, reflection about the fact that there is a matching of bodily
expressions is secondary). Lenay and Stewart therefore propose
that the classical logic of neonatal imitation could be inverted:
mimicry spontaneously results from the mutual regulation of col-
lective interaction dynamics, and it is this social interaction which
provides the newborn with the motivation and means for linking
her perception of the other with her proprioceptive sensations. It
is only later in development that the child will discover that what
she is doing during these situations is in fact an imitation or a
matching of bodily expressions.

Not everyone will be convinced by the findings of this exper-
iment. We highlight three potential concerns. It could be argued
that the experiment has no direct implications for neonatal facial
imitation (or imitation among non-human primates), because
(1) it has not yet been demonstrated that the result is generalizable
beyond the conditions of the experimental setup. More specifi-
cally, (2) it is possible that task success depends on sophisticated
cognitive capacities that are only available to enculturated adult
human beings. And (3) even if it is conceded that some collec-
tive properties of the interaction process play a role in shaping
the solution, it could still be claimed that these properties only
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serve as additional input or external “scaffolding” for cognitive
mechanisms that are ultimately isolated within an individual
agent (e.g., Herschbach, 2012; Michael and Overgaard, 2012).

MODELING SOCIAL INTERACTION
In order to respond to these potential criticisms, we applied an
evolutionary robotics approach to Lenay and Stewart’s (2012)
experimental setup. In brief, evolutionary robotics is a synthetic
method in which the experimenter designs and implements a
task-environment of interest, specifies the embodiment of one or
more robotic agents, and formulates a procedure for evaluating
behavioral success (Harvey et al., 2005). The neural controller
of an agent is simply a generic dynamical system, which is then
optimized automatically according to the evaluation function,
typically by means of an evolutionary algorithm. Although some
researchers prefer to use physical robots, much work is based on
computer models of “minimal cognition” (e.g., Beer, 2003).

There are several advantages to using this method. In contrast
to actual psychological experiments and realistic neural models,
the experimenter can reduce the complexity to a bare minimum
in order to enable a holistic understanding of the mechanisms
underlying the behavior. All parameters and variables of the
brain-body-environment system are measurable and controllable,
which allows a detailed and systematic study of how behavior
emerges out of the interplay between various subsystems. In con-
trast to the fully pre-designed systems familiar from traditional
AI, the experimenter is prevented from overly biasing the realiza-
tion of the behavioral mechanism, which is instead the outcome
of an opportunistic evolutionary process.

This synthetic method has been used to show that in some
cases the mechanisms of social interaction can be distributed
across two or more agents (e.g., Di Paolo, 2000; Quinn et al.,
2003). Some studies are directly inspired by psychological experi-
ments, for example Murray and Trevarthen (1985) “double video”
paradigm (e.g., Ikegami and Iizuka, 2007; Di Paolo et al., 2008;
Froese and Di Paolo, 2008). In particular, minimalist psycholog-
ical experiments make suitable modeling targets (e.g., Di Paolo
et al., 2008; Froese and Di Paolo, 2010, 2011). Of course, these
results do not have the same status as empirical data, but they
function as intuition pumps and thought experiments (Di Paolo
et al., 2000). They help us to refine existing theories, provide proof
of concepts, and generate new insights that can lead to further
psychological experiments (Rohde, 2010).

By using evolutionary robotics to implement a model of Lenay
and Stewart’s study of mimicry, we respond to the potential criti-
cisms as follows. Regarding (1) the problem of generalization we
show that the essential results of the psychological experiment
can be replicated in a different medium, in this case a mini-
mal dynamical system. This also mitigates (2) the worry about
requiring sophisticated cognition, because the simulated agents
are governed by “brains” that are far too minimal to contain
any sophisticated cognitive mechanisms. Therefore, any real brain
will have sufficient complexity to realize the dynamics found in
the artificial neural network. In response to (3) the possibility
of explanations based on methodological individualism, we clar-
ify the relationship between the internal dynamics, individual
behavior, and the interaction process as a whole. We show that

these components cannot be clearly separated. More generally, the
analysis of the model sheds new light on the interpretation of the
empirical data, and it allows us to propose new hypotheses that
can be tested by further psychological experiments.

METHODS
A MINIMAL PSYCHOLOGICAL EXPERIMENT OF IMITATION
In order to evaluate the possibility of an interactive explanation
of imitation, Lenay and Stewart (2012) created a modified ver-
sion of the minimal technological setup that was used by Auvray
et al. (2009) for a related psychological study of social interac-
tion. Lenay and Stewart tried to recreate the essential elements of
the strong correspondence problem of neonatal facial imitation
for adult participants in a minimal virtual environment. They
designed a new human-computer interface through which two
adult human participants can explore a 1D circular virtual space
and interact with each other. The interface consists of a tactile
feedback device, which provides an all-or-nothing stimulus to a
participant’s finger, and a computer mouse by which participants
can alter their position in the virtual space. Both participants
are represented in the virtual space in a twofold manner, namely
as a “body-object” (BO) and as a “receptor field” (RF). Loosely
speaking, the BO represents a participant’s body as the other per-
ceives it, and the RF represents a participant’s subjective gaze,
which the other cannot directly perceive. All RFs and BOs have
the same length. The experimental setup is shown schematically
in Figure 1.

The movements of a participant’s BO and RF are linked by
a rigid connection, which is initialized at the start of a trial to
a random relative distance that is unknown to the participants.
This distance is referred to as D1 for participant P1 and D2 for
the other participant P2; its algebraic value is negative if a BO is
to the left of its RF, and positive if it is on the right-hand side

FIGURE 1 | Schematic of the experimental setup. Two participants
(P1 and P2) face each other in a 1D virtual environment (horizontal line).
Participants cannot see the overall status of the environment. By using a
computer mouse they can move their receptor field (RF) to detect the
presence of the other’s “body-object” (BO). They only receive tactile
feedback as long as their RF overlaps the other’s BO. The movement of a
participant’s BO and RF are connected by a rigid link. Link distance D is
measured as the relative position of a BO in relation to its RF (in this case
D1 < 0 and D2 > 0). At the start of a trial each D is initialized to a different
length that is unknown to the participants. Participants can adjust their D by
shifting the BO’s egocentric position left- and right-wards by left- and
right-clicking, respectively. As shown in the figure, a situation of “mimicry”
occurs when participants have complementary configurations (i.e.,
D1 = −D2). Since participants are unaware of their own bodily configuration
and that of the other, achieving this mimicry models the essential elements
of the strong correspondence problem of neonatal facial imitation.
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(calculated from allocentric coordinates). Direct knowledge of the
situation is reduced to an absolute minimum: a participant only
receives tactile stimulation as long as her RF overlaps the BO of
the other participant, and no feedback otherwise. Accordingly,
this minimalist setup takes the traditional “poverty of the stimu-
lus argument” (Ray and Heyes, 2011), which had been employed
to argue for an innate mechanism, to the extreme. Traditionally,
it was widely held that neonatal imitation could not be based
on learning or interaction, because there is insufficient time and
information for the infants to acquire the relevant expertise. The
current setup takes an even stricter minimalism as its starting
point, while at the same time also excluding the possibility of
accounting for behavioral success in terms of specialized genetic
factors (since we did not evolve to match virtual avatars).

Participants are capable of two kinds of action. They can use
the computer mouse to move their virtual body position left and
right along the 1D virtual environment. And they can also click
the left and right button of the mouse to shift the position of their
BO leftward and rightward, respectively (from an egocentric per-
spective around their RF). The task given to each participant is to
locate the other in the virtual space, and to interact with the other
by moving back and forth. They are also told that if they sense
that the interaction process exhibits a general tendency to drift to
the right they should click on the left-button, and vice versa. This
is because sideways drift is an indication of a mismatch between
their bodily configurations.

For instance, in the case of D1 + D2 < 0, if the RF1 over-
laps the BO2, P2 will have to move to its right to find BO1; but
then P1 will have to move to its left to recover BO2 once again,
and so on, resulting in a collective drift of both participants in
the same allocentric direction. From their egocentric perspective,
P1 will experience this drift as going leftward, and P2 will expe-
rience it in a rightward direction, so P1 will tend to right-click
and P2 will tend to left-click. Accordingly, they combine their
efforts at reducing the relative difference between their bodily
configurations.

This experimental setup may seem to be so minimal and arti-
ficial that it is difficult to relate it to the strong correspondence
problem. However, it is a virtue of this kind of approach that
the minimalist sensorimotor interface forces the perceptual activ-
ity of the participants to become visible in their interactions,
thereby enabling a detailed study of their dynamics (Lenay and
Steiner, 2010). The artificial setting also allows explicit control
over various features of the situation. In particular, participants
have no access to either of the two bodily configurations (i.e.,
neither D1 nor D2). It follows that in this study the emergence
of mimicry cannot be explained by (1) intra-modal mapping,
i.e., comparing external perception of the other’s body config-
uration with external self-monitoring of one’s own body con-
figuration, nor by (2) inter-modal mapping, i.e., by comparing
external perception of the other’s body configuration with inter-
nal self-observation (Meltzoff and Moore, 1997). Both innate and
acquired inter-modal mapping is excluded by design. The impor-
tant point is that if participants can still manage to achieve a
situation of mimicry (i.e., D1 = −D2) under these restricted con-
ditions, this result cannot be explained by any of the traditional
accounts.

Given this experimental setup, it was found by Lenay and
Stewart that participants are generally able to solve this version
of the correspondence problem successfully. The results demon-
strate that participants are able to interact so as to adjust their
bodily configuration in a complementary manner. Their respec-
tive links are finally matched in relative distance, even though
at no point do they explicitly know their own bodily configu-
ration nor that of the other. Instead, they somehow managed
to achieve this mutual mimicry on the basis of interacting with
each other in a rhythmic, oscillatory fashion. Behavior was not
always highly synchronized; in some cases there was role-taking
whereby one participant took the lead in moving and/or clicking.
Analysis of the experimental results indicated that participants
succeed in matching their bodies by responding to the relative
stability of the interaction process, because, as described above,
mismatches in relative bodily configuration introduce systematic
sideward drifts into the flow of the interaction. This drift cannot
be reduced to actions of one of the participants; on the contrary,
both participants are subjected to this drift, which emerges out of
their interaction. Mimicry was therefore enabled by a collective
property of the interaction process as a whole.

A MINIMAL MODELING EXPERIMENT OF IMITATION
The essential features of Lenay and Stewart’s psychological exper-
iment are retained in the model. Two simulated agents interact via
a 1D virtual space, in which they are each embodied as a RF that
is rigidly linked with a BO. The only important difference to the
original experiment is that two minimal artificial neural network
controllers replace the two adult human participants. We briefly
describe how the experimental setup was redesigned as a com-
puter model to help interpretation of the results; further technical
implementation details can be found in the Appendix.

We followed the evolutionary robotics approach proposed by
Beer (2003) by using a continuous-time recurrent neural net-
work (CTRNN). The change in internal activity of a CTRNN is
described by the following state equation.

τiṡi = −si +
N∑

j = 1

wjiσ
(
gj(sj + θj)

) + Ii

i = 1, . . . , N

σ(x) = 1/(1 + e−x)

These equations describe the state changes of a continuous
dynamical system that is roughly analogous to the operation of
an actual neuronal network, where s is the state of each neuron,
τ is its time constant, wji is the strength of the connection from
the jth to the ith neuron, g is a gain, θ is a bias term, and σ(x)
is the output of a neuron given its state, which is defined by the
standard logistic activation function (range [0, 1]). The gains gi

are all set to a constant of 1 and therefore have no effect on the
system.

We acknowledge that the CTRNN controller is not a realistic
model of the brain, let alone of a whole person. In order to make
this crucial difference explicit we continue referring to a human
person of the psychological experiment as a participant (P), while
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referring to a simulated person of the model as an “agent” (A).
For our purposes we do not require a more complex model. We
selected this type of artificial neural network because it is a pop-
ular choice for evolutionary robotics (e.g., Beer, 2003; Harvey
et al., 2005). An advantage of using a CTRNN is that its dynamical
properties are well understood, at least for small network sizes. It
is a simple but dynamically universal neural network, and we are
using it as a generic continuous-time dynamical system to model
the temporal structure of the agents’ behavior. The CTRNNs of
the two agents are set to be structurally identical (i.e., all param-
eters and topology are the same), because participants of the
actual psychological experiment are assumed to be interchange-
able. Potential differences in personality type are therefore not
explicitly modeled, although the internal states of the agents will
of course differ depending on their respective histories of interac-
tion. Since A1 and A2 face each other across a 1D environment,
the sign of agent A2’s changes in position and link distance are
inverted (i.e., multiplied by −1).

Each agent’s CTRNN consists of eight neurons (N = 8) that
are fully interconnected including self-connections. The first neu-
ron is a receptor neuron receiving binary input from the agent’s
RF. The input represents a participant’s all-or-nothing tactile sen-
sation (i.e., 0 = no contact; 1 = contact). The second neuron
is an effector neuron that regulates the continuous movement
of the whole body configuration. This models a participant’s
movements with the mouse. The third and fourth neurons are
also effector neurons, which control the left- and right-button
clicks, respectively. The four remaining neurons are interneurons
without any dedicated function.

Modeling the stepwise adjustment of a participant’s link dis-
tance by means of left- and right-clicks was tricky, because it
required mapping the CTRNN neuron outputs from continuous
dynamics to a discrete domain. We chose to model a mouse click
by implementing a button activation threshold. If a button neu-
ron’s output (range [0, 1]) increases to more than or equal to 0.75,
then its button is turned “on” and produces a “click.” The but-
ton is turned “off” when that neuron’s output falls below 0.75.
In this way an agent cannot adjust its link continuously, because
the button has to be turned off before it can be turned back on.
The reason for these choices is to facilitate a distinction between
the timescales of movement and link adjustment, which should
be faster and slower, respectively. We modeled the activities of the
two buttons with two distinct neurons, rather than with two acti-
vation thresholds of one neuron, because we believed that this
might facilitate the evolution of flexible behavior.

For our model we slightly modified the standard CTRNN
equation by including some additional gain parameters. First,
the input I to the receptor neuron is multiplied by a gain ri.
This gain modulates the strength by which the internal dynam-
ics of the neuron are perturbed by input. Second, the output σ(x)
of every effector neuron is multiplied by a gain ei. These gains
modify the magnitude of the output effects, namely the range of
movement velocity and the step size of link adjustment. Third,
the output σ(x) of the movement neuron is linearly mapped
from range from [0, 1] to [−1, 1] before the gain ei is applied.
This linear mapping has the effect of letting the neuron control
both leftward and rightward motion. By adding these parameters

to the CTRNN equations, we effectively placed some aspects of
the agent’s embodiment under the influence of the automatic
optimization procedure. A standard evolutionary algorithm opti-
mized the parameters. The evaluation function measured how
well the agents were able to interact and to match their bodily
configurations. Each pair of agents was evaluated for 15 trials of
3000 time steps each with different initial conditions (for details,
see the Appendix).

The precise setup of these trials differed slightly from the origi-
nal psychological study to facilitate the evolutionary process. The
1D space was not joined into a circle, but was infinitely long in
practice given the short duration of a trial. This modification
excluded the possibility of optimizing an otherwise common ini-
tial strategy, which consisted in interacting by repeatedly going
around the circle. The size of the RFs and BOs was set to 1 arbi-
trary unit of space. Before the start of a trial the initial positions
of the RFs of A1 and A2 were set to 10 and −10 units of space,
while the distances to their BOs were initialized to D1 = −20 and
D2 = 20 units of space, respectively. D1 was then varied by a ran-
dom number drawn from a uniform distribution (range [−1.5,
1.5]), and the initial position of A1’s RF was also varied by a
random number drawn from uniform distribution (range [−1.5,
1.5]). This procedure ensured that the agents started each trial in
a configuration that was relatively advantageous for establishing
an interaction process, and yet they still had to work out how to
match their bodily configurations without knowing their status.

RESULTS
In order to facilitate the analysis of the modeling results we set the
range of random variation that was normally applied to the initial
position of RF1 to 0. Although the agents had been evolved to deal
with the additional ambiguity of initial differences in position,
here we are only interested in their ability to reduce differences
in relative body configuration. We systematically varied distance
D1 in the range [−1.5, 1.5] with an increment of 0.5, thereby
producing data for 7 representative trials.

OVERVIEW OF THE RESULTS
We define “body offset” as the relative difference between body
configurations, which can be calculated summing the link dis-
tances (D1 + D2). Body offset is an indication of mutual mimicry.
An offset of 0 is a perfect match. As long as it is within the range
[−1, 1] the agents can make contact with each other simultane-
ously. Typical changes in body offset are shown in Figure 2.

The changes in body offset demonstrate that the model has
successfully replicated the main result of the original psycholog-
ical experiment by Lenay and Stewart. In trials initialized with
a non-zero body offset, the agents quickly reduce that offset
toward 0, and in the trial initialized with a body offset of 0, the
agents retain that offset. In other words, even though the agents
do not know each other’s body configurations, they are capable of
mimicking each other’s body configuration effectively.

There is another correspondence between the results of the
model and the results of the original psychological study. In prin-
ciple, participants could have stopped as soon as the body offset
was close to 0; this would have entailed a perfect score without any
need for further interaction or adjustment. However, Lenay and
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FIGURE 2 | Changes in “body offset” for seven illustrative trials. We
define “body offset” as the relative difference between body configurations
(D1 + D2). A body offset of 0 is perfect mimicry. The graph demonstrates
that the model qualitatively replicates two findings of the original
psychological study. The agents are capable of mimicking each other’s body
configuration even without knowledge of their status, and there is a
tendency for body offset to decrease all the way to 0, although mutual
contact can already be made when body offset falls in the range [−1, 1].

Stewart observed that in practice most participants continue to
interact and to adjust link distances for the rest of the trial, while
keeping body offset close to 0. Diversity of link distances tends to
increase over time. One explanation for this trend is that the solu-
tion for the task belongs to an infinite class of situations where
D1 + D2 = 0. But there must also be a motivation to continue
interacting and clicking. Participants may become entrained in
an interaction process that is to some extent self-sustaining. We
can observe a similar kind of behavior in the current model, as
show in Figure 4.

Similar to the original psychological experiment, in the model
we also find that the diversity of values of D1 and D2 continues
to increase over the whole trial. After the agents have succeeded
in reducing the body offset close to 0, which typically happens
around time step 1000 already, they continue to adjust their link
distances for the rest of the trial in a coordinated fashion. This
behavior occurs even if agents start the trial with perfect mimicry
(initial body offset = 0), as shown in Figure 3. Since this trend is
observed even though the trials are started from identical initial
conditions, including the states of the CTRNN neurons (which
are always set to 0), the increase in diversity must be related to
slight differences in the Gaussian noise applied to the movement
neuron (see Appendix). Over time this noise will affect paths
of motion, and therefore times of contact and interaction his-
tory. Fluctuations in movement can lead to onset and absence
of contact when it is not expected, and therefore may produce
an illusion of slight mismatch. Given these modeling insights,
we hypothesize that the increase in link diversity in the psy-
chological study can also be partially explained by the fact that
participants do not have perfect control over their movements
(e.g., due to various delays, inertia of arm motion, and inaccu-
rate position measurement because of mouse skipping during fast
movement).

There is another correspondence with the findings of the orig-
inal psychological study. Lenay and Stewart report that in all cases
participants were actively moving to obtain sensory stimulations,

FIGURE 3 | Standard deviation of combined link distance (D1 − D2) in

seven trials with identical initial conditions (initial body offset = 0).

Trials were run for an extended period of 15000 time steps to evaluate the
long-term trend. Values of D1 and D2 were combined into one trajectory
because the difference in standard deviation between D1 and D2 is
negligible. The trend line represents a “best fit” linear regression. The
graph demonstrates that the model qualitatively replicates another finding
of the original psychological experiment: the diversity of link distances
tends to increase throughout the whole trial, even after agents establish
mutual perceptual crossing, and also when agents are initially set to
perfectly mimic each other’s body configurations.

i.e., they were performing a kind of active perception. However,
it was found that quite often, in one-third of all trials, only one
participant engages in clicking behavior, thus changing either D1

or D2, while the other participant is only active in maintaining
the interaction. This differentiation into distinct roles is possible
because body offset is the sum of distances (D1 + D2) and can
therefore be regulated by each participant alone. A similar differ-
entiation between clicking and non-clicking roles was found in
the model, as is shown in Figure 4.

In the model the assignment of these roles is related to body
offset. When a trial starts with a negative body offset (e.g., −1.5),
A2 begins with the clicking behavior, while A1 only begins clicking
much later, sometime after the possibility for mutual percep-
tual crossing has already been established. When a trial starts
with a positive body offset, the opposite differentiation of roles
is observed. And in the case of no initial body offset (e.g., D1 =
−20; D2 = 20), no clear differentiation into roles is observed. We
note that this role division was first discovered in the model, and
only subsequently did Lenay and Stewart confirm that role divi-
sion indeed took place in one-third of their trials as well. We can
derive further predictions about the empirical data that still need
to be confirmed: (1) there is a correlation between size of body
offset and likelihood of role division, such that (2) a larger initial
offset indicates a greater likelihood of role division; and (3) there
is a tendency for role division to disappear after the possibility of
simultaneous perceptual crossing has been established. A prelim-
inary review of the empirical data revealed that these predictions
are only partially fulfilled; role-taking appears to be more complex
in the case of human participants.

The graphs in Figure 4 reveal more trends. An agent tends to
modify the distance of its link always in the same direction, and
it retains this same direction across all of the trials. Agents also
tend to always increase the absolute link distance. More precisely,
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FIGURE 4 | Graphs of link distance D for seven illustrative trials.

Distance D measures the distance of an agent’s BO from its RF along
the 1D environment. (A) Changes in D1. There is a correlation between
positive values of body offset, e.g., larger initial values of D1 (dashed lines),
and shorter times for A1 to begin regular adjustments of D1. (B) Changes in

D2. Here the opposite trend can be observed; there is a tendency for
A2 to start modifying D2 sooner for negative values of body offset, e.g.,
smaller initial values of D1 (solid lines). A similar kind of differentiation
between clicking and non-clicking roles was found in the psychological
experiment.

it turns out that the agents have adopted a strategy that relies
on making use of the left-button only. Although this behavior
is unexpected, it is understandable because it decreases the com-
plexity of the problem to be solved by a single agent as long as
it is cooperating with the other agent. Now each agent only has
to choose between two rather than four link-related actions, i.e.,
left-click or no left-click. And if the body offset happens to be
such that an agent would have to right-click to correct it, then it
simply waits for the other agent to left-click instead, because this
amounts to the same overall change in body offset. In this way
the solution to the task has been simplified via coordinated turn
taking. On the basis of these findings we can derive additional
predictions about the empirical data: (4) once participants start
modifying the distance of their link, they tend to modify it in the
same direction for the duration of a trial; and (5) participants do
not make use of both buttons with equal probability. Again, on
the basis of a preliminary analysis of the empirical data, it seems
that human participants may not use both buttons equally, but
they nevertheless tend to use both of them.

What the single-button solution demonstrates is how evolu-
tion will opportunistically select behavioral mechanisms that will
“offload” task complexity into the interaction process, at least
under stable social situations. We can therefore hypothesize that
(6) a second button is not essential to the design of the experimen-
tal setup, although human participants tend to take advantage of
it when it is provided.

ANALYSIS OF A REPRESENTATIVE TRIAL
In order to better understand the strategy of the agents, we can
analyze more closely the time series of a representative trial such
as that shown in Figure 5. The trial is the same as that shown in
Figure 2 where initial body offset is equal to −1.5.

This trial begins with the following situation. A1’s (RF1) and
A2’s (BO2) both start from position 10, such that A1 receives
input. However, A2’s (RF2) and A1’s (BO1) start from positions
−10 and −11.5, respectively. Given that each object is only 1 unit
of space wide, A2 will start without input. A2 begins search-
ing in order to make contact with BO1 by moving RF2. But

this movement pulls along BO2, thereby removing it from RF1.
Accordingly, A1 no longer receives input and starts searching
for BO2. A2 is able to find BO1, but it is forced to maintain
this contact while compensating for a leftward drift. This drift
results from A1’s searching for BO2 and A2’s maintaining con-
tact with BO1. During this phase, A1 remains without contact and
is making no changes to D1. At the same time, A2 often makes
prolonged contact and frequently increases D2. Around time step
500 the body offset is reduced below 1 and there is possibility of
mutual contact. The interaction is now characterized by regular
perceptual crossing. Around time step 1000 the leftward drift is
eliminated, as body offset is effectively 0. After this point A1 starts
adjusting D1, and both agents continue adjusting D1 and D2 in a
complementary manner.

The agents succeeded at their task. But how did they know-
how to adjust their link distances appropriately? Lenay and
Stewart found two correlations in the data of the psychological
experiment to which participants might be sensitive: (i) a decrease
in body offset is accompanied by an increase in the frequency of
stimulation; and (ii) a decrease in body offset is accompanied by
a decrease in drift. The same correlations can be observed in the
case of the model.

However, Lenay and Stewart do not clarify the kind of mech-
anism by which these two correlations are supposed to be turned
into an effective action. Do they serve as additional input to
the explicit cognition of the participants, perhaps via integrating
proprioception and tactile sensation? Or do they constitute con-
textual “scaffolding” that implicitly guides a participant’s action?
These accounts do not require that the methodological indi-
vidualism of traditional cognitive science is rejected in favor of
a relational view of cognition (Herschbach, 2012; Michael and
Overgaard, 2012). An alternative possibility is to treat the behav-
ior of each participant as a distributed, relational phenomenon
that emerges out of the coupling of a brain, body, environment
systemic whole. On this view, we can hypothesize that the inter-
action process itself partially constitutes the regulation of the
appropriate behavior. Although it is difficult to evaluate these
possibilities in the case of the psychological experiment, in the
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FIGURE 5 | Time series of the first 1800 time steps of a representative

trial (initial body offset = −1.5). Selected variables of agents A1 and A2 are
shown in the left and right columns, respectively. (A) Position trajectories of
RF and BO. (B) Input from contact sensor (black points) and mapped motor

output (gray solid line) without gain, indicating the agent’s movement.
(C) Link distance D. (D) Output σ(x) of the effector neurons controlling left
and right button pressings. A button is clicked whenever output crosses the
threshold from less than to more than 0.75.

case of the model we fortunately have complete access to the
activity of the minimal “brains” of the simulated agents.

ANALYSIS OF THE CTRNN CONTROLLER
A preliminary analysis of the neural activity has shown that some
neurons are largely redundant. It is therefore possible to simplify
the analysis by focusing on a subset of neurons. Of particu-
lar interest is the relationship between the receptor neuron and
the effector neurons, because this is how the agents internally

regulate the sensory-motor loops that constitute their behavior.
Moreover, the agents relied on a strategy that only required left-
clicking to adjust the body offset. As can be seen in Figure 5D,
output from the third effector neuron (o4) quickly saturates, and
its role in the mechanism underlying behavior is therefore neg-
ligible. This allows us to further restrict the scope of the analysis
to the “receptor” neuron (y1), the “movement” neuron (y2), and
the “left-button” neuron (y3). Figure 6 shows how these three
neurons are related in terms of their σ(x) output state space
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FIGURE 6 | Dependencies between receptor and effector neurons.

Subsections of the neural network’s output trajectories for agents
A1 (left column) and A2 (right column) shown for the first 700 time
steps of the trial presented in Figure 5. (A) Relationship between the
receptor neuron (o1) and the movement neuron (o2). Contact occurs

when input to o1 is 1. Leftward movement occurs when o2 < 0.5;
rightward movement occurs when o2 > 0.5. (B) Relationship between
the receptor neuron (o1) and the left-button neuron (o3). A click is
made every time o3 increases from less than to more
than 0.75.

(o1, o2, and o3). We only show the first 700 time steps of the trial
shown in Figure 5. The trajectories of A2 continue to be quali-
tatively similar after this point, while the trajectories of A1 will
start to resemble the trajectories of A2, resulting in almost perfect
symmetry by time step 1500.

The internal dynamics of A1’s sensory-motor loop are rela-
tively straightforward at the beginning of this trial. After it looses
contact with BO2, it continues searching in an attempt to regain
contact. Most of the internal dynamics of A2 can be explained in
terms of a transient cycle in 3D state space (defined by o1, o2, and
o3). The timing of its receptor neuron’s on/off switching is closely
coupled with its oscillatory sideways movement. As long as input
is present, A2 moves relatively quickly; when the input disappears
because it moved to far ahead, A2 slows down until regaining con-
tact, and so forth. This sensory-motor cycle regulates A2’s clicking
as well. Prolonged contact causes the output of the left-button
neuron to exceed the threshold of 0.75, which turns the button
on and causes an adjustment of D2. Absence of contact allows
output to decay below the threshold, thereby turning the button
off again.

In order for this transient cycle in 3D state space to operate
effectively, relative timing is of the essence. Duration of contact
partially determines an agent’s velocity, and is partially deter-
mined by it, because input stimulation increases velocity and
therefore shortens duration. Duration of contact also partially
determines an agent’s clicking, because button activation requires
input stimulation. Moreover, duration of contact is also an indi-
cator of body offset. Since A1 will respond to stimulation with the
same kind of oscillatory movement we described for A2 above,
A2’s prolonged contact with BO1 must mean that RF1 has not yet
made contact with BO2, i.e., there is no mutual contact between
the agents. Accordingly, while A1 keeps searching without click-
ing, A2 extends D2 repeatedly by activating its left-button. This
process continues until a situation of perceptual crossing is estab-
lished. Once A1 begins to make contacts with sufficient duration,
it will start adjusting D1 as well (after time step 1000).

This analysis has revealed another potential factor that could
help to account for the performance of the participants in the
psychological experiment, namely the duration of contact. Like
frequency of contacts and magnitude of drift, duration is a
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property of the collective dynamics of the interaction process.
However, an evolutionary robotics model of a related psycholog-
ical study of perceptual crossing has shown that duration is not
an essential aspect of that particular experimental setup (Froese
and Di Paolo, 2011). Whether duration plays an essential role in
the current setup can be addressed by future work, for example
by setting object length to infinitely small points. For the present
debate we are interested in the more general question of what role
these kinds of properties of the collective dynamics could play in
the generation of the behavior of the individual agents.

An analysis of the phase portrait of the CTRNN controller as
a closed network reveals that a single globally attracting fixed-
point governs its dynamics (data not shown). In the absence of
any input, the network settles into this attractor after around
1500 time steps, and then remains static. From the perspective
of methodological individualism, this lack of internal complexity
should come as a surprise. How is it possible that such a single-
attractor network processes the input sequence and regulates the
output of the sensory-motor neurons appropriately? It turns out
that the dynamics of the CTRNN during an interaction are par-
tially constituted by the interaction process. The attractor shifts
its position in state space as a function of the input parame-
ter, thereby alternating the flow structure of the CTRNN state
space between two distinct attractor configurations. The shifting
pull of the attractor, combined with the non-linear constraints
of the neural dynamics, regulates the internal activity and main-
tains it as a transient. In this way the structure and activity of the
agent’s “cognitive mechanism” is partially constituted in a rela-
tional manner [for a more detailed dynamical analysis of a similar
finding, see Froese and Fuchs (2012)].

And it is not just the presence of contact that is important;
absence of contact is just as essential. More precisely, it is the rel-
ative timing of the on/off status of the input that is constitutive of
the appropriate regulation of the sensory-motor loop. Moreover,
the timing of the on/off status of the contact sensor depends on
the other agent’s behavior as well; timing of contact is an emer-
gent product of the behavior of the two agents as they interact.
It follows that an agent cannot generate the required behavior
without an appropriate process of interaction, such that an indi-
vidual’s behavior and the overall interaction process co-enable
and co-determine each other. The strategy employed by the agents
is inextricably distributed across the two agent system.

DISCUSSION
It remains to be seen whether a similarly distributed explana-
tion of behavior can be provided in the case of the psychological
experiment, and this largely depends on the analysis of the partic-
ipants’ internal dynamics. Some of these dynamics have already
been externalized through the use of a minimal human-computer
interface (Lenay and Steiner, 2010), but without a complementary
way of understanding the role of brain activity, this is unlikely
to convince hardnosed methodological individualists to give up
internalist explanations just yet (e.g., Herschbach, 2012; Michael
and Overgaard, 2012). Although there is increasing interest in the
development of a second-person neuroscience (Schilbach et al.,
forthcoming), many formidable conceptual, methodological, and
technical challenges still remain. Analyzing the phase portrait

of a participant’s nervous system is clearly out of the question,
but there may be more easily detectable markers of a distributed
cognitive process.

An advantage of the evolutionary robotics approach is that
it helps us to clarify the conceptual possibilities on the basis
of a more manageable minimal system, which is nevertheless
able to qualitatively replicate essential aspects of the empirical
data and can even predict new findings. The model can also
serve as an intuition pump for the neuroscientific analysis of
the psychological experiment. For instance, as can be seen in
Figure 5, the frequent perceptual crossing between the agents
is accompanied by a synchronization of their behavior. Starting
around time step 1500, their neural activity becomes almost per-
fectly synchronized (Figure 5D). This is understandable given the
essential part played by timing in the co-regulation of the inter-
nal dynamics of the agents’ behavior. We therefore suggest that
interactional and neural synchrony could play a similar role in
the case of human participants, thereby extending the “binding-
by-synchrony” hypothesis (Singer, 2007) to the case of social
interaction. Dual-EEG recording during imitative social interac-
tion has already provided evidence of inter-brain synchroniza-
tion, although some asynchrony also appears to be important for
differentiation of roles (Dumas et al., 2010, 2012). Interestingly,
the model confirms this finding, because the disappearance of
asynchrony coincides with the disappearance of the well-defined
roles of “clicker” and “non-clicker.”

Although it is tempting to use this correspondence to further
generalize the insights of the model to other kinds of social inter-
action, we have to proceed cautiously. Because the experimental
setup requires that there is no familiarity with the other’s bod-
ily configuration or one’s own, it is less applicable for explaining
social interaction that permit direct observation of some kind.
It is likely that there will still be a sense of pre-reflective bodily
attunement during those situations, and that this experience can
be explained in terms of the relative stability of the interaction
process (Froese and Fuchs, 2012), but other important factors
may also need to be taken into account.

More specifically, some concerns can be raised about how well
the setup accounts for the situation of neonatal facial imitation.
In terms of the model, it could be argued that such a distributed
strategy only works because it has been “hardwired” by a process
of evolutionary optimization onto a fixed experimental setup. The
argument may correspondingly apply to the original psychologi-
cal study. As a part of the experimental instructions, Lenay and
Stewart explicitly told participants to click on the left-button if
they felt the interaction drifting to the right, and vice versa. But
is this information not simply solving the strong correspondence
problem in advance? The worry is that both the psychological
study and the model support the notion of imitation by inter-
action, but perhaps only on the basis of a pre-given source of
knowledge about the situation, whether by oral instruction or
genetic encoding. It could be argued that in order for the results
of this setup to become more generalizable, it is important to
investigate strategies that can succeed without this background
knowledge.

We agree that the setup can be improved. As a first step, future
work could randomly assign the function of the two buttons at
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the start of each trial, such that it is no longer immediately clear
which of the buttons shifts the BO in which direction. In that case
their functions have to be actively learned in some manner. A pilot
study conducted by Lenay and Stewart has indicated that partici-
pants can still succeed under these conditions. We can understand
this success because the basic nature of the solution to this corre-
spondence problem remains the same: only a situation of mutual
agreement enables a relatively stable interaction process, which
means that appropriate actions can be relatively quickly learned
by trial and error. No explicit verbal instruction (or genetic pre-
disposition, as in the current model) is necessary to learn which
actions improve the interaction. The crucial point is that this
interactive solution to the strong correspondence problem places
almost no demands on the individuals or the situation; this is
what the minimal model has shown. We can therefore tentatively
generalize the insights of the empirical and modeling studies: in
some situations the emergence of mimicry during social interac-
tion can be explained more parsimoniously by taking properties
of the collective dynamics of the interaction process into account.

From the perspective of neonatal facial imitation, this insight
could be understood as follows: an adult extends her tongue; the
neonate starts moving her tongue, while at the same time closely
observing the changing expression of the adult, until the point
when there is an appropriate response of success from the adult.
The actions of the adult person thereby serve as a kind of “mirror”
for the neonate’s own face. Regarding the possibility of this kind of
interactive regulation, it is noteworthy that most studies in neona-
tal imitation have been explicitly designed so as to rule out the
influence of interaction. Notably, Trevarthen (2005: 91–92) has
complained about the inherent limitations of this kind of study:
“By their nature, experiments in controlled laboratory situations
must limit the subject’s freedom to initiate communication inven-
tively, or to test the consequences of their response. As a rule,
Two-Way communication with the experimenter/observer is con-
trolled out.” In other words, cognitive science has often explicitly

prevented the possibility of mutual interaction playing any role,
and thereby turned the internalist doctrine into a self-fulfilling
hypothesis. The merit of the current experimental version of the
correspondence problem is that it turns this convention on its
head: methodological individualism is controlled out instead, and
it is revealed that mimicry can still take place in terms of social
interaction.

Interestingly, in their seminal paper on neonatal facial imi-
tation, Meltzoff and Moore (1977, 76) acknowledge the diffi-
culties of controlling the influence of interaction: “In reviewing
films of the preliminary work, we also noticed that the exam-
iner tended to alter the rhythm of his tongue protrusion as a
function of the response of the infant.” Meltzoff and Moore
regarded this rhythmic coordination as unwanted interference
that had to be excluded in the design of the experiments. However,
this is precisely the kind of interactive and temporally sensitive
co-regulation of behavior that we also discovered by analyzing
the model. Thus, even if the evidence for an innate and non-
interactive mechanism of neonatal facial imitation is no longer
compelling (Jones, 2009), there is still a promising possibility of
an interactive account. We hypothesize that a neonate’s ability to
engage in flexible and consistent mimicry of arbitrary facial ges-
tures constitutively depends on their engagement in meaningful
social interaction.
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APPENDIX
TECHNICAL DETAILS OF THE MODEL
The CTRNN and the evolutionary algorithm were implemented
on the basis of Beer’s publicly available “Evolutionary Agents
v1.1.2” C++ package2. The evolutionary algorithm was a sim-
ple genetic algorithm with rank-based selection; the maximum
expected offspring of the highest ranked solution was set to 1.2.
Due to the presence of a stochastic function in the evaluation stage
(motor noise, see below), all solutions were evaluated again dur-
ing each generation. The population consisted of 500 solutions.
Each solution consisted of a sequence of genes, which were stored
as real numbers and initialized with random numbers in the range
[0, 1]. After each generation, the fittest 1% of the population was
automatically copied into a new generation of 500 solutions. No
recombination operator was used in the generation of offspring
from selected parents. Instead, the genotype of the parent solution
was copied, and a mutation operator changed the value of each
gene with a small random value drawn from a Gaussian distribu-
tion with a variance of 0.1. If a mutation caused a gene to exceed
this range, then the value was simply clipped at the boundaries
([0, 1]). In order to create a phenotype from a genetic solution,
each gene was mapped to a parameter range of the CTRNN. The
CTRNNs of the two agents are structurally identical. We made use
of the following CTRNN parameter ranges: time constant τ range
[1, 30], weight w range [−8, 8], bias θ range [−8, 8], receptor gain
r range [−100, 100], and effector gain e range [0, 10].

Each trial was set to last 300 units of time, which were
integrated using a Fourth-Order Runge-Kutta method with an
integration step size of 0.1. The activations of all neurons were
initialized to 0 before the start of the trial. At each time step a
small random value drawn from a Gaussian distribution with a
mean of 0 and a variance of 0.01 was added to the mapped out-
put of the movement neuron before applying its effector gain.
This addition of motor noise tends to enhance the robustness of
the evolved solution. Trials are not initialized with identical seeds
of the random number generator. In order to speed up the pro-
cess of evaluation, trials were terminated early if an agents’ RF
was more than 20 units of space away from the other’s BO. Each
solution was evaluated for 15 trials. The scores of these 15 tri-
als were weighted inversely proportional to their relative ranking,
and then summed for the final score of that solution. Such rank-
based weighting helps to prevent the evolutionary algorithm from
optimizing some parameters at the expense of others.

Parameter optimization was divided into two main phases.
First, the performance of a solution was measured in terms of
the number of distinct contacts made during a trial. Note that
this is not the same as rewarding simultaneous contact, which
would require that the correspondence problem were already
solved. We tried several other kinds of evaluation functions, but
did not find them to be effective. An advantage of this initial
evaluation criterion is that it favors the evolution of robust inter-
action, and it implicitly includes selection pressure for mimicry
as well. This is because a relative difference of link distance, i.e.,

non-zero body offset (D1 + D2 �= 0), introduces a drift into the
interaction process, and so the agents are forced to spend less
time making contacts and more time chasing each other. In other
words, agents that manage to eliminate the drift are able to inter-
act more frequently. This phase was terminated as soon as one
solution achieved over 100 contacts. This initial phase of evolu-
tion served an analogous function to the learning period of Lenay
and Stewart’s psychological study, during which participants were
asked to familiarize themselves with the experimental setup and
to maintain a stable interaction with each other.

For the second phase of evolution, the evaluation function
was modified in order to explicitly measure the success of the
agents at reducing body offset. Evaluation now consisted of two
distinct components. First, we measured the extent of the agents
to maintain close contact for as long as possible by dividing the
total number of actual time steps (ttotal) by the maximum pos-
sible number of time steps (tmax = 3000). As before, a trial was
terminated prematurely if an agent drifted more than 20 units of
space apart from its target. Second, we measured the ability of the
agents to match the relative distances of their BOs, i.e., to reduce
the error of absolute body offset. We summed the error over all
actual time steps, rather than just taking the final value, in order
to encourage the agents to achieve mimicry as soon as possible
after the start of a trial. Then we derived the maximum possi-
ble error by multiplying 1.5, which is the maximum magnitude
of initial body offset, by the final number of time steps (ttotal).
If the summed error was larger than the maximum error, for
instance because the agents increased body offset beyond the pre-
given initial variation (range [−1.5, 1.5]), then the summed error
was set equal to the maximum error. The relationship between
the summed and the maximum error is an indication of the suc-
cess of the agents to reduce body offset. The combined evaluation
function for the second stage was as follows:

trial score = ttotal

tmax
+ (1.5∗ttotal) − ∑ttotal

t = 0 abs(D1 + D2)t

(1.5∗ttotal)

Running the evolutionary algorithm to optimize the parameters
of the model took a significant amount of processing time. In
addition, the presence of local optima in the evaluation space
made the search for good solutions difficult. We therefore made
use of a dedicated server with eight separate cores, and ran six
instances of the program in parallel in order to increase the
chances of success. Typically, it took several days for an evolu-
tionary algorithm to converge on solutions that were of potential
interest to this study. We then had to test them, to analyze
the results, and to further fine-tune the parameters of the pro-
gram before starting the next evolutionary run. It took several
months of different evolutionary runs before we finally found the
setup and solution described in this paper. Although other solu-
tions probably exist, the current solution was sufficient for our
requirements and so we did not make an exhaustive survey.

2http://mypage.iu.edu/~rdbeer/
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Gaze represents a major non-verbal communication channel in social interactions. In this
respect, when facing another person, one’s gaze should not be examined as a purely
perceptive process but also as an action-perception online performance. However, little
is known about processes involved in the real-time self-regulation of social gaze. The
present study investigates the impact of a gaze-contingent viewing window on fixation
patterns and the awareness of being the agent moving the window. In face-to-face
scenarios played by a virtual human character, the task for the 18 adult participants was to
interpret an equivocal sentence which could be disambiguated by examining the emotional
expressions of the character speaking. The virtual character was embedded in naturalistic
backgrounds to enhance realism. Eye-tracking data showed that the viewing window
induced changes in gaze behavior, notably longer visual fixations. Notwithstanding, only
half of the participants ascribed the window displacements to their eye movements.
These participants also spent more time looking at the eyes and mouth regions of the
virtual human character. The outcomes of the study highlight the dissociation between
non-volitional gaze adaptation and the self-ascription of agency. Such dissociation provides
support for a two-step account of the sense of agency composed of pre-noetic monitoring
mechanisms and reflexive processes, linked by bottom-up and top-down processes. We
comment upon these results, which illustrate the relevance of our method for studying
online social cognition, in particular concerning autism spectrum disorders (ASD) where
the poor pragmatic understanding of oral speech is considered linked to visual peculiarities
that impede facial exploration.
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INTRODUCTION
When looking at someone else’s face, we tend to scan preferen-
tially and consistently the eye and mouth regions (Mertens et al.,
1993) although we are not aware of doing so. Nevertheless, two
limiting factors interfere with our automatic tendency to stare at
one another’s eyes: cultural rules and individual differences in
emotional sensitivity to eye-contact. When engaged in conver-
sations with others, visual behavior conforms to implicit social
display rules requiring fast and subtle adjustments. For instance,
making frequent eye-contact can be experienced by the respon-
der as threatening or intrusive and increases her/his emotional
state (Senju and Johnson, 2009). This leads interacting partners
in many cultures not to stare too long at each other, or even, as in
the Wolof tradition, not to look at all at the partner while speaking
(Meyer and Girke, 2011). Whether a face-to-face interaction feels
comfortable thus depends on how each partaker self-monitors
her/his gaze. While acknowledging the socio-cultural determi-
nants that regulate eye movements, the variety of individual
differences in the attention to the other’s gaze within the nor-
mal population should be noted (Frischen et al., 2007). Frischen
et al. (2007) suggest that the acute emotional response triggered

by the eye-gaze of others could lead some individuals to learn to
avoid looking directly at the eye region of others, thus developing
a voluntary control of gaze processing. In this respect, individual
differences are interpreted as stemming from the degree of con-
trol an individual exerts over her/his reflex of following another
person’s gaze (Bayliss et al., 2005) and consequently over her/his
general gazing at eyes behavior. Strikingly, although we modu-
late our gaze according to social rules and our own sensitivity to
eye-contact, we are usually unaware of controlling it.

This dissociation between control and awareness of control
of our ocular movements is an issue that has been largely over-
looked until now, despite being a part of the general question
regarding the self-monitoring and awareness of action. Blakemore
et al. (2002) suggested that parts of the motor system could func-
tion in the absence of awareness, especially the motor commands
responsible for predicting the fine trajectory adjustment param-
eters of a movement. They mention as an example the study of
Goodale et al. (1994) showing that the displacement of a target
during a saccade remained unnoticed by participants although
they adjusted their hand to its new position (Goodale et al.,
1994). In contrast, “forward models,” which are conceived as
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internal neural processes predicting the sensory consequences of a
movement based on an efference copy of motor signals, are con-
sidered instrumental in bringing about the awareness of action
(Wolpert et al., 1995; Wolpert and Miall, 1996; Blakemore et al.,
2002). Accordingly, forward models come into play most notably
when the intentions and goals are clearly stated or in the case of
a clear-cut mismatch between sensory prediction and feedback
(Slachevsky et al., 2001).

Evidence supports the existence of forward models and effer-
ence copies of eye motor signals. For instance, the perceptual
invariance of the world despite the visual flow induced by the eye
movements on the retina is classically explained by a neuronal
mechanism that compensates for the retinal image displacement,
by predicting the visual consequences of the eye movements on
the basis of an efference copy (Holst and Mittelstaedt, 1950;
Sperry, 1950). As postulated by the forward model hypothesis,
some visual neurons in the macaque brain have been shown
to predict the visual consequences of a saccade by remapping
their receptive field before the saccade so that it accounts for
the shift in space caused by the saccade (Colby and Goldberg,
1999). This remapping process is coupled with an efference copy,
also called the corollary discharge, which runs along a neural
pathway that has been at least partly identified (Wurtz, 2008).
Functional Magnetic Resonance Imaging (MRI) lends support for
the existence of similar visual remapping neuronal activity in the
human brain (Merriam et al., 2003, 2007). Emerging evidence
indicates that this predictive mechanism could mainly sub-serve
visuomotor control (Bays and Husain, 2007).

Whether and in which circumstances visuomotor control may
be subject to awareness are questions that could be addressed
in the light of the multifactorial two-step model of agency pro-
posed by Synofzik et al. (2008). Indeed, this model posits two
levels that would function with relative independence, namely the
feeling of agency and the judgment of agency. As in the classi-
cal comparator model (Blakemore et al., 1998), they describe the
feeling of agency as stemming from a low-level pre-conceptual
mechanism that monitors motor outputs and sensory inputs. Yet,
such feeling is not sufficient alone to ascribe self-agency. Many
examples driven from de-afferented patients (Fourneret et al.,
2002) or parietal lobe damaged patients (Sirigu et al., 1999) con-
verge in showing that an efference copy cannot explain on its
own how we decide about agency attribution. Rather, Synofzik
et al. (2008) reason that the judgment of agency results from the
congruency between intention and effects, independently from
any comparator output. They propose to conceive the judgment
of agency as a high-level interpretative process that attempts to
find the best plausible cause for an action based on contextual
information and personal beliefs. Several recent studies provide
support to this perspective. For instance, Spengler et al. (2009)
have demonstrated that participants, who were trained to expect
a given consequence for their action, subsequently experience an
increased sense of agency in case of congruence between their
experimentally induced expectation and the actual consequence
of their action. Voss and colleagues (Voss et al., 2010) argue
that the combination of reduced prediction and excessive self-
agency attribution observed in schizophrenia cannot be explained
by the comparator model. They distinguish between a predictive

and a retrospective mechanism of agency attribution, showing an
exaggerated reliance on retrospection in schizophrenic patients
who associate their actions with unrelated external events, while
typical adults rely on probabilistic estimations for binding their
actions with corresponding effects.

The present study aimed at investigating the relationship
between the self-monitoring of gaze and judgment of agency
using a newly developed method and experimental platform
with expressive virtual characters and real-time gaze-contingent
technology based on a viewing window. Baugh and Marotta
(2007) advocate using the viewing window paradigm to examine
the interactions between perception and action. In this classi-
cal paradigm (McConkie and Rayner, 1975), participants are
presented with a degraded visual stimulus on which they can con-
trol an area with normal clarity (the viewing window). Similar
limited-viewing paradigms have previously been exploited to
examine the visual exploration of faces in disorders affecting
social cognition (Spezio et al., 2007). In our experiment, the entire
display was blurred except for a gaze-contingent moving win-
dow. The viewing window was meant to stimulate the ascription
of self-agency along a bottom-up pathway starting from simple
action-perception coupling. To favor bottom-up processes, the
experimental task required participants to be naïve about the pur-
pose of the viewing window. Consequently, the participants were
left uninformed about the viewing window’s functioning and we
chose to evaluate their judgment of agency using an open ques-
tion asked at the end of the experiment. Although methods for
disentangling the feeling and judgment of agency often employ
instructions asking participants to rate agency on a scale (Kühn
et al., 2011), our evaluation method differed in that we sought to
measure the emergence of awareness. Therefore, we opted for an
interviewing technique that left the participants uninformed of
the matter under scrutiny, as implemented in previous studies of
agency (Nielsen, 1963; Jeannerod, 2003).

We examined the effects of the window on fixation patterns
in order to assess the self-monitoring of gaze and recorded the
participants’ answers about what controlled the window to assess
their judgment of agency. Although the method used here for
examining agency could also be relevant for non-social stimuli,
the focus of interest in the present study specifically addresses
online face-to-face interaction that involves high-order gaze con-
trol guided by social considerations. We employed stimuli depict-
ing animated virtual characters rather than real actors to have
precise control over the design of their facial expressions, the into-
nation of their voice and the synchrony between speech and facial
movements. Finally, we sought to enhance the ecological validity
of the experimental apparatus by creating virtual characters with
realistic physical human features and embedding them in videos
of real-life everyday environments.

METHODS
PARTICIPANTS
Eighteen adolescents and adults participated in the experiment.
They were free of any known psychiatric or neurologic symp-
toms, non-corrected visual or auditory deficits and recent use of
any substance that could impede concentration. Their age ranged
from 17 to 40 years with a mean of 28.5 (SD = 6.74). There
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were 10 males and eight females. This research was reviewed
and approved by the regional ethics committee of Tours, France.
Informed consent was obtained from each participant.

MATERIALS
Participants were seated in front of a computer screen located
above an eye-tracker (model D6-HS from Applied Science
Laboratories with a sampling rate of 50 Hz) that remotely
detected their eye orientation, without constraining their head
movements or requiring them to wear a helmet. The graphic dis-
play was gaze-contingent in that it was entirely blurred, except for
an area centered around the current focal point of the participant
(Figure 1). The apparatus thus simulated a gaze-controlled view-
ing window, providing real-time visual feedback on the location
of the user’s gaze. Participants were placed approximately 57 cm
away from the screen. The screen’s size was 19 inches (377 ×
302 mm2) with a resolution of 1280 × 1024 pixels (approximately
37◦ × 30◦ in visual angles). The viewing window was a rectan-
gle with rounded angles measuring 233 × 106 pixels (approxi-
mately 7◦ × 3◦ in visual angles, thus encompassing fovea vision).
The latency of the gaze-contingent display was of approximately
100 ms between the eye orientation detection and the reposition-
ing of the viewing window. This delay was expected to induce a
behavior whereby participants would stabilize their gaze to stay
in sync with the viewing window. The gaze-contingency could be
switched on or off. In the latter, the eye-tracker would still record
the direction of the gaze.

The task presented to the participants was designed to simulate
a face-to-face situation involving verbal and non-verbal commu-
nication. In each trial, a virtual character told the participants
about a recent experience she/he was involved in. Acknowledging
the current limitations of technology in creating believable inter-
actions with virtual humans (Groom et al., 2009), the trials were
short (less than 25 s) and merely simulated the beginning phase of
a social encounter occurring before the participant’s turn to talk.
The verbal message of the virtual character included an equivocal
sentence that implicitly required looking at the facial expres-
sions of the virtual character. For instance, the virtual character
would say, “I’m so lucky” while displaying a sad facial expression.

FIGURE 1 | The gaze-controlled viewing window: the graphic display is

entirely blurred except for an area centered on the focal point of the

participant, which is detected in real-time using an eye-tracker.

The participants had to answer two close-choice questions that
assessed their attention to the facial expressions. The first ques-
tion was about the character’s feelings and the second was about
what caused those feelings. There were three possible choices for
each question: the correct interpretation; an interpretation coher-
ent with the equivocal sentence left alone, but incoherent with the
facial expressions; an interpretation incoherent with both the ver-
bal utterances and facial expressions. Table 1 provides an example
illustrating the task.

The gaze-contingent viewing window was large enough to see
the virtual character’s two eyes with eyebrows, or the virtual
character’s mouth (Figure 1), which are both highly expressive
facial features (Baron-Cohen et al., 1997). A male and a female
character were designed with Poser Pro software (Smith Micro
Software, Inc.), which enables creating highly realistic virtual
humans with animated facial expressions that include creases in
the skin. The male and female characters each appeared in half
of the trial. They kept gazing at the user throughout the anima-
tion. Facial expressions associated with the equivocal sentences
were chosen among five basic emotions (disgust, joy, fear, anger,
and sadness), which were designed using Ekman’s specifications
(Ekman and Friesen, 1975). The synchronization of dynamic
facial expressions with speech had been studied in a preliminary
experiment that included 23 participants (Buisine et al., 2010).
Based on its outcomes in terms of recognition performances and
perceived realism, we adjusted the facial movements associated
with each utterance so that the facial expression would unfold
during the entire duration of the utterance and be maintained for
1 sec after the utterance. The participants were to rely predom-
inantly on the facial expressions; thus the characters’ emotional
intonation was minimized by using synthesized speech, created
with Virtual Speaker software version 2.2 for French, from the

Table 1 | Example of an animation presented to the participants.

Animated scene’s script

(the virtual character is named John)

Utterance Facial expression

I was waiting for the bus with Sandra Joy

But, Franck passed by just at that moment Surprise

He offered to drive her back home Sadness

How nice of him! Anger

CHOICE OF ANSWERS FOR THE FIRST QUESTION, I.E.,

“HOW DOES JOHN FEEL?”

He is jealous

He is anxious

He is happy

CHOICE OF ANSWERS FOR THE SECOND QUESTION, I.E.,

“HOW DO YOU KNOW THAT?”

Instead of John, Franck gets to be with Sandra on the way back home.

It was nice of Franck to offer to drive Sandra back home.

Franck is a poor driver and often has accidents.

The upper part of the table presents each utterance of the virtual character

associated with its simultaneous facial expression. The key sentence inducing

ambiguity is in italic font. The possible choices for the two subsequent questions

are shown beneath. The correct answers are in italic font.
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Acapela Group Company (www.acapela-group.com). Using vir-
tual characters rather than real actors enabled matching the usage
of synthesized speech. The virtual characters’ lip movements were
synchronized with their speech using Poser Pro software. The vir-
tual characters were embedded in videos of real life settings that
provided a naturalistic context.

PROCEDURE
The study utilized an ABA design: in the baseline condition,
the graphic display was entirely clear; during the experimental
condition that followed, the entire display was blurred, and the
gaze-controlled viewing window was set on; in the final condi-
tion, the gaze-contingent viewing window was set off, and the
entire graphic display became clear again. The participants had to
perform the same task in all three conditions. There were 20 tri-
als per condition, which totaled 60 different animated scenes. The
animated scenes lasted 18 s on average, ranging from 13 to 24 s.
The order of the scenes and the condition in which they appeared
were randomly counterbalanced across the participants and com-
plied with the constraint that the total duration of the scenes had
to be the same in every condition. The experimentation started
with a standard calibrating procedure for the eye-tracker. In a
first demo animation, both virtual characters introduced them-
selves and provided the instructions for the task. Just before
the experimental condition, a written instruction appeared on the
screen that explicitly encouraged the participants to look at the
facial expressions (“Think about looking at the characters’ faces
to understand what they feel”). The purpose of this instruction
was to prepare the participants for the gaze-contingent display
and exhort them to behave consistently even though their vision
would be constrained. The experimental and final baseline con-
ditions also started with a short demo animation showing both
virtual characters cheering the participant. The purpose was to
give some time for the participants to adapt to the new condition
and reward their efforts for continuing the experiment.

The participants were told before they started the experi-
ment that some parts of the visual display would sometimes
remain clear, whereas others would be blurred. Yet, they were left
uninformed about the fact that the display was gaze-contingent,
although they knew that their gaze was being continuously mea-
sured by the eye-tracker. At the end of the experiment, they were

asked a question to examine whether they had noticed that they
were controlling the viewing window. This question translates
into English as the following: “You noticed that in some videos,
there were blurred areas and clear areas. What causes the clear
areas?” Their answers were recorded and analyzed by two inde-
pendent judges, as either showing awareness or not. The kappa
computation showed a complete agreement between the judges.

DATA ANALYZES
The software we developed automatically recorded eye-tracking
data, the scores on the task and the response time. Given that
there were 20 scenes in each condition, each of the two closed-
choice questions following the animated scenes yielded scores
ranging from 0 to 20. Fixations were detected, using a propri-
etary algorithm of Applied Science Laboratories (the provider of
the eye-tracker), on the basis of a cluster of Point-Of-Gaze (POG)
that remained in 1◦ of visual angle for at least 100 ms. The number
of POGs collected during a fixation provides a measure of the fix-
ation’s duration, which is equal to the duration in seconds divided
by the sampling rate. We analyzed the gaze data with a soft-
ware prototype, developed for the present research, which could
handle eye-tracking data on dynamic visual displays. It enabled
the aggregation of gaze data on pre-defined rectangular Areas of
Interest (AOI). We defined two sets of AOI: first, an AOI that was
circumscribed around the head (Figure 2A) of the virtual charac-
ters and another AOI, named “no-face,” which encompassed the
rest of the screen; second, an “eyes” AOI that surrounded the eye
region and included the eyebrows, and another AOI with the same
dimensions for the mouth (Figure 2B).

Analyzes were performed with the Statistical Analysis Software
(SAS www.sas.com). Our hypothesis stated that the gaze would
stabilize in the experimental condition. In other words, the num-
ber of fixations would decrease, the average duration of fixations
would increase and the average distance between two consecu-
tive fixations would decrease. As the experimental design involved
repeated measures, we conducted analyses of variance (ANOVA)
for these variables using a mixed-design with an unstructured
residual covariance matrix. The within-subjects factor was the
condition. We also used the bimodal variable derived from the
last question of the experiment as an adjustment factor that
accounted for the awareness of controlling the viewing window.

FIGURE 2 | The rectangular Area-of-Interest (AOI) used for analyzing gaze fixations. The circles represent consecutive fixations that are linked by the
visual path. (A) the “face” AOI used; (B) the “eyes” and “mouth” AOI.
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This bimodal variable divided the participants into two groups:
those who gained awareness and those who did not. Post hoc
t-tests were performed using the Tukey adjustment procedure;
the p-values provided hereunder are adjusted values. We also
calculated the corresponding effect sizes, using the commonly
accepted threshold fixed at 0.2, 0.5, and 0.8 for small, medium,
and large magnitudes, respectively (Zakzanis, 2001). We checked
for possible influences of age and gender on the answers given to
the last question by performing a t-test for age and the Fisher’s
exact test for gender. To verify that compliance with the task was
comparable across conditions, we analyzed the participants’ per-
formances based on their scores, response time, and total fixation
time on faces. We first checked for possible influences of age and
gender on these variables during the baseline condition, using
Pearson correlation coefficients for age and the t-test (female ver-
sus male) for gender. The scores and response time were then
processed with the same ANOVA as before. The total fixation
time (i.e., the sum of fixation durations) was analyzed using an
additional “face/no-face” (“face” AOI vs. “no-face” AOI) within-
subject factor. We did not expect the experimental condition to
impair the participants’ gazing strategies, and thus we assumed
that there would not be a condition × face/no face interaction in
this analysis. Finally, we sought to investigate whether the view-
ing window would influence the visual scanning of the eyes and
mouth regions. We thus performed a second ANOVA on the total
fixation time using the within-subject factors that follow: the
condition, the answer to the last question and an “eyes-mouth”
bimodal variable with two modalities: the “eyes” AOI versus the
“mouth” AOI.

RESULTS
The answers to the question “What causes the clear areas?”
revealed that 9 out of 18 participants noticed that their gaze was
responsible for the movements of the viewing window. The other
nine participants showed no such awareness. These two groups of
participants did not differ significantly in age or gender. Three
participants of the latter group acknowledged they were look-
ing at the clear areas, despite not noticing that they controlled
them. Three other participants judged that the clear areas were
purposely placed on the face by the computer.

The ANOVA showed a significant effect of condition for
every dependent variable employed to assess gaze stabiliza-
tion (Table 2). The number of fixations was significantly
lower in the experimental condition compared to the base-
line [t(16) = 4.27; p = 0.0016; d = 1.20] and final conditions
[t(16) = 4.14; p = 0.0021; d = 1.05]. The average duration of
fixations was significantly higher in the experimental condition
compared to the baseline [t(16) = 3.86; p = 0.0037; d = 1.08]
and final conditions [t(16) = 3.77; p = 0.0045; d = 1.00]. The
average distance between consecutive fixations decreased signif-
icantly during the experimental condition compared to the base-
line [t(16) = 3.91; p = 0.0034; d = 0.91], and final conditions,
[t(16) = 2.85; p = 0.0297; d = 0.59].

Performance variables (scores, response time, total fixation
time on faces) were not significantly correlated with age, and
the t-tests comparing female and male did not yield significant
differences. Main effects of the condition were also found for
each of these variables (Table 2). The scores were significantly
higher in the final condition compared to the baseline for both
questions, [first question: t(16) = 3.69; p = 0.0053; d = 0.81;
second question: t(16) = 3.79; p = 0.0044; d = 0.83]. The scores
in the experimental condition were significantly lower than in the
final condition for the first question [t(16) = 2.87; p = 0.0284;
d = 0.81]. The response times for the first question were
significantly longer during the baseline condition than during
the experimental condition [t(16) = 2.68; p = 0.041; d = 0.57]
and final condition, [t(16) = 4.93; p = 0.0004; d = 1.15]. They
also decreased from the experimental to the final condition
[t(16) = 3.13; p = 0.0168; d = 0.47]. Although a main effect of
the condition was observed regarding response times for the sec-
ond question, post hoc t-tests did not reveal any significant effect.
The analysis of the total fixation time using the “face/no-face” fac-
tor showed that this variable decreased between the experimental
condition and the final condition, although the effect size was
small, [t(16) = 6.32; p < 0.0001; d = 0.16]. There was an effect
of the “face/no-face” factor [F(1, 16) = 134.97; p < 0.0001],
which showed that the participants watched the “face” AOI for
a longer period (Least Square M = 612 SE = 50) than the “no-
face” AOI (Least Square M = 51 SE = 9). The condition ×
“face/no-face” interaction was not significant.

Table 2 | Means and standard deviations of dependant variables in the three sequential conditions.

Condition

Baseline Experimental Final F (2, 16) p

Number of fixations 32 (9) 22 (7) 30 (8) 9.30∗∗ 0.0021

Average duration of fixations (in number of POGa) 22 (8) 36 (17) 23 (8) 7.48∗∗ 0.0051

Average distance between consecutive fixations (in pixels) 1204 (399) 938 (269) 1094 (266) 7.86∗∗ 0.0042

Total fixation time (in number of POGa) 338 (314) 342 (345) 324 (317) 20.65∗∗∗ <0.0001

First question scores 16.8 (2.9) 17.3 (2.0) 18.6 (1.3) 10.26∗∗ 0.0014

Second question scores 16.2 (3.1) 17.1 (2.2) 18.2 (1.8) 12.16∗∗∗ 0.0006

Response time for the first question (in milliseconds) 6964 (2196) 5725 (2220) 4886 (1521) 14.74∗∗∗ 0.0002

Response time for the second question (in milliseconds) 9387 (8857) 6493 (1849) 6351 (2293) 6.09∗ 0.0108

∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.
aPOG: Point-of-Gaze at a sample rate of 50 Hz.
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Note should be taken that in none of the above analyses
did we observe an interaction between the condition and the
answer to the last question. In particular, the variables used
to measure gaze stabilization yielded the following interaction
statistics: F(2, 16) = 0.65 p = 0.5352 for the number of fixa-
tions; F(2, 16) = 0.26; p = 0.7777 for the average duration of
fixations; F(2, 16) = 1.23; p = 0.3179 for the average distance
between consecutive fixations. The effect of the condition thus
remained unchanged whether or not the participants noticed
that their gaze controlled the viewing window. The ANOVA on
the total fixation time using the “eyes-mouth” factor did, how-
ever, yield a significant interaction between the condition and the
answer to the last question [F(2, 16) = 3.74; p = 0.0466]. Post
hoc t-tests revealed that participants who showed an awareness of
controlling the viewing window were those for whom the total fix-
ation time increased between the baseline condition (Least Square
M = 145 SE = 37) and the experimental condition (Least Square
M = 238 SE = 37).

DISCUSSION
The study presented here explores human abilities to monitor and
gain awareness of self-generated gaze movements in social con-
texts. The results show that visual biofeedback of eye movements
can be used to monitor one’s own gaze behavior, even without
the self-ascription of agency. The analyzes of eye-tracking vari-
ables converge in showing that when the gaze-controlled viewing
window was set on, the number of fixations decreased, the average
duration of fixations increased, and the average distance between
consecutive fixations decreased. In other words, the gaze was sta-
bilized in the experimental condition. The medium-to-large effect
sizes of these variations signal important changes in gaze behav-
ior. Notwithstanding, the analyses indicate that this stabilization
of gaze was independent from the declared self-ascription of the
viewing window’s movements. As expected, the results showed
that the participants focused predominantly on the face of the vir-
tual characters and that the gaze-controlled viewing window did
not impair their compliance with the task. Consistently, the scores
and response times did not show an increase or decrease specific
to the experimental condition; but rather, they indicated that the
performances improved over time.

Although the participants adapted their gaze behavior to the
viewing window feedback, only half of them realized that they
were controlling it. Literature echoes this incomplete awareness
of one’s own gaze behavior. For instance, experiments on anti-
saccade tasks, where the participants are instructed to glance in
the opposite direction of an impending cue, reveal that partici-
pants are unaware of half of their errors (Hutton, 2008). Poletti
et al. (2010) have reported an experiment using eye-tracking
where, paradoxically, the participants accurately tracked a moving
dot, which they reported to be stationary and accurately fix-
ated a stationary dot, which they reported to be moving. Hsiao
and Cottrell (2008) incidentally observed that participants were
not aware that the display used in their experiment was gaze-
contingent. Noteworthy, several participants in our experiment
explicitly declared that they were looking at the clear areas during
the experimental condition and still failed to take responsibil-
ity for the appearance of these areas, attributing them instead to

the computer. These participants seem to have operated a time
reversal between their action and the ensuing visual sensation, as
reported in experiments on motor-sensory recalibration (Stetson
et al., 2006).

A pending issue pertains to the fact that the last question
regarding awareness divided the group into two equal halves. A
possible explanation for this dichotomy involves the fact that the
feedback latency of the viewing window could represent a thresh-
old for awareness. This interpretation is based on an analogy with
Nielsen’s paradigm (Nielsen, 1963) that has been extensively used
to investigate the sense of agency (Jeannerod, 2003). In this exper-
imental paradigm, the participants are asked to draw a straight
line without having their own hand in sight. They are simul-
taneously presented with a visual feedback of their trajectory,
in which, unbeknownst to them, a deviation is introduced. The
participants automatically adjust their hand movement to com-
pensate for the deviation. Yet, they become aware of the conflict
only when the deviation exceeds a particular threshold angle,
which is common to all healthy adults (Slachevsky et al., 2001).
Similarly, we suspect the 100 ms latency between the movements
of the eye and the repositioning of the viewing window to rep-
resent such a threshold for awareness. The feedback provided
in our experiment could have yielded an ambiguous experience
of agency. Such an ambiguous experience is likely to disrupt
the capacity to adequately distinguish between externally ver-
sus internally produced actions, as suggested by Moore et al.
(2010). It should be noted that external causation attribution
involves different brain mechanisms than those involved in the
self-attribution of agency (Sperduti et al., 2011).

The dissociation found in the present study between the effec-
tive changes in gaze behavior induced by the gaze-contingent
viewing window and failures in the judgment of agency argues
in favor of the two-step account of agency proposed by Synofzik
et al. (2008). Conceivably, these two levels may function with rel-
ative independence in the case of gaze behaviors, at least in the
social context that was tested here. Nonetheless, the outcomes of
the present study do not rule out possible bottom-up processes
that influence awareness and originate from sensorimotor signals,
as supported by Kühn et al. (2011). They do, however, support the
existence of a top-down pathway demonstrated by the fact that
the participants who gained awareness of controlling the view-
ing window modified their gazing strategy. Indeed, contrasting
with the unaware participants, these participants focused more
on the eyes and mouth regions when the gaze-contingent view-
ing window was set on, thus enforcing a usually spontaneous
visual scanning behavior that is specifically relevant to social
interactions. Based on this observation, if the participants gain
an awareness of controlling the viewing window, either on their
own or because they were told so, our setup should drive them to
pay more attention to the emotionally meaningful facial features.

Overall, these outcomes support the propensity of human
beings to monitor and adapt to the visual consequences of their
own gaze, as evidenced here using social face-to-face stimuli.
Although we acknowledge that gaze stabilization induced by the
viewing window could also occur with non-social stimuli (an
issue that we plan to investigate in a separate experiment), the
self-monitoring of gaze appears particularly relevant for social
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interactions due to the eyes’ active role in human communica-
tion (Emery, 2000; Frischen et al., 2007). Indeed, eye-contact
plays an important role in social intercourse and is known to
influence social cognitive processes, such as gender discrimina-
tion (Macrae et al., 2002), facial recognition (Hood et al., 2003),
and visual search for faces (Senju et al., 2008). The present project
raises issues that are relevant for a line of research that studies
gaze not only as an unidirectional channel enabling the trans-
mission of emotional information from one person to another,
but also as a bi-directional channel where interaction is possible
(Redcay et al., 2010; Schilbach et al., 2010; Wilms et al., 2010;
Pfeiffer et al., 2011). Our study adds on previous knowledge by
showing that self-monitoring can function relatively indepen-
dently from the judgment of agency in the case of gaze. Such
a finding questions the role of awareness in social gaze as it
suggests that at least some gazing behaviors could occur with
an inadequate judgment of agency. Two tentative explanations
not mutually exclusive can be speculated. First, the swiftness of
gaze could be inappropriate for the time scale of conscious pro-
cessing in the context of social face-to-face interactions. Second,
an explicit consciousness of what originates from the self and
what does not, may be less critical for the “language of the
eyes” than for other communication channels such as verbal
language.

This study raises several questions that require further investi-
gation. First, as mentioned earlier, the neural substrates respon-
sible for the self-monitoring of gaze are still unknown, although
potential candidates have been identified. Second, the latency of
the visual feedback could have a determining influence on the
sense of agency and needs to be more precisely examined. Third,
the present study focused on social gaze and the experimental
material was exclusively based on social stimuli. In the future,
we plan to conduct a similar experiment using non-social stim-
uli to verify whether the findings are specific to social contexts.
The outcomes of the new methodological approach presented
here seem relevant for a range of different scientific domains. For
instance, in the field of computer sciences, researchers working

on gaze-contingent graphic displays should take into account the
fact that gaze-controlled visual feedback can induce behaviors,
which the user may not necessarily be aware of. Our research also
highlights issues pertaining to social gaze control, which could
prove particularly informative in psychopathology. Indeed, pecu-
liar patterns of gaze behavior in social context are frequently
associated with autism spectrum disorders (ASD) (Klin et al.,
2002; Noris et al., 2011) and gaze control impairments have been
demonstrated in schizophrenia and affective disorders (Lencer
et al., 2010). Interesting experimental designs for these popu-
lations could be derived from the fact that normal participants
who were aware of controlling the viewing window tended to
focus more on the eyes and mouth (Grynszpan et al., 2011).
Using the experimental method and platform described here, we
showed in another article (Grynszpan et al., in press), that high
functioning autism spectrum disorder (HFASD) is associated
with alterations in the self-monitoring of gaze and judgment of
agency. Additionally, we found that the gaze-contingent viewing
window induced gaze behaviors for which social disambiguat-
ing scores on the task were linked to the time participants with
HFASD spent looking at the virtual characters’ faces. Thus, train-
ing based on our platform could conceivably be used to foster
relevant visual explorations of faces during social interactions in
individuals with HFASD. Further research on social gaze con-
trol may eventually generate new knowledge regarding these
disorders, which in turn could be used to enhance treatment
approaches.
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The early emerging capacity for Joint Attention (JA), or socially coordinated visual atten-
tion, is thought to be integral to the development of social-cognition in childhood. Recent
studies have also begun to suggest that JA affects adult cognition as well, but method-
ological limitations hamper research on this topic. To address this issue we developed a
novel virtual reality paradigm that integrates eye-tracking and virtual avatar technology to
measure two types of JA in adults, Initiating Joint Attention (IJA) and Responding to Joint
Attention (RJA). Distinguishing these types of JA in research is important because they
are thought to reflect unique, as well as common constellations of processes involved in
human social-cognition and social learning. We tested the validity of the differentiation of
IJA and RJA in our paradigm in two studies of picture recognition memory in undergrad-
uate students. Study 1 indicated that young adults correctly identified more pictures they
had previously viewed in an IJA condition (67%) than in a RJA (58%) condition, 2η =0.57.
Study 2 controlled for IJA and RJA stimulus viewing time differences, and replicated the
findings of Study 1. The implications of these results for the validity of the paradigm and
research on the affects of JA on adult social-cognition are discussed.

Keywords: joint attention, information processing, eye-tracking, virtual avatar, brain-behavior

INTRODUCTION
Human beings have an exquisitely honed capacity to coordinate
their attention with that of other people. This capacity is referred
as joint attention (JA; Bruner, 1995). JA is often defined in terms
of socially coordinated visual attention, and operationalized with
measures of the ability to follow the gaze of another person to
adopt a common point of reference (Responding to Joint atten-
tion, RJA), and to use one’s own gaze direction or gestures to
initiate a common point of reference with another person (Ini-
tiating Joint Attention, IJA; Seibert et al., 1982). Theory suggests
that, as facility with joint visual attention increases, it becomes
internalized as the capacity to coordinate joint mental attention
with others. This developmental re-description of overt visual JA
in infancy to internal mental JA in the later preschool period pro-
vides a vital foundation for human social-cognition and social
learning (Tomasello et al., 2005; Mundy et al., 2009).

The potential for a deeper understanding of the role of JA in
human cognitive development has emerged recently in the guise
of several studies on the impact of JA on information processing
in adults. Bockler et al. (2011) reported an innovative study that
indicated that the experience of JA with another person enhanced
participants’ mental spatial rotation problem solving in order to
judge the similarity of variously positioned images of right ver-
sus left hands. This finding is consistent with the long-standing
hypothesis that JA affects and is affected by the self-referenced spa-
tial information processing ability of the individual (Butterworth
and Jarrett, 1991). In another study, Frischen and Tipper (2004)
have published a seminal paper that indicates the cuing effects
of the experience of JA triggers visual orienting and information

processing responses that are significantly more resistant to inhi-
bition of return (IOR) in adults than is observed in a non-social
attention cuing task. Linderman et al. (2011) have corroborated
this finding in a study that shows that social attention cuing
via hand gestures also leads to greater resistance to IOR than
non-social cuing. Interesting, indirect comparison of the results
of these last two studies suggests that gaze triggered cuing may
lead to greater resistance to IOR than hand gesture cuing. Finally,
Bayliss et al. (2006) have observed that social-gaze directed cuing
to pictures (i.e., emulated RJA) enhanced the subjective posi-
tive valence of the pictures for adults compared to a condition
involving non-social directional cuing to pictures.

These findings in research with adults are consistent with data
for studies of young children. Striano et al. (2006a,b) have reported
that active versus passive caregiver JA cuing leads to better short-
term picture recognition memory in infants, and associated EEG
data indicative of enhanced neural depth of processing. These
observations have been replicated and extended by Kopp and Lin-
denberger (2011) who observed that JA is related to EEG evidence
of depth of processing that is associated with long term as well
as short-term picture recognition memory in infancy. An addi-
tional study reports evidence of more widespread frontal, central,
parietal neural network activity, and better depth of processing
among toddlers during a word learning task in joint attention,
versus non-joint attention conditions (Hirotani et al., 2009).

HOW DOES JOINT ATTENTION AFFECT INFORMATION PROCESSING?
The observations of Hirotani et al. (2009) of widespread frontal,
central, and parietal neural network activation during the

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 172 | 394

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/about
http://www.frontiersin.org/Human_Neuroscience/10.3389/fnhum.2012.00172/abstract
http://www.frontiersin.org/Human_Neuroscience/10.3389/fnhum.2012.00172/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=KwangukKim&UID=45843
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=PeterMundy&UID=48837
mailto:pcmundy@ucdavis.edu
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Kim and Mundy Joint attention and recognition memory

experience of JA in toddlers is consistent with the parallel and
distributed information processing model of JA (Mundy, 2003;
Mundy et al., 2009; Mundy and Jarrold, 2010). Accordingly, JA is
enabled by the parallel processing of internal information about
one’s own visual attention with external information about the
visual attention of other people. This type of joint processing of
information about self and other attention entails the activation of
a distributed anterior and posterior cortical attention neural net-
work. With practice during early development the integrated joint
processing of self attention and others’ attention becomes auto-
matically engaged in social interactions as a frontal-parietal social-
executive function. Evidence for the activation of this distributed
system during JA has been documented in adults (Williams et al.,
2005; Redcay et al., 2010; Schilbach et al., 2010) as well as young
children (e.g., Mundy et al., 2000; Henderson et al., 2002; Gross-
man and Johnson, 2010). This model of a parallel and distributed
social-information processing model system serves to improve the
understanding of phenomenon associated with JA development,
including its association with enhanced depth of processing.

Keysers and Perrett (2006) propose that the relational process-
ing of self-referenced and other referenced information, such as
what occurs in JA, may be thought of in terms of Hebbian learning.
Hebb (1949) proposed that neural networks that are repeatedly
active at the same time become associated, such that specific activ-
ity (e.g., re-presentations) in one network triggers activity in the
other (Hebb, 1949). Parallel and distributed cognitive theory sug-
gests that depth of encoding is optimized by the simultaneous
activation of multiple neural networks during information pro-
cessing (e.g., Otten et al., 2001; Munakata and McClelland, 2003).
These aspects of theory suggest that processing information in
the context of JA would be likely to enhance depth of processing
and memory by embedding declarative and episodic encoding of
shared experience in association with the parallel activation of a
distributed neural network engaged in processing of information
pertaining to the attention of self and the attention of others.

DIFFERENCES IN IJA VERSUS RJA INFORMATION PROCESSING
EFFECTS
The parallel and distribution processing model of JA also helps to
explain the phenomenon of dissociated RJA and IJA development.
Although they share common processes RJA and IJA measures
are not highly correlated and have unique paths of associations
with developmental outcomes in typical children (Brooks and
Meltzoff, 2002; Mundy et al., 2007). An uneven pattern of devel-
opment favoring RJA over IJA has also been observed in children
affected by Autism Spectrum Disorders (Mundy et al., 1994) and
in comparative studies of JA development in primates (Tomasello
and Carpenter, 2005). Research from an information processing
perspective reveals that RJA and IJA may be associated with the
activation of different frontal and parietal networks, as well as
common cortical systems, in adults (Redcay et al., 2010; Schilbach
et al., 2010), as well as children (Mundy et al., 2000). The observed
neural network differences coincide with functional difference
between the more self-referenced (egocentric) spatial and self-
motivated (volitional) processes of IJA versus the more allocentric
spatial referenced but less self-motivated, involuntary, responsive
processes of RJA (Butterworth and Jarrett, 1991; Mundy, 2003;

Schilbach et al., 2010). Hence, parallel and distributed processing
model raises the hypothesis that if differences between IJA and
RJA reflect substantial differences in the degree to which these
types of JA are associated with self-referenced processing then the
experience of IJA and RJA may be expected to impact encoding,
memory, and learning differently (Mundy and Jarrold, 2010). This
is because a long-standing literature suggests that processing infor-
mation under-self-referenced conditions promotes organization,
elaboration,and encoding of information that is generally superior
to comparative other referenced conditions (Symons and Johnson,
1997).

Research on JA on adult cognition (e.g., Frischen and Tipper,
2004; Bockler et al., 2011; Linderman et al., 2011) and cogni-
tive neuroscience (e.g., Williams et al., 2005; Redcay et al., 2010;
Schilbach et al., 2010) are on the frontier of social-cognitive sci-
ence. However, the future of such work may benefit from advances
in methodology. Aside from two groundbreaking imaging studies
(Redcay et al., 2010; Schilbach et al., 2010) cognitive studies of JA
in adults have been limited to examinations of phenomenon asso-
ciated with RJA (e.g., Williams et al., 2005; Frischen et al., 2007).
On the other hand, prior research and JA theory strongly suggest
it may be illuminating, albeit methodologically more challenging,
to compare and contrast RJA and IJA measures in the study of JA
and cognitive processing in adults (Redcay et al., 2010; Schilbach
et al., 2010).

AIMS OF THE CURRENT STUDY
To contribute to the advancement of research on social attention
coordination in adults this study was designed to test a new JA par-
adigm that employs Virtual reality (VR) and eye-tracking methods
to emulate both IJA and RJA. VR platforms offer the opportu-
nity to develop paradigms for the study of social processes that
are at once well controlled, yet ecologically valid (e.g., Kim et al.,
2007, 2010). In this study we employed a VR paradigm to test the
hypothesis that differences in processes associated with IJA and
RJA may impact encoding, memory, and learning differently in
adults. This hypothesis was examined by comparing the impact
of RJA versus IJA on information processing in an adult picture
recognition memory task. A picture memory task was chosen
because prior research with children and adult picture recogni-
tion memory paradigms are sensitive to self-referenced processing
effects (Craik et al., 1999; Henderson et al., 2009), and the effects
of JA on stimulus encoding (Bayliss et al., 2006; Striano et al.,
2006a,b). Comparative data from these two conditions provided
data to address the hypothesis that IJA and RJA reflect discrete
as well as common social neurocognitive processes (Mundy et al.,
2009; Redcay et al., 2010; Schilbach et al., 2010) and, therefore,
may be associated with distinctive effects on information process-
ing (Mundy and Jarrold, 2010), in this case picture encoding and
memory.

In addition, a standardized measure of spatial memory was
included in this study to determine if individual differences in
general mnemonic abilities affected performance on the JA tasks
in this study. A spatial working memory task was selected for this
purpose because research and theory have related spatial process-
ing to JA (Butterworth and Jarrett, 1991; Bockler et al., 2011).
However, to our knowledge no studies have been reported that
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directly examined the hypothesized association between JA task
performance and spatial ability. Too little is currently known about
the empirical relations of spatial processing and joint to attention
allow for more than the a priori null hypothesis that encoding
under IJA and RJA conditions would be equally associated with
spatial working memory in this study. Finally, three types of pic-
torial stimuli were used; faces, buildings, and abstract patterns to
provide evaluation of whether JA tasks had stimulus general or
stimulus specific effects on information processing.

STUDY 1
MATERIALS AND METHODS
Participants
This protocol was approved by the University of California at Davis
(UC Davis) Institutional Review Board prior to recruitment. Par-
ticipants were students at UC Davis recruited through the Depart-
ment of Psychology Research Participation System. Thirty-three
participants consented to participate (76% female; n= 25). Par-
ticipants’ self-reported ethnicities included: Asian/Pacific Islander
(n= 21; 63.6%), Caucasian (n= 6; 18.2%), Hispanic-American
(n= 5; 13.2%), and Other (n= 1; 3.0%). No participants reported
currently being prescribed any psychiatric medications.

Joint attention task
VR-JA task. In the present study, we designed a VR paradigm that
integrates eye-tracking and virtual avatar technologies to measure
human JA. There were two JA conditions in the current study:
IJA and RJA conditions. In both conditions, participants were

presented with an image of the upper body and face of a female
avatar (Figure 1) and participants were asked to study pictures of
houses, faces, or abstract designs that appear to the right and left of
the avatar. The RJA and IJA tasks differed in how the participants
chose or were directed to view pictures that appeared to the right
and left of the avatar on each discrete trial. On each trial in the
RJA condition, participants were directed to fixate a small “+” that
appeared between the avatar’s eyes. They were instructed to follow
the avatar’s gaze shift to the view the left-hand or right-hand pic-
ture (Figure 1A). The duration of avatar gaze shifts was 300 ms.
After 300 ms different pictures then appeared to the left and right
sides of the avatar for 1000 ms, and the participant viewed the
target that was the focus of the avatars gaze. After 1000 ms the
pictures disappeared and participants were directed to return to
midline. The avatar’s gaze was maintained to the picture location
for an additional 400 ms to enable the participants to observe that
the avatar had been sharing attention with the participant for the
entire trial (Figure 1B).

In the IJA condition, participants were instructed to fixate the
avatar and then to choose to look to the left or right of the avatar to
view a picture. By way of eye-tracker feedback theVR software then
triggered the avatar to shift her gaze within 300 ms to the region
of interest (ROI) defined by the line of regard of the participants.
Thus, in this condition the avatar followed the gaze shift of the
participants. Identical to the RJA condition pictures to be studied
appeared to the avatar’s left and right sides for 1000 ms. After the
pictures disappeared participants were requested to immediately
return their gaze to midline, but the avatar’s gaze remained to the

FIGURE 1 | Virtual reality joint attention task of IJA (A) and RJA (B). Note: IJA is an initiating joint attention; and RJA is a responding joint attention.
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left or right for 400 ms to insure participants were aware that the
avatar had followed their gaze (Figure 1A). All participants were
presented with four blocks of IJA and RJA conditions, and each
block consisted of 12 learning trials (4 trials of face, house, and
abstract stimuli). The order of the condition was counterbalanced
across participants. During the learning phase, participants were
asked to remember as many pictures as possible. The pictures used
in each condition (IJA and RJA) are available upon request from
the authors. The order of avatar’s gazing direction and the order
of pictures were counterbalanced, and the inter task interval was
jittered from 1 to 3 s.

After each block of IJA or RJA trials, participants were pre-
sented with a set of familiar and novel pictures from the same
three categories (faces, houses, and abstract designs). Each test
phase contained 36 test pictures consisting of: (a) 12 viewed in the
JA task with accompanying avatar directed gaze (target pictures),
12 pictures presented that were not designated for viewing (non-
target pictures) by the avatar gaze direction in the RJA condition,
or the participants in IJA condition (non-target pictures) and 12
pictures that had not been presented as target or non-target pic-
tures (novel pictures). The order of target, non-target, and novel
test trials was counterbalanced across participants. Thus, each par-
ticipant was presented with two blocks of 12 pictures to study in
the IJA Condition (24 pictures) and the RJA condition (24 pic-
tures). They were also tested for picture recognition of the 24 target
pictures versus 24 non-target pictures and 24 novel pictures.

Hardware and software. The VR paradigm for this study was
created using a 3D development platform (Vizard 3.0; World-
Viz, Santa Babara, CA, USA). This paradigm developed with this
version of Vizard are implemented with a mono-head mounted
display system (HMD; Z800 3DVisor, eMagin; Figure 2) with a 40˚
field of view system (OLED displays are 0.59 inch diagonal, and it
is equivalent of a 105′′ screen at 12 feet). During the experiment
adjustable head-bands were used to fit the HMD on a participant’s
head. An infrared eye-tracker (Arrington Research, Inc.) attached
to the bottom of the right video screen of the HMD recorded
participants right eye movement relative to visual HMD stimu-
lus presentations (spatial resolution: 0.15˚; temporal resolution:
60 Hz). The system was controlled by a desktop workstation run-
ning Windows XP (Microsoft) equipped with a high-end graphics
card (nVidia). A standard keyboard was also used to record par-
ticipants’ responses. A sequence of 16 visual fixations points that
covered the visual field of the HMD video monitors was presented
to calibration each participant’s real-time eye position data. The
individual calibration data was saved with a time stamp (Arrington
Research, Inc.) for each participant and integrated with the Vizard
(WorldViz) to enable participant eye movement to trigger avatar
gaze shifts in a specified fashion in the IJA condition. Figure 2
illustrates a schematic diagram of this program.

The major dependent measures in the VR-JA picture recogni-
tion task were the hit (target pictures viewed in the learning phase
and later correctly recognized in the testing phase) and the false
alarms (errors of commission where participants incorrectly iden-
tified a novel picture in test trials as one viewed in the study trials;
Snodgrass and Corwin, 1988). The percentage of correct identi-
fication (hit) and the errors of commission (false alarms) across

blocks were compared between IJA and RJA conditions. A third
variable was the hit rate for pictures that were presented during
study trials, but were not indicated by Avatar gaze (RJA condition),
or chosen by participants in the IJA condition.

Eye-tracking data. Participant eye-tracking data were analyzed
within each block of IJA and RJA study trials. Although, the auto-
mated paradigm presented all stimuli for 1000 ms of viewing
time, the actual viewing time (stimulus fixation) for each par-
ticipant could vary. To address this issue, we calculated the total
viewing time on each stimulus presentation trail using the eye-
tracking data and log-file information of each participant. Matlab
7.1 (MathWorks, Inc., Natick, MA, USA) was used to calculate the
trial viewing times, and the ROI for this analysis included the left or
right target areas. The eye-tracking data was stored unsmoothed,
and if data was out of threshold in x, y points (i.e., participant
blink their eyes) it counted as a null value. The total viewing time
across trials in the two IJA and RJA blocks were compared.

Standardized spatial working memory task
The Finger Windows task from the Wide Range Assessment of
Memory and Learning, 2nd Edition (WRAML-2, Sheslow and
Adams, 2003) was administered to participants prior to presen-
tation of the VR-JA task. This task provided a measure of each
participant’s ability to encode and remember spatial-sequential
information. This task provided a measure of visual spatial work-
ing memory (Sheslow and Adams, 2003). In the Finger Windows
task, an examiner presented participants with a card depicting an
array of holes or windows. The examiner presented a sequence
of increasingly difficult trials that involved touching the end of a
pencil to a sequence of windows. Participants were asked to place
his/her finger in the same sequence (correct order) of windows.
The examiner presented a set of sequences guided by the form until
participants made errors attempting to replicate three consecutive
sequences. The total number of correct sequences modeled con-
stituted the total score for this task. The scores of each task were
converted to standard scores following the WRAML-2 manual
(Sheslow and Adams, 2003).

Procedure
Upon arrival at the research site, participating adults were
informed about the nature of the research and they provided
signed consent to participate according to the university approved
IRB protocol for the study. They were then asked to complete a
brief questionnaire to gather data on age, gender, ethnicity, medical
status (e.g., current medications), and the Finger Window tasks of
WRAML-2. The experimenter then assisted the participants with
their head-placement of the HMD. The infrared camera for eye-
tracking was adjusted to participant’s eye position and calibrated
(Figure 2). Participants then completed a practice block of the VR-
JA tasks during which they practiced following the avatar’s gaze
on RJA trials and directing the avatar’s gaze with the participants’
line of regard on IJA trials. HMD and eye-tracking set-up, as well
as VR-JA practice trials required ∼10–15 min per participant.

Following the practice trials the participants were presented
with two blocks of the experimental JA picture study conditions
(IJA and RJA) in a within-subject experimental design. The order
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FIGURE 2 | Schematic diagram of hardware and software development. Note: HMD is a head mounted display; IR-LED is an infra red – light emitting diode;
IJA is an initiating joint attention; RJA is a responding joint attention; and ROI is a region of interest.

of the IJA and RJA conditions within blocks was counterbalanced
across all participants to control for order effects (Figure 3). The
participants interacted with the virtual avatar under IJA or RJA
condition, and were asked to remember as many pictures as they
could during each block. Thirty-six recognition test trials were
presented immediately after each block of the four study trials and
participants were asked to identify pictures they had seen before in
the previous block of study trials. Before each block, including the
practice block, the eye-tracker was calibrated for each participant
to ensure accurate tracking. During the calibration, participants
looked toward 16 predefined points on the HMD screen. After
each block, participants rested for ∼5 min in order to prevent
fatigue effects. After completion of all blocks, participants were
debriefed about the purpose of the study. The experiment lasted
for 90–120 min.

RESULTS
The two variables computed for this study were the percent of cor-
rect identifications (hits) and the false positive identifications (false
alarms) in the recognition trials. These variables were calculated
separately for the JA target pictures and the novel pictures. The per-
centages of correct identification and false positive identification
of pictures were averaged within the two blocks of trials for IJA and
RJA conditions. The correct and false positive identification data
were transformed according to signal detection theory (Stanis-
law and Todorov, 1999; Schulz et al., 2007) such that: (1) A beta
(β) index was computed to measure response bias or the general

tendency to response yes or no during IJA or RJA condition pic-
ture recognition tests; and (2) A d-prime (d ′) index was computed
to measure response sensitivity (correct picture recognition) in
each JA condition unaffected by response bias. The d-prime index
was the main dependent variable for analysis in this study. Nev-
ertheless, data on beta index were also presented for relevant data
analyses.

The effects of IJA and RJA on recognition memory
A two-way (IJA versus RJA stimulus conditions) within ANOVA
was conducted for d-prime. The results indicated that the d-
prime differed significantly between the two conditions, F(1,
32)= 43.01, p < 0.001, η2

= 0.57. As shown in the Table 1, par-
ticipants correctly identified more pictures that they had viewed
in the IJA condition (M = 66.9; SD= 16.9) than in the RJA condi-
tion (M = 57.8; SD= 16.4). A correlation analysis also indicated
that there was significant consistency in the pattern of individual
differences in d-prime displayed by participants across the IJA and
RJA conditions, r(32)= 0.67, p < 0.001.

A second two-way (IJA versus RJA stimulus conditions) within
ANOVA revealed that participants did not display reliable differ-
ences on beta (β), or response specificity, across the IJA and the
RJA conditions, p > 0.54 (see Table 1).

In each trial in the IJA and RJA conditions pictures were pre-
sented that were not the target of shared attention with the avatar,
but could be viewed by the participants. Since they were not tar-
geted we expected little evidence of memory for these pictures and
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FIGURE 3 | Experimental procedure. Note: Q1 included an informed consent form, a personal history form, a picture memory task, a finger window task; C1,
C2, C3, C4, and C5 included a calibration of each participant to ensure accurate eye-tracking.

Table 1 |The effects of IJA and RJA on mean memory recognition

memory (SD in parentheses).

Average

percentage

of correct

identification

Average

percentage

of false

identification

d -Prime Beta

IJA 66.9 (16.9) 12.4 (10.0) 1.77 (0.76) 0.37 (0.35)

RJA 57.8 (16.4) 21.2 (13.9) 1.11 (0.65) 0.34 (0.36)

IJA, initiating joint attention; RJA, responding joint attention.

no differences in recognition memory between the IJA and RJA
conditions. These assumptions were confirmed. A two-way (IJA
versus RJA stimulus conditions) within ANOVA for the average
percentage of non-target identification revealed very low correct hit
rates associated with both conditions and no difference across the
two conditions, IJA (M = 26.8; SD= 18.9) and RJA (M = 27.4;
SD= 18.0), p > 0.80.

The relations between spatial working memory ability and the
VR-JA recognition memory
A correlation analysis was conducted to determine if spatial work-
ing memory was related to stimulus encoding and recognition
memory in the IJA and RJA condition. The results indicated that
performance on the Finger Windows spatial memory task was
significantly correlated with the d-prime in the IJA condition,
r(32)= 0.46, p < 0.007, but not in the RJA condition, r(32)= 0.25,
p > 0.15. However, there was no evidence of a significant difference
in the comparison of the magnitude of these correlations.

Viewing time variability in the IJA and RJA condition
In Study 1 stimuli were presented for 1000 ms in each trial, but
participants did not necessarily view (fixate) stimuli across the
entire presentation time. Consequently, actual viewing time may
have differed across the IJA and RJA conditions. We examined this
possibility in a sequence of analyses. The average trial study time in
the IJA and RJA conditions was calculated from eye-tracking data
for each participant. Two of the 33 participants had missing data
on this variable because of data saving errors of the eye-tracker.
A two-way (IJA versus RJA stimulus conditions) within ANOVA

for viewing time revealed that participants spent longer time to
looking at the stimulus in the IJA condition (M = 882; SD= 111)
than in the RJA condition (M = 600; SD= 85), F(1, 30)= 233.4,
p < 0.001, η2

= 0.89. Correlation analyses also revealed that indi-
vidual differences in viewing time were consistent across the IJA
and RJA conditions [r(30)= 0.481, p < 0.006]. Finally, the corre-
lation between viewing time and d-prime for recognition memory
approached a conventional level of significance in the IJA condi-
tion: r(30)= 0.314, p= 0.086 and exceeded the 0.05 alpha criteria
in the RJA condition: r(30)= 0.372, p= 0.039.

Gender effects
The gender ratio in the current study was (76% female; n= 25).
Independent samples t -test were conducted to test differences
between females and males in all dependent measures in the cur-
rent study: the average percentage of correct identification in IJA and
RJA conditions; the average percentage of false positive identification
in IJA and RJA conditions; the d-prime in IJA and RJA conditions;
the viewing time in IJA and RJA conditions; and the memory abili-
ties of participants. No significant differences were found in any of
the dependent measures (all ps > 0.05).

Stimuli effects
Each test phase contained three types of stimuli (face, abstract
designs, and house). The possible effects of stimuli were explored
in a two-way (IJA and RJA stimulus conditions) by three-way
(Face, Abstract, and House stimulus type) within ANOVA was
computed for the d-prime scores. The results revealed signifi-
cant main effects for JA Condition, F(1, 32)= 40.40, p < 0.001,
η2
= 0.56, and Stimulus Type, F(2, 64)= 3.33, p < 0.05, η2

= 0.09.
The interaction between JA Condition and Stimulus Type was
also significant, F(2, 64)= 4.96, p < 0.01, η2

= 0.13, such that JA
effects were apparent on abstract and house stimuli t (32)= 4.73,
p < 0.001, t (32)= 4.51, p < 0.001 respectively, but not for condi-
tion comparisons of the scores for face stimuli (see Table 2).

DISCUSSION
The results of Study 1 were consistent with the hypothesis that JA
may affect information processing in adults, and that IJA and RJA
may impact encoding and memory differently. The results were
also consistent with hypothesis that spatial information processing

Frontiers in Human Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 172 | 399

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Kim and Mundy Joint attention and recognition memory

Table 2 |The percent of hit and false alarm in the three types of stimuli.

IJA RJA

Hit False alarm Hit False alarm

Face 75.38 (19.39) 29.80 (18.81) 70.08 (20.48) 29.60 (17.96)

Abstract

designs

66.59 (22.70) 11.74 (8.23) 51.14 (22.40) 15.53 (11.17)

House 58.33 (28.92) 14.06 (11.32) 53.03 (23.60) 26.58 (18.94)

IJA, initiating joint attention; RJA, responding joint attention.

may be involved in JA and its impact on information processing.
However, the interpretation of the data from Study 1 was com-
plicated by the observation that participants viewed pictures for
less time in the RJA than IJA condition. This raised the possibility
that differences in stimulus viewing time may have contributed
to differences in recognition memory that were observed for the
IJA and RJA encoding conditions. To examine this possibility, and
to provide data from a second independent sample on JA and
recognition memory in adults, a second study was conducted with
a modified paradigm that provided improved control of picture
viewing time across the IJA and RJA conditions.

STUDY 2
MATERIALS AND METHODS
To address the need to control viewing time, the RJA condition
of the VR paradigm was modified. In Study 1 pictures were pre-
sented 300 ms after the avatar shifted gaze. However, participants
varied in their response latency to avatar gaze shifts, and those with
longer latencies had less opportunity to view the picture stimuli
during the 1000 ms stimulus presentation interval. To control for
this source of variability in Study 2 picture presentation was yoked
to participant gaze shifts in the RJA condition. Pictures appeared
after participants shifted their gaze to the correct part of the stim-
ulus field (Figure 1A, green rectangles) in response to the spatial
eye direction cue of the Avatar. On each trial in the RJA condition,
participants were again directed to fixate a small“+”that appeared
between the avatar’s eyes and were instructed to follow the avatar’s
gaze shift to the left or right. After the participants shifted their gaze
to follow the avatar’s gaze direction, the pictures then appeared to
the left and right sides of the avatar for 1000 ms. After 1000 ms the
pictures disappeared and participants were requested to return to
midline, and the avatar’s gaze was maintained to the pictures loca-
tion for 400 ms. This matched the viewing opportunity in the IJA
condition where, as in Study 1, pictures were presented for 1000 ms
after the participant to look left or right of the avatar on a given
trial.

Participants and experiment design
The participants were a new sample of students at UC Davis
recruited through the Department of Psychology Research Par-
ticipation System. Twenty-six participants consented to partic-
ipate (58% female; n= 15). Participants’ self-reported ethnici-
ties included: Asian/Pacific Islander (n= 11; 39.3%), Caucasian
(n= 10; 35.7%), Hispanic-American (n= 4; 14.3%), and Other
(n= 1; 3.6%). No participants reported currently being prescribed

Table 3 |The actual viewing time (ms) in Experiment 1 and 2.

IJA viewing time RJA viewing time (ms)

Experiment 1 882 (111) 600 (85)

Experiment 2 900 (110) 940 (83)

IJA, initiating joint attention; RJA, responding joint attention.

any psychiatric medications. Other than the change in the RJA
condition methods, the procedures, measures, and experimental
design were exactly same as those described for Study 1.

RESULTS
Viewing time variability in the IJA and RJA condition
The average trial viewing time in the IJA and RJA conditions was
calculated from eye-tracking data for each participant. Out of the
26 participants one had missing data on this variable because of
data saving error of the eye-tracker. A two-way (IJA versus RJA
condition) ANOVA was conducted to test for differences in the
viewing time. Viewing time did not differ across the IJA con-
dition (M = 900; SD= 110) and the RJA condition (M = 940;
SD= 83), p > 0.10. As expected, however, the change in RJA con-
dition methods resulted in significantly greater viewing time in the
RJA condition in Study 2 than in Study 1, t (54)= 15.03, p < 0.01
(see Table 3). There was no difference between the viewing times
for the IJA condition in Study 2 versus Study 1 (see Table 3). As
was the case in Study 1, correlation analyses again indicated that
there was a significant positive correlation between participants
actual viewing times in the IJA and RJA conditions, r(25)= 0.465,
p < 0.02, in Study 2.

The effects of IJA and RJA on recognition memory
A two-way (IJA versus RJA condition) within ANOVA was con-
ducted to test for differences in d-prime between IJA and RJA.
Consistent with data from Study 1, the results indicated that the
participants displayed higher d-prime for recognition memory for
pictures viewed in the IJA condition rather than the RJA con-
dition, F(1, 25)= 7.16, p < 0.013, η2

= 0.22 (see Table 4). Also
consistent with Study 1, a two-way (IJA versus RJA conditions)
ANOVA failed to detect any condition effects for beta (β) indi-
cating that participants displayed no differences in specificity, or
errors of commission, after viewing pictures in the RJA and IJA
conditions, p > 0.75 (Table 4). Thus, after controlling for the pos-
sible effect of viewing time analyses of the difference between
the effects IJA and RJA conditions on recognition memory was
significant in the sample in Study 2. However, the estimate of
effect sizes associated with the difference between the IJA and RJA
conditions was smaller in Study 2, η2

= 0.22, than in Study 1,
η2
= 0.57.
Correlation analyses were computed to examine the consistency

of individual differences in memory performance across the two JA
conditions. A positive correlation between d-prime in the IJA and
RJA conditions was observed that approached a conventional level
of significance (r = 0.37, p≤ 0.08, one-tailed analysis). The actual
viewing time in IJA condition was correlated with d-prime recog-
nition memory measure in IJA condition, r(25)= 0.54, p= 0.005,
but the actual viewing time in the RJA condition was not correlated
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Table 4 |The effects of IJA and RJA on memory recognition in the

Experiment 2.

Average

percentage

of correct

identification

Average

percentage

of false

identification

d -Prime Beta

IJA 68.6 (8.4) 11.5 (10.6) 1.80 (0.55) 0.37 (0.26)

RJA 59.5 (14.7) 16.0 (12.4) 1.39 (0.77) 0.39 (0.30)

IJA, initiating joint attention; RJA, responding joint attention.

with the respective d-prime recognition memory measure in that
condition, r(25)= 0.21, p > 0.10.

A two-way (IJA versus RJA conditions) within ANOVA for dif-
ferences in non-target identification (pictures presented but not
viewed with the avatar) revealed no significant differences between
the JA conditions: IJA (M = 24.0; SD= 18.6) and RJA conditions
(M = 20.8; SD= 16.2), p > 0.10.

THE RELATION BETWEEN SPATIAL WORKING MEMORY AND THE VR-JA
RECOGNITION MEMORY
A correlation analysis was again conducted to determine if per-
formance on a spatial working memory task was associated with
memory in the JA conditions. The results indicated that associa-
tion between performance on the Finger Windows spatial memory
task and d-prime in the IJA condition approached a conventional
level of significance, r(25)= 0.35, p < 0.08, but this was not the
case in the RJA condition, r(25)= 0.15, p= 0.24. The difference
between the magnitudes of these correlations was not signifi-
cant. However, the convergent pattern of a significant correlation
between spatial working memory and IJA performance in Study
1 (r = 0.46) and a correlation that approached significance, with
no evidence of a reliable association with RJA, suggests that spatial
working memory may be a more consistent or stronger correlate
of IJA than RJA process in adults.

Gender effects
The sample for Study 2 was more balanced with regard to gen-
der (58–42% female to male ratio) than in Study 1 (75–25%
female to male ratio). However, no significant gender effects were
observed with any of the dependent measures in Study 2 (all
ps > 0.10).

Stimuli effects
Finally, the possible effect of stimulus types in Study 2 was again
examined. A 2 (IJA versus RJA condition) by 3 (Face, Abstract, or
House stimuli) ANOVA was performed for the d-prime scores. This
revealed significant main effects for JA condition, F(1, 25)= 8.35,
p < 0.008, η2

= 0.25, and a marginally significant effect for stimuli,
F(1, 25)= 2.97, p= 0.06, η2

= 0.11. In addition, the interaction
effect between JA and stimuli was significant, F(2, 50)= 3.63,
p < 0.04, η2

= 0.13. The pattern of data associated with this inter-
action was the same as the one observed in Study 1. Specifically,
IJA and RJA d-prime scores differed for abstract and house stimuli,
t (25)= 3.15, p < 0.004, t (25)= 3.12, p < 0.004 respectively, but
not for the for face stimuli, p > 0.90 (see Table 5).

Table 5 |The percent of hit and false alarm in the three types of stimuli

in the second experiment.

IJA RJA

Hit False alarm Hit False alarm

Face 73.56 (15.14) 29.78 (19.13) 74.03 (21.19) 31.60 (21.06)

Abstract

designs

68.75 (16.68) 12.50 (11.18) 51.76 (22.40) 13.94 (10.50)

House 63.46 (16.17) 12.16 (13.13) 53.66 (23.43) 17.60 (13.08)

IJA, initiating joint attention; RJA, responding joint attention.

DISCUSSION
The study of JA has long been associated with research and the-
ory on social-cognition. In developmental science social-cognition
has often been defined singularly in terms measures that signify the
degree to which an individual can infer the intentions, beliefs, or
emotions of another person. However, this is but one operational
definition of social-cognition. Another perspective suggests that
one vital element of social-cognition may reflect the effects that
social attention coordination may have on human information
processing (Mundy et al., 2009). This perspective has emerged, in
part, from a literature that suggests that JA affects encoding of pic-
tures and words in infancy (Striano et al., 2006a,b; Hirotani et al.,
2009; Kopp and Lindenberger, 2011). It is also supported by the
results of studies with adults that have reported that JA effects spa-
tial information processing, attribution of stimulus valence, and
resistance to IOR in studies of visual orienting (Frischen and Tip-
per, 2004; Bayliss et al., 2006; Bockler et al., 2011; Linderman et al.,
2011).

In our opinion these are ground breaking studies. They open
up a new perception of the role of JA in human development.
Accordingly, JA is not only a facility of mind that is vital to devel-
oping an understanding of the minds of other people, but also
one that may play a vital role in the phylogenetic and ontogenetic
advancements of the human faculties for learning and memory. To
encourage sustained research in this vein we undertook the devel-
opment and testing of a paradigm that could be used in controlled
studies of the effects of different types of JA on adult cognitive
processes. The initial data from this paradigm were promising.

Previous research has indicated that RJA and IJA appear to tap
divergent as well as convergent processes in learning and devel-
opment in young children (e.g., Mundy et al., 2007; Vaughan Van
Hecke et al., 2007; Meltzoff and Brooks, 2008), and – RJA and
IJA are associated with distinct and common neural networks in
adults (Redcay et al., 2010; Schilbach et al., 2010). The two studies
reported here on the effects of JA on adult picture encoding pro-
vide data that are consistent with this previous pattern of findings.
When participants directed the gaze of an avatar-social-partner
and shared attention to pictures (IJA condition) their recognition
memory for the pictures was enhanced compared to when they
followed the gaze of an avatar and shared attention to pictures
(RJA condition). Hence, encoding, or depth of processing of the
picture stimuli was facilitated by the experience of initiating shared
attention, rather than responding to the gaze direction of others, in
virtual social interactions. In Study 1 differences in picture viewing
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time across the IJA and RJA likely contributed to the effects of
viewing condition on recognition memory. However, the revised
methods employed in Study II demonstrated that, participants dis-
played significantly better picture memory (stimulus encoding) in
the IJA rather than RJA condition, even when picture viewing time
was better controlled and comparable across JA conditions.

The nature of the factors that distinguish information process-
ing during IJA and RJA are not yet clear. One possibility emerged
from testing the hypothesis that JA involves, or affects spatial infor-
mation processing skills (Butterworth and Jarrett, 1991; Bockler
et al., 2011). As expected, encoding in the context of JA was
associated with an independent standardized measure of visual
spatial working memory performance in adults. However, unex-
pectedly, evidence of this association was observed only relative
to encoding in the IJA condition in both Study 1and 2. The cur-
rent limits of our knowledge of JA do not allow for a definitive
interpretation of these observations. Nevertheless, self-centered
(egocentric) spatial information processing has been observed to
trigger different episodic information processing relative to other
referenced (allocentric) spatial information processing (Gomez
et al., 2009). Post hoc, it may well be that differences in egocentric
and allocentric spatial processing are associated with IJA and RJA
respectively, and this distinguishing cognitive characteristic con-
tributed to the differences in IJA and RJA encoding observed in
this study. Of course, in these studies the spatial working memory
measure was presented prior to the VR paradigm. It is possi-
ble then that testing spatial working memory somehow primed
encoding in the IJA condition. However, even if this were true,
spatial information processing would still appear to have had a
selectively stronger affects on IJA versus RJA in this study. The
estimates of these effect sizes, though, were modest, 0.46, r2

= 0.21
and 0.35, r2

= 0.12, in Study 1 and 2 respectively. Therefore, it is
important to consider other factors that may contribute to the dif-
ferential impact of the experience of IJA versus RJA on stimulus
encoding.

Initiating JA may benefit information processing because it
involves greater self-referenced processing than RJA (Mundy and
Jarrold, 2010). Self-referenced processing refers to implicit, subjec-
tive, and pre-reflective processing and integration of information
from one’s own body (e.g.,heart rate,volitional muscle movement)
with perceptual and cognitive activity, such as maintenance of goal
related intentions in working or integrating perceptual input with
information from long term memory (Northoff et al., 2006). The
nature of self-referenced information processing specific to JA may
be more precisely described in terms of: (a) proprioception, such
as feedback from ocular muscle control and the vestibular system
related to the spatial direction of one’s own visual attention and
head posture (see Butterworth and Jarrett, 1991 for relate discus-
sion), and (b) interoception including, information about arousal
and the positive (rewarding), neutral, or negative valence of self
perception of the object or event, as well as the valence of sharing
attention with a social partner.

Self-referenced processing may facilitate encoding through one
of several mechanisms. Craik et al. (1999) suggested that self-
reference processing triggers an extensive frontal network involved
in re-presentations of one’s own identity and this provides a
rich matrix of associative encoding opportunities that increase

the likelihood of deep and efficient stimulus encoding. Second,
self-referenced spatial processing may involve different networks
specific to the role of hippocampus in memory. Self-referenced
processing may involve left hippocampal activation, whereas other
referenced spatial processing (TJA) may involve right hippocam-
pal activation to a greater extent (Burgess et al., 2002). Thirdly,
Gilboa (2004) suggest that self and other referenced processing
may be associated with differences in retrieval. Self-referenced
processing may yield encoding and memory that “relies on quick
intuitive ‘feeling of rightness’ to monitor the veracity and cohe-
siveness of retrieved memories” versus other referenced episodic
encoding that “require more conscious elaborate monitoring to
avoid omissions, commissions, and repetitions” (Gilboa, 2004).

A fourth is that the self-referenced processing of IJA more voli-
tional and intentional in nature than is the more reactive, reflexive,
or involuntary processing associated with RJA (Friesen and King-
stone, 1998; Mundy, 2003). Consequently, IJA and RJA may be
distinguished by the degree that they are associated with motiva-
tion/reward system activation that distinguishes intentional self-
generated goal related action and reflexive goal related action
(Mundy, 1995). Consistent with this possibility Schilbach et al.
(2010) observed that IJA was associated with activation of neural
reward circuitry of the ventral striatum (bilaterally) in adults than
was RJA. Since neural reward circuit activation plays a role in
facilitating encoding (Holroyd and Coles, 2002) ventral striatal
activation in may have played a role in facilitating encoding in the
IJA condition in this study. In this regard it is important to note
that the type of reflexive social-orienting involved in RJA may be
more effortful or place greater task related cognitive demands on
participants than IJA. This notion is supported by recent research
that the developmental of RJA is associated with the effortful con-
trol of attention (Vaughan Van Hecke et al., 2012). It may well be
then, that the results of this study reflect an RJA executive imped-
iment to rapid encoding of briefly presented stimuli, as much as
they reflect an encoding enhancement of IJA.

Of course hypotheses also raises the possibility that the effects
reported here are not specific to encoding in the context of
social attention coordination, but rather reflect a general effect
of whether or not participants are free to choose stimuli to view
or are directed to view stimuli before encoding. This calls for
a future study comparing IJA and RJA encoding effects with
analogous no-social volitional versus directed stimulus encoding
conditions.

Concrete test of each of these hypotheses could be provided
with fMRI studies of the cortical correlates of stimulus encoding
in conditions that emulate the experience of IJA and RJA. Indeed,
part of the value of the data from this study is that they con-
verge with those of imaging studies of Redcay et al. (2010) and
Schilbach et al. (2010) to suggest that the use of virtual emu-
lations of the different types of JA experience (initiating versus
responding) provides a valid means for the more precise scien-
tific examination social attention coordination processes, and their
cognitive and neurocognitive sequelae in adults. VR applications
to the study of the effects of JA on information processing may
also be useful in research on forms of developmental pathology
characterized by impairments in social attention coordination and
social-cognition, such as Autism. While the scientific literature on
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Autism is replete with important studies of the role of JA in early
development and intervention (i.e., Kasari et al., 2006; Mundy
et al., 2009) few research tools have previously been developed to
facilitate the study of the role of JA in learning and development
in school aged children and adults with ASD.

With regard to the latter it may be important to recognize
that JA encoding affects were only apparent in both studies for
picture of buildings and abstract patterns, but not for picture of
faces. Moreover,participants displayed better face recognition than
building or abstract pattern recognition across all conditions in
both studies. The later observation was consistent with a litera-
ture that indicates that encoding of faces is often supported by
neural “expertise” systems involving fusiform networks that are
not as consistently activated in encoding non-facial stimuli (e.g.,
Carey et al., 1992; Farah et al., 1998; De Hann et al., 2002; Gauthier
et al., 2003). Presumably this expertise system serves as an executive
function that enhances face encoding in many people. The data in
Study 1 and 2 suggest that processes that are involved in JA effects
on encoding and those involved in facial encoding may be dis-
tinguishable. Shared social attention may have its most discernible
impact on encoding that require participants to engage in stimulus
organization and depth of processing that is not well supported by
previously acquired executive or expertise functions. Alternatively,
researchers have often assumed that the processes leading to face
processing and JA impairments in Autism Spectrum Disorders
are highly related if not isomorphic (Schultz, 2005; Mundy et al.,
2009). It may well be that the study of the impact of JA on face
and non-face stimulus encoding in samples of affected individuals
and comparison groups may shed new light on this prominent
assumption in research on the nature of Autism.

STUDY LIMITATIONS
A major limitation of study is that not enough is known about JA or
the differences between IJA and RJA processes, or their impact on
information processing, to go beyond post hoc explanations in the
discussion of the results of this study. So, while the results added
to weight of evidence that JA does indeed affect adult information
processing (Frischen and Tipper, 2004; Bayliss et al., 2006; Bock-
ler et al., 2011; Linderman et al., 2011), the nature of the specific
processes involved remain a vital and open topic for a new gener-
ation of research. We have, perhaps, all too blatantly exceeded the
limits of the data in discussing four alternative hypothetical factors
that may be involved in JA and the differential effects of IJA and RJA
on cognitive processing. However, we would hasten to add that we
believe that each of these alternatives is readily open to empirical
examination in future experimental cognitive or neurocognitive
(e.g., imaging) studies using variations of the paradigm described
in this paper. We hope the results contribute to new methods, new
questions and renewed enthusiasm for inquiry into JA as a major
yet poorly understood facility of the human mind, while recog-
nizing the clear limits of the empirical contribution of this initial
study in our planned program of research.
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Social cognition researchers have become increasingly interested in the ways that
behavioral, physiological, and neural coupling facilitate social interaction and interpersonal
understanding. We distinguish two ways of conceptualizing the role of such coupling
processes in social cognition: strong and moderate interactionism. According to strong
interactionism (SI), low-level coupling processes are alternatives to higher-level individual
cognitive processes; the former at least sometimes render the latter superfluous.
Moderate interactionism (MI) on the other hand, is an integrative approach. Its guiding
assumption is that higher-level cognitive processes are likely to have been shaped by the
need to coordinate, modulate, and extract information from low-level coupling processes.
In this paper, we present a case study on Möbius Syndrome (MS) in order to contrast
SI and MI. We show how MS—a form of congenital bilateral facial paralysis—can be a
fruitful source of insight for research exploring the relation between high-level cognition
and low-level coupling. Lacking a capacity for facial expression, individuals with MS are
deprived of a primary channel for gestural coupling. According to SI, they lack an essential
enabling feature for social interaction and interpersonal understanding more generally and
thus ought to exhibit severe deficits in these areas. We challenge SI’s prediction and
show how MS cases offer compelling reasons for instead adopting MI’s pluralistic model
of social interaction and interpersonal understanding. We conclude that investigations
of coupling processes within social interaction should inform rather than marginalize or
eliminate investigation of higher-level individual cognition.

Keywords: Möbius Syndrome, social interaction, social cognition, theory of mind, emotion recognition, facial

paralysis, behavioral coupling

FROM MINDREADING TO COUPLING: STRONG AND
MODERATE FORMS OF INTERACTIONISM
Social cognition refers to the capacity to understand and inter-
act with others in contextually appropriate ways. Among other
things, it involves the ability to interpret mental states and
behavior: for example, to see actions and bodily expressions as
expressing particular emotions or intentions. For several decades,
the “Theory of Mind” paradigm was the dominant way of
understanding social cognition (Premack and Woodruff, 1978).
According to this paradigm, social cognition is a process of mental
state attribution or “mindreading.” We understand or “read” oth-
ers’ behavior by attributing mental states to them; these mental
states are what allow us to interpret and predict current and future
behavior. Two competing proposals were offered to account for
the mechanisms enabling mindreading. According to Theory, we
use lay theories about how minds work to infer the existence
of mental states in others and interpret their expressions and
behavior (Perner, 1991; Gopnik and Wellman, 1992). Simulation
Theory, on the other hand, argues that we use our own emo-
tional, cognitive, and imaginative resources—either consciously
and deliberately or unconsciously and automatically—to model
others’ mental states. This simulation process is the basis of our
ability to understand their mental life (Gordon, 1986; Gallese,
2001; Goldman, 2006).

In recent years, an increasingly influential movement has
stressed the primacy of interaction in facilitating social under-
standing. This so-called “interactive turn” (de Jaegher et al., 2010)
urges us to reconsider the individualistic orientation of the min-
dreading paradigm. According to the interactionist, this paradigm
is individualistic in that it wrongly assumes that the mechanisms
enabling social cognition lie exclusively within the individual
brain. But this individualistic focus overlooks the way that social
cognition is fundamentally shaped by the broader temporal,
perceptual, and interactive dynamics of embodied engagement.
Interactionism thus “rejects the spectatorial supposition that we
are primarily spectators or observers of others’ behaviors. Our
normal everyday stance toward the other person is not third-
person, detached observation; it is second-person interaction”
(Gallagher, 2008, p. 164). Interactionism explanatorily prioritizes
structures and processes spanning multiple agents—including,
crucially, the coordinative patterns of verbal and non-verbal
behavior that determine the temporal character and qualita-
tive back-and-forth flow of an encounter. Interactionism thus
endorses a move away from thinking of social cognition as an
individualistic process of mental state attribution to one of par-
ticipatory engagement. The latter is characterized as a dynamic,
flexible, and reciprocal process jointly constructed in real-time by
multiple participants.
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Drawing upon dynamical systems theory, interactionists con-
ceptualize engagement and render it methodologically tractable
by appealing to the notion of “coupling,” which de Jaegher and
colleagues define as “the influence between a system’s variables
and another system’s parameters” (de Jaegher et al., 2010, p. 441;
cf. also Spivey, 2007; Thompson, 2007; Marsh et al., 2009). In
slightly less technical terms, two systems can be said to be cou-
pled “when the conduct of each is a function of the conduct of
the other” (Thompson, 2007, p. 45). For example, it has been
documented that two pendulums in adjacent rooms will tend
toward synchrony because they influence each other via minute
vibrations in walls and floors (Winfree, 2001; Bennett et al.,
2002). Or, to take a biological example, Buck and Buck (1976)
describe a species of firefly living in Southeast Asia, in which the
individual flashing behavior is synchronized at the group level
through the visual influence of the collective flashing pattern on
the individuals.

Nor is coupling just an exotic phenomenon occurring only in
pendulums and certain non-human organisms: think of the well-
known phenomenon that arises when you are walking along a
narrow path and somebody comes from the other direction and
each tries to avoid the other. Each person’s movement (shifting to
the right or to the left) constrains the other person’s movement,
which sometimes causes the two individuals to become coupled
to each other in an interaction that is not planned or controlled
at the level of individual cognition. Thus, according to de Jaegher
and Di Paolo (2007, p. 493), the best way to explain and predict
the course of this interaction is by modeling the interaction as
such, not the individuals’ intentions.

To see how the role of coupling within social interactions
can be investigated experimentally, consider the famous study by
Murray and Trevarthen (1985) in which a baby and a mother
interact via video. In the test condition, the live video of the
mother that the baby sees is replaced by a video of the mother
from an earlier sequence in the interaction; this upsets the baby
just as much as if the mother’s face suddenly goes blank (i.e.,
the “still face” condition (Tronick et al., 1978) and she no longer
expresses anything. In this case, we might characterize the struc-
ture of the social interaction as the coupling of two systems:
the baby is interested not just in the mother’s expressiveness but
in being coupled to her, that is, in mutually engaging with and
influencing her reactions, which in turn shape the infant’s own
responses. In some other cases, it can also be fruitful to inves-
tigate the coupling of subcomponents of a larger interaction: for
example, the coupling of behavioral (e.g., gestures), physiologi-
cal (e.g., heart rate) or neural (e.g., electrical activity) processes
that unfold naturally in social engagements (de Rugy et al., 2006;
Richardson et al., 2007; Knoblich and Sebanz, 2008; Oullier et al.,
2008; Schmidt and Richardson, 2008).

In the following, we will contrast two ways of conceptualizing
the role of coupling processes in social cognition. According to
what we shall call strong interactionism (SI), coupling processes
are explanatory alternatives to the lay theories and simulations
postulated by mindreading approaches. SI claims that online
interaction carries the weight of social understanding. It is var-
iously (depending on the specific account in question) conceived
of as necessary, sufficient, or both necessary and sufficient for

social cognition.1 SI is thus a sectarian perspective. It regards the
shared dynamics of interaction as alternatives to individual cog-
nition. Moderate interactionism (MI), on the other hand, aims to
offer explanations that integrate individual processes with shared
coupling processes. It is apparent that both types of approach
ascribe a key coordinating role to coupling processes in sustain-
ing social interaction and understanding. However—and this is
the crucial point—SI and MI are nevertheless, respectively com-
mitted to different conceptions of the relationship between (1)
shared coupling processes and (2) individual cognitive capacities
(e.g., working memory, attention, control, consciousness) and
processes (e.g., mindreading, monitoring, prediction, reasoning).

Our primary aim in contrasting these two positions is to artic-
ulate distinct conceptual alternatives (and to give reasons for
favoring one of them)—and not, then, to argue that any particular
theorist is best interpreted as endorsing either of the alternatives.
Nevertheless, for the purpose of illustrating these two positions,
we will cite some theorists who appear, at least in the passages
we refer to, to be attracted to one or the other. It is important to
emphasize, however, that we do not intend to preclude the possi-
bility that some or most of the theorists cited in connection with
SI would ultimately agree with us that MI is a more balanced and
fruitful alternative. Indeed, if so, so much the better.

Shaun Gallagher, for example, has at times appeared to exem-
plify SI. Gallagher (2001, 2008) has offered a developmental
argument to the effect that the embodied responses making
up so-called “primary intersubjectivity” (cf. Trevarthen, 1979)—
responses present early in childhood and which remain centrally
important even in adults—are independent of an ability to men-
talize. Such embodied responses as affect attunement (Stern,
1985), neonate imitation (Meltzoff and Moore, 1977), and gaze
following (Senju et al., 2006), which are elicited within social
interactions, help to couple agents to each other and thereby to
sustain interaction and mutual understanding. Since children do
not tend to pass explicit false belief tests until they are 4–5 years
old,2 as Gallagher notes, there is a prima facie case to be made that
many of these embodied social responses are developmentally
prior to and thus independent of an ability to mentalize.

More recently, some researchers working in the enactivist tra-
dition (e.g., Auvray et al., 2009; Fuchs and de Jaegher, 2009; de
Jaegher et al., 2010; Froese and Di Paolo, 2010), have offered
what we consider to be strong interactionist interpretations of
the role of coupling in social interactions such as the aforemen-
tioned double-video experiment. Auvray and colleagues (2009),
for example, raise the question whether the role of coupling in
sustaining this sort of interaction must be accounted for in indi-
vidualistic terms. They ask if it is necessary or appropriate to
ascribe to each individual agent an ability to detect an intentional

1There are a number of more fine-grained distinctions we might consider
in interpreting this claim; these distinctions need not concern us here.
For extended discussions, see Overgaard and Michael (Under review) and
Michael, 2011.
2Evidence for implicit false belief understanding in children as young as 11
months obviously puts pressure on this argument, but that is beyond the
scope of this paper (see Apperly and Butterfill, 2009; Baillargeon et al., 2010;
Michael, 2011; for overviews of this research).
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subject who is perceptually directing her movements in a way
that is contingent upon the agent’s own perceptually directed
movements. Alternatively, Auvray and colleagues propose the
possibility that “some of the mechanisms underlying the recogni-
tion of others are intrinsic to the shared perceptual activity itself
(i.e., intrinsic to the interdependence between the two percep-
tual activities)” (Auvray et al., 2009, p. 34). As de Jaegher and Di
Paolo (2007) put it: “If pendulum clocks can do it without mech-
anisms for ‘timing the beat’ and ‘forming a temporal estimate,’
why can’t babies? In our perspective, what infant and mother do
in this example is possible through the interaction alone” (499).
Similarly, in discussing the importance of sensory contingencies
in coordinating interactions, Di Paolo et al. (2008) deny that indi-
viduals must recognize their mutual coupling in order for it to
play a coordinated role. Rather, “interaction can dynamically cre-
ate phenomena that do not directly result from the individual
capacities or behaviors of any of the partners if investigated on
their own” (279).

In a sort of theoretical culmination of this work on the role of
coupling in social interactions like the one devised for the double-
video experiment,3 de Jaegher et al. (2010) argue that there are a
range of cases in which the constitutive role played by emergent
systems, (i.e., by coupled interactions) in social cognition “replaces
individual mechanisms” such as mindreading (de Jaegher et al.,
2010, p. 441). They urge that “if we take seriously the idea that
interaction can enable and constitute social cognition, we can
conceive of interaction dynamics as, in some cases, delivering the
necessary cognitive performance. There is no need to duplicate
their effects by an individual mechanism” (de Jaegher et al., 2010, p.
445).4 Call this the “reduplication thesis”: the idea that, if coupling
processes and other features of interactions are shown to be suffi-
cient for facilitating social understanding, we need not reduplicate
their functions by appealing to individualistic mechanisms.

MI, in contrast, is an integrative approach. Its guiding assump-
tion is that higher-level cognitive processes are likely to have been
shaped by the need to coordinate, modulate, and extract informa-
tion from low-level coupling processes. Investigation of coupling
processes should inform rather than marginalize or eliminate
the investigation of individual cognitive processes. To see how
this general conception contrasts with SI, consider an alternative,
more moderate way of understanding the double-video exper-
iment. Rather than saying that the features of the interaction
itself explain the baby’s reaction, one might say that the baby
processes not only a stimulus but also features of the interaction.
Gergely and Watson (1996), for example, attribute the infants’
differential responses to cognitive mechanisms in the infant such
as an innate contingency detector. Similarly, describing mother-
infant interactions in which the mother amuses the infant by
continually repeating an utterance and each time stretching both
its duration as well as the intervals between utterances, Daniel
Stern writes: “there could be no such effect . . . unless the infant
had some mechanism for timing the beat and forming a tem-
poral estimate of when the next beat should fall” (2002/1977,

3As well as more recent developments, in particular Auvray et al., 2009
perceptual crossing experiment.
4For similar statements, see de Jaegher and Froese, 2009, and Di Paolo, 2009.

p. 114). The interpretations offered by these theorists are more
moderate insofar as they envision a crucial role for individual
cognitive processes in detecting and sustaining coupling. Indeed,
they suggest the strategy of treating the interactive experiment as
a means to elicit coupling in order to test hypotheses about indi-
vidual cognitive processes that detect and/or sustain it.5 Although
this strategy may be superfluous in some simple cases in which
the behavior of coupled systems can be adequately explained
at the level of the interaction as such (e.g., the synchronization
of pendulums), we submit that it is a more promising option
in complex cases involving more sophisticated systems such as
living organisms. Even the synchronization of flashing in fireflies
involves processes (simple heuristics, algorithms, etc.) within the
individual fireflies; the systems-level analysis does not replace but
rather complements the otherwise incomplete picture that we get
by looking at processes in individual fireflies. And once we turn
our attention to such sophisticated creatures as human beings,
it is all the more compelling to suppose that various kinds of
individual cognitive processes are integrated in diverse and subtle
ways with coupling processes that span multiple individuals. Thus,
in the aforementioned example of two people trying to pass by
each other on a narrow path, individual intentions and action
plans (e.g., to avoid coupling, to shift to the left, etc.) are after all
playing a role in generating the coupling, even though they are
not having the effect that the individuals desire or expect them
to have. From a moderate perspective, then, individual cognitive
processes are part of the picture of what is going on in these
cases. In short, MI adopts an ecumenical perspective; it sees social
cognition as a diverse collection of processes and strategies for
navigating the interpersonal world.

Again, both SI and MI attribute a central role to coupling
processes and other features of online interactions. But they dis-
agree about the relationship between these interactive elements
and individual cognitive capacities and processes. They also differ
in the predictions they generate about cases in which coupling
processes are missing or somehow compromised. In what fol-
lows, we use Möbius Syndrome (MS) as a litmus test to contrast
and evaluate these predictions. Since they lack facial expressions,
people with MS are deprived not only of an important means
of expressing their emotions 6 but also of a primary channel for
behavioral coupling—and thus of an essential enabling feature
of social interaction. And if coupling processes are necessary for
social understanding, as some SI proponents appear to suggest, it
would seem that social understanding in people with MS ought to

5For other statements of what we would call MI, see for example, Michael
(2011), who calls his position “modest interactionism”; Sutton et al. (2011),
who espouse a similar conception of the relationship between embodiment
and higher-level cognition; Herschbach, 2011, who defends an integrative,
multi-level conception based on mechanistic ideas.
6As we will see, one of the intriguing suggestions we might draw from MS
cases is a strongly embodied conception of emotion: that is, the idea that the
experiential character of at least some emotions is deeply dependent upon var-
ious forms of bodily expression (facial expressions, gestures, and whole-body
expressions). So, rather than consisting of relatively brief physiological states
(Izard, 1974; Panskepp, 1992; LeDoux, 1996), aspects of certain emotions may
instead be distributed across the expressive dynamics of the visible, tangible
body—as well as the social interactions the body enters into (see Krueger,
forthcoming; see also Griffiths and Scarantino, 2009).
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be likewise significantly affected. Similarly, if coupling processes
are sufficient for social understanding, there is no reason to expect
that de-coupled individual strategies would emerge to “redupli-
cate” what coupling processes already achieve. SI thus predicts
that individuals with MS should exhibit deficits in certain aspects
of social interaction and understanding.

There is some support for these predictions, which we discuss
below. However, we argue that the deficits are neither as severe nor
as comprehensive as SI predicts. Moreover, SI cannot account for
differences within the population of individuals with MS. There
is evidence that individuals with MS adopt a range of strategies
to compensate for their lack of facial expression. Some of these
strategies not only compensate for the absence of information
otherwise provided via facial expressions but also enable alter-
native forms of coupling: coupling of hand gestures and other
bodily movements, conversational and emotional alignment, etc.
As we will see, however, these compensatory strategies emerge via
explicitly high-level cognitive (i.e., individualistic, reflective) pro-
cesses. But this stands in contrast to SI’s predictions. In contrast to
SI, MI does predict that individuals with MS will avail themselves
of such high-level cognitive strategies, and that this may also lead
to alternative forms of coupling. We turn to this discussion now.

THE INVISIBLE SMILE7: PSYCHOSOCIAL EFFECTS OF MS
MS is a rare form of congenital facial paralysis—normally com-
plete and bilateral—resulting from maldevelopment of the sixth
and seventh cranial nerves (Briegel, 2006). People with MS are
unable to form any sort of facial expression;8 they also lack ocular
abduction and thus tend to move their entire head when track-
ing objects in their environment. Accordingly, they lack access to
basic physical resources that most of us take for granted when
expressing emotion, including an ability to provide face-related
social cues to others.9

Studies of individuals with facial movement disorders have
found various kinds of psychological distress, which impairs
the quality of their social and physical functioning (Bogart and
Matsumoto, 2010b). For example, people with various facial neu-
romuscular disorders exhibit considerably higher levels of anxiety
than the general population (van Swearingen et al., 1998, 1999).10

Another study found similar results in individuals with various
other visible disfigurements including burns, head and hand con-
ditions, vascular anomalies, skin conditions, and rheumatic dis-
eases (Rumsey et al., 2004). In one of the few studies specifically
on MS, individuals were found to exhibit traits of inhibition,

7The phrase “the invisible smile” is borrowed from the title of a book by Cole
and Spalding (2009).
8The absence of movement leads facial muscles to atrophy, which can give the
face a smooth look with a slack, half-open mouth (Cole and Spalding, 2009,
p. 3).
9Others parts of the condition include small tongue (which leads to difficul-
ties feeding and speaking), breathing difficulties, malformation of arms or legs
(e.g., missing fingers, underdeveloped calf muscles and extremely high arched
feet), associated movement difficulties (e.g., clumsiness, late development sit-
ting and standing, difficulties in running, jumping, and hopping, etc.) (see
Cole and Spalding, 2009, pp. 2–5).
10But see Bogart and Matsumoto (2010b) for some compelling reasons to be
cautious when generalizing results from these studies to individuals with MS.

introversion, and heightened feelings of social inadequacy and
inferiority (Briegel, 2007).

These results are not surprising given the centrality of facial
expression in facilitating social interaction. Our face is the locus
of our social identity. When we perceive others, there is something
experientially unique about our encounter with the face (Levinas,
1969). One reason for this is the fact that the face is a rich multi-
modal source of socially salient information. Consider the role
of basic facial expressions. Although we begin practicing facial
expressions in the solitude of the womb (Reissland et al., 2011),
smiles, for example, occur mainly in social contexts (Kraut and
Johnston, 1979; Jones et al., 1991). Smiles don’t merely express
positive affect. They also have a social function. Smiles relay inten-
tions to further ongoing interactions, elicit positive reciprocal
responses, convey appraisals, and promote cooperation and social
cohesion (van Swearingen et al., 1999).

We respond to smiles and other facial expressions because our
face recognition abilities are well-developed from birth. Infants
are born with a predisposition toward face-related stimuli: they
are able to discriminate faces from other stimuli (Mondloch et al.,
1999), preferentially track moving face stimuli (Johnson et al.,
1991), and within days of birth discriminate between the faces
of different people (Walton et al., 1992; Bushnell, 2001). Infants
quickly show a preference for their mother’s face and attractive
faces, and minutes after birth can imitate facial expressions such as
tongue protrusion and mouth opening (Meltzoff and Moore, 1997;
Slater and Quinn, 2001).11 In adulthood the face retains a special
experiential status. Facial appearance (including expressiveness or
lack thereof) is often seen as an expression of a person’s character
(Berry and McArthur, 1986). And it is telling that individuals with
socialphobias tend toavoid lookingat faces(Chenetal., 2002).Face
perception is thus special, phenomenologically and functionally.12

From the moment we enter the world until the moment we leave
it, the face is the center of gravity for our social interactions. 13

11These findings have not gone uncontested. See Anisfeld, 2005 and Jones,
2009.
12It even appears to be sub-served by discrete mechanisms and brain regions—
such as the fusiform face area (Kanwisher et al., 1997; Spiridon and Kanwisher,
2002)—selectively involved in perceiving and exploring face-based social
information (Nelson, 2001; Adolphs, 2006).
13This is not to deny the importance of social information provided by
other channels (voice/prosody, gesture, language, spatial proximity, etc.) in
facilitating social understanding. We encounter others as embodied subjects;
they are given via perceptual gestalts comprised of multiple channels of
information (see the discussion of “coupled strategies” below). Nor is this
intended to deny the importance of others’ reactions in shaping the character
and development of our social competence. Indeed, an important lesson from
MS, we suggest, is that part of their (i.e., people with MS) social struggles
arise due to others’ inability to competently deal with facial difference. For
example, some young children with MS are assumed to be retarded because
of difficulty in feeding, drooling, and dysarthric speech. This assumption
clearly alters how they are treated and has consequences for their social-
cognitive development. For those whose faces do not conform to the norm,
the social exclusion and isolation experienced becomes a source of stress,
anxiety, and anguish, which negatively effects psychosocial development as
well as personality functioning and mental health (Cooke Macgregor, 1990).
We are thus always in relation to others whose responses play a critical role
in shaping our own moment-to-moment responses as well as the ontogenesis
of our social-cognitive competence.
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Not surprisingly, the narratives of individuals with MS betray
an acute awareness of feeling out of sync with and misunderstood
by others (Cole and Spalding, 2009). Indeed, many people are ill-
equipped to engage with facial difference, finding it off-putting or
frightening. One reason is that facial expressions provide infor-
mation about the mental states of the individual producing them.
Without this expected information, however, an interactant may
feel uncomfortable or confused about what the other person is
thinking or feeling.14

Both SI and MI suggest that there may be an additional rea-
son for the social difficulties people with MS encounter, one
which centers on behavioral coupling. Facial expressions don’t
only provide information about another’s mental states. 15 They
also enable at least two kinds of behavioral coupling—movement
synchrony and motor mimicry (in particular facial mimicry)—that
play a central role in driving social interaction and understanding.
Could it be that the absence of these two kinds of coupling is an
additional source of social difficulties for individuals with MS? We
consider this idea now.

GESTURAL COUPLING: SYNCHRONY AND MIMICRY
When we engage with others, there is, in addition to the content
of our spoken utterances, another concurrent layer of implicit
bodily communication at work. Social interaction rests on vari-
ous forms of non-verbal communication including postural and
behavioral coordination (Scheflen, 1964; Bernieri and Rosenthal,
1991). Non-verbal information is crucial for successful under-
standing (Mehrabian, 1971). Considerations of non-verbal com-
munication have a long history.16 However, we have only recently
recognized how much of it consists of our involuntarily synchro-
nizing with and mimicking the movements, gestures, facial and
bodily expressions of others. This level of social interaction is
realized in different forms of behavioral coupling.

Consider movement synchrony. Movement synchrony occurs
when a precise synchronization between the speech rhythms and
bodily movements of two partners unfolds spontaneously within
an interaction (Bernieri, 1988). This synchrony can develop at
different time scales: from the milliseconds-long coordination of
speech and hand gestures (Condon, 1982) to cycles of hour-long
conversations (Hayes and Cobb, 1982). It can also emerge in non-
verbal contexts like walking (Zivotofsky and Hausdorff, 2007; van
Ulzen et al., 2008) and when using rocking chairs (Richardson
et al., 2007). Synchronous movement is a form of implicit bodily
communication. One of its psychosocial functions is to promote
social cohesion, enhancing feelings of connectedness, rapport,
and cooperation among interactants (Bernieri, 1988; Hove and
Risen, 2009; Wiltermuth and Heath, 2009; Valdesolo et al., 2010).
There is further evidence that movement synchrony not only
motivates partners to interact but also enhances their ability to

14Note that this explanation does not necessarily appeal to real, online social
interaction; it may also apply to cases where a detached onlooker is observing
an individual with MS from afar or on TV.
15Some facial expressions—as well as other bodily expressions and gestures—
may even be part of the ontology of certain emotions states. See Krueger
(forthcoming).
16See Darwin, 1872/1965, Lipps, 1907, and Smith, 1759/1966.

do so (Valdesolo et al., 2010). One reason may be that syn-
chrony increases interactants’ attention to one another’s move-
ments. Additionally, it may be easier to predict and adapt to the
movements of another moving at a similar tempo and initiating
movements of a similar size, duration, and force as oneself.

Another form of implicit bodily communication is motor
mimicry. Interactants mimic the behavioral patterns of others
by adopting similar postures, mannerisms and bodily configu-
rations (Hatfield et al., 1994). This link between perception and
behavior—I perceive another’s posture or behavior, causing me to
assume that posture or behavior, which in turn is perceived by the
other and heightens their feeling of rapport—is a kind of “social
glue” (Chartrand and Bargh, 1999) facilitating the convergence of
emotional states between interactants, thereby heightening feel-
ings of mutual understanding (Hatfield et al., 1994; Lakin and
Chartrand, 2003) and increasing pro-social behavior (e.g., pick-
ing up another’s dropped pen or giving to charity) (van Baaren
et al., 2004).

While posture, gestures, and movement are all part of our
mimetic repertoire, their mimetic capabilities are somewhat lim-
ited in comparison with those of the face. In light of its com-
plex neuromusculature, the face is capable of realizing a highly
fine-grained form of mimicry. 17 Facial mimicry consists of the
generally involuntary activity of facial muscles that occurs in
response to seeing the same facial expressions in others. Human
perceivers at all age stages spontaneously imitate facial expressions
(Meltzoff and Moore, 1977, 1989; Dimberg, 1997; Doherty, 1998;
Lang et al., 1993; Öhman, 2002). Even viewing static pictures of
facial expressions produces rapid, covert activation of one’s own
facial musculature mimicking the viewed faces (Lundqvist and
Dimberg, 1995; Dimberg and Thunberg, 1998).

As already noted, mimicry tends to induce an affiliative moti-
vation to socially engage by enhancing feelings of connectedness,
rapport, and cooperation. However, mimicry is likely to have
an even greater influence than synchrony upon our experience
of others. There is some evidence that facial mimicry influences
judgments that we make about others’ personalities (Blairy et al.,
1999). Moreover, some researchers have speculated that facial
mimicry may also contribute to social understanding by playing
a central role in mindreading: namely, in the attribution of men-
tal states to others based on their facial expressions (Lipps, 1907;
Niedenthal et al., 2001; Goldman and Sripada, 2005). The sug-
gestion is that in order to perceive and understand what type of
emotion an individual is experiencing, it may first be necessary to
facially mimic that state. According to one model—the reverse
simulation model (Lipps, 1907; Blakemore and Decety, 2001;
Goldman and Sripada, 2005)—face-based emotion recognition is

17Head and body cues (facial expressions versus posture, hand gestures, pat-
terns of movement, etc.) convey different socio-affective information (Ekman,
1965). While bodily cues convey information about the intensity or level
of arousal of an emotional experience but little about the specific kind of
emotion (but see de Gelder, 2009), facial expressions, in contrast, convey
information about the specific kind of emotion being experienced but less
about its intensity. Perception of both facial and bodily cues is thus cru-
cial for social interaction, given that each provides different information.
Nevertheless, it is the face which provides more fine-grained, emotion-specific
information.
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a three-step process. First, an observer sees a facial expression of
emotion in another person and automatically mimics this expres-
sion. Second, proprioceptive facial feedback produces traces of
the emotion being mimicked in the observer. Third, the observer
classifies her own attenuated emotional experience and proceeds
to attribute this emotion to the observed face. This simulation
heuristic need not be something the observer deliberately initi-
ates or is even aware of; rather, it is rapid, covert, and automatic,
occurring at a sub-threshold level.

There are multiple lines of evidence that appear to support this
thesis and affirm the facilitative role of facial mimicry in min-
dreading.18 Step one is supported by the previously-cited evidence
concerning our tendency to covertly mimic the facial expressions
of those we observe. Steps two and three receive independent
support from other strands of research.

For example, a number of studies have found that deficits in
the production of a particular emotional experience and deficits
in the face-based recognition of that same emotion in others reli-
ably co-occur (Goldman and Sripada, 2005). Adolphs et al. (1994)
found that an individual who suffered from bilateral destruction
of her amygdalae—widely recognized to play a central role in
mediating fear—showed severe impairment in face-based recog-
nition of fear. Importantly, this individual also showed a severe
impairment in her experience of fear (Damasio, 1999, p. 66),
along with an abnormality in acquiring or facially expressing con-
ditioned emotion responses (e.g., expressions of fear) (Bechara
et al., 1995). Similar effects have been found with disgust and
anger.19 Numerous other studies have found that individuals with
disorders of emotional experience—for example, schizophrenia
or major depressive disorder, both of which involve flattened
affect, anhedonia, and, crucially, diminished facial expressivity—
process emotional information abnormally (see Atkinson, 2007,
pp. 363–366 for a review). In these cases, a deficit in our ability
to facially express a specific emotion—and thus experience traces
of that emotion (see below)—may impede our ability to see that
same emotion in others.20

18As we shall see later on, research on MS also provides grounds to be wary of
the reverse simulation model.
19An individual suffering from damage to his anterior insula and basal
ganglia—and whose overall score for disgust on a questionnaire was signif-
icantly lower than that of controls (even though his anger and fear scores
did not differ from control’s mean scores)—showed selective and significant
impairment in face-based disgust recognition (Calder et al., 2000b; see also
Adolphs et al., 2003). Another study found that the administration of sulpride,
an antipsychotic drug that reduces aggression by blocking dopamine recep-
tors, impaired otherwise healthy participant’s recognition of facial displays of
anger but no other emotions (Lawrence et al., 2002).
20It may be objected that, in these latter cases, it’s not, as this gloss suggests, the
lack of peripheral facial responses that’s the real problem—peripheral facial
nerves are in fact normal in these patients—but rather a central deficit in fear
representation (or disgust or anger, for example). So, they don’t shed much
light on the role of facial mimicry in facilitating emotion comprehension;
rather, they indicate the centrality of representation. However, this objection
presupposes a linear causal pathway running from representations to facial
exertions; the former is antecedent to the latter. But it may be, rather, that
since these individuals are unable to produce any traces of the emotion within
their own system, the requisite facial exertions “fail to arouse the appropriate
neural activity for emotion production” (Goldman and Sripada, 2005, p. 204).
In other words, the causal pathway may be bi-directional. A sizeable body of

Another line of support comes by way of the facial feedback
hypothesis, according to which proprioceptive feedback from
facial expressions is either necessary or sufficient for emotional
experience (Izard, 1971; Laird, 2007). Simply mimicking the facial
displays of happiness—smiling broadly, raising one’s eyebrows—
may be enough to induce the experience of that state (Adelmann
and Zajonc, 1989; Soussignan, 2002) and its associated facial
EMG and patterns of autonomic arousal (Hess et al., 1992).
Conversely, many studies indicate that the inhibition of bodily
expression—particularly facial expression—diminishes the phe-
nomenal intensity of experienced emotion (Darwin, 1872; see
also Laird, 2007 and Niedenthal, 2007) and, more pertinent for
our concerns, interferes with processing of emotional informa-
tion, including our response to others’ face-based emotional cues
(Niedenthal et al., 2005; Niedenthal, 2007). For example, individ-
uals who have voluntarily undergone Botox injections report both
a decrease in the experiential intensity of certain emotions (Davis
et al., 2010) as well as increased difficulty in processing emotional
language that refers to facial expressions requiring the paralyzed
facial muscles (Havas et al., 2010).

A final line of supporting evidence concerns findings related
to the so-called mirror system. Within the mirror system, inter-
nal action representations are activated both in the production
and the observation of an action (reaching for a cup, swinging a
baseball bat, etc.). When one observes a specific action-type, neu-
rons in the premotor cortex and posterior parietal cortex fire as if
one were performing that same action-type oneself (Gallese et al.,
1996; Rizolatti et al., 1996; Iacoboni et al., 2001). More pointedly,
there is evidence that the mirror system may be operative dur-
ing the observation of facial expressions. For example, an fMRI
study by Carr et al. (2003) found that a similar network of brain
areas (including the premotor cortex) were active both when a
subject imitated and passively observed an emotion-expressive
face. Other studies have found similar results (Leslie et al., 2004;
Dapretto et al., 2005). Together, they suggest that the activation of
mirror neurons when observing face-based emotion expressions
may code equivalence between self and other, which allows for an
empathic understanding of another’s emotional cues. Mirror neu-
ron activity may thus be another layer of simulation sub-serving
facial mimicry.

In summary, both movement synchrony and mimicry are two
basic forms of behavioral coupling that generate rapport and
motivate us to interact with others. Beyond this, mimicry—
especially facial mimicry—may introduce a critical mindreading
dimension that is crucial in facilitating rudimentary social under-
standing (e.g., emotion detection). In various ways, these studies
further affirm that the animate face, expressively coupled to
other animate faces, is the lynchpin of social understanding.
It, therefore, seems reasonable to expect that individuals with
MS, deprived of this lynchpin, would face various difficulties in

evidence—some of which is mentioned in the following paragraph—indicates
that facial movements precede emotion experience (see Goldman and Sripada,
2005, pp. 205–206; Atkinson, 2007 pp. 369–374); other studies posit a link
between somatosensory impairment and face-based emotion recognition (see,
for example, Adolphs et al., 2000). We are grateful to one of the reviewers for
pressing us here.
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understanding others; certainly SI predicts this outcome. Let us
now take a closer look at the social difficulties that have been
reported in people with MS.

THE EFFECTS OF IMPAIRED SYNCHRONIZATION AND
MIMICRY UPON SOCIAL EXPERIENCE IN MS
Given the role of synchronization and facial mimicry in sustaining
rapport, it is no surprise that individuals with MS tend to exhibit
more traits of inhibition, introversion, and feelings of social inad-
equacy and inferiority than a matched control group (Briegel,
2007). Moreover, the disruption of movement synchrony in the
faces of interacting partners could also impede the development
of movement synchrony in other parts of the body—if, for exam-
ple, the non-MS interactant is put off by or misinterprets the lack
of facial synchrony. If synchrony facilitates the coordination of
movements within joint actions by increasing partners’ attention
to one another’s movements and by making both partners more
predictable to each other, then a disruption in synchrony could
lead to difficulties in coordination within joint actions for groups
in which one or more members has MS. This could be one reason
for the general difficulties with social interactions that individuals
with MS often report (Bogart and Matsumoto, 2010b). In addi-
tion, the evidence that facial mimicry influences our perception
of others’ personalities (Blairy et al., 1999) might partially explain
why individuals with facial impoverishment are often perceived as
unfriendly, depressed, disinterested, or unintelligent (Lyons et al.,
2004; Tickle-Degnen and Lyons, 2004), making others less likely
to pursue friendships with them (Hemmesch et al., 2009).

It must be emphasized, however, that this is not true of all
individuals with MS. We will look more carefully at individual
differences in compensatory strategies momentarily. First, how-
ever, we would like to consider a different issue separate from the
question of how non-MS interactants shape the dyadic encounter.
This issue has to do with MS side of the dyad: namely, face-based
emotion recognition in people with MS. Many of the studies can-
vassed in section “Gestural coupling: synchrony and mimicry,”
along with the reverse simulation model of emotion recognition,
suggest that individuals with deficits in producing, experienc-
ing or expressing an emotion may also suffer from a deficit
in the face-based recognition of that same emotion when they
see it in others (e.g., Adolphs et al., 1994, 2000, 2003; Calder
et al., 2000a; Goldman and Sripada, 2005). To reiterate, the idea
is that face-based emotion recognition requires one to facially
mimic the observed state; this mimicry may then generate an
attenuated emotion experience within oneself that is used to clas-
sify the observed emotion in another. Given their complete lack
of facial expressivity—as well as reports that MS can lead to
a reduction in emotional experience—people with MS appear
to be physiologically precluded from engaging in either part of
this process (i.e., the mimicry or the production/experience of
the emotion). They are, therefore, an ideal group to test this
hypothesis.

Clearly people with MS cannot facially express emotion. Based
upon reports from some with MS, it also appears that this inabil-
ity to facially express emotions correlates with a deficit in produc-
ing and experiencing certain emotions (Cole, 2010). For example,
James, a priest in his fifties with MS, writes, “I sort of think

happy or think sad, not really saying, or recognizing, actually
feeling happy or sad . . . I’ve often thought of myself as a specta-
tor rather than a participant” (Cole, 1999, p. 308). Other reports
express a similar sentiment. Since people with MS cannot pro-
duce facial expressions—and since basic emotions appear to have
innate, cross-cultural facial signatures (Ekman, 1993; Matsumoto
and Willingham, 2009)—it is not surprising that they report a
deficit in emotional experience, if the embodied expression of an
emotion (along with its social sharing) is indeed necessary for its
being experienced (Niedenthal, 2007; Cole, 2010, p. 667; see also
Krueger, 2011, forthcoming).21

These reports are all the more reason to expect that people
with MS also have a deficit in mindreading (i.e., processing facial
expressions of emotion). Again, the reverse simulation model—
which, in emphasizing the centrality of facial coupling, can be
thought of as endorsing SI—certainly predicts this outcome.
But things are not that simple. There have been few studies of
face-based emotion recognition in people with facial paralysis
(Giannini et al., 1984; Calder et al., 2000a; Keillor et al., 2002).
While these studies offer some evidence that people with MS
exhibit a deficit in emotion recognition, they suffer from small
sample sizes; moreover, they offer conflicting results. Giannini
et al. (1984), for example, report that a woman of normal intel-
ligence with MS was completely unable to perform a facial
recognition task. However, Calder et al. (2000)—based upon a
study of three participants with MS and a control group of 40
normal participants—found that one participant with MS was
unimpaired in an expression recognition task, one showed mild
deficits, and one was significantly impaired. A woman with tem-
porary bilateral facial paralysis (due to Guillain-Barre syndrome)
in Keillor et al. (2002) showed no impairment.

Conducting a study on the internet, Bogart and Matsumoto
(2010a) were able to achieve a sample size of 37 people with MS,
paired with 37 age and gender matched controls. Participants
viewed a total of 42 photos from Matsumoto and Ekman’s
(2006) Multi-Ethnic Facial Expression set. They indicated which
emotion was being expressed by selecting from a list of
response choices including the seven universally-produced emo-
tions (Ekman and Friesen, 1975; Matsumoto and Willingham,
2009), “neutral,” and “other.” Participants also completed a Facial
Expression Communication Questionnaire (FECQ) to assess
their self-reported ability to facially communicate the seven uni-
versal emotions. The result was that people with MS, despite
an inability to enact facial coupling (i.e., mimicry) and expe-
rience proprioceptive facial feedback (and perhaps attenuated
emotional experience), did not differ from the matched control
group or normative data in their ability to accurately recognize
facial expressions (Bogart and Matsumoto, 2010b, p. 247).

What are we to make of these findings? One immediate con-
sequence is that they appear to challenge the predictions of the

21To be clear, many emotions may require a more robustly embodied expres-
sion (i.e., not simply a facial expression) to be experienced. And since people
with MS often report feeling distanced from their body as a whole, particu-
larly in childhood development, their expressive deficit may encompass not
just their face but rather the whole overt bodily expressive form of particular
emotions (see Cole and Spalding, 2009, pp. 41–56, 196–202).
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reverse simulation model and the facial feedback hypothesis. They
also appear to challenge SI more generally (more on that in a
moment). While much evidence suggests that people sponta-
neously mimic the facial expressions they observe in others, it
is not clear that mimicry is required to see these emotions as
such (Gump and Kulik, 1997; Blairy et al., 1999). Rather, the
provisional conclusion to draw is that facial mimicry (in those
capable of it) provides additional motor information regarding
the expression to decode—and thus creates a certain facilitative
effect within the face-to-face dynamics of real-time interaction—
but that mimicry is not necessary for emotion recognition. At least
a certain form of social understanding (perceptually decoding
emotions) can proceed independently of mimicry.

In response, the proponent of the reverse simulation model
might argue that the mirror system (located in the frontal and
parietal lobes) remains intact in people with MS; their neural dis-
turbance is relatively peripheral, involving the sixth and seventh
cranial nerves. So, the mirror system might be operative—and
a neural form of mimicry present—even if there is no facial
mimicry to reflect it. The necessary feedback may thus derive
from activation of motor plans in premotor and/or parietal areas
rather than from the facial musculature. 22 This is possible, and
would indeed be worth investigating in an imaging study. One
reason to be skeptical, however, is that peripheral neural distur-
bances have higher-level effects at the cortical level. For example,
there are reports that early peripheral blindness leads to changes
in the visually deprived cortex (Neville and Bavelier, 2000, pp.
89–90). Other research indicates that cortical reorganization in
individuals following finger amputation can occur as quickly as
ten days after their operation (Weiss et al., 2000). On the other
hand, Gazzola et al. (2007) reported finding that two aplasics sub-
jects (born without arms or hands) had more or less normal levels
of activation in the putative mirror system while observing hand
actions. This may suggest that neural circuits underlying action
representations in premotor cortex are unaffected by the periph-
eral differences in these subjects’ bodies. Interestingly, however,
when observing some hand actions, the aplasic subjects showed
increased activation in areas that were also recruited when they
themselves used one of their feet to perform an equivalent action,
thus suggesting that their development of a compensatory action
repertoire had an influence upon the neural processes underlying
action recognition.23 In sum, it must be regarded as an open ques-
tion whether peripheral neural deficits in people with MS have or
have not resulted in higher-level deficits.

Another response open to the proponent of the reverse sim-
ulation model is to suggest that people with MS develop various
compensatory strategies to replace their lack of facial expressive-
ness; we ought to therefore look to these cases with caution and
hesitate to generalize their results (Goldman and Sripada, 2005,
p. 206). Since people with MS have lived with their condition

22Note, however, that this response entails abandonment of the facial feedback
hypothesis, which is committed to the claim that it is feedback from the facial
musculature that informs face-based emotion recognition.
23As one reviewer suggested, a thorough comparison of aplasic subjects with
individuals with MS could prove very fruitful—in particular with respect to
the effects of compensatory behaviors that they adopt.

their entire lives, it is possible that with time and experience
they have developed other means to achieve social understanding.
Moreover, it is also reasonable to assume that people with congen-
ital conditions such as MS are better adapted to their condition
compared to those with an acquired disability (Smart, 2008).
For these reasons, it would indeed be hasty to draw far-reaching
conclusions about the role of mimicry in face-based emotion
recognition among individuals without MS.

We acknowledge the persuasive force of this response and
indeed think that it points in an important direction. If, as MI
claims, social cognition is a diverse collection of strategies and
practices, it is likely that alternative strategies are available for
those with MS that compensate for their lack of facial mimicry.
Indeed, there is evidence that individuals do indeed avail them-
selves of such alternative strategies and, even more importantly,
that the use of such strategies is correlated with self-esteem, com-
fort in social interactions, and overall well-being. In the following
section, we look more carefully at these strategies.

For now, we only want to note that although these findings
do not justify any definitive conclusions about the reverse sim-
ulation model or about the facial feedback hypothesis, they do
put pressure on SI. This is because individuals with MS lack a
crucial component needed for interaction: facial coupling. With
their absence of facial mobility, they lack what SI considers to
be either an essential enabling condition or a constitutive con-
dition for social understanding (understood, as SI would have
it, as behavioral coupling). For not only do they lack expression
now; crucially, they’ve never had it and thus have always lacked
this critical enabling condition. From the perspective of SI, then,
this inability to interact with others at the level of facial coupling
should also impair their ability to understand facial expressions
of emotions. As one proponent of SI puts it in a recent paper:
“[W]e may experience another’s feelings and intentions directly,
but direct perception builds on something, namely on skillful
interaction with others. In other words, social interaction is [. . . ]
constitutive of the process of social understanding and also of
direct social perception” (de Jaegher, 2009, p. 538). Yet at least
when it comes to emotions, people with MS can, as we’ve seen,
both detect and respond to another’s expressions. In short, they
realize social understanding in the absence of this central coupling
component. However, this is not the only reason to think that MS
challenges the predictions of SI. We consider some further reasons
now and discuss how they appear to lend credence to MI.

COMPENSATORY STRATEGIES
Since they lack the ability to enact facial mimicry, a central form
of behavioral coupling, people with MS employ various compen-
satory strategies to navigate their social world. To help further
evaluate SI and MI, we distinguish two kinds of compensatory
strategies: de-coupled and coupled. We argue that both strategies
put pressure on SI, although for different reasons. De-coupled
strategies do so because they compensate for the disruption of
facial coupling by utilizing explicitly cognitive strategies that
are not inherently interactive—at least in the sense SI requires.
Coupled strategies, in contrast, initiate alternative forms of inter-
active coupling. This is not in itself a problem for SI. Rather, the
problem is that these alternative strategies are deliberately and
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explicitly adopted, and thereby demonstrate the importance of
individual cognitive processes and capacities (top-down control,
deliberate reasoning, conscious observation, and integration of
contextual information, etc.) in enabling coupling. We examine
these two strategies in turn.

DE-COUPLED STRATEGIES
People with MS report that a very common—perhaps central—
strategy they employ to get along socially is an individualistic
cognitive strategy: explicit mentalizing. They often report con-
sciously scrutinizing another’s face or actions, reflecting on the
data present therein, and adopting an observational or spectato-
rial perspective to sort out what it is others are up to. They may
even adopt an explicit mentalizing perspective when monitoring
their own expressions.

For example, children with MS tend to be avid readers. Many
report learning about emotions and sociality from studying the
narratives of characters in books (Cole and Spalding, 2009).
Another man describes the process of falling in love with his wife
this way: “I was initially thinking I was in love with her. It was
some time later when I realized that I really felt in love” (Quoted
in Cole and Spalding, 2009, p. 70). This mentalizing strategy—
along with other explicit strategies like rote learning of gestures
by watching others or deliberate verbal disclosure of emotions—
suggests that people with MS often rely upon explicit cognitive
strategies to compensate for their lack of facial expressiveness
(Bogart et al., 2012).

This mentalizing strategy signals trouble for SI. The non-
interactive character of this spectatorial stance is offered by
defenders of SI as a reason to question false belief tests as
the benchmark of social cognitive competence. SI proponents
claim that these tests put children in the un-natural position
of being passive onlookers, not on-line interactants (Gallagher,
2001, p. 99; Hutto, 2004, p. 549; Ratcliffe, 2007, p. 54). Since only
children of roughly 4.5 years or more can pass explicit verbal false
belief tests, 24 this explicitly mentalistic orientation, SI defenders
claim, overlooks the repertoire of embodied capacities in place
at birth which appears to support rudimentary, non-mentalistic
forms of social understanding operative long before we are able to
pass false belief tests. More simply, the passive theorizing required
by false belief tests is not a kind of genuine interaction, accord-
ing to the SI proponent; or minimally, it requires the presence
of a more fundamental form of embodied interaction that pro-
ceeds independently of explicit mentalizing. The latter is thus a
derivative form of non-interactive social understanding.

However, in people with MS who lack a crucial embodied com-
ponent, explicit mentalizing sometimes comes to the forefront as
a compensatory non-interactive (i.e., de-coupled) strategy yield-
ing effective social understanding. So, it simply cannot be that
interaction—which, according to SI, is distinct from spectatorial
mentalizing strategies—is constitutive [i.e., a necessary “here and
now” component (de Jaegher et al., 2010)] of social understand-
ing. In response, the SI proponent can argue that this explicit
mentalizing is itself a kind of interaction. However, this move
both (1) appears inconsistent with SI’s critique of the mentalistic

24See Doherty, 2009 for a review of these studies.

orientation of the false belief test (as well as its critique of the
Theory of Mind paradigm more generally), and (2) risks stretch-
ing the definition of “interaction” so thinly that it becomes
unclear what is genuinely distinctive about SI.

COUPLED STRATEGIES
Not all strategies are explicitly mentalistic. Some of the strategies
employed by people with MS involve compensatory expressive
gestures. For example, individuals with MS report using eye
contact to display confidence and exaggerated prosody, body lan-
guage, and verbal disclosure to express emotion (Meyerson, 2001;
Bogart and Matsumoto, 2010a, p. 136). Gestures may become
exaggerated to replace facial animation; prosody and posture can
likewise be recruited, as can spatial proximity to others (Krueger,
2011). As one man with MS writes, “The tone, the volume, the
timbre of the voice, and bodily language, I use to supplement in
ways that my face can’t provide . . . I have a whole repertoire of
laughs that I use to respond to different situations” (Bogart et al.,
2012). A recent study appears to confirm that people with con-
genital facial paralysis employ increased compensatory expressive
behavior (Bogart et al., 2012; see also Chaimov et al., 2011).

An intriguing consequence is that the adoption of com-
pensatory expressive gestures may initiate alternative forms of
behavioral coupling. Since social interaction is both reciprocal
and synchronous (i.e., it includes behavioral matching), it is
likely that these compensatory strategies are mirrored in inter-
action partners, giving people with MS access to non-face-based
informational channels (voice, posture, gesture, spatial proximity,
etc.) from which they can glean information about their part-
ner’s emotional status. In short, the recruitment of compensatory
expressive strategies may cause new signals to emerge on both
sides of the interactive dyad that take the place of face-based cues.
Although there is no direct evidence to support this proposal at
the moment, we submit that the extensive body of research on
mimicry and synchronization canvassed above provides sufficient
indirect support to lend it a high degree of plausibility. At any rate,
the proposal points out an intriguing direction to be investigated
by future research.

The behavioral strategies presented in this section, in con-
trast to explicit mentalizing, present alternative ways of sustaining
engagement within interaction. As such, they do not immediately
appear to challenge SI. The important point for our purposes is
that, although they are coupled strategies, they are nevertheless
deliberately and explicitly adopted, and thereby demonstrate the
importance of individual cognitive processes in enabling at least
some forms of interactive coupling. For example, one 40-year-
old-woman with MS writes: “All my gesture is voluntary, even
now aged 46. Everything I do, I think about . . . All the things I
am doing, whether turning my head or moving my hands, is all
self-taught. I learnt from observation as a child” (Quoted in Cole
and Spalding, 2009, p. 190). Another woman describes learning
to bodily express emotions by deliberately watching locals whilst
on holiday in Spain and then intentionally adopting their gestu-
ral patterns upon her return to the UK (Cole and Spalding, 2009,
pp. 154–155).

Again, our claim is not that SI excludes the possibility that
explicit compensatory strategies may initiate alternative forms of
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coupling. Rather, the problem for SI, as we see it, is that it does not
predict that this would occur. And this is no accident. Insofar as SI
regards coupling processes as alternatives to individual cognitive
processes (which, once again, for SI may marginalize individual
cognition or even render it superfluous), it is conceptualized in
a way that is in tension with integrative proposals—such as the
version of MI we are defending—acknowledging that both cou-
pled and de-coupled strategies can co-exist and work together in
helping us navigate the complexities of our social world.

GENERALIZING THE FINDINGS FROM THE CASE STUDY
In the previous section, we argued that compensatory cou-
pled strategies (increased eye contact, exaggerated gestures and
prosody, etc.) are often explicitly and deliberately adopted by
people with MS, and that they are, therefore, dependent upon
integration with higher-level individual cognitive processes. We
also suggested that this is no anomaly. Rather, it exemplifies MI’s
more general conception of fine-grained coordination of higher-
level individual cognition and behavioral coupling. To motivate
this latter claim about the generalizability of the findings dis-
cussed here, let us close with a brief sidelong glance toward the
broader research context in which we would like to embed this
case study.

There is ample evidence of top-down effects upon relatively
automatic, unconscious bodily processes in social interaction. It
has been shown, for example, that empathetic pain responses,
as measured by activation in ACC, are modulated by numerous
contextual factors such as whether or not one believes the per-
son experiencing the pain deserves it (de Vignemont and Singer,
2006). It has also been shown that sub-threshold behavioral
mimicry, as assessed by co-representation tasks, is modulated by
perspective-taking (Müller et al., 2011).

Additionally, consider research concerning the situation-
dependence of mimicry. Several studies have found that mimicry
is modulated by prior attitudes of the observer or by group
membership. For example, individuals observed watching video
excerpts of politicians were more likely to facially mimic if they
shared the politician’s views than if they did not (McHugo et al.,
1991; Bourgeois and Hess, 2008). Interactants were also found to
preferentially mimic certain facial displays depending upon the
social context (Hess and Bourgeois, 2010). Finally, it has been
show that we are more likely to imitate people with high status—
an efficacious strategy given that imitation tends to increase
rapport (Cheng and Chartrand, 2003).

There are also reasons to think that mimicry is not only mod-
ulated but sometimes actively suppressed by top-down control
(Brass et al., 2005). Again, mimicry increases rapport. However,
there are surely occasions where rapport gets in the way of per-
forming a task—it may, for example, prevent one from suspecting
others of lying or cheating, and thus detract from one’s perfor-
mance when the task is to detect liars or cheaters (cf. Stel et al.,
2009). And there is some empirical support for the notion that
people indeed suppress mimicry in a way that is sensitive to such
considerations. Lanzetta and Englis (1989) found mimicry in a
cooperative context (e.g., teammates in a game) but counter-
mimicry in a competitive context (e.g., opponents in a game) (see
also Hess, 1998).

These results suggest that mimicry is not as automatic and
reflex-like as is generally assumed. Rather, it is embedded in
broader networks of social information that comes from vari-
ous channels: information given not just by another’s face but by
their body (posture, gesture), voice (prosody, language, etc.), and
spatial proximity, as well as background information about their
personality, goals and interests. We have been arguing that this is
typical for the bodily and interactive processes that are recruited
in social interaction, and that our case study provides additional
supporting evidence for this general view.

Another intriguing possibility, which we hope can be explored
in future research, is to consider whether some of the patterns we
have observed and some of the strategies we have documented
may be valid for various other disorders besides MS. One obvious
comparison would be to individuals with facial impoverishment
due to Parkinson’s disease. Do these individuals also employ
some of the same kinds of compensatory strategies as individual
with MS? If so, what effects does that have upon coupling pro-
cesses within social interactions? What differences does it make
that their condition is an acquired rather than a congenital one?
Another potentially interesting comparison would be to investi-
gate individuals with Autism Spectrum Disorder (ASD), some of
whom likely employ de-coupled strategies to compensate for their
difficulties in social interactions. Indeed, it has been suggested
that autists are unable to depend upon intuitive, flexible pro-
cesses (e.g., implicit mentalizing, implicit understanding of social
codes and conventions) that characterize much of everyday social
cognition in normal, healthy subjects, and that they often favor
deliberate rule-based reasoning (perhaps a kind of highly “theory-
driven” mentalizing) as an alternative strategy (Hermelin and
O’Connor, 1985; Bowler, 1992; Sacks, 1995; Zahavi and Parnas,
2003; Hobson et al., 2006; Williams and Happé, 2010; Lehnhardt
et al., 2011). This proposal draws support from studies that have
found evidence that performance on emotion recognition tasks
is uniquely supported by verbal intelligence among individu-
als with autism (e.g., Grossman et al., 2000). Intriguingly, some
researchers have even reported that individuals with ASD are
more likely than control subjects to imitate observed facial expres-
sions when asked to categorize them, suggesting that they may
employ an explicit simulation routine as a compensatory strat-
egy (Gepner et al., 2001; Wright, 2008). It is also interesting in
this context to note that, although individuals with ASD are less
likely to spontaneously gaze-follow (Klin et al., 2002) and scan
faces (Osterling et al., 2002), they can do so if explicitly instructed
and indeed improve at social cognition tasks as a result (Weeks
and Hobson, 1992).

And yet, although compensatory strategies may enable autists
to perform well on some experimental tasks, this is in con-
trast to the manifest difficulties that autists typically have in
their social lives (Hobson et al., 2006; Williams and Happé,
2010). Unfortunately, such strategies may not apply well to real
online social situations which typically require quick, flexible, and
context-sensitive reasoning, and where deliberate de-coupled rea-
soning can disrupt the flow of interaction, and disrupt autists’
online self-monitoring as well. For individuals with MS, how-
ever, the situation may be importantly different since there is no
reason to expect them to have difficulties detecting or responding
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to social contingency or with quick, flexible and context-sensitive
reasoning. As a result, although they lack one important but
replaceable enabler of behavioral coupling, they may well have no
problems with coupling per se, whereas individuals with ASD may
(cf. Timmermans et al., in press). Thus, we would conjecture that
the compensatory strategies employed by individuals with MS are
more likely than those employed by individuals with ASD to lead
to alternative forms of coupling.

CONCLUSIONS: THE PLURAL PRACTICE OF SOCIAL
COGNITION
We have argued that SI appears to both make too strong a claim
and adopt too narrow a focus when it comes to thinking about
how we realize social understanding. Perhaps the most substan-
tive lesson from MS cases, we suggest, is that they affirm the
idea that social cognition is a heterogeneous group of processes,
strategies, and practices that collectively enable us to negotiate
the social world. We earlier christened this ecumenical approach
MI. Again, the core of MI is the idea that interaction may offer
resources and afford access to information that can complement,
if not necessarily replace, the resources and information avail-
able to individual processes. In other words, MI maintains that
the bodily processes that enable coupling in social interactions
can—along with information-processing in the brain—jointly
constitute cognition and emotion. Contra SI, it thus denies that
coupling itself is the exclusive locus of social understanding.
Rather, coupling functions alongside and indeed often together
with various individualistic processes and strategies.

Apart from providing a better interpretation of existing facts
bearing upon the relationship between coupling and higher-level,
more conscious and deliberate control, we think that MI also
offers a promising platform for future research—particularly with
respect to MS but also in social cognition research more gen-
erally. For example, as we have pointed out, MI generates the
hypothesis that the compensatory strategies adopted by indi-
viduals with MS may spread to their interaction partners and
thereby open up alternative informational channels (voice, pos-
ture, gesture, spatial proximity, etc.) within which coupling may
occur. However, insofar as the need to learn how to compen-
sate in these alternative ways may be a challenge for individuals

with MS, it may cause subsequent delays in the development
of social skills or cognition more generally. This is an empiri-
cal question worth investigating further (see Cole and Spalding,
2009, pp. 180–185). It could, therefore, be fruitful for future
research on MS to investigate the development of gesturing and
gestural coupling in MS from a developmental perspective, and
to look for correlations with the development of other social-
cognitive processes. Moreover, MI also raises novel questions
about disruptions of coupling as such and corresponding com-
pensatory strategies more generally. Thus, future research may
investigate whether the patterns we have observed and some of
the strategies we have documented may be generalizable to other
conditions such as Parkinson’s Disease or ASD—and in partic-
ular, whether there are any similarities or important differences
between the disruptions of coupling in MS, Parkinson’s, and
ASD, or between the different strategies employed to compensate
for them.

In addition to potentially offering a platform for future
research, MI also seems to accord with the phenomenology of
everyday social experience. Surely those of us without MS also
avail ourselves of diverse resources and shift fluidly among strate-
gies in our social interactions. Sometimes, as when I encounter
a stranger behaving oddly, I may adopt a more theoretical per-
spective and summon bits of folk psychology to sort out what
it is I think he’s up to. Or I might imaginatively project myself
into his mental shoes and try and figure out how I might feel
and act in that situation. At other times, direct perception may
provide sufficient information about another’s intentions and
emotions without my having to summon theories or simulations.
In short, the conception of gestural coupling as one tool among
many others in the mature agent’s social toolkit is supported by
evidence from a broader research context and fits well with the
phenomenology of everyday social life.

In sum, close consideration of the case of MS demonstrates the
need for much more fine-grained hypotheses concerning the rela-
tionship between behavioral coupling and higher-level individual
cognition than have heretofore been articulated. Additionally, it
helps illustrate the explanatory merits of an integrative approach,
such as MI, which takes its starting point from the heterogeneous
character of social cognition and social interaction.
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Cognitive neuroscience has recently begun to extend its focus from the isolated individual
mind to two or more individuals coordinating with each other. In this study we uncover
a coordination of neural activity between the ongoing electroencephalogram (EEG) of
two people—a person speaking and a person listening. The EEG of one set of twelve
participants (“speakers”) was recorded while they were narrating short stories. The
EEG of another set of twelve participants (“listeners”) was recorded while watching
audiovisual recordings of these stories. Specifically, listeners watched the superimposed
videos of two speakers simultaneously and were instructed to attend either to one
or the other speaker. This allowed us to isolate neural coordination due to processing
the communicated content from the effects of sensory input. We find several neural
signatures of communication: First, the EEG is more similar among listeners attending
to the same speaker than among listeners attending to different speakers, indicating
that listeners’ EEG reflects content-specific information. Secondly, listeners’ EEG activity
correlates with the attended speakers’ EEG, peaking at a time delay of about 12.5 s. This
correlation takes place not only between homologous, but also between non-homologous
brain areas in speakers and listeners. A semantic analysis of the stories suggests that
listeners coordinate with speakers at the level of complex semantic representations,
so-called “situation models”. With this study we link a coordination of neural activity
between individuals directly to verbally communicated information.

Keywords: communication, spoken language, interpersonal coordination, dual EEG, social interaction, situation

model, language production, language comprehension

INTRODUCTION
Much of what we humans do, we do within a social context and
in interaction with other human beings. In contrast, traditional
approaches in cognitive psychology and cognitive neuroscience
tend to focus on the isolated individual mind (for a similar
view, see e.g., Sebanz et al., 2006; Hari and Kujala, 2009; Wilms
et al., 2010; Kuhlen, 2011). Even when the topic of investiga-
tion is social, researchers often limit themselves to investigating
how the individual mind processes social information (de Jaegher
et al., 2010). In social interactions, however, two (or more) minds
come together: Individuals coordinate and adapt to each other.
To understand the underpinnings of this process of coordina-
tion it is therefore necessary to relate two individuals’ cognitive
and neural states to each other. The present study investigates
a prototypical context in which individuals coordinate: spoken
communication (Clark, 1996). Specifically, our study examines
how neural activity, measured through recordings of the ongoing
electroencephalogram (EEG) of two individuals, coordinates dur-
ing communication. In order to increase experimental control we
here restricted ourselves to unidirectional communication, where
one individual is speaking and the other listening.

During face-to-face communication, conversational partners
monitor and coordinate their current level of understanding
in a collaborative process known as grounding (e.g., Clark and
Brennan, 1991; Clark, 1996). Even when there is no possibil-
ity for mutually negotiating meaning, as during unidirectional
communication, conversational partners closely coordinate their
understanding. For example, when listening to a recorded mono-
logue on a shared visual scene, listeners’ gaze coordinates with the
recorded speakers’ gaze, indicating their degree of understanding
(Richardson and Dale, 2005). Not only gaze, various aspects of
linguistic and nonlinguistic behavior, such as lexical or syntactic
expressions and gestures, coordinate during communication (for
a recent review see Branigan et al., 2010). Underlying such behav-
ioral coordination is presumably a coordination of shared mental
representations that accumulate in the minds of the communicat-
ing individuals as the conversation unfolds (Clark and Brennan,
1991; Pickering and Garrod, 2004).

Recent functional neuroimaging studies have investigated a
coordination of neural activity between unidirectionally commu-
nicating individuals. For example, Anders and colleagues (2011)
were able to predict the brain activity of a person interpreting
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an affective facial display based on the brain activity of the per-
son displaying it. Analyzing pairwise homologous brain areas, the
authors identified a neural network that was activated both while
producing and comprehending nonverbal messages. Along simi-
lar lines, Schippers and colleagues (2010) found a coordination of
neural activity between one individual communicating through
pantomimic gestures with another by applying between-brain
Granger-causality. And finally, Stephens et al. (2010) compared
the brain activity of an individual telling a story with the brain
activity of individuals listening to this story. Here, a one-to-one
correlation between voxels revealed that the brain activity of the
listeners coordinated with the brain activity of the speaker.

These studies suggest that during an exchange of commu-
nicative messages, individuals coordinate by activating primarily
homologous brain areas. This is in line with psycholinguistic
theories that assume that processes involved in producing a com-
municative message draw upon similar representations as pro-
cesses involved in comprehending the message (e.g., Mattingly
and Liberman, 1988; Calvert et al., 1997; Liberman and Whalen,
2000; Pickering and Garrod, 2004; Galantucci et al., 2006). But
a coordination of neural activity is not necessarily restricted to
the activation of homologous brain areas. Following Bressler
and Kelso (2001), coordination may be generally defined as a
“functional ordering among interacting components” (p. 26),
meaning that the state of one of the components places con-
straints upon the possible states of the others. Homologous
activation patterns are therefore only one special case of inter-
personal coordination. However, the methods of data analysis
used by Stephens et al. (2010) and Anders et al. (2011) did
not account for the possibility of coordination involving non-
homologous areas, in part due to the high-dimensional structure
of neuroimaging data. When analysis was not restricted to coor-
dination between homologous brain areas only, non-homologous
areas, as well have been reported to support inter-personal coor-
dination (Schippers et al., 2010). It therefore remains to be
systematically investigated whether interacting individuals coor-
dinate predominantly homologous or non-homologous brain
areas.

In the present study we adopt the experimental setting of uni-
directional spoken communication, but use EEG to observe neu-
ral coordination between communicating individuals. Compared
to fMRI studies EEG has the advantage of a high temporal
resolution that allows investigating in detail the timing of inter-
personal coordination. Furthermore, EEG has the advantage that
it is comparatively unobtrusive and thus allows an investigation
of communication under more natural circumstances. EEG has
recently been used to investigate neural coordination between
two people interacting. Social interaction has been approximated
in various domains, for example, by observing individuals while
they were playing a game of cards (Astolfi et al., 2010), tap-
ping their fingers in synchrony (Tognoli et al., 2007), imitating
each other’s hand movements (Dumas et al., 2010), or playing
guitar together (Lindenberger et al., 2009). While these studies
were able to observe coordination in bidirectionally interactive
settings, most of them focused on two individuals acting simul-
taneously or performing identical actions (but see Astolfi et al.,
2010). But this makes the reported synchronicity of neural activity

difficult to interpret: It could be due to a coordination between
the individuals acting jointly, or simply due to them acting in
parallel but in isolation from each other. The restriction to uni-
directional communication allows us to design our experiment
using an attentional manipulation, thereby enabling us to disen-
tangle a similarity of neural activity due only to common sensory
input or motor action from a coordination that is due to the
processing of communicated content.

In our experiment, we first recorded a person telling a story
(“speaker”) and later presented another person with an audiovi-
sual recording of this story (“listener”). We then relate the EEG
signal of the speaker to the EEG signal of the listener. To ascertain
that an observed neural coordination is due to processing com-
municated content, audiovisual recordings of two speakers were
superimposed and presented simultaneously, and listeners were
instructed to attend either to one or to the other speaker (see
Figure 1). Thus, sensory input was identical across all listeners;
what varied between listeners was whom they attended to. This
way we narrow down our explanation for a possible neural coor-
dination to the processing of communicated content and limit
alternative explanations based on low-level auditory effects. We
hypothesize (1) that the EEG of listeners systematically depends
on which speaker they attended to, reflecting activity specific to
the communicated content. In addition, we hypothesize (2) that
listeners’ EEG is more strongly coordinated with the EEG of the
attended speaker than with the EEG of the unattended speaker.

MATERIALS AND METHODS
PARTICIPANTS
Twelve participants (6 males, 6 females) were recruited as speak-
ers through an advertisement in a local online classifieds site.
Speakers self-identified as enjoying telling stories. Through the
same classifieds site a different set of 12 participants (four males,
eight females) were recruited as listeners. Listeners self-identified
as enjoying listening to stories. Both speakers and listeners were
native German speaking students, between 18 and 35 years old,
and right-handed. All participants gave their written informed
consent according to the declaration of Helsinki and received a
compensation of 10 C per hour for their participation. Due to a
recording error, the data of one listener were lost for one of the
stories.

ACQUISITION OF SPEAKER DATA
Story material
Each speaker told five stories in total. Four stories were randomly
selected from a collection of 15 fairytales. These fairytales were
taken from a book of “international fairytales,” collected from all
over the world, so that the plots and characters were unfamiliar
to participants. Speakers read, and then recounted them. For the
fifth story speakers were asked to recount the plot of their favorite
movie or book. This yielded a corpus of 60 stories (48 versions of
assorted fairytales, 12 unique narrative summaries) from which
the stimulus material for the listeners was selected. Additional
data consisting of speakers giving spatial directions were collected
as a pilot for future studies, but were not part of the current anal-
ysis. Story retellings lasted on average 3.77 min (SD = 1.38 min)
and consisted on average of 611.5 words (SD = 216.74 words).
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A

B

FIGURE 1 | Experimental design. Speaker and listener data were
acquired separately. (A) Speakers narrated short stories while video
and EEG was recorded. (B) For each stimulus, video and audio of
one male and one female speaker were superimposed. Audiovisual

stimuli were presented to listeners with the instruction to attend
either to the female speaker (listener 1), or to the male speaker
(listener 2). Listeners’ EEG was recorded while attending to one of
the stories.

Procedure
Speakers were comfortably seated with their hands resting on a
table in front of them to minimize movements. The video camera
was located on the opposite side of the table. During the appli-
cation of the EEG cap speakers had sufficient time to read and
prepare the selected stories until they felt ready to later reproduce
them in their own words. Speakers were given the task to make
the stories interesting and fun for future listeners to listen to. To
give speakers a minimal audience, the experimenter sat across of
speakers, but speakers were instructed to direct their storytelling
to the camera.

ACQUISITION OF LISTENER DATA
Stories selected for stimuli
From the corpus of recorded stories, eight fairytales and eight nar-
rative summaries were selected to be played back to the listeners.
Each selected recording was paired with a story of similar dura-
tion, but different narrative content. Within each pair there were
one male and one female speaker. These pairs of recordings were
edited with Adobe Premiere Pro CS5.5 to superimpose the videos
of the two speakers’ faces and the soundtracks of their voices onto
each other. Five independent raters adjusted the transparency of
the recordings and the sound volume so that the two speakers
appeared to be equally prominent.

Superimposed recordings (each hereafter referred to as a
“stimulus”) were presented to two groups of listeners. One group
was instructed to attend to one speaker, the other group to the
other speaker. Within each group, half of the speakers that were

attended to were female. In total each listener was presented
with eight stimuli. To cue listeners which speaker to attend to,
the first 5 s of each stimulus showed only that speaker, without
superimposing the other one.

Procedure
After mounting the EEG cap, listeners were seated in front of a
computer screen and initiated the playback of the stimuli upon
notice by the experimenter. The order of the stimuli followed a
balanced Latin Square design. Listeners were informed that they
would be tested on details of the attended story following each
stimulus presentation.

Behavioral assessment
After each story listeners were asked to answer seven multiple
choice questions pertaining to details of the attended story (each
with five possible answers). In addition, listeners were asked to
indicate on a 7-point Likert scale how well they had been able to
concentrate on the assigned speaker.

APPARATUS AND SETUP
Recording and playback of video
Speakers’ stories were recorded with a Canon Legria HD-
Camcorder supported by a Sony ECM-MS 957 stereo microphone
with 90◦ directionality. Recordings were played back to listeners
on a MacBook Pro laptop with a 15′′ screen supported by Creative
D100 loudspeakers.

The conditions during the recording of the stories (room
illumination, position of camcorder, microphone, and speaker’s
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chair) and during the playback of the stimuli (sound volume,
screen luminance, and position of computer and loudspeakers)
were kept identical across all subjects.

EEG data acquisition
Electroencephalographic data were continuously recorded using
a BrainAmp MR amplifier (Brain Products, Munich, Germany)
at a sampling rate of 500 Hz, with analog filters at 250 Hz (anti-
aliasing high-pass) and 0.1 Hz (detrending low-pass). EEG signals
were recorded from 62 scalp locations positioned according to the
International 10/20 System (American Electroencephalographic
Society, 1994) using Ag/AgCl electrodes connected to the skin
with abrasive electrolyte gel. Voltages were measured versus FCz,
and re-referenced offline to the average reference (recovering the
FCz channel). Impedances were kept below 5 k�. Eye movements
were monitored via an EOG (electrooculogram) electrode fixed
below the left eye. From each subject, we additionally recorded
resting EEG, 1 min with eyes closed and eyes opened each.

EEG PREPROCESSING
Alignment of speaker and listener EEG
For a precise synchronization of the EEG recording and video
recording and playback, the corresponding audio signal was fed
into the EEG amplifier by converting an unused ECG (electrocar-
diogram) electrode. This resulted in a low-quality audio recording
being included in the EEG data file (used for synchronization pur-
pose only). The EEG of each subject was aligned with the video
recording or with the presented stimulus, respectively, by com-
puting the cross-correlation function between the “ECG”-audio
and the down-sampled audio from the video recording. The cor-
rect alignment was estimated by the maximum of the absolute
value of the cross-correlation. To correct for a possible imperfect
separation of channels in the amplifier (“cross-talk”), the down-
sampled audio was subsequently regressed out of all remain-
ing EEG channels. Remaining low-amplitude audio components
were identified and removed in the general artifact removal step
(see below).

For each stimulus the set of EEG recordings from the two
speakers and the twelve listeners was temporally aligned based
on the previously synchronized corresponding audio signals.
Because of non-overlapping segments due to different story
lengths or slightly different start and stop times, recordings were
trimmed to the overlapping time segment.

Artifact removal
Line noise artifact was suppressed by applying notch filters at
50 Hz and integer multiples. Further signal components of non-
neural origin, most importantly electromyogenic artifacts (mostly
due to speaking) and eye artifacts (blinking and eye move-
ments) were removed using a procedure based on independent
component analysis (ICA).

ICA aims to separate signal components of different origin,
such that artifactual components can be identified and removed.
For each subject and recording separately, we decomposed the 63-
channel data set (including the EOG channel, and with appended
eyes-closed and eyes-open recordings) into independent compo-
nents using the DSS implementation (Särelä and Valpola, 2005) of

FastICA with a tanh nonlinearity (Hyvärinen, 1999), as included
in the FieldTrip toolbox (Oostenveld et al., 2011). Three inde-
pendent raters then rated components regarding their degree of
contamination on a 7-point scale (in increments of 0.5 from 1
= “pure neurogenic” to 4 = “pure artifact”). Ratings were based
on the components’ topography, time series, and power spec-
trum, following recommendations on component classification
by McMenamin et al. (2010, 2011).

For the development and training of the rating scheme, the
raters used 756 components from story recordings that did not
enter the final data set. To assess reliability of raters’ judg-
ments, 504 components (one third of the speaker data that
entered the final data set) were classified by each of the raters
independently. Inter-rater reliability, evaluated by the intraclass-
correlation coefficient (Shrout and Fleiss, 1979), was high, ICC
= 0.88. Disagreements were discussed and the mean value of all
three ratings was subsequently used. After this initial process of
calibration, each rater then rated a portion of the remaining 9009
components from the listener data. During this phase inter-rater
reliability was re-assessed at two more time points (each time on
another 504 components from the speaker data), and remained
high throughout the rating process (ICC = 0.86 and ICC = 0.88,
respectively).

Components rated as purely or predominantly driven by
artifacts (rating >3.0) were excluded from further analysis.
Remaining components were projected back into the space of the
original 63 channels, and the EOG channel was discarded.

EEG ANALYSIS
All analyses were performed on the pre-processed EEG voltage
data. Narration types (fairytales and narrative summaries) were
collapsed in the main analysis. For assessing the reliability of our
findings, we also performed and report analysis results separately
for story types. In this section we summarize the main aspects of
the EEG data analysis. For a complete description please refer to
the Appendix, which also motivates our approach using a model
of the speaker–listener coordination process.

Analysis of content-specific activity in listeners
First, we identify within the listeners’ EEG the component that
is specific to the content of the story they attended to. For this we
extract from the signal (voltage as a function of time and channel)
the component that is common among listeners attending to one
story and different from listeners attending to the other story (in
the same stimulus). This signal component accounts for a propor-
tion of the total variance of the listeners’ EEG, denoted R2

L. This
measure gives the size of the specific effect the story content has
on the listeners’ EEG. Results are averaged across stimuli.

Analysis of content-specific correlation between speakers and
listeners
Secondly, we investigate whether there is a correlation between
the listeners’ EEG and the EEG of the speaker they attended to.
The correlation is not computed for each single listener, but with
respect to the content-specific component of the EEG common
to all listeners attending to the same speaker. The listener analysis
described above therefore serves as a preprocessing step for the
speaker–listener analysis.
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To account for the possibility that activity coordinated
between speakers and listeners appears in homologous or
non-homologous areas, we used canonical correlation analysis
(Hotelling, 1936; Mardia et al., 1982). This approach includes
the possibility for signal components that are common between
speaker and listeners to appear in arbitrary combinations of EEG
channels. The result is a measure of set correlation (Cohen, 1982),
a generalization of the Pearson correlation between two signals
to the case where each “signal” is a multivariate data set. The
measure quantifies the proportion of generalized variance, R2

SL,
shared between the two multivariate data sets, attended speaker
EEG and listener EEG. Results are averaged across stimuli and
speakers.

In order to investigate whether the observed set correlation is
at least partially due to activity homologous in both speaker and
listeners, we also computed a variant of our measure. This mea-
sure, R2

1:1, is computed in the same way as the set correlation R2
SL,

with the modification that it is based on channelwise one-to-one
correlations only (e.g., between the Cz electrode in the speaker
and the Cz electrode in the listener).

Time lags
Listeners’ cognitive and neural processes may lag behind those of
the speaker (e.g., listeners needing time to process the input), or
may precede (e.g., listeners anticipating what comes next). For
this reason, the same correlation analysis was performed at differ-
ent time lags, between +20 s (listener follows) and −2 s (listener
anticipates) in steps of 0.5 s.

Topographies and frequencies
To obtain topographic information characterizing the content-
specific activity in the listeners, analyses were also performed
on single channels. For the coordination between speakers and
listeners, the canonical correlation analysis itself provides topo-
graphic information in the form of a series of canonical modes
(linear combinations). As an alternative, we also computed the
measure of set correlation between seven subsets of channels
of nine electrodes each (regions of interest). Frequency pro-
files of the effects were computed by combining the variance
decomposition underlying all types of analyses with a variance
decomposition by spectral analysis.

Relation between listener analysis and speaker–listener analysis
We performed two main analyses, aimed at content-specific activ-
ity in listeners and content-specific correlation between speakers
and listeners. These two analyses are related to each other, inso-
far as every signal component contributing to a content-specific
correlation must also have a content-specific effect on the listen-
ers’ EEG alone. However, the same does not hold in the other
direction: There may be content-specific signal components in
the listeners’ EEG that do not have a counterpart in the speakers’
EEG and consequently do not contribute to the speaker–listener
correlation. The listener analysis therefore constrains the speaker–
listener analysis, but does not determine it. This is especially
important with respect to the specific frequency bands or scalp
regions involved.

Statistical significance and bias correction
Hypothesis tests are based on a common permutation framework:
All analyses are performed not only on the real data but also on
permuted data, in which listeners are exchanged between the two
groups with different attentive focus while keeping the group sizes
constant. This procedure realizes the common null hypothesis
that it does not make a difference which speaker a listener attends
to. The resulting permutation distribution of values of R2

L, R2
SL,

and R2
1:1 is then used to determine the p-value of the observed

effect. The permutation approach is also used to obtain p-values
corrected for multiple testing.

Additionally, we use the permutation distribution to compute
the estimation bias of R2 and correct for it (see “Appendix”). We
report the bias-corrected measures, denoted as �R2

L, �R2
SL, and

�R2
1:1, which quantify the increase in the amount of explained or

shared variance relative to the null hypothesis.

RESULTS
LISTENERS WERE ABLE TO ATTEND TO ONE SPEAKER
Listeners answered correctly on average 66% (SD = 25.7%) of
the multiple-choice questions on details in the stories (chance
level: 14.28%). This indicates that listeners were able to follow the
speaker they were instructed to attend to, although they may not
always have understood every detail. Listeners subjectively rated
their ability to concentrate on the narration on a 7-point scale
(7 = “bad concentration”) with a mean score of 3.39 (SD = 1.68).

THE EEG OF LISTENERS REFLECTS CONTENT-SPECIFIC ACTIVITY
The two groups of listeners with different attentive focus show
a systematic difference in their EEG: The multivariate analysis
of variance results in a significant effect (p = 0.00216) of size
�R2

L = 0.0336. This means that about 3% of the total variance
of the listeners’ EEG can be explained by taking into account
which speaker they attended to, a considerable effect in view
of the amount of endogenous background activity taking place
in the human brain beyond task-related processes (compare
Niedermeyer and Lopes da Silva, 2005; chapters 31 and 9).

Figure 2A shows a decomposition of this global effect into
contributions from different frequency bands. Significant contri-
butions (p < 0.05 corrected) are observed for very slow compo-
nents of the listeners’ EEG with frequencies below 3 Hz.

Figure 2B shows a decomposition into contributions from dif-
ferent channels. A significant effect (p < 0.05 corrected) is found
over medial frontal, right frontal, as well as occipito-parietal scalp
areas.

Reliability
Separate analyses for fairytales and narrative summaries yield
significant effects (p = 0.0216 each) of sizes �R2

L = 0.0411 and
0.0260, respectively.

LISTENERS’ EEG COORDINATES WITH THE EEG OF THE
ATTENDED SPEAKER
Listeners’ EEG was more strongly correlated with the EEG of the
attended speaker than the unattended speaker. The results of the
canonical correlation analysis between the EEG of speakers and
listeners at time lags from −2 to 20 s are shown in Figure 3. The

Frontiers in Human Neuroscience www.frontiersin.org October 2012 | Volume 6 | Article 266 | 423

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Kuhlen et al. Content-specific coordination of listeners to speakers

0 10 20 30 40 50 60

−0.02

0

0.02

0.04

0.06

0.08

0.1

frequency / Hz

ΔR
2 L

A                

0 2 4
0.03

0.05

0.07

0.09

B 

 

 

ΔR2
L

0 0.04 0.08

FIGURE 2 | Content-specific activity in listeners. The proportion of variance
of listeners’ EEG explained by the attentive focus, �R2

L, is decomposed
across frequencies and EEG channels. (A) Contributions from different
frequency components. The solid black line shows the observed proportion
of explained variance, the dotted line the threshold for significance at a level
of 0.05 uncorrected, the dashed line corrected for multiple comparisons at
different frequencies. Significant contributions are found for the slowest

signal components, frequencies below 3 Hz. This section is magnified in the
upper right corner. (B) Contributions from different EEG channels. The scalp
surface is shown in a top view so that right and left of the subject appear
right and left in the plot. The ratio of explained variance is color-coded, the
black contour delineates areas where the local effect is significant at a level
of 0.05 corrected for multiple comparisons. Significant contributions are
found at medial and right frontal as well as occipito-parietal locations.
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FIGURE 3 | Content-specific correlation between speakers and listeners.

The proportion of generalized variance shared between speakers’ and
listeners’ EEG, �R2

SL, at different time lags. A positive lag means that the
analysis combines a later time point in the listeners’ EEG with an earlier time
point in the speakers’ EEG. The solid black line shows the observed
proportion of explained variance, the black dotted line the threshold for

significance at a level of 0.05 uncorrected, the dashed black line corrected for
multiple comparisons. A significant amount of shared variance is found at
lags from 12 to 13.5 s, peaking at 12.5 s. The orange background indicates the
typical lengths of words and small semantic units occurring in our
experiment, as well as a possible interpretation for the observed correlation
effect.
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FIGURE 4 | The proportion of shared variance between speakers’ and listeners’ EEG, separately for the two types of stories. Compare Figure 3 for details.
(A) Results for fairytales. (B) Results for narrative summaries. For both types of stories, a statistically significant amount of shared variance is found at a lag of 12.5 s.

analysis reveals a significant effect (p = 0.00108, corrected for
multiple comparisons) peaking at a lag of 12.5 s (listeners follow-
ing) with a maximum effect size of �R2

SL = 0.0372. That is, at
this lag a proportion of almost 4% of the generalized variance of
speakers’ EEG is shared with the listeners’ EEG. As detailed in the
methods section, the effect size measure and statistics reported
here are based on a comparison with the distribution obtained
from permuted data, where listeners are exchanged between the
two groups. Therefore, our results indicate that the correlation
of the EEG with the attended speaker is larger than with the
unattended speaker.

In order to have a basis for the interpretation of the observed
time lag between speakers and listeners, we determined the
average length of words and small semantic units in the sto-
ries. For this purpose all stories were transcribed, and the total
duration of the story was divided by the number of words.
Average word lengths ranged from 306 to 478 ms (5–95% quan-
tiles across stimuli), mean 368 ms. In a second step, two inde-
pendent raters segmented the transcripts into small semantic
units. One small semantic unit was defined as a proposition
or a set of propositions that advanced the plot of the story
(e.g., “two brothers went into the woods”; for a similar anal-
ysis see Kuhlen and Brennan, 2010). Raters agreed on 92.48%
of their segmentation decisions. According to this segmentation,
one small semantic unit consisted of 3–14 words (5–95% quan-
tiles for all stimuli aggregated), mean 7.62 words, corresponding
to durations from 1.1 to 5.15 s. In the context of our measure
of interpersonal coordination in the EEG, this suggests that the
observed time lag corresponds to larger units in the story, con-
sisting of an average length of 34 words or 4.5 smaller semantic
units.

The global correlation effect between speakers and listeners at
the lag 12.5 s was decomposed into contributions from different
frequency bands. No statistically significant effect emerged in any
specific set of frequencies. This indicates that the speaker–listener

correlation is due to shared signal components spread over a
broad range of frequency components.

The degree of coordination in the EEG of speakers and listen-
ers did not correlate with listeners’ performance in the multiple
choice questionnaire testing details of the narrations.

Reliability
The canonical correlation analysis between the EEG of speakers
and listeners at time lags from −2 to 20 s was also performed
separately for fairytales and narrative summaries; the results are
shown in Figure 4. Both analyses reveal a significant effect (p =
0.0162 and 0.040, respectively; corrected for multiple compar-
isons) peaking at a lag of 12.5 s in each case. Associated maximum
effect sizes are �R2

SL = 0.0409 and 0.0335, for fairytales and
narrative summaries, respectively.

COORDINATION IS NOT RESTRICTED TO HOMOLOGOUS BRAIN
AREAS IN SPEAKERS AND LISTENERS
To test whether the correlation observed between speakers and lis-
teners is due to activity in homologous brain areas, we performed
a variant of the analysis taking only one-to-one correlations
into account. The results shown in Figure 5 reveal only a non-
significant trend (p = 0.0984 corrected) of maximal size �R2

1:1 =
0.0111 at a lag of 13.5 s. Although this result is consistent with
the previous analysis, it shows a much weaker effect. This sug-
gests that the observed coordination does not primarily arise from
a co-activation of homologous brain areas.

The statistical assessment of the canonical variates (see Mardia
et al., 1982) at the lag of maximum �R2

SL, 12.5 s, indicates that
the first 17 variates contribute significantly at a level of 0.05.
Associated canonical correlations decrease only very slowly (from
r2

1 = 0.0154). This indicates that the variance shared between
speakers and listeners is due to a multi-dimensional signal com-
ponent, which can not be characterized by one or a small number
of scalp topographies.
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As an alternative, we assessed the spatial structure of correla-
tions between speakers’ and listeners’ EEG using seven regions
of interest (ROIs, see “Materials and Methods”), and computed
�R2

SL for each of the resulting 49 pairs of ROIs separately. At a
level of 0.05 corrected for multiple comparisons, only the combi-
nation of the right frontal ROI in speakers with the medial frontal
ROI in listeners reached significance (Figure 6). Supporting the
result of the one-to-one analysis, this suggests that the observed
correlation is not mainly due to activity in homologous brain
areas in speakers and listeners.

DISCUSSION
In social interactions, individuals coordinate not only their
behavior but also their mental states. In this study, we iden-
tify a coordination of neural activity between the EEG of an
individual telling a story (“speaker”) and the EEG of another
individual listening to this story (“listener”). Our experimental
design and analysis approach allowed us to link a coordina-
tion of electrophysiological activity between speakers and listen-
ers to the processing of communicated content. Furthermore,
the low-dimensional representation of brain activity given by
EEG enabled us to use an approach to data analysis that can
account for a coordination of not only homologous, but also
non-homologous brain areas. And finally, the temporal resolu-
tion of EEG gave us important insights on the time scale at which
speakers and listeners coordinate, namely that this coordination is
based on slow processes and takes place at a time delay in listeners
relative to speakers. In the following we will discuss our findings
in relation to these aspects.

NEURAL COORDINATION REFLECTS CONTENT-SPECIFIC
ACTIVITY
Our experiment teases apart neural activity related to process-
ing perceptual input from neural activity specific to the content
of the story. We achieved this in two ways: Firstly, listeners’ EEG
recorded while attending to one story was compared to the EEG of
listeners who had the same perceptual input but who attended to
another story. We were able to show that the EEG is more sim-
ilar among listeners attending to the same story. Secondly, the
neural coordination we identified between speakers and listeners
pertains to that component of the listeners’ EEG that is specific
to the content of the story. Our data show that listeners coordi-
nated more strongly with the speaker they attended to than with
the speaker they did not attend to. These findings strongly suggest
that the observed neural coordination is indeed based on the pro-
cessing of communicated information. In this respect, our work
goes beyond previous studies that have used EEG to investigate
social interactions, but did not link a similarity in neural acti-
vation directly to coordination processes during communication
(Tognoli et al., 2007; Lindenberger et al., 2009; Astolfi et al., 2010;
Dumas et al., 2010).

COORDINATION BETWEEN NON-HOMOLOGOUS BRAIN AREAS
Our findings support previous neuroimaging studies that found
neural coordination between two communicating individuals
(e.g., Schippers et al., 2010; Stephens et al., 2010; Anders et al.,
2011). In contrast to Anders et al. (2011) and Stephens et al.
(2010), the coordination we found using EEG does not appear
to be based primarily on the activation of homologous brain
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FIGURE 6 | Details of the correlation between speakers and listeners at

lag 12.5 s, contributions from different scalp areas. The proportion of
generalized variance shared between speakers and listeners, �R2

SL, computed

between seven subsets of EEG channels (regions of interest). The black arrow
indicates the significant correlation (at a level of 0.05 corrected) found between
the right frontal area in speakers and the medial frontal area in listeners.

areas in speakers and listeners. This discrepancy may simply be
due to the fact that these two studies exclusively looked at coor-
dination between homologous areas. In contrast, when analysis
was not restricted in this way, an additional involvement of non-
homologous areas emerged (Schippers et al., 2010). Likewise, our
analysis approach takes into account neural coordination between
the multivariate speaker and listener data sets as a whole. This way
our analysis was able to detect a coordination based on activation
of non-homologous brain areas. In comparison, when restricting
the analysis to one-to-one correlations between corresponding
EEG channels, we found only a trend for speakers and listen-
ers to coordinate. This is in line with other EEG studies that
have investigated different types of social interaction and found
coordination between non-homologous brain areas (e.g., while
imitating gestures, Dumas et al., 2010; or playing cards, Astolfi
et al., 2010).

The ROI-based identification of correlated scalp areas also sug-
gests that listeners and speakers activate similar, but not identical
areas: Speakers and listeners were similar in that both appeared
to activate frontal scalp locations, suggesting a general involve-
ment of higher cognitive functions (e.g., Frith and Dolan, 1996).
But while the neural coordination on the speakers’ side is based
mainly upon activity picked up from right frontal electrodes, the
neural coordination on the listeners’ side is observed in medial
frontal electrodes. This could indicate an additional involvement
on the speakers’ side of brain areas associated with retrieving
information from memory (Shallice et al., 1994). On the listeners’
side, the topography suggests an involvement of areas associated
with social inference making and processes involved in observ-
ing the actions of others, such as the medial prefrontal cortex
(e.g., Amodio and Frith, 2006). Due to the low spatial resolu-
tion of EEG, any such interpretation of our findings with respect
to underlying brain areas is of course to be taken with caution.
This is especially the case since topographies could be distorted
due to the artifact-removal procedure, which may have attenu-
ated components of the EEG that could not be separated from
artifacts.

SLOW AND DELAYED COORDINATION BETWEEN SPEAKERS
AND LISTENERS
The identified inter-individual neural coordination appears to
predominantly reflect slow processes that are characterized by
large time scales. This is suggested on the one hand by the
low-frequency components strongly contributing to the content-
specific similarity between listeners attending to the same story.
While effects in this frequency band are uncommon in cognitive
studies, they are less surprising when considering that our stimu-
lus presentations are very long. In the more common type of EEG
studies, which use an event-related approach, the shorter and
more frequent stimulus presentations may interrupt and thereby
attenuate processes operating on larger time scales. A second
and more striking indication that slow processes predominate
the speaker–listener coordination observed in our experiment is
the rather long delay at which listeners’ neural activity reflects
speakers’ neural activity.

A detailed analysis of the narrative structure of our stories indi-
cates that this delay corresponds to a time span in which speakers
relate larger units of semantic information. These units could
be interpreted as complex multidimensional representations of
what is being discussed, so-called “situation models” (van Dijk
and Kintsch, 1983; Zwaan and Radvansky, 1998; also: “mental
model,” Johnson-Laird, 1983), which can require an integration
of information from multiple sentences (e.g., who is doing what
and where). The rationale for this correspondence would be that
the more complex the representation that is being conveyed, and,
correspondingly, the longer its verbal expression, the longer the
delay at which a complete coordination of these representations
is achieved. This interpretation is in line with recent cognitive
accounts of interactive dialog, which propose that successful com-
munication relies on an alignment of situation models between
speakers and listeners (Pickering and Garrod, 2004).

Other studies investigating neural coordination between com-
municating individuals have also reported comparably long
delays of up to 8 sec between the brain activity of the speaker
and corresponding activity of the listener (Schippers et al.,
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2010; Stephens et al., 2010; Anders et al., 2011). Presumably
this delay results from the time difference between the com-
municative message being planned and produced, relative to
when it becomes comprehended. While these findings are based
on fMRI data, which are known for comparatively poor tem-
poral resolution, our considerably more time-sensitive EEG
data with precisely synchronized recordings confirms the long
delay at which listeners coordinate with speakers. We specu-
late that the time scale at which speakers and listeners coor-
dinate may be further modulated by how quickly listeners can
build up situation models. In our case, listeners may have been
slowed down because the majority of our stories were unknown
and possibly alien to them (half of the stories were interna-
tional fairytales with unfamiliar plots and characters), which
could have placed further demands on the listeners’ capac-
ity to understand what was going on (see e.g., Fincher-Kiefer
et al., 1988). Future studies may investigate in detail which
factors modulate the delay at which listeners coordinate with
speakers.

Our results do not imply that speaker–listener coordination
pertains exclusively to slow processes. According to hierarchi-
cal models of language processing (Kiebel et al., 2008; Pickering
and Garrod, 2004), any coordination on higher levels associated
with larger time scales rests on coordination at lower levels asso-
ciated with shorter time scales. An analog view has been put
forward with respect to the processing of complex visually related
stories (Hasson et al., 2008). Though our experimental design
and analysis method appear more sensitive to larger time scales
(i.e., a coordination of situation models), the course of speaker–
listener correlation across different time lags shows a tendency
to coordination also at smaller time scales, including those cor-
responding to the typical length of words and smaller semantic
units. These effects may not have reached significance because
local word-by-word understanding may have been impaired due
to an interference of the second, unattended story. Nonetheless
listeners would be able to coordinate with speakers on the more
global level of situation models by inferring missing details from
the context.

Consistent with the point that coordination takes place at
many different time scales is our finding that contributions to the
speaker–listener correlation are spread out over a broad range of
frequencies. Contrary to a common interpretation of EEG fre-
quency bands (see Buzsáki, 2006), this suggests that it is not
specifically oscillatory signal components that contribute to the
correlation. Rather, we conjecture that our findings are based
on changes in the recurrence of particular instantaneous scalp
voltage distributions, which have recently been shown to exhibit
fluctuations characterized by a large range of different time scales
(van de Ville et al., 2010). Such scalp topographies reflect the cur-
rent state of electrical activation of the brain (compare Appendix),
which can be interpreted as reflecting the processing of particular
sets of representations (Michel et al., 2009). Just as we inter-
preted time lags in the speaker–listener correlation to correspond
to units of different lengths within the communicated message,
frequencies would correspond to the rate at which linguistic units
follow each other in the process of producing and comprehending
speech.

An apparent discrepancy arises from the fact that while
contributions to content-specific activity in listeners come
predominantly from low-frequency components, the speaker–
listener correlation cannot be pinpointed to this frequency band.
However, as discussed above, constraints between the two types
of analyses exist only in one direction: Activity in listeners that
underlies the speaker–listener correlation also has to show up as
content-specific activity in listeners alone—but not vice versa.
Accordingly, the broad-band nature of speaker–listener corre-
lation tells us that content-specific activity in listeners is not
confined to low frequencies. This interpretation is supported by
the observation (not reported) that the listener analysis applied
to filtered data, where only frequency components below 4 Hz are
retained, shows considerably weaker effects. A parallel argument
explains why the topographies resulting from the listener-only
analysis differ from the topographies resulting from the speaker–
listener analysis: the area involved in speaker–listener correlation
on the listeners’ side (medial frontal) is only one of those showing
content-specific activity.

RECORDING EEG DURING SPOKEN COMMUNICATION
Studies recording EEG during speech production are still rather
uncommon (for a recent review of this emerging research area
see Ganushchak et al., 2011). Our study demonstrates that it is
possible to extract meaningful results from EEG data that are
recorded while participants are speaking. In an extensive pre-
processing step, ICA components of our EEG recordings were
carefully inspected and removed if they showed a large degree
of contamination by signals of non-neural origin. Despite this
thorough cleaning of the EEG we cannot, of course, exclude the
possibility that some artifactual activity remained in our data.
But artifactual activity cannot account for the fact that we find
a reliable correlation between speakers and listeners depending
on whom listeners paid attention to. Moreover, the associated
topographies make a dominant involvement of artifacts unlikely.
We believe that our procedure for dealing with artifacts due to
speech production (based on McMenamin et al., 2010, 2011) is a
promising approach for future EEG studies investigating spoken
communication.

In the present study listeners had no means of influencing
the actions of their conversational partners. The neural coordi-
nation we report therefore relies entirely on listeners adapting
to speakers in a unidirectional fashion. A typical communica-
tive situation is, of course, far from being a unidirectional
transfer of information between a “sender” and a “receiver”.
Listeners actively contribute and shape speakers’ behavior (see
e.g., Bavelas et al., 2000; Kuhlen and Brennan, 2010). For the
sake of experimental control we deliberately simplified what
it means to be communicating. Our current experiment is
therefore only a first step towards a more complete under-
standing of the neural processes underlying communication.
With a neurophysiological marker for unidirectional communi-
cation established, future studies will need to investigate how
these neural processes are retained or modified in settings with
reciprocal interaction. Despite these limitations, we believe that
with this study we advance existing research protocols in the
neurosciences towards investigating real-life interactions while
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retaining a degree of experimental control that could not be
achieved “in the wild”.
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APPENDIX
COORDINATION MODEL AND ANALYSIS
SPEAKER AND LISTENER MODEL STATE SEQUENCES
For one stimulus we consider the two speakers (1, 2), as well as all
listeners presented with that stimulus, half of which attended to
speaker 1 and the other half to speaker 2. We are interested in how
the neurophysiological states of speakers and listeners are related
to each other during storytelling and -listening. These states are
functions of time t, changing throughout the narration; in other
words, we are modeling sequences of states.

A speaker’s state sequence (ST) is composed of the following
subsystem states:

- a part determining (or rather, realizing) the process of narrat-
ing (SD) and

- a part unrelated to narrating (SU).

A listener’s state sequence (LT) is composed of

- a part determined by general properties of the stimulus (LDG),
- a part determined by properties of the stimulus the listener

specifically attends to, i.e., the narration of one of the speakers
(LDS), and

- a part unrelated to the stimulus (LU).

Our hypothesis is that via the process of storytelling and
-listening the listener coordinates with the speaker. This coordi-
nation is realized in such a way that SD determines LDS, mediated
by the stimulus and modulated by attention.

Observations of states can be constructed in different ways
from measured data. In our analyses, we treat the pre-processed
multivariate EEG voltage signals as direct yet presumably incom-
plete representations of the speakers’ and listeners’ states, ST and
LT. They have the form of vectors (indexed by the EEG channel
c), which gives state sequences the form of data matrices (indexed
by t and c).

Moreover, we make the assumption that within this state space
the combination of the subsystem states detailed above into the
whole observed state appears as a linear superposition, moti-
vated by the linear superposition of electric fields from different
neuronal generators in EEG (see Nunez and Srinivasan, 2005).
After preprocessing, data matrices are additionally standardized
to mean 0 and standard deviation 1 across time points and chan-
nels, to compensate for possibly different EEG signal amplitudes
and baselines in different subjects.

LISTENER MODEL AND ANALYSIS
From the definition of the subsystem states follows:

- LDG is identical for all listeners presented with the same
stimulus, but different for different stimuli.

- LDS is identical for all listeners presented with the same stim-
ulus and attending to the same speaker, but different for
different stimuli as well as for listeners attending to different
speakers (in the following: attentive focus).

- LU is different for all listeners, stimuli, and attentive foci, and
considered as different realizations of the same multivariate
stochastic process with zero mean.

Under these assumptions the listener state model for one
stimulus obtains the form

LTij = LDG + LDSi + LUij,

where i = 1, 2 indexes attentive foci within a stimulus and
j = 1 . . . 6 listeners within the group with the same attentive
focus. This model fits into the multivariate analysis of variance
(MANOVA) version of the multivariate general linear model
(GLMM) framework (Mardia et al., 1982). The model has a
constant regressor with associated gain LDG, two regressors indi-
cating attentive focus with gains given by LDSi, and an error term
LUij. All the terms are time × channel matrices, i.e., each combi-
nation of time point and channel defines one dependent variable,
and data from different listeners are treated as samples.

Based on this model we calculate a multivariate statistic to test
whether the contribution made by LDS is different from zero,
i.e., whether there is an effect of the listener attending to a spe-
cific speaker. Since the resulting error covariance matrix is very
large and there are only a few samples, the estimate needs to be
regularized (see Hastie et al., 2008). We choose complete regu-
larization, meaning that we assume mutually uncorrelated errors
with equal variance (elements of LU). With this, the test statistic
Lawley–Hotelling Trace can be written as

T = n

4(n − 2)

∑
tc(LDS2(t, c) − LDS1(t, c))2

1
n−2

∑
ij LUij(t, c)2

tc ,

where n = 12 denotes the number of listeners and the bar denotes
the average across time points and channels. This statistic is up to
a factor identical to the squared Euclidean distance between the
two group centroids of the data matrices (numerator), set into
relation to the pooled error variance (denominator). It can be
converted into a measure of effect size,

R2
L = T

1 + T

the proportion of explained variance within listeners.
The total observed effect can be separated into contributions

from different EEG channels by repeating the analysis includ-
ing only the respective channel, calculating the topography of the
effect size. It can also be separated into contributions from dif-
ferent frequencies by combining the variance decomposition of
the MANOVA with a variance decomposition by spectral analysis,
for which we used Welch’s (1967) modified periodogram method
with a window length of 2 s and a Hamming taper.

SPEAKER MODEL AND SPEAKER–LISTENER ANALYSIS
Formally, the part of the speaker’s state sequence realizing the
narrating, SD, would be defined by being identical for all speak-
ers telling the same story, and LDS would be a function of SD.
Likewise, the parts of speakers’ state sequence unrelated to the
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narrating, the different SUs, would be different realizations of the
same stochastic process.

Since in our experiment each story is narrated by one speaker
only, we have just this one observation and can therefore not
distinguish SD from SU. Moreover, through electrophysiologi-
cal data we only observe aspects of speakers’ and listeners’ states.
Aspects of LDS that are not reflected in the data make the corre-
sponding parts of SD appear irrelevant and therefore to be a part
of SU, and vice versa. The only statement we can therefore make
is that there is a probabilistic relationship (a correlation) between
ST and LDS.

We assume that in the EEG space the states in the LDS
sequence depend in a linear way on the states in the SD sequence.
This may seem at odds with the fact that the dynamics between
speakers and listeners has to be nonlinear in order to realize a
process of coordination (see Bressler and Kelso, 2001). However,
even when a dynamics is nonlinear, the relation between dynam-
ical variables established by it can in many cases be described by
linear equations, at least as a useful first order approximation (see
Wackermann, 1999). A possible alternative nonlinear implemen-
tation of our basic model of speaker–listener coordination would
therefore just be an extension of the analysis described here.

If we allow for linear dependencies between ST and LDS to
appear in arbitrary combinations of speaker and listener EEG
channels, the model obtains the form

LDSi= STiB +�i,

where i indexes attentive foci and corresponding speakers, B
characterizes the linear function, and � stands summarily for
irregular signal components (“noise”) on both sides (including
SU and LU). This model fits into the canonical correlation anal-
ysis (CA) version of the GLMM (Mardia et al., 1982), where
LDS, ST, and � are time × channel matrices and B is a chan-
nel × channel matrix. That means each EEG channel defines one
independent and one dependent variable (on the speaker’s and
listeners’ side, respectively), and data at different time points are
treated as samples.

Based on this model we calculate a multivariate statistic to test
whether there is a linear relationship between the speaker’s EEG
and that of the listeners. The test statistic Wilks’ Lambda can be
written

�i = |cov (STi, LDSi)|
|cov (STi)| |cov (LDSi)|

where |·|denotes the determinant and cov the covariance matrices
within and between the channels of STi and LDSi, respectively.
For each stimulus there are two such measures, one for each of
the two speakers and the corresponding group of listeners. This
test statistic can be converted into a measure of effect size,

R2
SLi = 1 − �i,

the set correlation, which can be interpreted as the proportion of
variance shared between STi and LDSi, if the concept of variance
is generalized to the case of multivariate data sets (Cohen, 1982).

Since the coordination of listeners to speakers may not be
instantaneous but may occur at an unknown delay, R2

SLi is com-
puted at different lags by shifting one of the data matrices
along the time axis and trimming the data to the overlapping
time range. Parallel to the listener analysis, this measure can
be separated into contributions from different frequencies by
replacing the underlying covariance matrices by coherence matri-
ces, estimated using Welch’s modified periodogram method (see
above).

Beyond a global measure of set correlation, CA results in a
decomposition of the two data sets into a series of linear combi-
nations that achieve maximal mutual correlation, the canonical
components and associated canonical correlations. These lin-
ear combinations can be used to determine how strongly the
respective component is present in the channels on the listen-
ers’ and speaker’s side, providing effect size topographies for
the CA.

As stated before, CA allows for correlations in arbitrary com-
binations of EEG channels, i.e., it is sensitive to both homolo-
gous and non-homologous processes. To investigate whether the
observed set correlation is predominantly due to homologous
activity, we also computed a variant of speaker–listener set cor-
relation, R2

1:1. It is computed in the same way as R2
SL, with the

modification that the non-diagonal part of cov(STi,LDSi) is set to
zero.

STATISTICAL SIGNIFICANCE AND EFFECT SIZE
Both of the investigated effects, the effect of the narration being
attended to on the listeners’ EEG and the relation between
speaker’s and listeners’ EEG, are quantified using a measure of
proportion of explained variance. Though R2

L was not introduced
as such, it too can be interpreted as a set correlation, in this
case between the MANOVA regressors and the listeners’ EEG. We
therefore have a unified form of effect size for the two different
types of effects investigated.

Because our computations make use of regularization or use
samples with serial correlation (time series), existing analytic
approximations to the sampling distribution of R2 cannot be
applied. To precisely assess statistical significance, we use a per-
mutation approach (Good, 2005): All analyses are performed
not only on the original data, but also on data where listeners
are exchanged between the two groups who attend to different
speakers. This procedure realizes the null hypotheses (1) that
there are no systematic differences between the EEG of listeners
attending to different narrations and (2) that there is no differ-
ence in the proportion of variance shared between a listener and
the attended vs the unattended speaker, respectively. The p-value
associated with a given set correlation can then be computed
by determining its rank in the distribution of permutation val-
ues, which simulates the null distribution. There are 924 possible
permutations for the distribution of 12 listeners into two equal-
sized groups. For the assessment of the group difference in the
listener analysis it is not important which label is attached to
each group, and therefore only half of the permutations (462) are
relevant.

Considered as an estimator of the population set correlation,
R2 is severely positively biased. To obtain a more realistic estimate
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of the effect size we subtract the mean of the permutation distri-
bution from log(1 − R2) (Yin and Fan, 2001). The resulting �R2

is an approximately unbiased estimate of the increase of the pro-
portion of shared variance relative to the situation characterized
by the null hypothesis. We also use the transformed set correlation
log(1 − R2) for the purpose of averaging results across different
stimuli, as well as across different speakers (for R2

SLi).

The permutation approach is furthermore useful because it
provides a straightforward and precise way to correct for multiple
testing, for example for the speaker–listener analysis at differ-
ent time lags. Since the same set of permutations is used to
assess the null distributions of all test statistics, a corrected sig-
nificance threshold can be determined by using the permutation
distribution of the maximum effect across all lags.
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Joint attention consists in following another’s gaze onto an environmental object, which
leads to the alignment of both subjects’ attention onto this object. It is a fundamental
mechanism of non-verbal communication, and it is essential for dynamic, online, interindi-
vidual synchronization during interactions. Here we aimed at investigating the oscillatory
brain correlates of joint attention in a face-to-face paradigm where dyads of participants
dynamically oriented their attention toward the same or different objects during joint and
no-joint attention periods respectively. We also manipulated task instruction: in socially
driven instructions, the participants had to follow explicitly their partner’s gaze, while in
color-driven instructions, the objects to be looked at were designated at by their color so
that no explicit gaze following was required. We focused on oscillatory activities in the
10 Hz frequency range, where parieto-occipital alpha and the centro-parietal mu rhythms
have been described, as these rhythms have been associated with attention and social
coordination processes respectively. We tested the hypothesis of a modulation of these
oscillatory activities by joint attention.We used dual-EEG to record simultaneously the brain
activities of the participant dyads during our live, face-to-face joint attention paradigm. We
showed that joint attention periods – as compared to the no-joint attention periods – were
associated with a decrease of signal power between 11 and 13 Hz over a large set of
left centro-parieto-occipital electrodes, encompassing the scalp regions where alpha and
mu rhythms have been described. This 11–13 Hz signal power decrease was observed
independently of the task instruction: it was similar when joint versus no-joint attention
situations were socially driven and when they were color-driven. These results are inter-
preted in terms of the processes of attention mirroring, social coordination, and mutual
attentiveness associated with joint attention state.
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INTRODUCTION
We live in a social world. A lot of our time and cognitive resources
are devoted to the processing of information conveyed by others.
Synchronizing our actions with those of others and appropriately
responding to social signals are essential to adaptive behavior.
Among social signals, a particularly important cue for interindi-
vidual synchronization is gaze (Argyle et al., 1973; Patterson,1982).
Eye contact and gaze following are pervasive components of social
exchanges. Gaze regulates interpersonal interactions and turns of
conversation. In humans, eye gaze has evolved as an essential cue
to social attention, which is used to detect others’ focus of interest
in the environment and infer others’ intentions.

A basic but omnipresent element of social synchronization
is constituted by the process of joint attention (Emery, 2000):
Seeing someone directing his/her attention to an environmental
object induces a shift of attention in the observer, resulting in the
alignment of both subjects’ attention onto the same object. This

attentional shift is automatic insofar as it cannot be suppressed by
instructing the observer to ignore the seen eye gaze or by notifying
that the eye gaze is most likely to cue an irrelevant space loca-
tion (for review, see Frischen et al., 2007). The shift of attention
induced by others’ gaze can occur overtly – it is then accompa-
nied by an eye movement of the observer toward the object – or
covertly – no eye movement occurs and the observer’s attention is
covertly aligned onto the object gazed at by a fellow (for a recent
review, see Shepherd, 2010).

With the exception of a few exemplary recent studies (Red-
cay et al., 2010; Saito et al., 2010; Pönkänen et al., 2011), joint
attention has typically been studied in task manipulating comput-
erized face and gaze stimuli. Yet, joint attention is a fulcrum of
everyday social interactions; it plays a pivotal role in our ability
to understand others, to infer their intentions, desires, thoughts,
and beliefs (Baron-Cohen, 1995). It is a social act that involves a
triadic and dynamic relation between two agents and an external
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object (Emery, 2000; Grossmann et al., 2007), implying mutual
attentiveness as well as coordination – two core elements of rap-
port (Tickle-Degnen and Rosenthal, 1990; Tickle-Degnen, 2006).
Joint attention also implies a dynamic perception-action coupling
between interacting agents, and it has been proposed to involve
attention mirroring (Shepherd et al., 2009; Gangopadhyay and
Schilbach, 2012); it may thus also be considered as pertaining to
mimicry behaviors which are thought to involve the mirror neuron
system and are known to play a role in affiliation (Lakin and Char-
trand, 2003; Lakin et al., 2003; Iacoboni, 2009). Thus, altogether,
joint attention may be best captured in online interactions between
two persons, during dynamic sequences of eye movements toward
external objects and gaze following.

Here, we aimed at investigating the oscillatory brain correlates
of joint attention under such real-time, live situation of face-
to-face interaction between two participants. We used a setup
developed and validated in our laboratory that allows seating
two persons face-to-face in a joint attention paradigm, getting
closer to a real-life situation while retaining the advantages of a
laboratory-based experiment (Lachat et al., 2012). We recorded
the brain activity of dyads of participants using dual electroen-
cephalography (dual-EEG; Dumas et al., 2011). This technique
enables the simultaneous recording of the brain activities of two
persons interacting with each other. Recent studies have used such
dual recording with EEG as well as functional Magnetic Reso-
nance Imaging (fMRI), paving the way to the emerging field of
hyperscanning studies for the investigation of embodied, live social
interactions (for a review, see Dumas et al., 2011).

Oscillatory activities centered around 10 Hz constitute promi-
nent rhythms in the EEG power spectrum that have been observed
from the birth of EEG (e.g., Berger, 1929). These oscillatory
activities, measured typically between 8 and 13 Hz, are often des-
ignated as “idling rhythms” as they correspond to a resting state
of the brain, and sensory stimuli typically engender a suppres-
sion of these oscillations in the corresponding sensory area of the
brain (Pfurtscheller et al., 1996, Palva and Palva, 2007). Yet, these
rhythms have been associated with multiple cognitive processes
over the years, and particularly with attentional processes as well
as with the mechanisms of social interaction (e.g., Başar et al.,
1997; Ward, 2003; Klimesch et al., 2007; Palva and Palva, 2007;
Foxe and Snyder, 2011; Perry et al., 2011); they were therefore of
particular interest for the present study.

Oscillations within the 8–13 Hz frequency band have been
described first over parieto-occipital regions. These parieto-
occipital activities are known as the alpha rhythm. This rhythm
is primarily modulated by visual inputs: it is attenuated by visual
stimulation as well as when the eyes are open compared to when
the eyes are closed (Adrian and Matthews, 1934); it is also mod-
ulated by the position of the eyes with the elevation of the eyes
increasing the amplitude of alpha oscillations (Mulholland and
Evans, 1965, 1966, but see Chapman et al., 1970). Moreover, the
parieto-occipital alpha rhythm is held to reflect arousal and atten-
tion mechanisms (Ward, 2003; for reviews see Foxe and Snyder,
2011). Alpha oscillatory activities are reduced under conditions of
high arousal and/or of increased attentiveness as well as enhanced
for stimuli that have to be ignored. The parieto-occipital alpha
rhythm has been proposed to reflect an attentional distractor

suppression mechanism: alpha activity would be invoked in corti-
cal regions processing irrelevant or distracting information during
attention-related tasks, acting as a suppression mechanism for
stimuli or stimulus features that are to be ignored (Foxe and Sny-
der, 2011). In addition, it has been shown that alpha oscillations
may be modulated in relation with gaze perception: in a face-
to-face paradigm, Gale et al. (1972) demonstrated that the alpha
oscillations recorded in an observer were reduced under condition
of gaze contact with an interlocutor, as compared to a condition
of closed eyes or averted gaze of the interlocutor. This result was
interpreted in terms of the arousing value of mutual gaze.

Moreover, Gastaut (1952) and Gastaut and Bert (1954)
described for the first time the Rolandic mu rhythm which occurs
in the same frequency band as the alpha and typically culminates
over centro-parietal regions. The mu rhythm shows a peak in the
8–13 Hz frequency band but it also has a beta band component
(15–25 Hz; for a review see Hari et al., 1997; Pineda, 2005). The
mu rhythm was first associated with the execution of a motor
activity (Pfurtscheller and Berghold, 1989). When a movement is
performed, mu oscillations are reduced as compared to a situa-
tion of no movement (Cochin et al., 1998; Babiloni et al., 1999).
Furthermore, Hari et al. (1998) demonstrated that the oscilla-
tory activities in the 15–25 Hz band over the rolandic region are
modulated by an action performed by the subject or by the obser-
vation of the same action performed by somebody else. Mu rhythm
suppression in the ∼10 Hz band has also been revealed when par-
ticipants observe or imagine a motor action (Pineda et al., 2000;
Perry and Bentin, 2009). These results suggest that decreased mu
signal power may reflect the activity of the human mirror system
(Muthukumaraswamy and Johnson, 2004, for a review see Pineda,
2005). Recent studies further proposed a more specific role of mu
rhythm as an electrophysiological signature of social skills: signal
power modulations in the mu frequency band have been linked
to the perception of socially relevant stimuli and the processing
of social interactive situations (Oberman et al., 2007; Perry et al.,
2011), to empathy and the representation of others’ pain (Cheng
et al., 2008; Perry et al., 2010), to the social perceptive component
of theory of mind (Pineda and Hecht, 2009), to the processing of
social context, and to the interindividual coordination of action
(Naeem et al., 2012). Tognoli et al. (2007) proposed that a partic-
ular oscillatory component within the alpha and mu frequency
band, the so-called phi complex (9–11 Hz), recorded over the
lateral centro-parietal regions of the scalp, would be specific to
the social coordination of movements. More recently, inter-brain
phase synchronizations have been observed in the same frequency
range between pairs of subjects engaged in spontaneous reciprocal
imitation (Dumas et al., 2010).

It is worth noticing that except the studies of Tognoli et al.
(2007), Dumas et al. (2010) and Naeem et al. (2012), the mu
rhythm has only been investigated with participants facing com-
puterized stimuli rather than during live interactions with a
human partner. Yet, recent studies have emphasized the impor-
tance to use natural settings to investigate human social cognition
(Kingstone et al., 2003; Zaki and Ochsner, 2009; Schilbach, 2010;
Wilms et al., 2010). Moreover, to our knowledge, the oscillatory
correlates of joint attention remain unexplored. Since oscilla-
tory activities in the alpha and mu frequency band have been
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associated with attention processes as well as with social interac-
tion and coordination processes, they should be good candidates
as electrophysiological correlates of joint attention.

The aim of our study was to investigate the influence of
joint attention on oscillatory activities within the 8–13 Hz fre-
quency band. As detailed above, joint attention is a fulcrum
of social interaction and interindividual synchronization. It is a
social act that takes place in the online interaction between two
social agents. Jointly attending to the same object with a physi-
cally present partner requires interpersonal coordination, mutual
attentiveness as well as attentional mirroring mechanisms. These
multiple processes associated with joint attention predict a wide-
spread decrease of alpha and mu signal power over centro-parietal
and parieto-occipital scalp regions, in comparison with situation
matched for their motor component but involving no-joint atten-
tion. To test this hypothesis, we set up a live joint attention para-
digm, where dyads of participants seating face-to-face had to direct
attention to the same or opposite objects (color light-emitting
diodes, LEDs) during different blocks of trials. In addition, we
manipulated task instruction: The participants were either explic-
itly told to follow each other’s gaze or instructed to look at a given
color LED so that joint attention was then color-driven rather
than socially driven. This aimed at examining whether alpha or
mu activities may be more strongly influenced by joint atten-
tion processes when the alignment of attention of the participants
resulted from explicit gaze following. On one hand, it could be pre-
dicted that alpha and mu modulations by joint attention should be
enhanced under the gaze following instruction compared to the
color-driven instruction, because more social coordination and
enhanced mutual attentiveness may be elicited in the former case.
On the other hand, the presence of a partner may be very diffi-
cult to ignore during a face-to-face, live paradigm, and this may
dampen the observation of differences between the socially driven
and the color-driven joint attention processes. Oscillatory activi-
ties were analyzed during the time periods where both participants
focused on the same or different LEDs (i.e., after having moved
their eyes toward the LEDs). Although the time period of the sub-
jects’ eye movement following the lighting of the LEDs was of
potentially great interest, reflecting overt and dynamic attention
orienting processes, it was very transient and heavily contaminated
by task-related ocular activities. By contrast, we were interested in
the sustained states of joint attention associated with the periods
of gaze focus on the LEDs; these should induce sustained feelings
of mutual attentiveness and shared attention that should be strong
enough to be observed over the whole time period during which
both subjects gazed at the same LED.

MATERIALS AND METHODS
PARTICIPANTS
Thirty-two healthy volunteers took part in the experiment (16
female, mean age = 23.5 ± 3.5 years). They provided informed
written consent and were paid for their participation. All pro-
cedures were approved by the local ethics committee (CPP No.
07024). All participants were right-handed and had normal or
corrected-to-normal vision. None of the participants had a his-
tory of neurological or psychiatric illness. All participants were
in the normal range of the Autism-Spectrum Quotient (AQ;

Baron-Cohen et al., 2001; mean score = 16.5 ± 1) as well as of
the Rosenberg Self-Esteem Scale (RSES; Rosenberg, 1965; mean
score = 21 ± 0.6). These questionnaires were given to the partic-
ipants because previous studies have suggested an influence of
self-esteem and autistic traits on the sensitivity to gaze cues in
attention orienting paradigms (Bayliss et al., 2005; Wilkowski et al.,
2009). Furthermore, 1–8 months before the dual-EEG experiment,
every participant took part in a behavioral experiment consisting
in a face-to-face paradigm of attention orienting induced by gaze
(Lachat et al., 2012). This allowed assessing the gaze cueing effect
in each participant (mean gaze cueing effect, expressed as the reac-
tion time difference between the detection of targets cued by gaze
versus the detection of targets not cued by gaze = 17 ± 4 ms). We
then distributed the participants into 16 unisex dyads where the
participants were matched on age, AQ, RSES score, and gaze cue-
ing effect (in this order of priority), for the dual-EEG study. In
each dyad, the participants had never met, except for 4 dyads in
which the subjects had occasionally come across each other in the
past yet not within the last 6 months. We excluded three subjects
from the analyses due to excessive eye blinks or muscle artifacts
in the analyzed time intervals. Thus, we here report the data of 29
subjects (15 female, mean age = 24 ± 1 years).

APPARATUS
The experiment was conducted in a dimly lit, electrically shielded
room. Our experimental device was placed on a table in the middle
of the room. It consisted of two identical black wooden rectangle
boards (100 cm × 70 cm) bound together. The device was pierced
in its center by a circle hole (30 cm diameter). Four LEDs (5 mm
diameter) were fixed on the edge of the hole, symmetrically to the
right and left borders, the first two at the level of its horizontal
diameter and the other two 45˚ below (Figure 1A). These LEDs
were composed with two filaments, one lighting in green and the
other one lighting in red. An orange color was obtained by light-
ing the two filaments simultaneously. The LEDs could be switched
on in red, green, or orange via the parallel port of a computer.
Their luminance was calibrated by using a variable serial resis-
tance (mean = 111 ± 0.4 Cd/m2 for green and red, and 236 ± 4
for orange).

EXPERIMENTAL DESIGN AND TASK PROCEDURE
For each dyad, the participants were introduced to each other
when they arrived at the laboratory for the EEG recording session.
The installation of the EEG cap took place in the experimental
room for the two participants at the same time – it was performed
by two experimenters. The participant interacted with each other
during this period. Then, at the beginning of the experiment, the
two participants sat face-to-face on each side of the device so that
they could see each other through the device hole as well as see
the four LEDs on the hole border. Both subjects sat at 40 cm from
the center of the device with their eyes at the level of the “upper”
LEDs, resulting in a 21˚ of visual angle for every LED.

The experiment consisted in a two-by-two factorial design
where we manipulated two conditions of joint attention (Joint
attention/No-joint attention) as well as the task instructions
that led to these joint-/no-joint attention situations (Social
instruction/Color instruction; Figure 1B). The resulting four
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FIGURE 1 | Dual-EEG setup and experimental conditions. (A) Photograph of the device, with two LEDs turned on, and two participants facing each other.
(B) The four experimental conditions are illustrated on a view of the device. The arrows represent the gaze direction of subject A (in pink) and subject B (in blue).

experimental conditions were passed in separate blocks. In the
joint attention blocks, both subjects had to look at the same LED
across a series of trials; in the no-joint attention block, the subjects
had to look at opposite LEDs. In the Social instruction condi-
tion, joint attention situations were socially driven: one subject
was instructed to randomly choose the LED at which he looked
on every trial, whereas the other subject was requested to look
at either the same LED as his/her partner (in the joint attention
blocks) or at the opposite one (in the no-joint attention blocks).
Each subject endorsed the driver and follower role alternatively, in
different blocks. By contrast, in the Color instruction condition,
the LED to be gazed at was indicated to each subject by its color
(green or red), with either both subjects having to look at the same
color LED (joint attention blocks) or one subject instructed to look
at the green LED and the other one instructed to look at the red
LED (no-joint attention blocks). Thus, joint attention situations
were here externally driven.

In every block, each trial started by a 2–3 s period of mutual gaze
(where the subjects looked at each other) with all LEDs switched
off. Then, two LEDs (one on each side of the subjects) turned on:
one LED switched on in red, and the other one in green. The sub-
jects looked at the same or opposite LED as fast and accurately as
possible according to the instruction they had received for a given
block. After 3.5 s, both lighted LEDs changed their color to orange.
They remained orange for 3 s; the subjects were allowed to blink
during this period. Finally, the LEDs switched off again; both par-
ticipants moved their eyes back to the center of the device to look
at each other, and a new trial started. Every block comprised 34
trials preceded by two baseline periods of 6 trials each. During the
baselines, a black opaque cardboard with only small holes at its
outer boarder was placed on the device so that the subjects could
still see the LEDs but could not see each other anymore. During
the baseline periods, the timing of the trials (the LEDs switching
on and off) was exactly the same as during the experimental block.
In the first baseline period, the subjects were asked not to move

their eyes and keep looking straight at the center of the cardboard
throughout the six trials. This baseline period could not be ana-
lyzed due to excessive eye blinks in the time intervals of interest.
During the second baseline period, the subjects were requested to
move their eyes toward the red or green LED as during the exper-
imental blocks, except that they could not see each other. For this
baseline, the subjects were given written directives, so that the sub-
jects did not know the directive given to his/her partner. At the end
of the baselines, the cardboard was removed, and the directives for
the experimental block (Joint/No-Joint attention under Social or
Color instruction) were given orally to both subjects.

The EEG recording session comprised 12 experimental blocks
distributed across the 4 experimental conditions: socially driven
joint attention, color-driven joint attention, socially driven no-
joint attention, and color-driven no-joint attention. The order
of the blocks was randomized for each dyad. The experimental
blocks were preceded by a small block of training to each possible
experimental condition.

EEG DATA ACQUISITION
Electroencephalography data from both participants were
recorded simultaneously using two identical actiCaps (Brain Prod-
ucts GmbH, Munich) with 60 active electrodes each, placed
according to the international extended 10/10 system. Ground
electrodes were placed on the right shoulder of each participant.
Continuous EEG was recorded with respect to a nose reference, at a
sampling rate of 500 Hz. The signal was amplified and band-pass
filtered online between 0.16 and 250 Hz. Electrode impedances
were maintained below 10 kΩ. We used four bipolar derivations
to monitor eye movements: two electrodes were placed above and
below the dominant eye for the vertical eye movements, and two
electrodes were placed at the outer canthi of the eyes for the
horizontal movements. The data acquisition from each cap was
performed using two identical Brainamp MR amplifiers (Brain
Products GmbH, Munich), which were connected to the same
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computer and recorded through the same software interface to
ensure synchronous acquisition of both EEG data sets.

DATA ANALYSIS
On every trial and for each participant, we ensured that the partici-
pant had moved his/her eyes to the LED by placing a“post-saccade”
marker about 200 ms after the end of the saccade that followed the
lighting of the LEDs (see Figure 2).

First, we evaluated the saccadic response times of participants
under each condition of joint attention and instruction by mea-
suring the mean time interval between the LEDs turning on and
the post-saccade marker under each experimental condition for
every participant.

Second, for time-frequency analysis, we focused on the period
where both participants fixated the same or opposite, red or green
LED. We took the latest of the two participants’post-saccade mark-
ers as our time reference landmark for each trial in order to analyze
the time periods where the participants’ attention was aligned
onto the same or opposite objects (Figure 2). Trials containing eye
blinks, muscle artifacts, or other artifacts (>50 μV) were removed.
This led to a mean trial rejection rate of 20.4 ± 2.9% (on average,
7 out of 34 trials per block) across participants. After rejection,
the number of trials taken into account did not significantly differ
between our experimental conditions. A time-frequency wavelet
transform was applied from −0.1 s before to 2 s after this time
reference landmark, for each trial, at each EEG sensor. We used
a family of complex Morlet wavelets, with a m parameter of 10
and a Blackman window of 300 ms, resulting in an estimate of

FIGURE 2 |Time course of an example trial illustrated on the vertical

electrooculograms of a participant dyad. The upper and lower time
courses represent the vertical EOGs of the subjects A and B of a given
dyad. Every trial started by a period of mutual gaze for 2–3 s. Then, two
LEDs turned on (one in green, the other one in red) and both subjects
moved their eyes to one LED, according to the directives for this block.
After 3.5 s, the LEDs turned orange and the subjects were allowed to blink.
Post-saccade markers were manually inserted after the saccade onto the
LED for both subject A (post A) and B (post B). The gray rectangle
represents the time window of analysis; the dark gray border corresponds
to the 300 ms Blackman window used for the time-frequency transform,
which was excluded from measurement, resulting in a 1.5 s time window of
analysis (shaded in light gray).

signal power at each time sample and at each frequency between 4
and 120 Hz, with a frequency step of 1 Hz (for details and review,
see Tallon-Baudry and Bertrand, 1999). The time-frequency trans-
formed data were then averaged across trials for each experimental
block and for each subject, separately for the baseline trials and
the face-to-face trials. The obtained signal power data were then
averaged over a 1.5 s time interval between +0.2 and +1.7 s tak-
ing into account the Blackman window, for each frequency (see
Figures 3A,B). An index of signal power, defined at each frequency
as the log-transformation of the ratio between the mean signal
power for face-to-face trials and the mean signal power for baseline
trials was then computed, for each block. The log-transformation
of the data was used to approach a normal distribution. Finally
the data were averaged along the 4 conditions of interest: socially
driven joint attention, color-driven joint attention, socially driven
no-joint attention, and color-driven no-joint attention, for each
subject and for the grand mean of the 29 subjects.

STATISTICAL ANALYSIS
First, we analyzed the saccadic response times of the participants.
A first ANOVA was performed with Attention (Joint/No-Joint
attention) and Instruction (Social/Color) as within-subject fac-
tors. A second ANOVA was restricted to the conditions of socially
driven instructions and included Attention (Joint/No-Joint atten-
tion) and Participant status (Driver/Follower) as within-subject
factors.

For oscillatory activities, our main interest was in the modula-
tion of alpha and mu rhythms; we thus focused on the 8–13 Hz
frequency range. A first ANOVA performed at each electrode and
for each frequency, with Attention (Joint/No-Joint attention) and
Instruction (Social/Color) as within-subject factors did not reveal
any effect in the lower alpha and mu frequency range (8–10 Hz).
Thus, we averaged the data in the higher alpha and mu band,
between 11 and 13 Hz, and reported the result of statistical analyses
in this frequency band. Furthermore, under the social instruction,
the status of the participant as the driver or follower of his/her
partner’s attention was a factor of interest. We thus performed an
ANOVA restricted to the conditions of socially driven instructions
with Attention (Joint/No-Joint attention) and Participant status
(Driver/Follower) as within-subject factors.

Since our analyses involved multiple comparisons (over elec-
trodes and frequencies), we used a statistical threshold of 0.01 and
checked that at least three electrodes yielded a p < 0.001 in the
identified clusters.

In addition, in order to test whether any other frequency
band yielded some significant effects, we performed an additional
ANOVA on every electrode and every frequency between 4 and
120 Hz. This analysis did not reveal any other significant effect
besides the identified 11–13 Hz band modulation (Figure 3C).

Finally, in order to test the lateralization of the effect obtained
in the 11–13 Hz band and to investigate whether a dissociation
between the centro-parietal and parieto-occipital regions could
emerge, we performed an ANOVA upon four right and left clus-
ters composed of six electrodes each (see Muthukumaraswamy
et al., 2004 for a similar approach). For the left centro-parietal
cluster we considered the electrodes C5, C3, C1, CP5, CP3, and
CP1. For the right parieto-occipital cluster we considered the
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FIGURE 3 | Overall view of the EEG power spectrum and of the

time-frequency analysis of the data. (A)Time-frequency plot representing
the power of oscillatory activities between 4 and 120 Hz across time
(between 0.2 and 1.7 s, before the averaging of data over this 1.5 s period);
the grand mean of the data, averaged across conditions, are represented on
a selected electrode (C3). (B) EEG power spectrum between 4 and 40 Hz,
averaged over the 1.5 s time interval, on the same electrode. This illustrates
the peak of oscillatory activities obtained in the 10 Hz frequency band. (C)

Result of the overall ANOVA performed on every electrode (in ordinate) and
every frequency between 4 and 120 Hz (in abscissa). p-Values obtained for
the main effect of Joint versus No-Joint attention are shown. This analysis
did not reveal any other significant effect – with at least three electrodes
reaching p < 0.001 – besides the identified 11–13 Hz band modulation.

electrodes P5, P3, P1, PO7, PO3, and O1. The symmetrical elec-
trodes were taken into account for the right centro-parietal and
the right parieto-occipital clusters. We averaged the log of the
power ratio in the 11–13 Hz band over the electrodes in each clus-
ter and we performed an ANOVA with Hemisphere (Left/Right),
Cluster (Centro-Parietal/Parieto-Occipital), Attention (Joint/No-
Joint attention), and Instruction (Social/Color) as within-subject
factors.

RESULTS
First, we analyzed the saccadic response times of the partic-
ipants. A first ANOVA with Attention (Joint/No-Joint atten-
tion) and Instruction (Social/Color) as within-subject factors
showed a main effect of Instructions [F(1,28) = 113.6,p < 0.0001]
reflecting faster saccades under the color-driven (mean response
time = 445 ± 18 ms) than under the socially driven instructions
(mean response time = 577 ± 12 ms). There was also a main
effect of Attention [F(1, 28) = 5.2, p < 0.05] demonstrating faster
saccades to the LEDs in the joint attention (mean reaction
time = 496 ± 19 ms) than in the no-joint attention conditions
(mean reaction time = 526 ± 12 ms). The interaction between
Attention and Instruction was not significant (F < 1). In addition,
under the social instruction situations, the status of the participant
as the driver or follower of his/her partner’s attention was a poten-
tial factor of interest. Note that this factor could only be analyzed
under the socially driven attention conditions, since under the
color-driven attention conditions the participants were instructed
to attend to the LEDs according to their colors and there was nei-
ther a driver or a follower of attention that was designated. Thus,
we performed a second ANOVA restricted to the social instruction
conditions, with Attention (Joint/No-Joint attention) and par-
ticipant’s Status (Driver/Follower) as within-subject factors. This
confirmed the effect of Attention [F(1, 28) = 11.3, p < 0.005] and
showed a massive effect of participant’s status [F(1, 28) = 467.9,
p < 0.0001]: the response times under the socially driven attention
conditions were shorter for the participant who was designated as
the driver of attention as compared to the participant who had to
follow his/her partner’s gaze. This demonstrates that the partici-
pants complied to the gaze following instruction. The interaction
between Joint attention and Status did not reach significance [F(1,
28) = 3.7, p > 0.05].

We then turned to the analysis of oscillatory activities. The
two-by-two ANOVA performed on the 11–13 Hz frequency band
showed a significant effect of Attention (Joint versus No-Joint
attention) over a large set of left centro-parietal electrodes extend-
ing to occipital electrodes (Figure 4; Table 1): the mean 11–13 Hz
signal power was reduced in the joint relative to the no-joint
attention condition. This effect was not influenced by the socially
driven versus color-driven instructions: There was no signifi-
cant interaction between joint attention condition and instruction
(Figure 4), and t -tests contrasting joint and no-joint attention
conditions under each type of instruction showed that the effect
of joint attention on 11–13 Hz oscillatory activities was signifi-
cant both when joint attention resulted from the social, explicit
gaze following instruction and when it resulted from the color-
related instruction (Figure 5; Table 1). There was not any sig-
nificant main effect of the type of instruction (Figure 4). Fur-
thermore, we checked whether there was any difference in the
power of alpha and mu oscillations during socially induced joint
versus no-joint attention conditions that depended on the role
of the subject as the driver or the follower of his/her partner’s
attention. The ANOVA restricted to the social instruction condi-
tions with joint/no-joint attention conditions and driver/follower
status as within-subject factors did not reveal any significant
difference induced by the participant’s status in the 11–13 Hz
frequency band.
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FIGURE 4 |The effects of joint attention and instruction. (A) Main effect of
Joint attention: Maps of the mean signal power (log ratio) between 11 and
13 Hz under the Joint attention and the No-joint attention conditions are
represented together with the corresponding difference map between Joint
and No- joint attention conditions. The grand mean signal power within the
11–13 Hz frequency band is represented on a top view of the head. (B) Main
effect of Instruction: Maps of the mean signal power (log ratio) between 11
and 13 Hz under the Social and the Color instructions are represented
together with the corresponding difference map between Social and Color
instruction. The grand mean signal power within the 11–13 Hz frequency band

is represented on a top view of the head. (C) Results of the two-by-two
ANOVA with Joint attention and Instruction as within-subject factors. The
maps (top views of the head) of the p-values for the main effects of Joint
attention and of Instruction are represented, as well as the map of the
p-values for the interaction between Joint attention and Instruction. For (A,C),
electrodes for which the p-value was beyond 0.01 (p < 0.01) are represented
in white.There was not any electrode yielding a significant effect of Instruction
or an interaction between Joint attention and Instruction. (D) Illustration of the
main effect of Joint attention in five example subjects. Difference maps
between Joint and No- joint attention conditions are represented.

Altogether, these results showed that jointly attending to the
same object reduced oscillatory activities recorded in the 11–13 Hz
frequency band on centro-parietal as well as parieto-occipital
regions. These effects did not depend significantly on the type of
instruction (whether joint attention periods were socially driven
or color-driven; Table 1). In order to further check the lateral-
ization of the effect obtained in the 11–13 Hz band and to verify
if a dissociation between the centro-parietal and parieto-occipital
regions could emerge, we performed an additional analysis based
on an electrode clustering approach. Thus we defined four right
and left, centro-parietal and parieto-occipital clusters centered on
scalp regions where alpha and mu oscillatory activities have clas-
sically been reported (see Materials and Methods). The ANOVA
with Hemisphere (Left/Right), Cluster (Centro-Parietal/Parieto-
Occipital), Attention (Joint/No-Joint attention), and Instruction
(Social/Color) as within-subject factors confirmed the main effect
of Attention [F(1, 28) = 12.21, p < 0.005, η2

p = 0.30]; this effect
was significant under both the social and the color instructions

[F(1, 28) = 4.6, p < 0.05, η2
p = 0.14 and F(1, 28) = 5.7, p < 0.05,

η2
p = 0.17 respectively; no significant interaction between Instruc-

tion and Attention: F < 1]. Moreover, this ANOVA revealed an
interaction between Hemisphere and Attention [F(1, 28) = 5.61,
p < 0.01, η2

p = 0.17]. The effect of Attention was present in the left

hemisphere only [F(1, 28) = 20.82, p < 0.0001, η2
p = 0.42]. There

was not any significant effect of Cluster (F < 1), and the joint ver-
sus no-joint attention effect was highly significant in the two left
hemisphere clusters [Centro-parietal: F(1, 28) = 20.47, p < 0.001,
η2

p = 0.42; Parieto-occipital: F(1, 28) = 16.5, p < 0.0001, η2
p =

0.37]. This demonstrated that online joint attention was associated
with both alpha and mu suppressions.

DISCUSSION
The aim of this study was to investigate whether oscillatory
activities in the alpha and mu frequency band may constitute
electrophysiological correlates of joint attention in a face-to-face,
online interaction paradigm. We showed that oscillatory activities
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FIGURE 5 | Maps of the signal power in the 11–13 Hz frequency band

under each experimental condition. Maps (top views of the head) of the
grand mean of the signal power between 11 and 13 Hz are represented
under the Joint attention (left column) and the No-joint attention (middle
column) conditions for the Social (upper row) and the Color (lower row)
instructions. The difference maps corresponding to the grand mean
difference in 11–13 Hz signal power for the Joint versus the No-joint
attention conditions, under the Social and the Color instruction respectively,
are represented in the rightmost column. The white dots on the maps
represent the electrodes on which the t -tests revealed a significant
difference between Joint and No-joint attention conditions (p < 0.01) for the
socially driven and color-driven instructions respectively.

between 11 and 13 Hz were modulated by joint attention over a
large set of left centro-parieto-occipital electrodes, with a decrease
in the 11–13 Hz signal power during the periods where partici-
pants’ attention was aligned onto the same object as compared to
the periods where subjects looked at opposite objects. These effects
were found both when participants’ attention was socially driven
and when it was color-driven.

To our knowledge, this study is the first to associate joint atten-
tion with alpha and mu rhythm modulations. Our finding can
be interpreted in the framework of the functional roles that have
been proposed for parieto-occipital alpha and centro-parietal mu
rhythms.

Indeed, first, mu rhythm suppression has been associated with
the mirroring of action and the activation of human mirror sys-
tem (Muthukumaraswamy and Johnson, 2004; Perry and Bentin,
2009; for a review see Pineda, 2005). Furthermore, Shepherd et al.
(2009) have proposed that gaze following and attention orienting
induced by gaze would involve a mechanism of attention mirror-
ing, subtended by a mirror-like neuron system in the posterior
parietal cortex of macaque monkeys. Although the identification
of the brain regions involved was beyond the scope of the present
study and cannot be inferred from scalp data only, our finding of
a modulation of mu rhythm by joint attention over a large set of
centro-parietal electrodes fits with Shepherd’s view of joint atten-
tion as involving an attention mirroring mechanism (for review,
Shepherd, 2010).

Moreover, mu rhythm suppression has been linked to social
interactions, and particularly to interindividual coordination
processes. More precisely, mu rhythm modulation has been

implicated in the processing of socially relevant stimuli and in the
undertaking of social interactive situations. For instance, using a
computerized ball throwing game, Oberman et al. (2007) showed
a decrease of the mu rhythm according to the level of involve-
ment of the participant in the game: the more the participant was
involved (i.e., received the ball from the on-screen players), the
more mu oscillatory activities were reduced. More recently, Perry
et al. (2011) found a similar result with participants viewing or
playing a game of Rock-Paper-Scissors. In line with these studies,
our results suggest that sharing an object of attention with another
fellow elicited greater engagement of the participants in the social
interaction than did the no-joint attention conditions where the
participants attended to different objects. This may be particu-
larly true in the live, face-to-face joint attention paradigm that we
used, which promoted a naturalistic – although very basic – social
interaction between the participants. It is however interesting to
note that the effect of Joint attention was not modulated by the
factor of Instruction. This raises some questions about the pre-
cise functional nature of our mu modulation. Pineda and Hecht
(2009) demonstrated that mu rhythm is involved in the social per-
ceptive component of theory of mind, which implies in particular
the processing of social signals conveyed by faces, and they further
suggested that it correlates with the inference made by partici-
pants about person-object interactions in a theory of mind task.
Following this study, it may be suggested that the joint attention
conditions in our experiment engaged more strongly these com-
ponents of theory of mind, as compared to the no-joint attention
conditions. However, if such proposal was true, one would have
expected greater mu suppression under the socially driven than
under the color-driven instructions, because the socially driven
instruction required the processing of person-object interactions
to greater extent than the color-driven instruction did. Yet, our
results did not support this view. Rather, the same level of mu
reduction under joint relative to no-joint attention conditions
was observed for both types of instructions. Thus, our results
are more in line with studies that have associated mu oscillatory
activities with the interpersonal coordination component of social
interactions. In particular, our finding is reminiscent of the result
of Naeem et al. (2012) based on another modality, namely fin-
ger movements. These authors showed that the coordination of
movements between two participants modulated the power of
mu oscillations with a relative synchronization in the 10–12 Hz
frequency band observed when participants moved their finger
independently from each other and a decrease of these oscillatory
activities when they moved in coordination (see also Tognoli et al.,
2007). Our results extend these findings to gaze following, and
support the view that the joint attention conditions elicited more
coordination of the participants’ action than the no-joint atten-
tion condition as reflected by signal power reduction in the high
(11–13 Hz) mu frequency band. This interpersonal coordination
component of joint attention may have been recruited to the same
extent under both the socially and the color-driven instructions,
as discussed in detail below.

In addition, the modulation of oscillatory activities in the 11–
13 Hz extended onto posterior, parieto-occipital electrodes, where
visual alpha rhythm is classically measured. This supports the
view that parieto-occipital alpha rhythm is also involved in joint
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attention. The modulation of alpha rhythm was historically firstly
associated with visual processing (Adrian and Matthews, 1934).
Later, the alpha rhythm has been associated with arousal as well
as attentional mechanisms (Ray and Cole, 1985). Both types of
mechanisms may have contributed to our results. Indeed, Gale
et al. (1972) demonstrated that alpha oscillations were reduced
under a condition of gaze contact between a participant and a
physically present experimenter as compared to situations where
the experimenter displayed closed eyes or averted gaze. This was
interpreted as reflecting an arousal increase induced by mutual
attention. Under this view, the reduction of alpha signal power may
reflect a greater component of mutual attentiveness in the joint
attention than in the no-joint attention condition. This mutual
attentiveness component of joint attention (Emery, 2000) would
induce a higher arousal during joint than no-joint attention con-
ditions. This interpretation also fits with the Striano et al. (2006)
finding that the mid-latency negative component (Nc) of event-
related potentials in response to objects – associated with attention
and arousal – was enhanced in a live joint attention context (as
compared to a non-joint attention context), in an infant study.
Likewise, alpha rhythm has been related to attentional suppres-
sion mechanism (for a review, see Worden et al., 2000; Sauseng
et al., 2005; Foxe and Snyder, 2011). In this latter framework, it
may be suggested that the modulation of alpha activity that we
observed reflected a process of attentional suppression of the gaze
of others and/or of the object of the other’s attention under the
condition where subjects had to attend different objects (no-joint
attention condition) as compared to the condition of attention
alignment onto the same object (joint attention condition).

It has to be noted that our effect on alpha band cannot be
construed as reflecting the difficulty of the task (i.e., reduced
alpha signal power being related to greater task difficulty) since
if anything, the more difficult condition in our paradigm was
the no-joint attention condition, as reflected by the slower sac-
cadic response times in this condition than in the joint attention
condition. Indeed, jointly attending with someone to the same
object is easier as it is more natural and automatic than look-
ing at different objects, which requires the inhibition of the trend
to follow the other’s gaze. Yet, the no-joint attention conditions
elicited increased alpha oscillatory activities as compared to the
joint attention conditions.

We did not find any effect on alpha or mu rhythms of the roles
played in turn by each participant of the dyads as the driver or
the follower of gaze in the social instruction. This may be due to
our choice of the window for time-frequency analysis: we chose to
analyze the time period in which the attention of both participants
was settled either onto the same LED or onto opposite LEDs. This
might not have favored the capture of the physiological responses
associated with the driver versus follower roles.

Interestingly, the reduction of oscillatory activities in the alpha
and mu frequency band in the joint versus no-joint attention
conditions was observed under both the socially driven and the
color-driven instructions. This may seem at odd with the fact that
to perform the task under the color instruction, the participants
did not need their partner. Thus, it may have been expected that
the color instruction conditions required less social coordination
and mutual attentiveness than the social instruction conditions.

Yet, the analysis of saccadic responses times showed that although
participants were faster under the color than the social instruc-
tions, responses times were overall shorter in the joint than in
the no-joint attention conditions, and there was not any signifi-
cant interaction between Attention and Instruction. This reveals
an influence of the partner’s behavior on participant’s perfor-
mances that did not seem to depend on the type of instruction,
corroborating the finding of an overall decrease of alpha and
mu rhythms under joint relative to no-joint attention conditions.
Altogether, these results are likely to be explained by our setup:
the participants sat face-to-face, being in physical co-presence,
and they shared periods of mutual gaze in between every trial
of all experimental blocks. In this condition, the presence of a
partner may have always been relevant to the participants, empha-
sizing joint attention-related processes under both types of task
instructions.

The modulation of alpha and mu rhythms was restricted to the
left scalp regions. This left lateralization of our results may not be
straightforwardly related to a preferential left hemisphere involve-
ment as such interpretation would require source localization. Yet,
this aspect of our findings deserves discussion because it stands in
contrast with the studies that have reported right-lateralized brain
responses in social interaction paradigms, whether in fMRI data
or in scalp EEG data (Tognoli et al., 2007; Dumas et al., 2010; Red-
cay et al., 2010). In a recent fMRI study using a live joint attention
paradigm similar to ours, Saito et al. (2010) found that following
a partner’s gaze toward object elicited activation in the left intra-
parietal sulcus. They suggested that this region may be specifically
involved in shared attention mechanisms, encoding dyadic rela-
tions – between the partner and the object, and between the self
and the object– during attention orienting and gaze following.
Thus the activation of such mechanism may explain the left lateral-
ization of our results. In addition, it has been proposed that in tasks
involving perspective taking during the performance (or imag-
ination) of action, the hemispheric lateralization of the regions
involved in processing first- versus third-person perspective, par-
ticularly in the temporo-parietal regions, may critically depend on
the actual context of the task at hand (Vogeley and Fink, 2003).
For example, a study reported left hemisphere activations specific
of first-person perspective in a task of action simulation (Ruby
and Decety, 2001). Another study reported left-lateralized acti-
vations during imitation relative to observation of action as well
as under first- relative to third-person perspective (Jackson et al.,
2006). Left-lateralized activation of the temporo-parietal region
was also reported in a task involving perspective taking with the
participants facing a human figure opposite to them (Zacks et al.,
1999). It is thus possible that the balance between first- and third-
person perspective taking involved in our experiment under joint
versus no-joint attention conditions favored the observation of
left-lateralized effects.

In line with the program of cognitive ethology (Kingstone et al.,
2003), we designed an ecological setup to study joint attention in a
face-to-face situation, which we combined with dual-EEG record-
ing. This allowed us to investigate the oscillatory brain correlates
of live joint attention processes. In our design, we wanted to get as
close as possible of the real-life joint attention phenomenon and
therefore designed a paradigm where patients were dynamically
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engaged in alternating periods of joint attention and mutual gaze
subtended by eye movements. Under this design, we chose to
focus our analysis on the time period during which both par-
ticipants’ attention were aligned onto the same object, with the
hypothesis that this should elicit a sustained state of joint atten-
tion with maintained associated feelings of mutual attentiveness
and rapport (Tickle-Degnen and Rosenthal, 1990). We showed
that joint attention periods (relative to no-joint attention periods)
yielded a decrease in the 11–13 Hz frequency band over a large
set of left-lateralized centro-parieto-occipital electrodes. This can
be interpreted as reflecting the processes of attention mirroring,
social coordination, and mutual attentiveness associated with the

time periods where participants’ attention was aligned onto the
same object. It is the first time that alpha and mu oscillatory
activities are demonstrated to be electrophysiological correlates
of joint attention. In order to make the best out of the dual-EEG
technique, it will be interesting in future studies to examine the
modulation of these oscillatory activities by joint attention at an
interindividual level.
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Despite the abundant data on brain networks processing static social signals, such as pic-
tures of faces, the neural systems supporting social perception in naturalistic conditions are
still poorly understood. Here we delineated brain networks subserving social perception
under naturalistic conditions in 19 healthy humans who watched, during 3-T functional mag-
netic resonance imaging (fMRI), a set of 137 short (approximately 16 s each, total 27 min)
audiovisual movie clips depicting pre-selected social signals. Two independent raters esti-
mated how well each clip represented eight social features (faces, human bodies, biological
motion, goal-oriented actions, emotion, social interaction, pain, and speech) and six filler
features (places, objects, rigid motion, people not in social interaction, non-goal-oriented
action, and non-human sounds) lacking social content. These ratings were used as pre-
dictors in the fMRI analysis. The posterior superior temporal sulcus (STS) responded to
all social features but not to any non-social features, and the anterior STS responded to
all social features except bodies and biological motion. We also found four partially segre-
gated, extended networks for processing of specific social signals: (1) a fronto-temporal
network responding to multiple social categories, (2) a fronto-parietal network preferen-
tially activated to bodies, motion, and pain, (3) a temporo-amygdalar network responding to
faces, social interaction, and speech, and (4) a fronto-insular network responding to pain,
emotions, social interactions, and speech. Our results highlight the role of the pSTS in
processing multiple aspects of social information, as well as the feasibility and efficiency
of fMRI mapping under conditions that resemble the complexity of real life.

Keywords: social brain, posterior STS, face, speech, pain, body, social interaction, goal-oriented action

INTRODUCTION
During recent years, the neural underpinnings of social cognition
have captured substantial interest, and several functional neu-
roimaging studies have strived to elucidate how the human brain
parses the social world. Prior studies on brain basis of social cog-
nition have examined, for example, the neural processing of still
images of faces (Kanwisher et al., 1997; Rossion et al., 2003; Ishai
et al., 2005) or point-light displays of biological motion vs. ran-
dom or rigid motion (Grézes et al., 2001; Grossman and Blake,
2002). Higher-level aspects of social cognition have been studied,
for example, by presenting cartoons and stories that evoke “theory
of mind” processes (Gallagher et al., 2000), or geometrical shapes
moving in ways that can be interpreted as social and intentional
(Castelli et al., 2000).

These studies have highlighted the pivotal role of the supe-
rior temporal sulcus (STS) region in processing audiovisual social
information (Allison et al., 2000; Hein and Knight, 2008; Num-
menmaa and Calder, 2009). The posterior STS (pSTS) has been
linked to processing of faces (Haxby et al., 2000; Hoffman and

Haxby, 2000), biological motion (Grézes et al., 2001; Grossman
and Blake, 2002), and theory of mind (David et al., 2008), whereas
the anterior STS has been shown to participate in for example
coding of gaze direction in observed faces (Calder et al., 2007).
Additionally, the STS region also has an important role in voice
processing (Belin et al., 2000).

Nevertheless, social information processing is distributed
widely in the brain, involving – in addition to the STS – other spe-
cialized brain regions and networks (see reviews in Allison et al.,
2000; Frith and Frith, 2003; Olsson and Ochsner, 2008; Hari and
Kujala, 2009; Nummenmaa and Calder, 2009). For example, the
fusiform gyri have been linked to processing of invariant aspects
of faces (Kanwisher et al., 1997; Rossion et al., 2003; Ishai et al.,
2005) and of bodies (Peelen and Downing, 2007). Additionally,
the inferior occipital, temporal, and parietal areas participate in
face perception (Haxby et al., 2000) and the temporo-occipital
extrastriate body area subserves processing of bodies (Peelen and
Downing, 2007). Moreover, the amygdala is centrally involved
in processing of emotional signals, such as facial expressions
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(Breiter et al., 1996; Morris et al., 1996), and the putative “mirror-
neuron system” of parietal and premotor cortices (Rizzolatti and
Craighero, 2004) has been linked to the understanding of other
people’s goal-directed actions.

Until now, however, the majority of neuroimaging studies on
social cognition have focused on either a single social cognitive
function at a time, or on comparison of two opposing social cat-
egories (e.g., perception of faces vs. bodies). While these studies
have significantly improved our understanding of the neural basis
of social cognition, the obvious drawback of this type of approach
is the scattered nature of the findings. Moreover, testing only a sin-
gle feature or a contrast between two features in a given experiment
may overlook other possible explanations for the observed activa-
tions. Even more importantly, presentation of impoverished, static
social stimuli in clearly defined block designs often lack ecological
validity.

Recently many perceptual brain functions have been success-
fully studied in rich stimulus environments approaching the com-
plexity of real life (e.g., Bartels and Zeki, 2004; Malinen et al., 2007;
Ylipaavalniemi et al., 2009; Alluri et al., 2012; Lahnakoski et al.,
2012), indicating the feasibility of such experimental approaches,
despite the obvious challenges in signal analysis due to the com-
plexity of the recorded signals. These studies show that several
aspects of brain function, such as face, body, and language percep-
tion (Bartels and Zeki, 2004), can be investigated in more natural-
istic experimental conditions than have typically been employed
in neuroimaging studies.

In the present study we developed an functional magnetic
resonance imaging (fMRI) experiment design, in which careful
pre-selection and subjective rating of brief movie stimuli pro-
vided strict experimental control over the complex stimulation.
We included multiple social features in a single experiment to
test multiple alternative hypotheses in the same stimulus condi-
tions so that the analyses were not artificially limited to certain
sub-functions of complex social processing.

Using this naturalistic audiovisual fMRI mapping approach,
our goal was to characterize brain networks processing different
features of social stimuli. We generated a large database of short
movie clips, each depicting prominently one or more of eight
social features (faces,human bodies,biological motion, intentional
action, emotion, social interaction, pain, and speech) and one or
more of six non-social features (places, objects, rigid motion, peo-
ple not in social interaction, non-goal-oriented action, and non-
human sounds). Non-human sounds included all other sounds
except human voice, such as animals, music, and environmental
sounds.

The moment-to-moment prominence of each feature in the
film clips was rated and used to predict the fMRI signals, resulting
in an efficient mapping of brain networks subserving perception
of each of the eight social features.

MATERIALS AND METHODS
SUBJECTS
Nineteen healthy subjects (21–34 years, mean 28; 16 males and 3
females; 14 right-handed, 5 left-handed) participated in the study.
Individuals with diagnosed neurological or psychiatric disorders
or current medication affecting the central nervous system were

excluded. Data from one additional subject were lost due to tech-
nical problems. All subjects provided informed consent as a part
of the protocol approved by the ethics committee of the Hospital
District of Helsinki and Uusimaa. The study was carried out in
accordance with the guidelines of the declaration of Helsinki.

STIMULI
Participants watched short excerpts (mean± SD duration
16.6± 2.7 s, range 10.3–27.3 s) of feature movies. Figure 1 gives
schematic examples of the eight social features (faces, bodies, bio-
logical motion, goal-oriented action, emotion, social interaction,
pain, and speech) and of the six features lacking social content
(houses, objects, rigid motion, non-goal-oriented action, humans
not participating in social interaction, and non-human sounds)
depicted in the movie clips. To allow separation of human actions
and other forms of biological motion, clips depicting human
movements were complemented with seven clips showing ani-
mal and other natural motion. The non-human sounds included
animal sounds in seven clips and one clip included sounds of
the animal or animals visually depicted in the clip. Seventy five
clips contained background music and one clip depicted a band
playing. Other non-human sounds were mechanical noises and
environmental sounds.

The stimulus set had been validated in a pilot study, for which
we had first extracted 192 clips from the movies clearly depicting
the targeted social and non-social features. One clip was allowed to
depict more than one feature, for example both faces and houses,
and 17–20 clips per feature were selected. Five individuals then
watched the clips on a computer screen and gave single ratings
for the prominence of each social and non-social feature for each
clip using a scale from 1 (not present at all) to 5 (present very
clearly). On the basis of these ratings, we selected the final 137
clips to be used in the fMRI experiment. For each feature, we
selected clips that received the highest ratings for the a priori tar-
get feature while being as independent as possible from the other
features. For example, bodies could be prominently visible in a
subset of the scenes depicting social interaction while other clips
displaying social interaction contained little or no visible bod-
ies (e.g., close-up pictures of interacting faces), thus making the
correlation between these features low.

The selected clips were subsequently rated in detail by two inde-
pendent persons who gave continuous ratings of the social and
non-social features depicted in the movie clips using a web-based
rating tool (see Appendix for the instructions for the ratings).
While viewing each movie, the raters moved with a mouse a small
cursor up and down on the edge of the screen to continuously
indicate how prominently the currently rated feature was present
in the film. Each trial started with a text describing the feature
to-be-rated from the movie clip. After the rater clicked the mouse
button, a still image of the first frame of the upcoming movie
clip was presented for 5 s allowing the raters to select their initial
rating for the first frame before the video started. Different fea-
tures were rated on separate runs for each clip in random order.
The ratings were sampled at 5 Hz. The time series of the behav-
ioral ratings for each feature were averaged over the two raters and
organized by concatenating them in the order in which the cor-
responding videos were presented during the fMRI experiment
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FIGURE 1 | Examples of movie scenes representing each feature included
in the study. The social and non-social features are indicated with white and

red frames, respectively. All examples are drawings created for illustration
purposes only; the actual movies involved human actors and natural scenery.

(see below). Next, these time courses, down-sampled to match the
repetition time (2112 ms) of the fMRI data acquisition, were used
as regressors in the fMRI analysis.

EXPERIMENTAL DESIGN FOR fMRI
In the scanner, the participants watched the clips in a fixed pseudo-
random order that contained no gaps between the clips. The
stimuli were delivered using Presentation software (Neurobehav-
ioral Systems Inc.,Albany, CA, USA), and they were back-projected
on a semitransparent screen using a 3-micromirror data projec-
tor (Christie X3, Christie Digital Systems Ltd., Mönchengladbach,
Germany), and from there via a mirror to the subject. The view-
ing distance was 34 cm, and the width of the projected image was
19.7 cm. The subjects were instructed to view the clips similarly
as if they would watch movies from TV or at cinema. The audio
track of the movie was played to the subjects with an UNIDES
ADU2a audio system (Unides Design, Helsinki, Finland) via plas-
tic tubes through porous EAR-tip (Etymotic Research, ER3, IL,
USA) earplugs. Sound intensity was adjusted to be loud enough to
be heard over the scanner noise and was individually fine-tuned
between ±2 dB to a comfortable level. Total scanning time was
27 min 6 s.

fMRI ACQUISITION AND ANALYSIS
MR imaging was carried out with 3.0-T GE Signa VH/i MRI scan-
ner with HDxt upgrade (GE Healthcare Ltd., Chalfont St Giles,
UK) using a 16-channel receiving head coil (MR Instruments Inc.,
MN, USA). Whole-brain data were acquired with T2*-weighted
echo-planar imaging (EPI), sensitive to the blood oxygenation
dependent (BOLD) contrast (36 axial slices acquired in interleaved
ascending order, no gaps, 4-mm slice thickness, TR= 2112 ms,
TE= 30 ms, in-plane resolution 3.75 mm × 3.75 mm, acquisition
matrix= 64× 64 voxels, flip angle= 75˚). Each dataset consisted

of 770 functional volumes, and the first two volumes were
discarded to allow for equilibration effects. Anatomical images
with 1-mm isotropic voxels were acquired with a T 1-weighted
spoiled gradient echo (SPGR) sequence with ASSET parallel imag-
ing (182 axial slices, no gaps, TR= 10 ms, TE= 1.9 ms, acquisition
matrix= 256× 256, flip angle= 15˚).

Functional data were preprocessed with FSL (FMRIB’s Soft-
ware Library; Smith et al., 2004; Woolrich et al., 2009). First,
the images were realigned to middle scan by rigid-body trans-
formations using Motion Correction using FMRIB’s Linear Image
Registration tool (MCFLIRT; Jenkinson et al., 2002). Subsequently,
bias field was removed from the anatomical images using FMRIB’s
Automated Segmentation Tool (FAST; Zhang et al., 2001), and
non-brain matter was removed from both anatomical and func-
tional images using Brain Extraction Tool (BET; Smith, 2002).
Values for intensity threshold and threshold gradient in BET
were searched manually by changing the parameters and visually
inspecting each brain extracted volume until the results were opti-
mal. Functional datasets were first co-registered to the subject’s
brain extracted T 1-weighted image which was then registered to
the MNI152 standard space template with 2-mm resolution. Both
co-registration steps were performed using FMRIB’s Linear Image
Registration tool (FLIRT; Jenkinson et al., 2002) using nine degrees
of freedom (translation, rotation, and scaling).

Functional data were smoothed using a Gaussian kernel with
full-width-at-half-maximum (FWHM) value of 6.0 mm. High-
pass temporal filtering was applied using Gaussian-weighted least-
squares straight line fitting, with standard deviation of 50 s, with
the first two volumes of each dataset discarded (a fixation cross
was presented during these volumes). Functional images were
co-registered manually using Nudge of the FSL suite to improve
the automatic co-registration process. This manual adjustment
was based on visually identified anatomical landmarks (corpus
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FIGURE 2 | Behavioral ratings and between-features correlations.
(A) Normalized mean ratings for each feature, and the correlation coefficient
(r ) between the two raters. (B) Correlation matrix showing the pairwise

correlations between the mean ratings of each feature. Correlation
coefficients are indicated by both color coding and exact values in the
corresponding cells.

callosum, cerebrum-cerebellum border, outline of the inferior part
of the temporal poles, and the curvature of the cerebral cortex at
the top of the head).

ANALYSIS OF REGIONAL EFFECTS
Data were analyzed with SPM8 software.1 A random-effects model
was implemented using a two-stage process (first and second-
level). For each participant, we used general linear model (GLM)
to assess regional effects of the eight social and six non-social fea-
tures on the BOLD signal. We performed the first-level analysis
both without and with orthogonalization of the regressors. We
first analyzed the data using single regressors that represented
the moment-to-moment intensities of each of the 14 features
with no orthogonalization. This analysis served to identify brain
regions responding to the social and non-social stimulus features.
In the second approach, we orthogonalized each regressor with
respect to all other regressors and performed the analysis again to
reveal which brain areas were associated with a particular stimulus

1http://www.fil.ion.ucl.ac.uk/spm

feature independently of all other features. While this approach is
appealing in traditional experiments, the complexity and non-
linear dependencies of the parametric models in the current study
may lead to spurious results, consequently hampering the inter-
pretation of the orthogonalized regressors. We therefore compared
the results obtained by using both the original and orthogonalized
regressors in the GLM.

Low-frequency signal drifts were removed by high-pass filtering
(cutoff 128 s), and thereafter AR(1) modeling of temporal auto-
correlations was applied. For both analysis strategies, individual
contrast images were generated for main effects of all social and
non-social features. The results of the first-level analyses were sub-
jected to second-level analyses in MATLAB using one-sample t -
test. Effects of each feature were compared with the null hypothesis
of no activation. Additionally, the main effects of social vs. non-
social features were compared over subjects to reveal which brain
areas showed significant differences between social vs. non-social
scenes by comparing the fits of each contrast in a paired-samples
t -test. Statistical threshold was set at p < 0.05 FDR corrected over
all brain voxels.
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To estimate the relative response amplitudes to each feature,
we explored the beta weights of the GLM in brain areas showing
prominent overlap of responses to several social features. Mean
beta weights were calculated in a spherical volume (radius 3 mm)
around the voxels showing maximal overlap of sensitivity to mul-
tiple social features. In simple block designs, the beta weights are
directly proportional to response amplitude minus baseline activ-
ity. Here, due to the complex model, the relation between signal
amplitude and beta weight is not equally straightforward, but the
beta weights give estimates of the best coefficients for fitting the
observed activity with the model of each feature separately.

Finally, to illustrate the similarities of the activity profiles of
different brain areas involved in processing of social stimuli we
calculated functional connectivity between the regions of inter-
est described above. We extracted the mean BOLD time series of
spherical volumes at each region (radius 3 mm) and calculated
for each subject the correlation coefficients of the time series with
the other regions of interest. Fisher Z -transform was applied to
the correlation coefficients, mean correlation across subjects was
computed, and finally the mean value was inverse transformed.
Statistical significance of the mean functional connectivity was
assessed by permutation testing using one million permutations.
Time courses for regions were calculated as the mean activity
within spheres with 6 mm radius to increase signal to noise ratio
and obtain a more conservative correlation threshold. Permuta-
tions were performed by randomly selecting a seed region for each
subject. The seed time course was randomly circularly shifted by
at least 10 samples and its correlation with the time courses of all
other regions of interest was calculated. Because any correlations
in the permutation distribution could only be due to false positives,
we calculated the absolute value of the correlation coefficients in
the permutation distribution and selected the maximum observed
value (|r |≈ 0.435) as the threshold of statistically significant cor-
relation (the threshold for 3-mm radius spheres was |r |≈ 0.402).
The community structure of the functional network between the
regions of interest was studied using Infomap algorithm2 (Ros-
vall and Bergstrom, 2007, 2008). The algorithm employs random
walks as a proxy for the probability of information flow within
the network, and divides the main network into sub-networks
by compressing the description length of information flow, pro-
ducing communities of strongly connected areas with few links
acting as bridges between the modules. The algorithm was run 100
times with random initializations, and the community structure
with the lowest description length was selected. Same commu-
nity structure was found in 90% of the repetitions. Ten percent of
repetitions converged to another, sub-optimal description where
fusiform gyri and MT of both hemispheres were classified into
the fronto-parietal network while the other module boundaries
remained unchanged. Although community structure depends on
the correlation threshold between the nodes, in the current case
the community structure was otherwise identical with both cor-
relation thresholds, but temporo-frontal and temporo-amygdalar
areas were merged into one community when the lower threshold
was used.

2http://www.tp.umu.se/∼rosvall/code.html

FIGURE 3 | Brain areas subserving audiovisual social perception.
(A) Contrasts between all social vs. all non-social features. Warm colors
(orange–yellow) indicate areas that responded more to social than
non-social features, and cold colors (blue) indicate areas that reacted more
to scenes containing non-social than social features. (B) Cumulative
activation maps showing how many of the eight social features were
associated with statistically significant activity (p < 0.05 FDR corrected) in
each brain area using non-orthogonalized regressors. Abbreviations: ACC,
anterior cingulate cortex; (d)mPFC, (dorso)medial prefrontal cortex; FEF,
frontal eye field; FG, fusiform gyrus; IPL, inferior parietal lobule; IPS,
intraparietal sulcus; MT/V5, middle temporal visual area; OP, occipital pole.
PCC, posterior cingulate cortex; PHG, parahippocampal gyrus; PMC,
premotor cortex; POS, parieto-occipital sulcus; pSTS, posterior superior
temporal sulcus; SPL, superior parietal lobule.

RESULTS
Scores of the two independent raters were consistent (mean
r = 0.78, Figure 2A), and the features were relatively independent
of each other (mean between-features |r |= 0.18, Figure 2B; green
and yellow colors in the correlation matrix). However, relatively
high correlations (r ≈ 0.5; red) between some feature pairs, such
as faces and social interactions or objects and rigid motions, were
unavoidable.

Figure 3A summarizes the results of the GLM analyses. Con-
trasts between all social vs. all non-social features revealed that
particularly the posterior temporal areas responded more strongly
(warm colors) to social than non-social signals. Significantly
higher activity to social than non-social features was also observed
in the lateral fusiform gyrus (FG), ventral premotor cortex, medial
frontal regions, amygdala, and the thalamus. Clear activity was
observed bilaterally in the thalamus, with peak activity in the
right pulvinar (thalamic activity is occluded in the figure). Con-
versely, non-social rather than social features elicited stronger
activity (cold colors in Figure 3) in anterior cingulate cortex
(ACC) and posterior cingulate cortex (PCC), parahippocampal
gyri (PHG), and occipital- and parieto-occipital cortices, lateral
frontal pole, and posterior aspects of the inferior parietal lobule
(IPL).

Frontiers in Human Neuroscience www.frontiersin.org August 2012 | Volume 6 | Article 233 | 450

http://www.tp.umu.se/~rosvall/code.html
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Lahnakoski et al. STS hub of social brain

FIGURE 4 | Beta weights of each feature in the GLM analysis in
selected regions. Weights are based on the non-orthogonalized
regressors and each feature was analyzed separately. Social features
are plotted with gray bars and non-social features in white bars on gray
background. Error bars correspond to the 95% confidence interval of

the mean beta weight across subjects. Asterisks indicate features that
correlated statistically significantly with the activity in the regions of
interest. These data, here plotted for visualization only, were not
subjected to secondary statistical analysis. Abbreviations as in
Figure 3, in addition aIns, anterior insula.

Figure 3B shows cumulative population maps of feature sensi-
tivity for brain areas significantly activated by each social feature:
the warmer the color, the larger number of features activated the
region. All eight social features elicited reliable responses in the
pSTS region and in a small cluster in the right FG. As is indicated
by greenish colors, half of the social features also activated the pre-
motor cortex particularly in the right hemisphere, the frontal eye
fields (FEFs) and intraparietal sulcus parts of the dorsal attention
network, amygdala, and parts of the dorsomedial prefrontal cortex
(dmPFC).

To illustrate which social features resulted in overlapping acti-
vations shown in Figure 3, we extracted the GLM parameter
estimates for each regressor in these areas. Figure 4 depicts the
mean (+95% confidence interval) beta weights for each feature
in regions of interest (for coordinates, see Table 1) that either (i)
were more active in non-social than social scenes or (ii) showed
locally maximal overlap of sensitivity to social features. Statistical
significance of each feature in the regions of interest is based on
the original contrasts depicted in Figure 3. We present results only
for the hemisphere which showed the stronger cluster in Figure 3
although the results were highly similar in both hemispheres. Val-
ues are given separately for the posterior, medial, and anterior parts
of the STS (pSTS, mSTS, and aSTS, respectively).

Only pSTS shows statistically significant activity and relatively
high positive weights to all social features and negative or non-
significant weights for all non-social features. FG activity also
correlated with all social features and with none of the non-social
features, but the parameter estimates for social features were lower

and more variable than in the pSTS. Bodies, biological motion,
goal-oriented action, emotions, and pain were associated with
strong MT/V5 responses, whereas faces, emotions, social inter-
action, and speech received high weights in the mSTS. In the
IPS, highest weights were observed for bodies, biological motion,
goal-directed action, and pain but – interestingly – faces and social
interaction resulted in negative weights. A very similar response
pattern but with lower amplitudes was seen in the precentral sulcus
in or in the vicinity of the FEF, the other main node of the dorsal
attention network. In the frontal areas (PMC, mPFC, and dmPFC),
the highest weights were observed for emotions and social interac-
tions. Pain additionally received positive weights in the PMC and
mPFC. Anterior insula (aIns) was sensitive only to pain and emo-
tions. Amygdala received low positive weights for faces, emotions,
social interaction, and speech.

Figure 4 further indicates that among the areas showing pref-
erence to non-social vs. social categories, the parahippocampal
gyrus, parieto-occipital sulcus (POS) region, and occipital pole
(OP) are the only areas that significantly correlated with, and
received high weights for non-social features. All social features
received negative or zero weights in the POS region. Goal-oriented
action was the only social feature that was significantly positively
correlated with activity in the PHG. Early visual areas in the OP
received highly variable weights for different features, but mean
weights were higher for non-social vs. social features. Other areas
showing significantly higher activity during non-social vs. social
features showed more significant negative correlations with social
features than positive correlations with non-social features.
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Table 1 | MNI coordinates of regions of interest whose beta weights were extracted for the quantification shown in Figure 4.

Area Hemisphere x y z

AREAS RELATEDTO SOCIAL FEATURES

Posterior STS Left −58 −42 12

Posterior STS Right 58 −44 14

Middle STS Left −62 −32 6

Middle STS Right 60 −22 −2

Anterior STS Left −56 −4 −16

Anterior STS Right 54 4 −28

MT/V5 Left −54 −62 6

MT/V5 Right 50 −66 −2

Fusiform gyrus Left −46 −50 −20

Fusiform gyrus Right 42 −50 −20

Amygdala Left −24 −10 −16

Amygdala Right 24 −8 −18

Intraparietal sulcus Left −26 −52 56

Intraparietal sulcus Right 28 −56 56

Frontal eye field Left −20 −6 62

Frontal eye field Right 20 −4 62

Premotor cortex Left −50 4 32

Premotor cortex Right 40 16 26

Medial PFC Left −4 56 26

Medial PFC Right 4 54 26

Dorsomedial PFC Left −4 10 66

Dorsomedial PFC Right 14 28 58

Anterior insula Left −42 30 4

Anterior insula Right 44 26 −4

AREAS RELATEDTO NON-SOCIAL FEATURES

Anterior cingulate cortex Right 10 40 8

Posterior cingulate cortex Left −6 −26 28

Inferior parietal lobule Left −50 −58 44

Frontal pole Left −26 58 8

Parahippocampal gyrus Right 26 −48 −12

Parieto-occipital sulcus Left −12 −72 38

Occipital pole Left −14 −90 0

Listed regions showed either (i) prominent overlap of sensitivity to social features or (ii) were activated more by non-social vs. social features.

Figure 5 visualizes the functional network structure for regions
activated by social categories in Table 1. This network analysis
illustrates across-regions similarities in the sensitivity profiles even
though a portion of the observed functional connectivity can be
explained by similarities in non-stimulus-related hemodynamic
activity. Functional connectivity analysis revealed four separate
networks: (1) a fronto-temporal network (red nodes and con-
nections) included pSTS, mSTS, MT/V5, FG, and right PMC, (2) a
fronto-parietal network (green) comprised IPS, FEF, and left PMC,
(3) a temporo-amygdalar network (yellow) included amygdalae
and aSTS bilaterally, and (4) a fronto-insular network (purple)
comprised mPFC, dmPFC, and aIns. The regional beta weights
(Figure 4) were more similar in functionally connected than in
non-connected regions.

The fronto-temporal network is widely connected with the
fronto-parietal network through MT/V5, PMC, and FG. The
temporo-amygdalar network has strong connectivity from left
aSTS to bilateral mSTS and left pSTS, and right amygdala is

functionally connected to right FG. The fronto-insular network is
relatively weakly connected to other regions, with significant cor-
relations only between right insula and right pSTS, and between
left insula and left PMC. The fronto-temporal network is located
in a key position to integrate all the parts of the network. Only the
link between left insula and left PMC connects the fronto-insular
and fronto-parietal networks directly.

The nodes of the fronto-temporal network, depicted in
Figure 5, showed a rather varied response pattern to different
features. While most of the nodes (pSTS, mSTS, and PMC) were
responsive to pain, emotions, and social interaction, regional vari-
ability in responses to other features was large. The nodes of the
fronto-parietal network responded to bodies, biological motion,
goal-directed action, and pain. MT/V5 of the fronto-temporal
network and FEF of the fronto-parietal network also responded
to emotions. The temporo-amygdalar network responded to
faces, social interaction, and speech. The fronto-insular network
responded consistently to emotions and in a right-lateralized
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FIGURE 5 | Functional network structure of the regions of interest in
Table 1. The links indicate statistically significant (p < 10–6 in permutation
distribution) mean functional connectivity (r ) over subjects between the
seed regions. Thickness of the link indicates the correlation coefficient
between the areas. The diameter of the nodes indicates the number of
links connected to it (degree). Left-hemisphere nodes are indicated by
striped colors.

manner to pain. Additionally, dmPFC and mPFC responded to
social interaction and speech.

Figure 6 shows the full GLM results for the orthogonalized
and non-orthogonalized regressors, and their overlap regions. The
orthogonalized regressors were applied to unravel areas respond-
ing to each feature independently from the other features. Even
after orthogonalization, all eight social features still significantly
activated areas in or near the pSTS region.

With orthogonalized regressors, faces activated the pSTS/mSTS,
and small clusters in the amygdala, and mPFC. Bodies activated
the pSTS/MT region, IPS, PMC, dMPFC, and a small cluster in
the FG, with more widespread activations in the right hemisphere.
Biological motion activated the MT/V5 as well as visual regions
in the medial occipital lobe. Goal-oriented actions activated the
pSTS region, posterior parietal cortex/precuneus, POS, and infe-
rior temporal visual areas, whereas emotions activated relatively
small areas of the right temporoparietal junction and right aIns
and the MT/V5 region in the left hemisphere. Activity related to
social interactions was spread along the STS, amygdala, precuneus,
and inferior temporal visual areas. Pain activated areas very sim-
ilar to those activated by bodies, but additional activations were
observed in the aIns and inferior frontal gyrus. Finally, speech acti-
vated widespread temporal-lobe areas, including the STS and the
superior and middle temporal gyri, with additional activations in
the amygdala.

In general, the brain regions activated in the GLM analysis
were more widespread for non-orthogonalized than orthogonal-
ized features, as is expected on the basis of their inter-feature

correlations. However, the areas obtained in both analyses typically
overlapped (see orange areas in Figure 6) with prominent dif-
ferences only for three features. Interestingly, the inferotemporo-
occipital surface was widely activated by the orthogonalized social
interaction stimuli, covering both fusiform and lingual gyri. Other
clear activations were found in the superior temporal gyri of both
hemispheres for no social interaction and non-human sounds
features.

To address the causes underlying the differences between the
activation patterns in the orthogonalized vs. original GLM, we
studied the effects of orthogonalization in detail. Figure 7 shows
the weights used for orthogonalizing the regressors in a linear
model and the spatial correlations of the t -maps and the tem-
poral correlations of the regressors. While the activation maps
obtained with orthogonalized and non-orthogonalized regressors
show marked differences for a number of modeled features in
the thresholded results, the average spatial correlations (calcu-
lated over voxels within the brain) between the t -maps resulting
from the analysis with orthogonalized and original regressors are
high [r = (0.63, 0.94)] for all other features except social inter-
action (r = 0.19) that is most critically dependent on the other,
lower-level social features. In the beta weight matrix, positive
(negative) weights indicate features that were subtracted from
(added to) the original time course to create the orthogonal resid-
ual. Contribution of bodies, emotions, and speech is essentially
removed from social interactions while non-goal-oriented action,
absence of social interaction, and pain are added. These features
together explained more of the original signal than the orthog-
onalized regressor did. Accordingly, while the annotated features
were not linearly interdependent an obvious dependence between
the different features still remained. Consequently, the social inter-
action feature is difficult to interpret when the additional fea-
tures are orthogonalized out. Obviously scrutiny is needed in
investigating the orthogonalized variables and in comparing the
results when multiple complex and dynamic variables are used as
predictors.

Figure 8 shows the overlap of social categories using the orthog-
onalized regressors. Compared with the overlap results obtained
with the original regressors (see Figure 3B), the activity foci were
now more clearly separated. However, regions with the highest
overlap were located in similar regions as in Figure 3B, but only
5–6 orthogonalized features overlapped in the pSTS and MT/V5
regions, compared with 8 in the original analysis.

DISCUSSION
Using carefully selected and rated film clip stimuli we were able to
demonstrate the pivotal role of pSTS in processing of audiovisual
social features in a rich, dynamic stimulus stream. STS responded
reliably to all eight tested social features, whereas other brain areas
had more narrowly tuned response profiles toward specific social
features, such as emotions or human bodies. Prior research on dif-
ferent aspects of social perception of isolated social categories has
implicated pSTS involvement in several social tasks (for reviews,
see Allison et al., 2000; Blakemore, 2008; Hein and Knight, 2008;
Hari and Kujala, 2009; Nummenmaa and Calder, 2009). How-
ever, our study is the first to show how the pSTS participates in
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FIGURE 6 | Brain areas subserving different aspects of social perception.
Red denotes areas whose responses were correlated only with the original
ratings, yellow denotes areas that were correlated only with the
orthogonalized ratings; overlap is shown in orange. The labeled locations

correspond to the areas where the two results overlapped. Abbreviations as
in Figure 3. In addition: amy, amygdala; FG, fusiform gyrus; PPC, posterior
parietal cortex; SPL, superior parietal lobule; Pcu, precuneus; OP, occipital
pole; IT, inferior temporal lobe; IOC, inferior occipital cortex.
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FIGURE 7 | Weights used in the orthogonalization of the
features and spatial and temporal correlations between the
original and orthogonalized analyses. Colors correspond to the
beta weights in the fitting process from which the orthogonal

residuals were acquired. Bar graphs show the spatial correlation of
the t -maps of the original and orthogonalized GLMs (black) and
temporal correlations between the original and orthogonalized
features (gray).

FIGURE 8 | Overlap of areas reacting to orthogonalized social features.
Cumulative activation maps showing how many of the eight social features
were associated with statistically significant activity (p < 0.05 FDR
corrected) in each brain area using orthogonalized regressors. Abbreviations
as in Figure 3.

processing of several different social features, all tested in a sin-
gle “social-localizer” type experiment. Importantly, pSTS was the
only brain region showing high selectivity to social in contrast to
non-social stimulus features.

STS AS A HUB OF SOCIAL PROCESSING
Allison et al. (2000) argued that the STS has a general role in social
perception, potentially integrating “what” and “where” informa-
tion from others’ actions. Hein and Knight (2008) took the view
that the function of STS depends largely upon the co-activations
of connected areas. On the contrary, Haxby et al. (2000) proposed
that the pSTS encodes and tracks particularly quickly changing
social features, such as facial expressions, whereas recently Num-
menmaa and Calder (2009) proposed that the pSTS would be
tuned even more narrowly to intentionality of agents’ actions. The
present data suggest that the pSTS plays a very general role in social
perception, as (i) it responded significantly to all tested social fea-
tures even after orthogonalization, (ii) it responded with equal
magnitude to all the tested social features, and (iii) it showed the
strongest preference to social in contrast to non-social stimulus
features.

Our results thus suggest that the pSTS is involved in processing
multiple social features. But what criteria could the pSTS use for
categorizing sensory inputs as“social”vs.“non-social”? One possi-
bility is that the pSTS indeed serves as a“hub” that integrates social
information processed in functionally connected sub-systems (see,
e.g., Hein and Knight, 2008) rather than being specifically tuned
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to numerous social features. Our functional connectivity analysis
indeed suggests that the pSTS region is functionally tightly coupled
with the other brain circuitries that process social information
with more narrow tuning.

BRAIN NETWORKS FOR SOCIAL PERCEPTION
We were able to delineate four partly interconnected networks
involved in processing of distinct aspects of social information.
First, the fronto-temporal network comprised areas heavily con-
nected with the pSTS, that is the right PMC, and the MT/V5 and
FG regions of both hemispheres. This network also appeared to
be the key network mediating connectivity between other putative
social brain networks. The temporo-amygdalar network, compris-
ing regions in the anterior STS and amygdala,was sensitive to social
communication, including speech, as well as to communication of
emotions through facial expressions and/or body language. This
reactivity is consistent with prior studies showing STS’s sensitiv-
ity to speech and voice (Belin et al., 2000; Scott and Johnsrude,
2003; Saur et al., 2008) and the observed sensitivity of amygdala
to emotional facial and bodily cues (Breiter et al., 1996; Morris
et al., 1996; de Gelder et al., 2010). The core of the fronto-parietal
network is the dorsal attention network, including the intrapari-
etal sulci and FEFs of both hemispheres, further connected to the
left premotor cortex. This network was most closely connected
to embodied aspects of social cognition, such as pain, biologi-
cal motion, and goal-directed actions. Finally, the fronto-insular
network, comprising the aIns and the medial prefrontal cortex of
both hemispheres, reacted to emotions and pain, in line with prior
studies (Apkarian et al., 2005; Leknes and Tracey, 2008). These net-
works may of course comprise other nodes that were not included
in the present analysis where our main goal was to group together
functionally similar brain areas sensitive to a large variety of social
features.

Slightly surprisingly, relatively little activity was observed in the
medial parts of the prefrontal cortex whose role in social cognition
is well established (Amodio and Frith, 2006). However, the medial
PFC is typically engaged in internal processing (Lieberman, 2007),
such as mentalizing of other persons’ intentions. While the subjects
in the current study may have spontaneously recruited their theory
of mind skills to make sense of the presented scenes, it is likely that
without an explicit task they mostly employed automatic, exter-
nally focused perceptual strategies that do not so strongly involve
the medial PFC.

fMRI MAPPING WITH NATURALISTIC STIMULI AS A TOOL TO
SIMULTANEOUSLY STUDY MULTIPLE ASPECTS OF SOCIAL COGNITION
Our results highlight the feasibility of naturalistic audiovisual
stimulation as an efficient way to study multiple aspects of social
perception with a “single shot.” During a scanning session of
less than half an hour we could map brain processing of eight
social features, which would have required multiple lengthy exper-
iments – or even meta-analyses – with block designs and sta-
tic stimuli. While strictly controlled experimental designs have
immensely extended our knowledge of the brain basis of social
cognition, the meta-analytic consolidation of information across
studies with different types of experimental designs depends on
the assumptions made to merge the results of different studies.

Consequently, direct tests of multiple facets of social cognition
in a single experiment significantly complement meta-analyses in
forming a cohesive picture of the brain basis of social cognition,
now studied in the same subjects.

To understand the underpinning of social cognition in real life
we have to study effects of natural social environment on brain
function. We also need to assess whether the results of simpli-
fied experimental paradigms generalize to naturalistic situations,
and what additional brain mechanisms are needed to integrate the
multiple overlapping social signals into a unified percept. Recent
work in cognitive neuroscience has taken the first steps toward ana-
lyzing how humans parse the dynamic, naturalistic environment.
For example, free viewing of movies and video clips elicits reli-
able activity across subjects in several brain areas (Hasson et al.,
2004; Malinen et al., 2007; Jääskeläinen et al., 2008), and post-
experiment annotations of specific features of interest from movie
stimuli can be used to map brain areas sensitive to the selected
stimulus features (Bartels and Zeki, 2004; Ylipaavalniemi et al.,
2009; Lahnakoski et al., 2012).

As completing the large number of ratings (1918 in total) took
almost three full working days per rater, we gathered complete
ratings only from two persons. The to-be-rated categories were
unambiguous and clearly defined sensory events, resulting in high
inter-rater agreement (mean r = 0.78, see Figure 2). Moreover,
approximately three quarters of the clips and features were vali-
dated by two additional raters, and an additional one quarter by
one of the two additional raters. The ratings for this extended
subject pool were consistent with the ratings used in this study
(r > 0.9 for all features).

Although the number of individual contrasts in the current
experiment was relatively high, the results we report were not
corrected for the number of modeled features because we were
interested in the sensitivity of brain areas to social vs. non-social
categories rather than to single features. While the most signifi-
cant activations for each category survived Bonferroni correction
by the number of features (14), the overlap between areas sensitive
to different social features decreased. However, even with the addi-
tional correction, a portion of the right pSTS was still sensitive to
all social features.

CONCLUSION
We have introduced a novel approach for studying the neural basis
of social perception in a highly complex audiovisual stimulus envi-
ronment. The main advantage of the present approach is that it
enables simultaneous assessment of the effects of multiple ecolog-
ically valid social stimuli. Testing these alternatives in traditional
fMRI designs would obviously lead to prolonged experiments with
several independent stimulus categories, whereas our approach
enables testing of multiple functional hypotheses simultaneously.

The results, including network and connectivity analyses, sug-
gest that pSTS has a central role in perception of multiple social
features, discriminating between social vs. non-social features with
very broadly tuned preference; pSTS likely integrates social signals
processed by more specialized sub-systems. This novel “social-
localizer” approach bridges the gap between classical model-based
and more recent model-free analyses of human brain function
during social perception.
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Future studies should address temporal modulations of the
connectivity patterns of the large-scale neuronal networks, for
which our current results provide a solid starting point.
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APPENDIX
INSTRUCTIONS FOR RATING OF STIMULUS FEATURES – TRANSLATED
FROM FINNISH
General instructions
Rating is done using the mouse. When each movie clip begins you
will see the first frame of the clip. In the top part of the screen you
will see which feature, for example faces, you are supposed to rate.

By moving the mouse you can move the scroll bar on the right
side of the screen to indicate how much you see the rated feature in
the first frame (i.e., faces in this example). If the bar is all the way
at the bottom it means you do not see the current feature (faces in
this case) at all in the image. If the bar is all the way at the top it
means the feature (faces in this case) is very prominently present in
the image. Move the bar to indicate what you see in the first frame.

When you click on the mouse the movie will begin. After the
movie begins you can move the bar at any time during viewing
of the movie. Try to follow you perception continuously during
the movie and move the bar accordingly. The feature being rated
changes from one movie to the next, so be careful and follow the
feature you are supposed to rate!

Feature specific instructions
Faces. How clearly or how many faces are visible in the movie?

Houses and places. How clearly or how many houses or different
interior/exterior places are visible in the movie?

Human bodies. How clearly or how many bodies are visible in
the movie?

Inanimate objects. How clearly or how many inanimate objects
like lamps, chairs, or cars are visible in the movie?

Biological motion. How clearly or how much motion of bio-
logical beings like humans, animals, and plants, or other natural
motion like waves is visible in the movie?

Rigid, non-biological motion. How clearly or how much motion
of non-biological beings like cars, doors, clock hands, or other
mechanical devices is visible in the movie?

Goal-oriented action. How clearly or how much goal-oriented
action, such as picking apples, opening doors or drawers, combing
hair or other such activities is visible in the movie?

Non-goal-oriented action. How clearly or how much action
which does not have a clear goal, such as sitting idly, scratching
matches with no particular reason, or walking with no goal is
visible in the movie?

Emotions. How clearly or how much emotions or expression of
emotions such as emotional facial expressions, crying, laughter,
or emotional bodily expressions such as hugging, or emotional
speech is visible in the movie?

Social interaction. How clearly or how much social interaction
between human such as conversation, chatting, or shared activities
is visible in the movie?

Humans, but no social interaction. How clearly or how many
people who are not in social interaction are visible in the movie?
They may, for example, be walking side by side or be in the
same place but they are not in social interaction with each
other.

Pain. How many people in pain or how strong pain is visible in
the movie.

Human speech. How clearly is human speech or other human
voice heard in the movie?

Non-human sound. How clearly are other sounds than human
speech heard in the movie?
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Under standard models of expected utility, preferences over stochastic events are
assumed to be independent of the source of uncertainty. Thus, in decision-making,
an agent should exhibit consistent preferences, regardless of whether the uncertainty
derives from the unpredictability of a random process or the unpredictability of a
social partner. However, when a social partner is the source of uncertainty, social
preferences can influence decisions over and above pure risk attitudes (RA). Here, we
compared risk-related hemodynamic activity and individual preferences for two sets of
options that differ only in the social or non-social nature of the risk. Risk preferences
in social and non-social contexts were systematically related to neural activity during
decision and outcome phases of each choice. Individuals who were more risk averse
in the social context exhibited decreased risk-related activity in the amygdala during
non-social decisions, while individuals who were more risk averse in the non-social context
exhibited the opposite pattern. Differential risk preferences were similarly associated
with hemodynamic activity in ventral striatum at the outcome of these decisions. These
findings suggest that social preferences, including aversion to betrayal or exploitation by
social partners, may be associated with variability in the response of these subcortical
regions to social risk.

Keywords: fMRI, individual differences, risk, social neuroscience, trust

INTRODUCTION
A basic assumption of standard utility models (Von Neumann
and Morgenstern, 1944) is that choices over uncertain outcomes
are (or should be) completely uninfluenced by the source of the
uncertainty. In other words, what matters is the distribution of
previous outcomes and not the mechanism through which these
outcomes were generated. For instance, faced with an investment
option known to yield a 10% return, an agent should make the
same investment decision regardless of whether the historical out-
comes were determined by a die roll, a roulette wheel, a horse race,
a market, or a human partner.

Trusting a social partner can be approached as a form of social
investment involving risk. Certainly, trust implies investing a val-
ued resource (be it money, time, emotions, or social capital) in
another person or group, usually with the hope of reciprocation
in the same or other form (Camerer and Weigelt, 1988). Thus,
decisions to trust a social partner might be influenced by one’s
general attitude toward risk and be expected to scale with risk
attitudes (RA) measured in non-social contexts. While a number
of behavioral studies have provided empirical support for such
a relationship (Karlan, 2005; Schechter, 2007), other work has
suggested otherwise (Eckel and Wilson, 2004; Houser et al., 2010).

Trust may also be strongly influenced by additional parame-
ters specific to social contexts. That is, individuals with similar
non-social RA may still make different decisions within social

trust exchanges (Eckel and Wilson, 2004; Karlan, 2005; Houser
et al., 2010). Such parameters can function as trust-amplifiers
or trust-inhibitors (Fehr, 2009). For instance, an agent might
choose to invest in another out of pure altruism, even if the part-
ner is entirely unknown (Charness and Rabin, 2002; Cox, 2004).
Alternatively, social preferences may incorporate the disutility of
interpersonal betrayal or exploitation, and thus inhibit trusting
behavior, independent of risk, or regret aversion (Bohnet et al.,
2008).

The tools of cognitive neuroscience have provided some evi-
dence that trust and non-social risk preferences are neurobiolog-
ically dissociable. Intranasal administration of oxytocin increases
trusting behavior while risk preferences remained unchanged
(Kosfeld et al., 2005), suggesting that oxytocin is acting on param-
eters that are independent of risk. Neural correlates of risk and
trust have previously been examined separately, identifying par-
tially overlapping networks. Risk-related computations have been
associated with activity in insular cortex (Preuschoff et al., 2008),
amygdala (De Martino et al., 2006), striatum, anterior cingulate,
and parietal cortex (Kuhnen and Knutson, 2005; Huettel et al.,
2006; Christopoulos et al., 2009), while trust-related computa-
tions have been associated with activity in striatum, insula, and
prefrontal cortex (McCabe et al., 2001; Delgado et al., 2005; King-
Casas et al., 2005, 2008; Tomlin et al., 2006; Krueger et al., 2007;
Chiu et al., 2008).
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To examine the common and separable features of decision-
making under risk in social and non-social contexts, we employed
two investment tasks: one in which the outcome is determined by
a social partner (trust game) and a second in which the outcome
is determined by a random process (non-social gamble). The
values and prior probabilities associated with different options
were known to the participant and did not differ between the
social and non-social conditions. We utilized a standard microe-
conomic behavioral model along with functional magnetic res-
onance (fMRI) to compare behavioral and neuronal differences
between social and non-social conditions within subjects.

MATERIALS AND METHODS
PARTICIPANTS
Thirty-eight right-handed participants with a mean age of 26 yrs
(SD = 7 yrs; F = 23) were recruited from the Houston metropoli-
tan area. All participants consented to participation through a
protocol approved by the Institutional Review Board of Baylor
College of Medicine. Data from five participants were excluded
prior to individual and group level analysis due to excessive head
movement (>3 mm movement across the x, y, and z dimensions)
(Friston et al., 1995), and three participants with extreme risk
aversion parameters were excluded (detailed in Analysis section
below).

EXPERIMENTAL PARADIGM
Each participant made 86 decisions divided in two blocks, and
order of blocks was balanced across subjects (see Figure 1). In a
“social risk” block, individuals played 43 single-shot trust games

(Camerer and Weigelt, 1988; Berg et al., 1995). All participants
played the investor role. In each trial, participants were endowed
with $5–$15, and could (i) keep the endowment (certain out-
come) or (ii) invest the endowment in a second player (risky
outcome). Trustees were depicted using neutral face images of
actual trustees from a previous study who had consented for their
images to be used as stimuli. Faces included both men and women
from a variety of racial and ethnic backgrounds, and pairings of
faces to options were randomized across trials to mitigate possible
learning effects and bias. In the “non-social risk” block, individu-
als similarly received endowments between $5 and $15, and were
able to either keep the endowment (certain outcome) or give up
their endowment in order to accept a risky gamble (uncertain
outcome). The outcome probabilities and values associated with
risky outcomes in the social condition were determined based
on behavior of a group of trustees making decisions in a previ-
ous session, and the distribution of outcomes in the “non-social”
condition were matched to have the same mean (10.5), second
moment (36.7), and third moment (−139.2). By explicitly reveal-
ing the probabilities associated with outcomes in both social and
non-social conditions, this design removes a common confound
of comparisons of risk and trust. That is, trust often involves out-
comes for which probabilities are at least partly unknown, while
decisions involving risk do not.

PROCEDURE
Participants were instructed that they would be making deci-
sions to keep an endowment or invest their endowment in a
risky option, either in another person (social risk condition) or

FIGURE 1 | (A) In the social condition, subjects chose between keeping the
original endowment or investing their endowment in a social partner. (B) In
the non-social condition, subjects chose between keeping the original
endowment or taking a gamble in which their payoff was determined by a

non-social probabilistic mechanism (i.e., roulette wheel). (C) Decision phase
activity was modeled across the first 4 s that options were presented
(green), while outcome-related neural activity was modeled as the
instantaneous response to the revealed outcome (purple).
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in a gamble (non-social risk condition). In addition, participants
were instructed that, in the social condition, a pie chart would
indicate the average values and frequencies of actual repayments
made by trustees in a previous session, and that repayments in
the current session would be determined based on draws from
this distribution. Participants were similarly instructed that in the
non-social condition, a pie chart would indicate the values and
probabilities of potential outcomes. Prior to scanning, partici-
pants were informed they would, in part, be compensated based
on the outcomes of three randomly chosen trials.

ANALYSIS
RA expressed during social and non-social conditions were mod-
eled using a constant relative risk aversion utility function (Pratt,
1964; Arrow, 1965; Holt and Laury, 2002), in which the utility of
money x, for x > 0 is described by:

U(x) = x(1−r)

1 − r

where x represents the monetary value that the agent will receive
and where r represents a risk attitude parameter such that r < 0
implies risk preference, r = 0 implies risk neutrality, and r > 0
implies risk aversion. When r = 1, we used U(x) = log(x) (Pratt,
1964; Arrow, 1965; Holt and Laury, 2002).

Pr(choose A) = U1/μ
A

U1/μ
A + U1/μ

B

where μ varies between 0 and 1 and reflects the sensitivity of
choices to the utilities associated with each option (Luce, 1959).
The nlinfit function of Matlab (Mathworks, Natick, MA) was
used to fit parameters of the model to actual choices. For each
subject, the model was estimated 100 times for choices made in
each condition (social and non-social). Three participants for
whom estimates of r were outliers (mean greater than 1.5 stan-
dard deviations of the cohort) were excluded. These participants
chose the risky option over 80% of the trials, while the remain-
ing sample chose the risky option approximately half the time
(Mnon−social = 48.09%; SDnon−social = 21.64; Msocial = 47.31%;
SDsocial = 0.19.24), placing these subjects over 1.5 standard devi-
ations above the mean. Among the remaining 30 participants, the
average r for each subject in each condition (social, non-social)
were used as metrics of risk preference.

Functional images were acquired using a 3.0T Siemens Tim
Trio with the following parameters: echo-planar imaging, gra-
dient recalled echo; repetition time (TR) = 2 s; echo time (TE)
= 30 ms; flip angle = 90◦; 34 axial slices, 4.0 mm slice thickness,
220 × 220 mm field of view (FoV), 64 × 64 grid, resulting in vox-
els that were 3.4 × 3.4 × 4.0 mm, and hyperangulated slices were
acquired at 30◦ from AC–PC. The structural scan was acquired
using a high-resolution magnetization prepared rapid acquisition
gradient echo sequence (TR = 1200 ms, TE = 2.66 ms, FoV =
245 mm, 1 mm slice thickness, 192 slices with spatial resolution
of 1 × 1 × 1 mm3).

Images were preprocessed using SPM8 (Wellcome Department
of Imaging Neuroscience, London, UK), using default values

unless otherwise specified. Images were realigned, normalized
using parameters derived from a segmented anatomical image
coregistered to the mean EPI, and smoothed (6 × 6 × 6 mm). On
the first level of the general linear model, three events of interest
were modeled within each trial: 4 s presentation of options; onset
of wait period; onset of decision outcome. Events were mod-
eled separately for the following trial types and convolved with
a canonical hemodynamic response function (HRF): risky social
decision; certain social decision; risky non-social decision; certain
non-social decision. Second level, random effects analyses were
performed as specified below.

RESULTS
Estimates of RA in the social condition were strongly related
to estimates of RA in the non-social condition across subjects
(Spearman � = 0.60, p < 0.001). In both conditions, participants
as a whole were risk averse (RAnon−social = 0.54, SD = 0.38;
RAsocial = 0.59, SD = 0.32). To assess the extent to which RA
differed between social and non-social contexts, we calculated
an index of social risk sensitivity: SRS = RAsocial–RAnon−social

for each subject. Positive values of SRS (+SRS) signify that the
participant exhibits higher risk aversion when a social partner
determined the outcome of a risky choice compared to when
the outcome was determined by a non-social gamble process.
Similarly, negative values of SRS (−SRS) indicate greater risk
aversion when the outcome was determined by a non-social
versus social process.

To examine risk aversion for social relative to non-social con-
texts, we compared 16 individuals with +SRS to 14 individuals
with −SRS. To confirm that these subgroups indeed differed in
risk aversion preference across social and nonsocial conditions,
a two-way, repeated measures analysis of variance with GROUP
(+SRS, −SRS) and CONDITION (social, non-social) was per-
formed. While no significant effects of GROUP or CONDITION
were identified, a significant GROUP × CONDITION inter-
action [F(1, 28) = 17.51, P < 0.001] confirmed that risk aver-
sion preferences for social and non-social options differed
between the two subgroups. Within the +SRS group, RAsocial was
greater than RAnon−social (Wilcoxon Z = +3.5; P < 0.001) and
within the –SRS group, RAnon−social was greater than RAsocial

(Wilcoxon Z = −3.3; P < 0.001).
To identify neural correlates of social risk sensitivity during

the decision-making phase of the task, we examined hemody-
namic activity within a three-way ANOVA analysis. Specifically,
we restricted our analysis to a region-of-interest (ROI) anal-
ysis that included the left amygdala as previous reports have
implicated this region in both social and risky decision-making
processes (Coricelli et al., 2005; Hsu et al., 2005; De Martino et al.,
2006; Seymour and Dolan, 2008; Weber and Huettel, 2008). The
WFU_Pickatlas (Lancaster et al., 1997) was used to generate an
anatomical ROI of the left amygdala (with a dilation factor of 1).
Based on this anatomical ROI, eighty-six voxels were included.
A significant effect of GROUP (+SRS, −SRS) × CONDITION
(social, non-social) × CHOICE (risky option, certain option) on
hemodynamic activity was identified in left amygdala (Figure 2A;
coordinates: −24, −2, −29; P(FWE, small volume correction) < 0.05,
z-value = 4.43. Figures 2A and B illustrate how amygdala activity
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FIGURE 2 | (A) A significant effect of the three-way interaction of GROUP
(+SRS, −SRS) × CONDITION (social, non-social) × CHOICE (risky option,
certain option) was identified in hemodynamic activity in left amygdala
(P(FWE, svc) < 0.05; peak voxel coordinates: −24, −2, −29). (B) Beta weights
of GROUP × CONDITION × CHOICE at the peak voxel illustrated in panel A.

Participants who were more risk averse in the social condition (+SRS)
exhibited lower amygdala activity prior to choosing risky relative to certain
options in the non-social condition. In contrast, participants who were more
risk averse in the non-social condition (−SRS) exhibited lower amygdala
activity prior to choosing risky relative to certain options in the social condition.

varies by SRS group, condition, and choice. In three of four con-
ditions, amygdala activity is consistent with the SRS bias, despite
no overall effects of condition (social vs non-social). For instance,
among the subgroup that preferred social over non-social risk
(−SRS), greater amygdala activity was observed when choos-
ing the certain versus risky option in the social condition, and
the risky versus certain option in the non-social condition. This
pattern also holds true for the preference congruent condition
among subjects preferring non-social risk: greater amygdala activ-
ity was observed in the certain relative to risky option in the
non-social condition among subjects in the +SRS group. The
only exception to this pattern is for the preference incongruent
condition in the +SRS group.

To examine differential sensitivity to reward in social and
non-social contexts, we analyzed the hemodynamic activity
at the onset of decision outcomes. We first contrasted high-
reward outcomes with low-reward outcomes following risky
choices. Consistent with previous studies (Knutson et al., 2001;
O’Doherty, 2004; Tobler et al., 2008), hemodynamic activity in
the ventral striatum was greater following high-reward outcomes
relative to low-reward outcomes across subjects (Figure 3A; 9,
11, −11, P(FWE, whole brain correction) < 0.05, z-value = 5.91; −12,
8, −11, P(FWE, whole brain correction) < 0.05, z-value = 5.2). An
anatomically defined region was used to further examine reward-
related activity as a function of group (+SRS, −SRS) and source
of outcome (social, non-social). Specifically, the WFU_Pickatlas
(Lancaster et al., 1997) was used to generate an anatomical
ROI that includes bilateral caudate, putamen, and globus pal-
lidus (with a dilation factor of 2). Based on this anatomical
ROI, 4182 voxels were included. A significant two-way inter-
action revealed that individuals who were more risk averse in
social relative to non- social contexts (+SRS) exhibited greater
striatal activity following social relative to non-social outcomes,
while the −SRS group showed greater striatal activity following
non-social relative to social outcomes (Figure 3B; 12, 5, −17,
P(FWE, svc) < 0.05, z-value = 4.33).

DISCUSSION
The present study examines behavioral and neuronal differences
between evaluating and acting on two sources of risk: one in
which outcomes depend on a random non-social process and
one in which outcomes depend on the action of another social
agent. Values of outcomes and their associated probabilities were
known and indistinguishable across social and non-social treat-
ments, allowing us to attribute treatment-related differences to
the social or non-social source of risk alone.

Behaviorally, we found that RA in social and non-social con-
texts were correlated across subjects, which is consistent with the
notion that social risk preferences are in part accounted for by risk
preferences in non-social contexts. Nevertheless, there is a large
majority of unexplained variance that may be accounted for by
the distinct risk preferences in social and non-social contexts. In
this paper, we focus on this distinction and systematically relate
it to neural activity (Figures 2 and 3). From our perspective, the
partial concordance and partial discordance of risk parameters
observed in our data nicely contributes to the ongoing debate
over the shared and unshared variance of risk preference in social
versus non-social domains. The correlational result showing that
social and non-social RA are related provides support for the
notion that trusting behavior is strongly influenced by non-social
preferences for risk. This result is consistent with field studies,
including Karlan (2005) who found that villagers in Peru who
entrust more money in a trust game are also more likely to save
less and default more often on loans. Yet other studies (Eckel
and Wilson, 2004; Houser et al., 2010) suggest that RA and trust
behavior are not strongly related. It could be argued that the sim-
ilarity between the attitudes toward social and non-social risk
is experimentally imposed, as the alteration between non-social
and social conditions might prime the subjects to face the social
situation as a non-social gamble, or vice versa. However, this
suggestion is challenged by two patterns of results.

First, neuroimaging differences between the social and non-
social conditions, during both decision and outcomes phases
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FIGURE 3 | (A) Differential sensitivity to reward in social and non-social
contexts was observed in the ventral striatum during the presentation of
outcome, with higher activity following high-reward outcomes relative to
low-reward outcomes (P(FWE, whole brain correction) < 0.05, peak voxel
coordinates: 9, 11, −11). (B) Beta weights of GROUP × OUTCOME
interaction at peak voxel within an anatomically-defined region of interest

including caudate, putamen, and globus pallidus (P(FWE, svc) < 0.05, peak
voxel coordinates: 12, 5, −17). A significant two-way interaction revealed that
individuals who were more risk averse in non-social contexts (−SRS)
exhibited greater striatal activity following non-social outcomes, individuals
that were more risk averse in the social contexts (+SRS) showed greater
striatal activity following social outcomes.

suggest that participants differentiated social and non-social
decisions. Consistent with previous studies contrasting social
and non-social choice, Table 1 illustrates that greater activity
was identified in bilateral fusiform, medial orbitofrontal cortex,
bilateral amygdala, and posterior cingulate during the decision
phase of the social relative to non-social condition, while greater
activity was identified in medial prefrontal cortex during the
outcome phase.

Second, substantial variability in computed risk aversion
between conditions was found across subjects (+SRS and −SRS),

and this variability was systematically related to neural activity
across subjects during both decisions (Figure 2) and outcomes
(Figure 3). Thus, the suggestion that neural computations of risk
in social and non-social contexts is isomorphic, is only partially
supported by the current data.

A number of behavioral studies have suggested systematic
discordance between social and non-socially determined risk.
Bohnet et al. (2008) found that participants in six countries had
different risk acceptance frequencies for gambles determined by
“nature” versus a human partner. Such differences have been

Table 1 | Social > Non-Social Contrast.

Region MNI coordinates Peak

x y z Cluster Z PFWE

DECISION PHASE

R fusiform gyrus 42 −52 −17 1006 7.52 0.001

R parahippocampal gyrus 21 −7 −11 273 5.97 0.001

L fusiform gyrus −39 −46 −20 683 5.90 0.001

R precuneus 3 −58 31 669 5.85 0.001

L medial frontal gyrus −9 44 −17 431 5.25 0.006

L superior frontal gyrus −6 56 28 581 5.12 0.011

R uncus 36 −4 −35 28 4.99 0.022

R middle temporal gyrus 54 −7 −17 400 4.95 0.028

L inferior frontal gyrus −24 35 −29 11 4.77 0.058

OUTCOME PHASE

L medial frontal gyrus −6 56 16 38 5.78 0.001

L rectal gyrus −3 38 −20 19 5.30 0.004

L precuneus −6 −52 31 17 5.03 0.013

L middle temporal gyrus −45 −64 22 2 5.01 0.014

R parahippocampal gyrus 18 −7 −14 2 4.91 0.022

R superior temporal gyrus 48 −58 19 6 4.90 0.024

R superior temporal gyrus 54 −58 16 1 4.75 0.045
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primarily attributed to two factors: (i) other-regarding prefer-
ences over the allocation of resources (see Rabin, 1993; Fehr
and Schmidt, 2002) and (ii) aversion to either betrayal (Bohnet
and Zeckhauser, 2004) or exploitation (Fehr et al., 2005). Other-
regarding preferences can be quantified by the utility gained or
lost by the allocation of resources to others. Thus, the decision-
maker might choose to send money to a social partner because of
increased utility accrued by the simple act of sharing, regardless
of any expectation of repayment. On the other hand, a growing
body of research indicates that betrayal aversion, a social coun-
terpart of regret aversion, can deeply influence social behavior
(Koehler and Gershoff, 2003; Aimone and Houser, 2012; Bohnet
et al., 2008). In this account, betrayal by a social partner confers
additional disutility beyond the monetary loss, and the potential
for this disutility leads to greater risk aversion in social contexts.
While the separable contribution of each of these factors to the
social risk sensitivity observed here cannot be assessed within the
current design, the joint utility, and disutility leading to either
greater or lesser risk aversion in the social condition is evident
in limbic activity during the decision phase of the task.

Our neuroimaging findings indicate that differences in RA
exhibited by the SRS subgroups depend on differential functional
amygdala responses to social and non-social risk. During the
decision phase, the amygdala biases behavioral choices in accor-
dance with the underlying social preferences: participants who
are socially risk averse show reduced amygdala activity preceding
risky non-social choices, but not risky social choices. In contrast,
social risk-preferring participants had reduced amygdala activ-
ity before risky social choices, but not risky non-social choices.
This pattern is reminiscent of the functional role of amygdala in
cognitive biases modulated by emotional parameters. For exam-
ple, De Martino et al. (2006) identified that sensitivity to framing
effects (i.e., behavioral changes to isomorphic gambles presented
in a positive or negative light) is mediated by amygdala activity.
In our experiment, the social and non-social gambles are isomor-
phic; however, emotional factors such as betrayal aversion and
fairness considerations might enter the decision equation thus
biasing the behavioral choices. Further, individual differences in
social preferences over the allocation of resources has also been
shown to scale with activity in the amygdala, suggesting that
other-regarding preferences contribute the additional utility or
disutility reflected in the behavioral +SRS and –SRS subgroups,
respectively (see also Haruno and Frith, 2010).

Hemodynamic responses in the ventral striatum to the out-
come of decisions has typically been associated with predic-
tion errors, signaling differences between expected value and
observed value at decision outcomes, and the pattern observed

here is consistent with such findings (Glimcher, 2011). In addi-
tion, both Fleissbach et al. (2007) and Tricomi et al. (2010)
demonstrated that striatal responses at the outcome of social
decisions are mediated by social comparison considerations.
Thus, the increased responsivity of this region during the pref-
erence incongruent condition (social in +SRS; non-social in
−SRS), suggests that social risk sensitivity is related to increased
evaluation of social outcomes. If so, it provides support for
the idea that betrayal/exploitation aversion plays an impor-
tant role in the observed SRS biases. That is, the influence of
betrayal/exploitation aversion is most likely to be evident at the
outcomes of the decision, when the betrayal (or not) is revealed.

Although these patterns of results indicate that underlying
social preferences potentially can influence choice behavior over
and above pure risk preferences, there are some potential lim-
itations to consider regarding the interpretation of our find-
ings. Specifically, it might be possible that the differences in RA
between conditions (social and non-social) could be attributed to
perceptual features of stimuli that differ between conditions, yet
are not primarily due to the social versus non-social nature of the
two conditions. However, the 3-way interaction observed in the
amygdala reflects a further differentiation of risky relative to cer-
tain options, which is unlikely to be accounted for by differences
between social and nonsocial condition that are unrelated to risk.
In addition, the amygdala results were found using ROI analysis
and were not whole brain corrected. We used this method as it
is generally accepted by the larger scientific community given the
small size of this brain structure (De Martino et al., 2006; Haruno
and Frith, 2010).

In conclusion, these findings suggest that even in socially mini-
mal situations, investment decisions differ according to the source
of uncertainty. This implies not only that decision axioms can
be robustly violated when the social element enters the equation
but that trust should not be treated us a unitary concept. Social
predispositions reflected in amygdala activity during the decision
phase as well as differential evaluative mechanisms during the
reward outcome phase can lead to diverging behaviors. Future
research may establish the underlying factors of individual differ-
ences in social responses as well as isolate the effects of pure RA,
betrayal aversion, and altruistic considerations on trust behavior.
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Automatic imitation tasks measuring motor priming effects showed that we directly map
observed actions of other agents onto our own motor repertoire (direct matching). A
recent joint action study using a social dual-task paradigm provided evidence for task
monitoring. In the present study, we aimed to test (a) if automatic imitation is disturbed
during joint action and (b) if task monitoring is content or time dependent. We used a social
dual-task that was made of an automatic imitation task (Person 1: Task 1) and a two-choice
number task (Person 2: Task 2). Each participant performed one of the two tasks, which
were given with a variable stimulus onset asynchrony (SOA), in an individual and a joint
condition. We found a regular motor priming effect in individual and joint conditions. Under
joint conditions, we replicated the previous finding of an increase of reaction times for
Person 2 with decreasing SOA. The latter effect was not related to the specific responses
performed by both persons. Further, we did not find evidence for a representation of the
other’s specific S-R mappings. Our findings suggest that (a) automatic imitation is not
disturbed during joint action and (b) task monitoring is time dependent.

Keywords: joint action, social cognition, social PRP, dual-task

INTRODUCTION
When somebody performs two tasks at the same time perfor-
mance either in one (Pashler and Johnston, 1989) or both of
the tasks (Tombu and Jolicoeur, 2004) is reduced, because the
cognitive system has only a limited amount of capacity for infor-
mation processing. When Task 1 is prioritized, reaction times
in Task 2 increase with decreasing Stimulus Onset Asynchrony
(SOA) between the tasks (Telford, 1931; Welford, 1952). This is
known as the psychological refractory period (PRP). The PRP
effect is often explained as a capacity limit either by an inherent
structural (Pashler, 1984, 1994) or a voluntary strategic (Meyer
and Kieras, 1997a; Schumacher et al., 2001) bottleneck. More
recent approaches also discuss the role of crosstalk between the
two responses, linking the PRP to spatially mediated response-
response (R-R) compatibility effects (e.g., Hommel, 1998; Lien
and Proctor, 2000; Schubert et al., 2008; Liepelt et al., 2011a). This
response-response crosstalk helps to reduce dual-task costs under
compatible R-R conditions (e.g., left-left), but hinders dual-task
cost reduction under incompatible conditions (e.g., left-right).

When two individuals share a task the performance of one
sometimes depends on the actions of the other. This has been
shown in studies on multi person action coordination. This
research originated from experiments on action observation.
Action observation activates brain areas that are involved in
motor preparation and execution of one’s own action (Gallese
et al., 1996; Iacoboni et al., 1999; Buccino et al., 2001; Fogassi
et al., 2005). Behavioral and neuroscientific work on automatic
imitation (Brass et al., 2000; Liepelt et al., 2008a) and action
understanding (Iacoboni et al., 2005; Liepelt et al., 2008b) suggests
that action observation automatically activates an internal action
simulation process (Gallese and Goldman, 1998; Graf et al.,

2007) in the observer that can be used to predict others actions
(Springer et al., 2011; Stadler et al., 2011) and to understand
their goal states (Liepelt et al., 2010). Taken together, this leads
to the assumption that people directly map observed actions of
other agents onto their own motor repertoire (direct matching
hypothesis, Iacoboni et al., 1999). Direct matching can be studied
with an automatic imitation paradigm (Brass and Heyes, 2005)
in which participants carry out simple finger-lifting movements
while observing congruent or incongruent finger movements on
the screen. For example, if participants have to lift their finger in
response to a symbolic number cue (“1” or “2”) while observing
a task-irrelevant finger-lifting movement of another person their
action is facilitated if the movement is congruent and slowed-down
if it is incongruent (Brass et al., 2000; Bertenthal et al., 2006). The
difference in reaction times between congruent and incongruent
conditions is termed motor priming effect (Liepelt and Brass,
2010a,b). Here social cognitive processes are investigated in a
single individual observing another person’s action. In contrast,
joint action has been defined as any form of social interaction
where two or more individuals coordinate their actions in space
and time to bring about a change in the environment (Sebanz
et al., 2006). Joint action requires a close match of externally
and internally triggered action representations, which are also
supposed to be mediated by internal real-time simulation (Sebanz
and Knoblich, 2009), action prediction (Schubotz, 2007; Springer
et al., 2011) and a fine tuned action coordination process aligning
dyadic actions in space and time (Sebanz et al., 2005, 2006).

When two individuals share two tasks, the combination and
distribution of the tasks may induce processing bottlenecks
between the two subjects. Indeed, joint action coordination in
a social version of the dual-task paradigm (Liepelt and Prinz,
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2011) induces bottleneck-like processing when two individuals
share two complex and relatively independent number magnitude
tasks. Participants had to indicate whether two numbers (1–4 and
6–9) appearing one above the other were smaller or larger than
five. As in the standard PRP research, number stimuli were pre-
sented with a variable SOA so that the upper number (Stimulus
for Person 1 sitting on the left side) mostly appeared earlier in
time than the lower number (Stimulus for Person 2 sitting on the
right side). The dual-task was distributed between two people so
that each person responded to only one of the numbers. When
the instructions prioritized Task 1 processing reaction times of
Person 2 (Task 2) mimicked the standard PRP effect typically
observed when one person has to perform both tasks simulta-
neously. Because reaction times for Person 2 also increased with
decreasing SOA (social PRP effect), Liepelt and Prinz (2011)
interpreted this finding as evidence for a strategic task monitor-
ing effect that is related to the given task requirements (Meyer and
Kieras, 1997b).

In the present manuscript, we investigate two central ques-
tions that originate from this research. First, we ask whether direct
matching occurs when two persons are engaged in joint action or
whether joint action poses additional demands on our cognitive
system so that direct matching is disturbed. The former should
be expected, when direct matching previously found in auto-
matic imitation research (Brass et al., 2000; Liepelt et al., 2010) is
also present during joint action (Sebanz et al., 2003; Sebanz and
Knoblich, 2009). The second question concerns the exact nature
of the task monitoring effect in the social dual-task paradigm.
We ask whether task monitoring is task-content specific (i.e., spe-
cific to the action produced by both co-actors or specific to the
S-R mappings of both co-actors), or whether task monitoring is
related to the time at which the action effect is produced.

Aiming to answer these two questions, we combined an auto-
matic imitation paradigm (Brass et al., 2000) and a social dual-
task paradigm (Liepelt and Prinz, 2011). For the dual-task, we
used an automatic imitation task as Task 1 and a two-choice
number task as Task 2. We presented stimuli in two dimen-
sions: For the automatic imitation task, we presented a human
hand stimulus (Brass et al., 2000) depicting a finger-lifting move-
ment of either the left index or middle finger (Stimulus 1, S1)
shown from a third person perspective. For the two-choice num-
ber task, we presented a number stimulus (digit 1 or 2; Stimulus
2, S2) presented between the two moving fingers of the hand
stimulus (Figure 1A,B). S1 and S2 were given with a variable
SOA. Each participant was responsible for one part of the dual-
task, only. Person 1 performed index or middle finger-lifting
movements (Response 1, R1) in response to the moving hand
stimulus either in an imitative or counter-imitative way (Task 1).
Person 2 responded to the number stimulus by lifting the index
finger when the number 1 appeared, and the middle finger
when number 2 appeared (Response 2, R2) representing Task 2
(Figure 1A,B). Participants performed their part of the dual-
task alone (individual condition, Figure 1B) and together with a
partner who took over the other part of the dual-task (joint con-
dition, Figure 1A). In the joint condition priority was given on
Task 1 and task order was explicitly instructed. Both participants
responded with finger-lifting movements of their right hand.

For the present social dual-task situation, we had the follow-
ing predictions for automatic imitation and output monitoring.
If both persons (Person 1 and Person 2) directly match the finger-
lifting action on the screen (representing the stimulus for Task 1)
on their own action repertoire, one would predict a motor prim-
ing effect for Person 1 (Task 1), as well as a motor priming effect
for Person 2 (Task 2). These motor priming effects should be
present in the individual and in the joint condition, if joint-task
processing does not disturb direct matching. In both conditions,
this effect is expected at the shortest SOA condition where the
observation-execution overlap is strongest.

Output monitoring assumes that the second person acting
on the second task monitors the action effects of the first per-
son’s task that commences earlier in time. If the social PRP effect
(Liepelt and Prinz, 2011) is due to strategic action effect moni-
toring, one would predict an increase of reaction times for Task 2
(Person 2) in the joint condition when using a fixed task order
and a priority instruction on Task 1 processing. This effect should
be larger than in the individual condition where no action effect
monitoring is supposed to take place. If action effect monitoring
takes place, one could also expect a complete transfer of the S1-R1
compatibility effect (motor priming effect in Task 1, Person 1) to
the reaction times of Task 2 (Person 2) at the zero SOA condition.

This action effect monitoring may either be content spe-
cific or time dependent. If both persons do not only supervise
when the other person responds (time dependent action effect
monitoring), but also which specific action the other person
performs (content specific action effect monitoring), one would
predict that the second person responds faster in the joint condi-
tion of Task 2 when activating the spatially (and anatomically)
identical finger response as the first person in Task 1 (e.g.,
index-index), who acts ahead in time, as when both persons acti-
vate spatially (and anatomically) different finger responses (e.g.,
index-middle). We will use the term response-response crosstalk
(Schubert et al., 2008) for the latter kind of relation. This effect
would reflect the content of the specific responses given by the
other person. Content specificity may, however, also refer to more
than just the simple action or action effect produced by the other
person. The content may also include the specific task rule for
the other person, i.e., with which S-R mappings the other per-
son responds. A monitoring of the exact task rule may predict
that the S1-R2 compatibility effect (the motor priming effect for
Person 2) is larger when Person 1 responds imitatively, as when
he responds counter-imitatively to the hand stimulus. However,
if action effect monitoring is time dependent (and not content
dependent), one would not predict a speed up of reaction times
in Task 2 (Person 2) of the joint condition when both persons
sharing the dual-task activate the same finger responses and no
effect of task rule of the other person on the motor priming effect
of Person 2.

METHOD
PARTICIPANTS
Thirty-two participants took part in the experiment (Mean age =
26.3 years, SD = 6.0 years; 19 female; 29 right-handed). All of
them participated in the individual condition as well as in the
joint condition. Half of the participants were randomly assigned
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FIGURE 1 | Experimental setup. Each participant performed one part of a
dual-task. Person 1 (acting on Task 1) sitting on the left side had to execute
finger-lifting movements (R1) with his right index or middle finger in response
to a hand stimulus (S1). Person 2 (acting on Task 2) sitting on the right side

had to respond with his right index or middle finger (R2) in response to a
number stimulus (S2). (A) Both individuals perform their part of the dual-task
together (joint condition). (B) One individual (Person 2) performs his part of
the dual-task alone (individual condition).

to Task 1 and the other half to Task 2. All participants had normal
or corrected-to-normal vision, and were naive with regard to the
hypotheses of the experiment. Each participant was paid C7 or
student credit points for participation. Participants gave their

informed consent to participate. The experiment was conducted
in accordance with the standards of the ethics committee of the
University of Münster and the ethical standards laid down in the
1975 Declaration of Helsinki.
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APPARATUS AND STIMULI
The experiment was conducted in a sound-attenuated and dimly
lit room. The stimuli were displayed on a 17-in color monitor
that was connected to a Pentium I PC. For stimulus presentation
we used ERTS software (Experimental Runtime System; Beringer,
2000).

As stimuli, we used short sequences of finger movements and
number stimuli (digit 1 or 2). The sequence of finger movements
(adapted from Brass et al., 2000) consisted of two frames pro-
ducing the impression of a finger-lifting movement showing a
hand from a third person perspective. The hand was presented
at the center of the monitor. The first frame showed a left human
hand in a resting position. The second frame showed the same
hand with either a lifted index or middle finger. As all partici-
pants responded with their right hand, the hand on the screen
mirrored both participants’ response hands. The number stim-
ulus, a black digit (1 or 2) displayed on a light-colored squared
background, appeared between the index and middle finger of
the hand stimulus. At a viewing distance of 80 cm, the ani-
mated hand subtended a visual angle of approximately 11.8◦ ×
7.4◦. The number stimulus had a visual angle of approximately
0.64◦ × 0.72◦.

Reaction times (RTs) were recorded with an optical response
device, which detected the initiation of the finger-lifting move-
ment of both participants. The device was equipped with four
optical sensors, which participants covered with the index and
middle finger of their right hands.

PROCEDURE AND DESIGN
Each participant was responsible for one part of the dual-task,
only. Participants performed their part of the dual-task alone
(individual condition, Figure 1B) and together with a partner
who took over the other part of the dual-task (joint condi-
tion, Figure 1A). We used a within-subjects design, i.e., all sub-
jects participated in the joint and in the individual condition.
The order of conditions was counterbalanced across participants
(Figure 2).

Person 1 responded to the observed finger movement (Task 1).
Person 2 responded to the number stimulus (Task 2). Both par-
ticipants reacted by lifting either the index finger or the middle
finger of their right hand. Each condition was split into two
blocks. In one of the two blocks, Person 1 responded in an
imitative (S1–R1 compatible) way to the observed finger move-
ment (i.e., lifting the index finger, when the observed hand lifted
the index finger; lifting the middle finger, when the hand lifted
the middle finger). In the other block, Person 1 responded in
a counter-imitative (S1–R1 incompatible) way to the observed
finger movement (Figure 2). The S1-R1 compatibility indicat-
ing the relationship between the perceived hand stimulus (S1)
and the executed response finger of Person 1 (R1) was kept con-
stant within one block and varied block wise. In half of the
pairs, the respective Person 1 started with the imitative block,
in the other half of pairs, Person 1 started with the counter-
imitative block, so that the order of blocks was counterbalanced
across participants. In contrast, the task of Person 2 was the
same throughout the entire experiment. In both blocks of each
condition (joint and individual condition), Person 2 responded

FIGURE 2 | Schematic illustration of the experimental design used in

the present study. Thirty-two participants were randomly assigned to
one part of a dual-task. Person 1 (Task 1) responded to finger-lifting
movements of a hand stimulus (S1) either in an imitative or counter-
imitative way, the order of which was counterbalanced block wise
across participants. Person 2 (Task 2) responded to a number
stimulus (S2) presented between the moving fingers of the hand stimulus.
Person 2 always responded with a fixed S(timulus)-R(esponse) mapping
by lifting the index finger for digit 1 and lifting the middle finger for digit 2.
Both tasks were performed in a joint and in an individual condition.
The order of conditions was also counterbalanced across
participants.

with a fixed S-R mapping by lifting the index finger when the
digit 1 appeared on the screen, and by lifting the middle finger
when the digit 2 appeared (Figure 2). S1-R2 compatibility for
Person 2 (i.e., the compatibility between the hand stimulus, S1,
and the response of Person 2, R2) varied within each block, and
was based on the combination of the presented number stimulus
and the displayed finger-lifting response, respectively. This could
result either in an automatic imitative response (S1-R2 compat-
ible trial) or a counter-imitative response (S1-R2 incompatible
trial).

In the joint condition participants were instructed to give pri-
ority to Task 1 (Pashler, 1994; Liepelt and Prinz, 2011) inducing a
specific response order. We explicitly instructed Person 2 to wait
with the response to the number stimulus until the response of
Person 1 was completed. This was done to specifically test for
output monitoring as a possible basis of the social PRP effect
observed in previous studies. Person 1 was instructed to respond
directly after the finger-lifting movement was displayed on the
screen. In all conditions, all participants were encouraged to
respond as quickly and accurately as possible.

For each participant the sitting position was kept constant in
both conditions: Person 1 performing Task 1 was always seated on
the left side of the monitor, whereas Person 2 performing Task 2
was always seated on the right side. In the joint condition, partic-
ipants were seated next to each other, in the individual condition
an empty chair remained beside the participant.

Each trial began with the presentation of the resting hand for
800 ms. Afterwards the hand lifted either the index or middle
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finger for 1400 ms. With a variable SOA of 0, 100, 300, or 1000 ms
after finger movement onset, the number stimulus (digit 1 or 2)
appeared and stayed on the screen together with the hand stimu-
lus for 1400 ms. Following correct responses, the screen remained
blank. If no response was given in this time interval, the feedback
“zu langsam” (too slow) was presented. In the case of an incorrect
response, error feedback “Fehler” (error) was provided. All feed-
backs (blank, too slow, or error) were displayed for 300 ms. After
the feedback, a constant inter-trial interval was given for 2100 ms.
The total trial duration amounted to 4600 ms plus SOA. To con-
trol for perceptual differences between conditions, we used the
same stimuli in individual and joint conditions.

The joint condition and the individual condition consisted
of 256 trials each. Both conditions were split into two blocks
of 128 trials (an imitative block and a counter-imitative block).
Participants had a short break between blocks and within each
block (after 64 trials). The order of trials was randomized within
each block. At the beginning of each condition (individual and
joint) participants were given 16 practice trials.

RESULTS
As a dependent measure RTs were analyzed using an analysis of
variance (ANOVA) with different factors specified below. Errors
(individual condition: Task 1: 1.9%, Task 2: 2.3%; joint condition:
Task 1: 2.7%, Task 2: 3.4%) or RTs shorter than 150 ms or longer
than 1800 ms (individual condition: Task 1: 0.02%, Task 2: 0.15%;
joint condition: Task 1: 0%, Task 2: 0%) were excluded from reac-
tion time analyses. A Greenhouse-Geisser correction was used to
assess the significance of each effect for all analyses.

MOTOR PRIMING EFFECTS
To analyze motor priming effects for Person 2 and Person 1, we
calculated a Two-Way ANOVA for the 0 ms SOA, separately for
Task 2 and Task 1. The ANOVA included the within-subject fac-
tors condition (joint, individual) and compatibility (compatible,
incompatible) between the hand stimulus (S1) and each subject’s
response (R2 or R1).

Motor priming effect for task 2
A significant main effect of condition, F(1, 15) = 67.94, p <

0.001, partial η2 = 0.82, indicated slower overall RTs in the joint
condition (659 ms) than in the individual condition (422 ms). A
significant main effect of S1-R2 compatibility, F(1, 15) = 14.48,
p < 0.01, partial η2 = 0.49, indicated faster RTs for S1-R2 com-
patible trials (529 ms), as compared to S1-R2 incompatible trials
(552 ms) confirming the presence of a motor priming effect for
Task 2. The magnitude of motor priming did not differ statis-
tically between the joint (18 ms) and the individual condition
(27 ms), as indicated by a non-significant interaction between
condition and S1-R2 compatibility, F < 1, partial η2 = 0.06.

Motor priming effect for task 1
A significant main effect of condition, F(1, 15) = 6.08, p < 0.05,
partial η2 = 0.29, indicated faster overall RTs in the joint
condition (357 ms) than in the individual condition (376 ms).
A significant main effect of S1-R1 compatibility, F(1, 15) = 57.96,
p < 0.001, partial η2 = 0.79, indicated faster RTs for S1-R1 com-
patible trials (327 ms), as compared to S1-R1 incompatible trials

(407 ms) confirming the presence of a motor priming effect in
Task 1. The magnitude of motor priming did not differ statis-
tically between the joint (75 ms) and the individual condition
(86 ms), as indicated by a non-significant interaction between
condition and S1-R1 compatibility, F < 1, partial η2 = 0.06.

TESTING FOR ACTION EFFECT MONITORING
Social PRP effect
To investigate if there is a social PRP effect, we calculated an
ANOVA including the factors condition (joint, individual) and
SOA (0, 100, 300, 1000 ms), both as within-subjects variables,
separately for Task 2 and Task 1.

Reaction time analysis for task 2. For Task 2, we found a signif-
icant main effect of condition, F(1, 15) = 57.24, p < 0.001, partial
η2 = 0.79, indicating slower overall RTs in the joint condition
(539 ms) as compared to the individual condition (409 ms). A
significant main effect of SOA, F(3, 45) = 76.07, p < 0.001, par-
tial η2 = 0.84, indicated that RTs increased with decreasing SOA.
This effect was more pronounced in the joint than in the indi-
vidual condition (Figure 3A), as indicated by a significant inter-
action of condition × SOA, F(3, 45) = 52.25, p < 0.001, partial
η2 = 0.78. Planned t-tests (Bonferroni corrected to α′ < 0.0125
for four comparisons) showed that the difference in RTs between
the joint and the individual condition was largest for the 0 ms
SOA (238 ms, p < 0.001), followed by the 100 ms SOA (170 ms,
p < 0.001), the 300 ms SOA (79 ms, p < 0.001), and the 1000 ms
SOA (34 ms, p < 0.001).

Reaction time analysis for task 1. For Task 1, we observed a sig-
nificant main effect of condition, F(1, 15) = 5.12, p < 0.05, partial
η2 = 0.25, indicating faster RTs in the joint condition (360 ms)
as compared to the individual condition (376 ms). There was no
significant main effect of SOA, F < 1, partial η2 = 0.06, and no
significant interaction of condition × SOA, F < 1, partial η2 =
0.05 (Figure 3B).

Transfer of task 1 motor priming on reaction times in task 2
To test whether motor priming in Task 1 affects reaction times
in Task 2, we calculated an ANOVA including the factors S1-R1
compatibility (compatible, incompatible) and SOA (0, 100, 300,
1000 ms), both as within-subject variables, separately for Task 2
and Task 1 of the joint condition, as well as the interaction of S1-
R1 compatibility and task for the 0 ms SOA.

Reaction time analysis for task 2. A significant main effect of
S1-R1 compatibility, F(1, 15) = 8.01, p < 0.05, partial η2 = 0.35,
indicated faster RTs in Task 2 for compatible trials (521 ms) as
compared to incompatible trials (560 ms). A significant main
effect of SOA, F(3, 45) = 70.68, p < 0.001, partial η2 = 0.83, indi-
cated slower RTs for shorter SOAs than for longer SOAs. The
size of the compatibility effect was larger for shorter SOAs (59 ms
for SOA 0 ms, p < 0.025, Bonferroni corrected to α′ < 0.025 for
two comparisons) than for longer SOAs (8 ms for SOA 1000 ms,
p > 0.025), as indicated by a significant interaction of SOA ×
S1-R1 compatibility, F(3, 45) = 6.86, p < 0.01, partial η2 = 0.31
(Figure 4A).
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FIGURE 3 | Effects of stimulus onset asynchrony (SOA) on reaction times of Task 2 (A) and Task 1 (B), separately for the joint (solid lines) and

individual (dashed lines) condition.
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FIGURE 4 | Effects of stimulus onset asynchrony (SOA) on reaction times of Task 2 (A) and Task 1 (B) of the joint condition for

S(timulus)1-R(esponse)1 compatible trials (black solid lines) and S1-R1 incompatible trials (gray solid lines).

Reaction time analysis for task 1. A significant main effect of
S1-R1 compatibility in task 1, F(1, 15) = 66.76, p < 0.001, partial
η2 = 0.82, indicated that RTs were faster for compatible tri-
als (321 ms) compared to incompatible trials (402 ms). A non-
significant effect of SOA indicated that RTs did not differ for
different SOAs, F(3, 45) = 1.41, p > 0.05, partial η2 = 0.09. The
interaction of SOA × S1-R1 compatibility was also not signifi-
cant, F(3, 45) = 2.16, p > 0.05, partial η2 = 0.13 (Figure 4B).

The interaction between S1-R1 compatibility × task was not
significant, F < 1, partial η2 = 0.02, indicating a statistically
comparable S1-R1 compatibility effect for Task 1 (75 ms) and
Task 2 (59 ms) for the 0 ms SOA.

TESTING TIME VERSUS CONTENT SPECIFIC ACTION EFFECT
MONITORING
Response content specific action effect monitoring
We analyzed RTs for Task 2 of the joint condition using an
ANOVA including the factors R1-R2 compatibility (compatible,
incompatible) and SOA (0, 100, 300, 1000 ms) to test if action

effect monitoring depends on the correspondence of the specific
finger responses jointly activated in both participants. A signifi-
cant main effect of SOA, F(3, 45) = 68.98, p < 0.001, partial η2 =
0.82, indicated larger RTs for shorter SOAs. The main effect of
R1-R2 compatibility was not significant, F(1, 15) = 2.16, p > 0.05,
partial η2 = 0.13, indicating that response-response crosstalk
across both participants did not take place during joint task
performance. We observed no significant interaction of SOA ×
R1-R2 compatibility, F(3, 45) = 2.77, p > 0.05, partial η2 = 0.16
(Table 1).

Monitoring of task rules
To investigate whether the second person monitors the task rule
of Person 1, we conducted an ANOVA including the factors S1-R2
compatibility (compatible, incompatible) and S1-R1 compatibil-
ity (compatible, incompatible), both as within-subjects variables,
for RTs in Task 2 for the 0 ms SOA of the joint condition.
We observed a significant main effect of S1-R1 compatibility,
F(1, 15) = 8.29, p < 0.05, partial η2 = 0.36, and a marginally
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Table 1 | Reaction times in milliseconds (ms) of Task 2 of the joint

condition for R(esponse)1-R(esponse)2 compatible trials and R1-R2

incompatible trials for different stimulus onset asynchronies (SOAs).

R1-R2 compatible R1-R2 incompatible

SOA 0 657 661

SOA 100 586 568

SOA 300 486 490

SOA 1000 438 430

significant main effect of S1-R2 compatibility, F(1, 15) = 3.50, p <

0.10, partial η2 = 0.19 (note that only trials of the 0 ms SOA of
the joint condition were included in the present analyses), indi-
cating faster RTs for compatible trials than for incompatible trials.
We observed no interaction of S1-R1 compatibility × S1-R2 com-
patibility, F < 1, partial η2 = 0.03, indicating that the size of
S1-R2 compatibility effect was not modulated by S1-R1 compat-
ibility. The S1-R2 compatibility effect for S1-R1 compatible trials
amounted to 22 ms and the S1-R2 compatibility effect for S1-R1
incompatible trials amounted to 12 ms.

DISCUSSION
The present study combined an automatic imitation task and a
social dual-task paradigm to test if automatic imitation effects
break down during joint action. Further, we aimed to test if task
monitoring is time or content dependent.

In line with previous studies from action observation (Calvo-
Merino et al., 2005) and imitation research (Brass et al., 2000;
Iacoboni et al., 2005), we observed a motor priming effect
based on the correspondence between the observed and executed
actions for Person 1 and for Person 2 in the individual condi-
tion. Extending these findings, we also observed motor priming
effects for both persons during active engagement in joint action.
These findings suggest that direct matching is not overridden
by the active engagement of two persons during joint dual-task
processing.

Further, we observed an increase of reaction times with
decreasing SOA for the joint condition replicating the finding of
a social PRP effect with realistic hand stimuli. The social PRP
effect seems, therefore, not to be restricted to fully overlapping
task sets and abstract number categorization tasks, as present in
Liepelt and Prinz (2011). For the zero SOA condition, we further
observed a full transfer of the S1-R1 compatibility effect to the
reaction times of Person 2. As the task setting we used forced
Person 2 to supervise the action effects produced by Person 1
and the delay of reaction times in Person’s 1 task was based on a
manipulation of the response selection stage in Task 1, we assume
that the transfer effect found for Person 2 is due to strategic action
effect monitoring.

As we did not find evidence for response-response crosstalk
across both persons during joint task processing, action effect
monitoring seems not to be related to the specific response given
by the other person. Further, motor priming for Person 2 was not
affected by the way Person 1 responded to the hand stimulus (imi-
tation vs. counter-imitation). This suggests that the present social
dual-task situation may also not require the co-representation of

the other’s specific S-R mappings (Sebanz et al., 2005). Taken
together, our findings suggest that the action effect monitoring
process we observed is related to the point in time when the
other person responds and may not be related to the specific
task-content.

The presence or expectation (Vlainic et al., 2010) of another
responding person represents a salient event that provides an
alternative for the actor’s own response (Guagnano et al., 2010;
Dolk et al., 2011). As Person 1 acts ahead in time, a slight head
start may even increase the saliency of the response given by this
person. One may speculate that the difficulty to distinguish the
cognitive representation of one’s own action from the represen-
tation of the others action (Dolk et al., 2011; Liepelt et al., in
press) increases, the more the time interval between both stimuli
decreases rendering the effects of joint task performance partic-
ularly strong at the shorter SOAs. Person 2 may run some inner
time clock, monitoring the production of the first person’s action
effects.

Action effect monitoring may also be relevant in real life. For
example, when two football players supervise the other person’s
action effects before starting their own run in order to properly
achieve joint goal states. What is needed for a successful goal
achievement is an effective resource allocation process in space
and time (Vygotsky, 1978; Meyer and Kieras, 1997b) that allows
smooth inter-personal action (Sebanz et al., 2006) and inter-task
coordination (Liepelt et al., 2011b). While the present findings
tap the process of allocation of resources with respect to time,
other studies investigating joint action within the spatial domain,
such as the Social Simon effect (Sebanz et al., 2003; Liepelt et al.,
2011c), may tap the allocation of resources in space.

A possible concern regarding the present findings is that a
monitoring of the exact S-R mappings of the other co-actor is
not needed to succeed in joint task performance in our study. The
effects of content specific task monitoring may, therefore, only be
found in the present task situation when task monitoring would
be a fully automatic process, which seems not to be the case. A task
situation that would force both participants to activate the other
person’s S-R mappings, as for example by relating the response of
Person 2 more specifically to the task-content of Person 1, may,
therefore, provide evidence for content specific task monitoring
effects. We think that this would be an interesting way to go in
future research since such a social setting seems to occur quite
often in real life.

CONCLUSION
Taken together, our findings suggest that direct matching is not
disturbed during joint action. Action effect monitoring in the
present version of the social dual-task seems to be time dependent.
The assumption that we represent the exact S-R mappings of the
co-actor is not necessary to explain the observed social PRP effect.
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In our previous studies we have shown that seeing another person “live” with a direct vs.
averted gaze results in enhanced skin conductance responses (SCRs) indicating autonomic
arousal and in greater relative left-sided frontal activity in the electroencephalography
(asymmetry in the alpha-band power), associated with approach motivation. In our studies,
however, the stimulus persons had a neutral expression. In real-life social interaction,
eye contact is often associated with a smile, which is another signal of the sender’s
approach-related motivation. A smile could, therefore, enhance the affective-motivational
responses to eye contact. In the present study, we investigated whether the facial
expression (neutral vs. social smile) would modulate autonomic arousal and frontal EEG
alpha-band asymmetry to seeing a direct vs. an averted gaze in faces presented “live”
through a liquid crystal (LC) shutter. The results showed that the SCRs were greater
for the direct than the averted gaze and that the effect of gaze direction was more
pronounced for a smiling than a neutral face. However, in this study, gaze direction and
facial expression did not affect the frontal EEG asymmetry, although, for gaze direction,
we found a marginally significant correlation between the degree of an overall bias for
asymmetric frontal activity and the degree to which direct gaze elicited stronger left-sided
frontal activity than did averted gaze.

Keywords: motivation, facial expression, gaze direction, skin conductance response, electroencephalography,

social cognition

INTRODUCTION
Gaze targeted toward an object can be seen as an expression of
interest, either positive or negative. When someone turns his or
her gaze to me, I may decide to approach or avoid this person.
In making the final decision, it is useful to look at the gazer’s
facial expression. If the face expresses, for example, contempt
while seeking eye contact, I may feel anxious and walk away,
but if the face is happy, I am possibly inclined to approach the
person looking at me. Facial expressions together with gaze direc-
tion thus convey information about the sender’s emotions and
personal goals. The perceptions of eye gaze and facial expres-
sion are partly processed by overlapping neural systems (Engell
and Haxby, 2007), being independent at the early stages of neu-
rocognitive processing but becoming integrated at the later stages
(Rigato et al., 2010). However, the evidence concerning how gaze
direction and facial expression interact during face processing is
somewhat mixed.

When engaged in an eye contact with another person, we may
end up thinking not only the impressions we get from the other
(“What does he/she look like?”), but also the impressions given to
the other (“What do I look like?”), implying that mutual gaze per-
haps sensitizes us to the feelings of the encountered person and
makes us more aware of ourselves. There is evidence that view-
ing another person with a direct gaze elicits greater autonomic
arousal than viewing a person with an averted gaze (Nichols and
Champness, 1971; Gale et al., 1975; Williams and Kleinke, 1993),
even when the face is presented as an irrelevant stimulus during

a demanding cognitive task (Conty et al., 2010). We have found
enhanced skin conductance responses (SCRs), indicative of auto-
nomic arousal, in response to eye contact with a “live” person and
we have suggested that this effect may relate to increased self-
awareness in the proximity of another person (Hietanen et al.,
2008; Helminen et al., 2011; Pönkänen et al., 2011). But would
a smile on a face of a person looking at the observer exert an
additional effect on his or her autonomic responses? Looking at
a smiling face has been shown to elicit feelings of warmth in an
observer (Lau, 1982), and owing to this possible reward value of a
smile, a smiling face might be a more salient stimulus than a neu-
tral expression. It has been proposed that increased electrodermal
activity reflects subjective salience of affective stimuli (Critchley,
2002). SCRs are shown to be intensified both when experienc-
ing happiness (see Kreibig, 2010 for a review) and when seeing
a happy face (Dimberg and Thunberg, 2007). Also, Martin and
Gardner (1979) found greater arousal to a smiling than a neu-
tral face in live interaction. They also varied the confederates’
gaze direction but concluded that only facial expression had a
significant effect on arousal.

It has been proposed that both facial expression and gaze direc-
tion can signal the sender’s motivational tendencies of approach
and avoidance, and if the motivational tendency signaled by gaze
direction and facial expression match (e.g., both signal approach),
face perception is enhanced (shared signal hypothesis, Adams and
Kleck, 2003, 2005). For example, Adams and Kleck (2003) showed
that facial expressions signaling approach (expressions of joy and
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anger) are perceived faster with direct than averted gaze, the pat-
tern being reversed for expressions signaling avoidance (such as
fearful and sad faces). However, Bindemann et al. (2008) have
shown that these effects are task and stimulus bound. They pro-
vided, instead, evidence suggesting general impairments in facial
expression recognition for faces with an averted gaze (Bindemann
et al., 2008). Gaze direction has also an effect on perceived valence
and intensity of facial expressions, and neutral expressions are
interpreted as expressing approach-related emotions (such as joy)
when combined with a direct gaze and avoidance-related emo-
tions (such as fear) when combined with an averted gaze (Adams
and Kleck, 2005). Sander et al. (2007) have interpreted these
results within a framework of the appraisal theory. According to
this theory, all facial cues are used to evaluate the meaning of
these cues to one’s own needs, intentions, and well-being. Because
gaze is a critical cue for inferring the target of visual attention,
it has a powerful influence on the appraisal of facial expressions
and the self-relevance of the underlying emotion and motiva-
tion. According to the appraisal theory, the detection advantage of
happy faces with a direct vs. an averted gaze is observed because
a happy expression combined with a direct gaze implies a possi-
ble reward for the observer. In the context of happy faces, slightly
averted gaze and face angles are prone to be misjudged to be look-
ing at the observer (Lobmaier et al., 2008; Lobmaier and Perrett,
2011). The authors suggested that people prefer to think that they
are the source of somebody else’s happiness in order to improve
their self-esteem.

In previous studies (Hietanen et al., 2008; Pönkänen et al.,
2011), we provided psychophysiological evidence that seeing
another person with a direct vs. an averted gaze differently acti-
vated the neural systems participating in the regulation of the
approach-avoidance motivation. A large body of evidence sup-
ports the view that states of being prepared to approach or avoid
targets are distinguishably represented in the brain and behavior.
Studies of asymmetric EEG alpha-band activity measured over
frontal scalp regions have played a central role in this research
(Davidson, 1995, 2004; Allen et al., 2004). The alpha activity
relates inversely to cortical activity (Davidson et al., 2000), and
therefore, decrease in alpha power implicates increase in brain
activity. A so-called motivational direction model has claimed
that leftward frontal brain activity (based on the asymmetry
in alpha-band power distribution; less alpha power on the left
vs. right side) is involved in the experience and expression of
approach-related emotions and motivation, whereas rightward
activity is linked to avoidance-related emotions and motiva-
tion (Sutton and Davidson, 1997; van Honk and Schutter, 2006;
Harmon-Jones et al., 2010). Compatibly with this theory, we
reported enhanced relative left-sided frontal activity to seeing a
direct rather than an averted gaze on a face of another person pre-
sented through a computer-controlled liquid crystal (LC) window
(Hietanen et al., 2008; Pönkänen et al., 2011). Now, considering
that in our previous studies the stimulus persons were having a
neutral expression on their faces and, as noted above, that both
the facial expression and gaze direction are used to infer the other
person’s motivational tendency, in this study, we wanted to inves-
tigate the effect of facial expression on the psychophysiological
responses to direct and averted gaze. In the present study, we

confined our investigation to the effects of a smile. There might
be normative expectations for people who seek eye contact to
smile. For instance, smiling people tend to be perceived as more
sociable than people with neutral faces (Matsumoto and Kudoh,
1993). From this point of view, not smiling is an act in itself. One
could ask whether the use of neutral faces in our previous studies
exerted, in fact, a negative rather than neutral effect on the study
participants. Eye contact with a person carrying a neutral expres-
sion may have resulted in the feeling that the person observed is
indifferent, or even judgmental, toward the observer.

In the present study, we were also interested in investigat-
ing whether individual differences would modulate participants’
responses to direct and averted gaze. There are individual dif-
ferences in how people process facial information (see Calder
et al., 2011), and, in general, social perception can differ depend-
ing on personal dispositions in approach-avoidance motivation
(Elliot and Thrash, 2002; Strachman and Gable, 2006). Social
anxiety, in particular, may alter ways of looking at faces and
the motivation to approach or avoid them. Socially anxious
individuals have been shown to avoid direct gaze, a result that
was suggested to reflect the direct gaze being experienced as
threatening (Horley et al., 2003; Wieser et al., 2009). Social anx-
iousness has been related to fear of social evaluation (Kocovski
and Endler, 2000), also when the observed social signals appear
positive (Weeks et al., 2008; Roelofs et al., 2010). Studies measur-
ing the power in the alpha band EEG activity have shown that
anxious arousal, characterized by somatic tension and physiolog-
ical hyperarousal, is also associated with rightward brain activity
(indicative of avoidance tendency) for both frontal and posterior
regions (Engels et al., 2007). Carver and White (1994) introduced
a self-report method (BIS/BAS scales) to measure the dispo-
sitional sensitivity of the neurobiologically based motivational
systems regulating approach-avoidance behavior. This method is
based on Gray’s theory (see 1994, for review) about behavioral
inhibition (BIS) and behavioral activation (BAS) systems. The
BAS mediates approach behavior and is engaged by stimuli sig-
naling reward. The BIS, in turn, is activated in a conflict situation,
and serves to interrupt or inhibit ongoing goal-directed behav-
ior (Carver and White, 1994). Recent brain imaging studies have
found correlation between BIS/BAS activity and lateralized pre-
frontal cortex activity: right-sided activity was related to increases
in BIS, whereas left-sided activity was associated to increases in
BAS (Gray et al., 2002; Wacker et al., 2008, 2010; Balconi and
Mazza, 2009; Berkman and Lieberman, 2010).

In this study, we measured SCRs and hemispheric asymmetry
in the frontal EEG alpha-activity to seeing another person’s live
face. Both the gaze direction (direct and averted) and the facial
expression (neutral and smiling) of the stimulus face were var-
ied. Four main hypotheses were tested: (1) the SCR would be
greater for a direct vs. an averted gaze, (2) perceiving a direct gaze
would elicit relative left-sided frontal EEG asymmetry indica-
tive of approach motivation, and (3) perceiving an averted gaze
would elicit smaller relative left-sided asymmetry or even relative
right-sided asymmetry indicative of avoidance, and (4) a smile
in the stimulus face would enhance the differences in the SCR
and frontal EEG asymmetry in response to a direct vs. an averted
gaze. During physiological recordings, the participants evaluated
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the affective valence of the stimuli. This was done to ensure that
the participants paid attention to the faces and also to investi-
gate the effects of gaze direction and facial expressions on explicit
face evaluations. We were also interested in examining whether
individual differences in anxiety and BIS/BAS activity would
modulate the pattern of physiological and behavioral responses
to faces. Furthermore, previously we have suggested that a direct
gaze elicits greater approach motivation than an averted gaze in
response to real faces but not to face pictures because real faces
are socially present and capable of interaction (Hietanen et al.,
2008; Pönkänen et al., 2011). Now, we wanted to measure whether
social presence, defined as a sense of awareness of the presence of
an interaction partner (Sallnäs, 2005), would be related to the psy-
chophysiological responses to real faces. In the present study, we
decided to investigate only female dyads (participant and model).
Recently, we showed that female participants exhibited differen-
tial motivational responses to male and female faces (Pönkänen
et al., 2011), and therefore, in the current study, we did not want
to confound the effects of gaze and expression by those of gender.

MATERIALS AND METHODS
PARTICIPANTS
The participants were 22 right-handed female undergraduates
(mean age = 22.7 years, range = 19–39 years, SD = 5.1) who
gained either course credits or two movie tickets for participa-
tion. All had normal or corrected-to-normal vision. Informed,
written consent was obtained from each participant prior to the
experiment in accordance with the declaration of Helsinki. Three
participants were excluded from the final EEG and SCR anal-
yses due to excessive artifacts, leaving 19 participants for the
physiological data sample.

STIMULI AND EXPERIMENTAL PROCEDURE
The stimuli were the faces of two young females blind to the pur-
pose of the experiment and unknown to the participants. They
were instructed to present a neutral and a smiling face with a
direct and an averted gaze (Figure 1). In the smiling face condi-
tion, the stimulus persons were trained to display non-enjoyment
(or “social”) smiles by aiming at restricting the smile to the mouth
area, thus lacking the activity of M. orbicularis oculi involved in
enjoyment (or “Duchenne”) smiles (Ekman et al., 1990; Frank
et al., 1993). It was considerably easier for the models to gen-
erate non-enjoyment than enjoyment smiles repeatedly, and our
objective was to have as little variability as possible in the smiles
throughout the experiment. The faces were presented through a
30 × 40 cm custom-built electronic shutter with a voltage sensi-
tive LC window (NSG UMU Products Co., Ltd.) switching from
the opaque to transparent state within less than 1 ms. The LC
shutter was attached to a black frame between the stimulus per-
son and the participant, the distance from the LC shutter being
30 cm for the stimulus person and 100 cm for the participant.
The retinal size of the stimulus face was approximately 8.0◦ hor-
izontally and 11◦ vertically. The averted gaze directions of the
stimulus person were controlled by attaching fixation marks on
the stimulus person’s side of the LC shutter panel, one to the right
side and another to the left side. The deviance from the direct
gaze was 30◦. The state of the LC shutter (transparent or opaque)

FIGURE 1 | A stimulus model with direct and averted gaze having a

smiling (above) and a neutral expression (below).

was controlled by Neuroscan Stim software running on a desktop
computer.

Each participant saw the faces of both stimulus persons. The
faces were presented in four separate blocks: two for one stimulus
person and two for the other. Within a block, there were a total
of eight trials. After every block, there was a short break during
which the stimulus person was changed. The presentation order
of the stimulus persons was counterbalanced across the partici-
pants. There were 32 trials altogether: 16 smiling and 16 neutral
faces. A half of the smiling and neutral faces were paired with a
direct gaze and the other half with an averted gaze (half of them to
the left, and the other half to the right). The presentation order of
the stimulus types within a block was pseudo-random (no more
than two consecutive trials of the same type). Each face was pre-
sented for 5 s, and the inter-stimulus-interval (ISI) was varied
manually in each trial. The minimum ISI was fixed to 11 s (range
of the mean intervals across participants: 17–24 s; grand mean:
19 s; maximum interval: 36 s). The experimenter was monitoring
the skin conductance (SC) level on a computer screen throughout
the experiment, and when the SC level seemed to have stabilized
after the previous trial the experimenter initiated the next trial
by pressing a start button. After pressing the button, there was
a short audio signal intended to prepare the stimulus person to
the opening of the shutter. The audio signal was presented via an
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earplug to the stimulus person. The earplug was not visible nor
the signal audible to the participant. Four seconds after the audio
signal, the LC shutter became transparent. During the ISIs and
the breaks between the blocks, the shutter remained opaque. The
mean duration of one block was 3.5 min.

After arriving to the laboratory, the participants were told that
the experiment concerned face processing. They were instructed
to assess the expression of the stimulus face on the positive—
negative dimension immediately after each trial. The participants
gave their response by sliding a lever with their dominant hand
accordingly. Slight finger movements were enough to slide the
lever that moved approximately 4 cm to the left or to the right
from the central position, labeled as “neutral.” The left-end side of
the potentiometer was labeled “extremely positive” and the right-
end side was labeled “extremely negative.” The output voltage of
the potentiometer was registered with the same equipment that
was used to measure SC levels. The output voltages could vary
between 2 (extremely positive) and −2 (extremely negative). The
participants were told that the shutter would be opened several
times for short periods of time, and that after a few openings there
would be a short break. They were instructed to sit as motionless
as possible, hold their gaze in the center of the LC shutter, and to
view the face stimulus each time the shutter was open. During the
experiment, one experimenter sat in the laboratory in such a way
that she was invisible to the participant, but able to observe the
monitor showing the SC levels. There was a digital video camera
to record the stimulus person’s facial expressions, eye-blinks, and
other facial or bodily actions.

Immediately after the physiological recordings, the partici-
pants filled in the following questionnaires: a state-trait anxiety
inventory (STAI) (Spielberger et al., 1983), a modified version of
a social presence questionnaire (see Sallnäs, 2005), and a 20-item
BIS/BAS questionnaire (Carver and White, 1994). The social pres-
ence questionnaire was used to measure the participants’ feelings
of social presence during the experiment. Our modified version
of the questionnaire consisted of seven adjective pairs or state-
ments that could be used to describe the face viewing condition
(e.g., personal-impersonal) on a bipolar seven-point scale.

ACQUISITION OF THE PHYSIOLOGICAL DATA
For the SC measurements, the electrodes (Ag/AgCl) were coated
with electrode paste and attached to the palmar surface of the
index and middle fingers on the participant’s non-dominant
hand. The signal was acquired with a SCR amplifier supplying
constant-voltage AC excitation (22 mv) (ADInstruments). Power
Lab 400 equipment was used to measure the SC. Data collec-
tion was controlled by LabChart Pro 7.1 programme running
on a Dell Optiplex 760 computer. The sampling rate was 100/s.
Continuous EEG was recorded with tin electrodes mounted in
a stretch lycra electrode cap (Electro-Cap International, Eaton,
OH) from F3, F4, F7, F8, C3, C4, P3, P4, and from both ears
(A1, A2), all referenced online to Cz. Horizontal (HEOG) and
vertical (VEOG) eye movements were monitored bipolarly from
the sites beside the outer canthi of each eye (HEOG) and above
and below the left eye (VEOG). Skin abrasion and electrode paste
were used to reduce the electrode impedances below 5 k�. The
EEG signal was amplified with SynAmps amplifiers with a gain of

5000 and a 1–200 Hz band-pass filter (50 Hz notch filter enabled).
The continuous signal was digitized at 1000 Hz and stored for
off-line analyses.

DATA ANALYSIS
The face stimuli were videotaped and viewed off-line by two
independent raters. They verified whether the models behaved
according to the instructions in each trial and labeled each face
having either a neutral expression or a polite smile. The raters
agreed upon the facial expressions in 98.7% of the cases. The
trials in which the facial expressions were not classified reliably
were excluded from the final data analysis. Moreover, the records
confirmed that the stimulus persons remained relatively motion-
less during the stimulus presentation. There were no observable
differences between stimulus conditions in the stimulus persons’
facial movements. The raters also detected the stimulus persons’
blinks. On average, there were two blinks per one experimental
session, and there were no differences in the number of blinks
between the stimulus conditions. Trials containing stimulus per-
son’s blinks were excluded from the final data analyses.

The SCR was defined as a maximum change from the baseline
level (at the stimulus onset) during a 4 s time period starting after
1 s from the stimulus onset till the end of the stimulus presenta-
tion. Responses contaminated by participant’s body movements
or technical problems during the measurement (16.9% of the
trials) were eliminated from subsequent analysis. The statisti-
cal analyses were based on the mean values of SCRs computed
for each participant across all trials within each stimulus cat-
egory including those trials with maximum amplitude below
0.01 μS. This method of calculation results in the magnitude
of the galvanic SCRs (cf., Dawson et al., 1990). A square root
transformation [Sqrt (SCR)] was performed to normalize the
data.

The continuous EEG signal was corrected off-line for the
participants’ blink artifact using a regression-based blink reduc-
tion algorithm (Semlitsch et al., 1986), and referred to both
ears. Eye movements other than blinks and other visible artifacts
were eliminated on the basis of visual inspection. Artifact-free
EEG during the 5 s stimulus period was segmented to eight
1.024 ms epochs with 75% overlap between adjacent epochs.
Spectral power was calculated for each epoch using Fast Fourier
Transform (FFT) with a 10% Hanning taper. In epoching
and overlapping the data segments, we followed the guide-
lines by Allen et al. (2004). According to these guidelines,
short epochs are better to approximate the assumptions of the
Fourier transform and they contain highly repeatable features
throughout the waveform. Overlapping, in turn, diminishes the
bias caused by the weighting functions in the windowing pro-
cess which would result in the middle parts of each epoch
receiving the most weight, and distal parts receiving negligi-
ble weight. The obtained power spectra were averaged over all
artifact-free epochs within each trial and over separate trials
within each experimental condition. Trials with less than 50%
artifact-free epochs were excluded from averaging. Based on
these criteria, 2.8% of the trials were eliminated. For average
power spectra within each condition, power density values (μV2)
within the alpha band (8–13 Hz) were calculated and natural
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ln-transformed to normalize the distributions. Asymmetry scores
were calculated for electrode pairs at frontal (F8/F7, F4/F3),
central (C4/C3), and parietal (P4/P3) scalp regions by sub-
tracting the ln-transformed power density values for the left
site from that for the right site (Allen et al., 2004). The main
data analysis was confined to the data measured from the elec-
trode pair F4/F3, since the affective and motivational effects
on the frontal EEG asymmetry are frequently detected from
these recording sites (Davidson, 1995). The other recording
sites were also analyzed to detect the relative asymmetry in
EEG activity. The effects were significant only for the frontal
electrode pair F4/F3, and approached significance for electrode
pair F8/F7.

RESULTS
SKIN CONDUCTANCE RESPONSE
For the SCRs, an ANOVA with Gaze (direct, averted) and
Expression (smiling, neutral) as within-subject factors resulted in
the main effects of Gaze, F(1, 18) = 20.06, p < 0.001, η2

p = 0.53,

and Expression, F(1, 18) = 15.60, p = 0.001, η2
p = 0.46, and

a Gaze × Expression interaction, F(1, 18) = 5.26, p = 0.034,
η2

p = 0.23. Follow-up paired-samples t-tests indicated larger
SCRs for the direct vs. averted gaze both in the neutral,
t(18) = 3.04, p = 0.007, and in the smiling face, t(18) = 4.66,
p < 0.001. Furthermore, SCRs were significantly greater for the
direct gaze in the smiling vs. neutral face t(18) = 4.88, p < 0.001,
but for the averted gaze, this difference was only marginally sig-
nificant, t(18) = 2.08, p = 0.052. Figure 2 shows the mean SCRs
as a function of gaze direction and facial expression.

Overall, the SCRs did not correlate with the valence ratings.
However, when analyzing the different Gaze × Expression com-
binations separately, we found a significant negative correlation
between the SCRs and the valence ratings for the neutral expres-
sion with a direct gaze, r = −0.53, p = 0.02. None of the other
behavioral measures did correlate significantly with the SCRs.

FIGURE 2 | Mean skin conductance responses (square

root-transformed SCRs in µMho) as a function facial expression and

gaze direction.

Table 1 | Means and standard deviations for STAI, BIS-BAS, and social

presence questionnaire scores.

Measure M SD

STAI Total 67.19 11.26

STAI State 30.72 5.32

STAI Trait 36.47 8.52

BIS Total 24.25 5.80

BAS Total 47.05 6.48

BAS Reward 19.43 2.76

BAS Drive 14.00 2.54

BAS Fun 13.62 2.81

Social Presence 4.48 0.91

The mean values and standard deviations of the STAI, BIS/BAS,
and social presence scale scores are presented in Table 1.

FRONTAL EEG ASYMMETRY
A Two-Way ANOVA with Gaze (direct, averted) and Expression
(smiling, neutral) as within-subject factors showed no significant
main effects or interactions on the EEG asymmetry scores cal-
culated for the frontal F4/F3 electrode pair, all Fs < 1. A similar
ANOVA for the F8/F7 electrode pair showed no main effects or
interactions either, Fs < 1.

However, we noticed that there was substantial variation
among the participants in their overall asymmetry scores. Some
participants showed negative asymmetry scores (indicative of
avoidance) in response to all types of stimuli, and their asym-
metry scores were more negative for the direct vs. averted gaze.
Others, in contrast, had positive asymmetry scores (indicative
of approach) to all stimulus types, and their asymmetry scores
were more positive for the direct vs. averted gaze. We calculated
two new asymmetry indices: (1) participant’s asymmetry score
averaged across all experimental conditions (asyscoreoverall)
and (2) the difference in asymmetry scores for direct and
averted gaze (asyscoredirect – asyscoreaverted). For the latter
index, increasing negative values would indicate increasingly
stronger avoidance-related brain activity for direct vs. averted
gaze, whereas increasing positive values would indicate increas-
ingly stronger approach-related brain activity for direct vs.
averted gaze. When these indices were correlated, we found a
marginally significant correlation between the overall asymmetry
index and the gaze direction difference index, r = 0.45, p = 0.05
(see Figure 3). The results of the behavioral measures did not
correlate with the asymmetry scores.

VALENCE EVALUATION
A similar ANOVA as above was run for the valence ratings.
This analysis revealed the main effects of Gaze, F(1, 21) = 36.97,
p < 0.001, η2

p = 0.64, and Expression, F(1, 21) = 113.62,

p < 0.001, η2
p = 0.84, but not a significant interaction effect.

The smiling faces (M = 0.76, SD = 0.32) were rated as being
more positive than the neutral faces (M = −0.41, SD = 0.21),
and the faces with a direct gaze (M = 0.29, SD = 0.19) were
rated as being more positive than the faces with an averted gaze
(M = 0.06, SD = 0.19).
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FIGURE 3 | A scatter plot with a linear fit curve for the participant’s

overall asymmetry score in the EEG alpha power (in ln-transformed

µV2/Hz between electrodes F4 and F3) averaged across all

experimental conditions (X -axis; asyscoreoverall ,) vs. the difference in

asymmetry scores for direct and averted gaze (Y -axis; asyscoredirect –

asyscoreaverted). For X -axis scores, negative values indicate right-sided
asymmetry (associated with avoidance) and positive values indicate
left-sided asymmetry (associated with approach). For Y -axis scores,
negative values indicate stronger avoidance-related brain activity for direct
vs. averted gaze, whereas positive values indicate stronger
approach-related brain activity for direct vs. averted gaze.

DISCUSSION
In this study, we measured autonomic arousal and frontal EEG
asymmetry to faces presented “live” through an electronic shutter.
Our main goal was to examine whether affective and motivational
neural responses to seeing a direct vs. an averted gaze would be
modulated by the expression (neutral/smiling) on the gazing face.
We expected to observe greater arousal and greater relative left-
sided frontal asymmetry to seeing a direct vs. an averted gaze, and
we proposed that when a stimulus person was smiling instead of
having a neutral expression, these effects would be enhanced.

We replicated our earlier findings (Hietanen et al., 2008;
Helminen et al., 2011; Pönkänen et al., 2011) by showing greater
SCRs to live faces with a direct vs. averted gaze. Here we also
manipulated the facial expression of the stimuli and found that
viewing of smiling faces elicited overall greater arousal than view-
ing of neutral faces, and, interestingly, that the effect of gaze
direction was more pronounced in response to a smiling than a
neutral face. The autonomic arousal was also greater to a smil-
ing vs. a neutral face with an eye contact. This result reflects the
emotional saliency of both the direct gaze and the smile, and
shows that a combination of these signals results in a strong auto-
nomic response. Indeed, both direct gaze and smiling face can be
regarded as signals inviting to closer interaction. Increased inti-
macy, in turn, has been shown to elevate arousal (Patterson, 1976;
Patterson et al., 1981).

Brain-imaging studies have shown that the amygdala is
involved in the integration of emotional facial expressions and
gaze direction (Sato et al., 2004, 2010). Sato et al. (2004) found
greater amygdala activation to faces looking toward vs. away from
the subject when the face was emotionally expressive rather than

neutral. The amygdala response also increased together with self-
reported arousal. As the amygdala is known to play a central
role in regulating affective arousal (Mangina and Beuzeron-
Mangina, 1996; LeDoux, 2000; Williams et al., 2005; Laine et al.,
2009), these results are highly compatible with the present ones.
However, it must be noted that the results from the brain imaging
studies regarding the effects of gaze direction and facial expres-
sion on amygdala activation are not consistent (Adams et al.,
2003; Hadjikhani et al., 2008; Straube et al., 2009). It is possible
that these discrepant findings reflect differences in the functions
of face processing. For instance, Adams et al. (in press) stud-
ied amygdala activity in response to direct and averted gaze on
faces expressing fear as a function of stimulus presentation time.
Subregions of the amygdala were distinctively tuned to short and
long stimulus durations. The authors proposed that the shorter
presentation time (300 ms) triggers reflexive attention to the faces,
whereas the longer time (1000 ms) allows reflective processing of
stimulus significance. Possibly relating to the reflective processing
mode, previous research has suggested that stimulus ambiguity
and unpredictability can modify amygdala activation (Hsu et al.,
2005; Herry et al., 2007; Whalen, 2007). Recent research has sug-
gested greater amygdala activity in response to highly self-relevant
stimuli (Sato et al., 2004; Hadjikhani et al., 2008; N’Diaye et al.,
2009; Boll et al., 2011). The differences in the relative relevance
between direct vs. averted gaze may depend, perhaps, on the
social context, personals dispositions, and task demands. In the
present study, the relatively long stimulus duration (5 s) allowed a
reflective processing mode. Perhaps it was more self-relevant and,
hence, more arousing to reflect upon the meaning of an emotional
vs. a neutral face. Looking at a smiling rather than a neutral face
may have triggered the viewers to mentalize more effectively the
observed person’s emotional and cognitive state.

Interestingly, there is one previous study that investigated the
SCRs to smiling and neutral faces with a direct vs. averted gaze.
Martin and Gardner (1979) also used “live stimuli” by having the
participant and a confederate sitting face-to face while the con-
federate presented combinations of direct/averted gaze directions
and smiling/neutral expressions during 20 s trial periods. Similar
to the present results, that study also reported higher autonomic
arousal to a smiling than a neutral face. However, they did not find
any effect of gaze direction. We can only speculate on the possible
reasons for this discrepancy. In Martin and Gardner (1979) study,
only male dyads were used, whereas there were only female dyads
in our study. Compared to men, women tend to be more sensitive
to facial communicative gestures (Gueguen and Jacob, 2002), and,
especially, to feel more observed when interacting face-to-face
with another person (Argyle and Williams, 1969). Furthermore,
we employed a valence-rating task during viewing of the faces,
but, in Martin and Gardner (1979) study, the other person was
passively observed. It is possible that, in the present study, the
evaluation of the faces enhanced the effect of gaze direction on
autonomic arousal.

The current results showed that the smiling faces were rated as
being positive, whereas the neutral faces were evaluated as being
slightly negative. Moreover, faces with a direct gaze were rated
as being more positive than faces with an averted gaze, regard-
less of whether the face was smiling or not. Interestingly, in our
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earlier studies in which the participants viewed neutral faces only
(Hietanen et al., 2008; Pönkänen et al., 2011), looking at faces
with averted gaze were rated to evoke higher level of pleasantness
than faces with direct gaze. These overtly discrepant findings are
likely to be explained by the fact that, in the current study, the
participants evaluated how positive/negative the facial expression
appeared, whereas in the previous studies they evaluated their
own feelings in response to the faces. Now, we found that the par-
ticipants made a clear distinction in the evaluations of smiling
and neutral faces, and it was also relevant whether the stimulus
person was looking at the participant or not. This is in line with
the autonomic arousal results. Our results also showed a negative
correlation between the SCRs and the valence ratings, but only
for the neutral faces having a direct gaze. Those who were more
inclined to evaluate a neutral, direct gazing face as being nega-
tive showed more pronounced autonomic arousal toward those
faces. There was considerable variation in the valence ratings for
the neutral faces; some participants rated them being slightly pos-
itive, whereas to others they appeared negative. Such a variation
was not observed for the smiling faces which were consistently
evaluated as positive. It can be speculated that a smiling face
represents a salient communicative signal triggering autonomic
arousal and positive evaluation in most individuals. A neutral
face, instead, is a less salient signal, leaving more space for per-
sonal dispositions to influence the affective evaluations. A neutral
face looking directly back to the viewer may be an especially
effective signal in revealing individual differences in affective eval-
uations and in their association with autonomic responses. It is
also important to note that the valence of the expression does
not necessarily correspond to the intention of the person bear-
ing the expression (e.g., Ambadar et al., 2009). Thus, a social
smile can imply a sender’s social motive to hide negative emo-
tions, and, indeed, non-Duchenne smiles are less often used as a
signal of social intent than Duchenne smiles (Hess and Bourgeois,
2010). Bindemann et al. (2008) have suggested that when infor-
mation from gaze direction and facial expression is combined, the
ambiguity of the expression might determine how important gaze
direction is for determining the observed person’s goals and emo-
tions. In our study, the overall intensity of the smiles was low,
and this expression was held still on a face for 5 s. If these smiles
were regarded as contrived or otherwise ambiguous, it is possible
that the elevated arousal to the smiling faces reflected these fac-
tors rather than the positivity or approachability of the expression
itself. Apparently, this question warrants further studying to dis-
ambiguate the source of arousal in response to direct vs. averted
gaze in expressive faces.

The results of the frontal alpha-band EEG asymmetry mea-
sures did not show effects of gaze direction or facial expression.
This was contrary to our expectations. Particularly, the non-
significant effect of gaze direction on frontal asymmetry was
unpredicted since in our earlier studies with rather similar study
designs we have observed greater relative left-sided activity for a
direct vs. an averted gaze (Hietanen et al., 2008; Pönkänen et al.,
2011). In these studies, the stimulus persons’ identities have var-
ied from experiment to experiment, and we cannot rule out the
possibility that some factors related to their personal qualities
could have had an effect on the results. However, one difference

between the experimental settings of the present and the previous
studies was that, in the present study, the stimulus persons were
students who did not interact with the participants prior to the
experiment at all, whereas in the previous studies the stimulus
persons were also the experimenters of these studies (welcoming
the participants, shaking hands with them, assisting in the prepa-
ration of the physiological recordings, etc.). It is an interesting
possibility that some sort of social connectedness, or dominance
factor due to the experimenter status, would have such a dramatic
effect on the results. This is clearly an important question and
needs further studying.

Although we did not find a gaze direction effect on the frontal
alpha-band EEG asymmetry, the magnitude of the mean asym-
metry score calculated across responses to all stimulus conditions
exhibited a marginally significant positive correlation with the dif-
ferential score expressing whether direct gaze evoked less (negative
values) or more (positive values) left-sided brain activity (implying
approach motivation) compared to averted gaze. In other words,
the increase of the overall asymmetry scores was associated with
a tendency that direct gaze elicited stronger approach-related
activity than did the averted gaze. One interesting possibility is
that this result could reflect differences in personal dispositions
affecting the approach-avoidance—motivation and reactions to
gaze directions. On the other hand, our behavioral data failed to
give support to this possibility. Unfortunately, we did not mea-
sure baseline EEG alpha-band activity, which could have revealed
some trait-based effects in the responses to gaze direction. It has
been shown that there are trait-level individual differences in
affective styles. Left-sided trait asymmetry has been associated
with positive affect and approach behavior, whereas right-sided
trait asymmetry has been related to negative affect, anxiety, and
behavioral avoidance (Heller and Nitschke, 1998; Davidson and
Irwin, 1999; Allen and Kline, 2004; Mathersul et al., 2008).

It also stands out that the facial expression had an effect on
autonomic responses, but not on the neural activity related to
approach-avoidance tendencies. According to the shared signal
hypothesis (Adams and Kleck, 2003, 2005), a smile and direct
gaze should both potentiate approach motivation, and Stins et al.
(2011) recently found that it takes less time to initiate steps toward
a smiling vs. an angry face, suggesting that a smile prompts
approach behavior. Furthermore, by recording alpha-band EEG
activity Davidson and Fox (1982) have shown that infants show
leftward frontal activity in response to happy faces and rightward
activity in response to angry faces. Our present results did not
show an effect of gaze or facial expression on the frontal EEG
asymmetry. Given that we had only faces presenting neutral and
low-intensity smile expressions in this study, it remains an open
question whether a face that communicates strong appeal or dan-
ger might play a more dominant role in influencing the frontal
EEG asymmetry.

In the current study, we also investigated whether anxiety, the
activation of the behavioral motivation systems BIS/BAS, and the
felt social presence would correlate with the autonomic arousal
and frontal EEG asymmetry scores in response to the face stim-
uli. We found that none of these measures were related to the
psychophysiological responses. In future studies, it would be use-
ful to measure individual differences in resting (baseline) frontal

Frontiers in Human Neuroscience www.frontiersin.org May 2012 | Volume 6 | Article 122 | 481

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Pönkänen and Hietanen Eye contact with expressive faces

alpha-band EEG asymmetries, anxiety, and self-esteem when
studying affective and motivational responses to eye gaze. These
may be critical factors, especially when responses to faces with
direct gaze (signaling social approval) and averted gaze (signaling
rejection) are being studied. Since we tested only female dyads,
the question of whether the observed results would be similar
had we recruited also male or mixed dyads, remains. The rat-
ings of social presence in response to the stimulus faces showed
that the participants felt moderate levels of social presence dur-
ing the experiment. However, we measured social presence only
once, at the end of the experiment, and not separately for the
different stimulus conditions. In the future, it would be worth
studying how different types of evaluation tasks or active inter-
action between the participant and the stimulus person influence
social presence and psychophysiological responses.

To sum up, the results of the current study showed that facial
expression modified autonomic arousal elicited by sustained eye
contact with another person. Being in an eye contact with another
individual had an arousal-enhancing effect that was greater to see-
ing a smiling rather than a neutral face. We suggest that an eye
contact has a function of “tuning” two persons to each other, and
a positive facial expression, perhaps, boosts to greater sharing of
affective information.
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Oxytocin (OXT) has been implicated in prosocial behaviors such as trust and generosity.
Yet, these effects appear to strongly depend on characteristics of the situation and the
people with whom we interact or make decisions. Norms and rules can facilitate and guide
our actions, with fairness being a particularly salient and fundamental norm. The current
study investigated the effects of intranasal OXT administration on fairness considerations
in social decision-making in a double-blind, placebo-controlled within-subject design. After
having received 24 IU of OXT or placebo (PLC), participants completed a one-shot Dictator
Game (DG) and played the role of the responder in a modified version of the Ultimatum
Game (UG), in which an unfair offer of eight coins for the proposer and two coins for
the responder is paired with either a fair-(5:5) or no-alternative (8:2). Rejection rates were
higher when a fair alternative had been available than when there was no alternative to
an unfair offer. Importantly, OXT did not de-or increase rejection rates overall, but reduced
the sensitivity to contextual fairness, i.e., the context of alternatives in which an offer
was made. As dictators, participants allocated less coins to the recipient when given OXT
than when given PLC, indicating a decline in generosity. These results suggest that OXT
decreases the adherence to fairness norms in social settings where others are likely to
be perceived as not belonging to one’s ingroup. While our findings do not support the
prosocial conception of OXT, they corroborate recent ideas that the effects of OXT are
more nuanced than assumed in the past.

Keywords: oxytocin, fairness, generosity, ultimatum game, dictator game, social norms, prosocial behavior, social

decision-making

INTRODUCTION
The neuropeptide oxytocin (OXT) has received much attention
for its role in social cognition and prosocial behavior (Meyer-
Lindenberg, 2008; Macdonald and Macdonald, 2010). Previous
studies have revealed that OXT strengthens cooperation by stim-
ulating trust (Kosfeld et al., 2005; Baumgartner et al., 2008;
Delgado, 2008; Mikolajczak et al., 2010a,b), generosity (Zak et al.,
2007), and social perception (Guastella et al., 2008a,b; Keri and
Benedek, 2009; Gamer et al., 2010), suggesting a strong associ-
ation between OXT and empathy (Zak et al., 2007; Barraza and
Zak, 2009).

However, recent evidence specifies that these effects are more
nuanced than once assumed and often moderated by situational
or personal characteristics (Bartz et al., 2011). Some findings even
point to rather “antisocial” effects of OXT (Bartz et al., 2011),
such as increased envy and Schadenfreude (Shamay-Tsoory et al.,
2009) as well as ingroup-favoritism and aggression towards out-
group members (De Dreu et al., 2010, 2011a). Similarly, OXT
diminishes cooperation when social information about the inter-
action partner is lacking (Declerck et al., 2010) and loses its
trust-enhancing effect when interaction partners are perceived as
unreliable (Mikolajczak et al., 2010a).

Since the central decisions in our life occur during interactions
with others, commonly shared beliefs, i.e., social norms, provide

a useful framework for our decisions and deeds. Fairness is a very
elementary and salient norm, for which a preference is already
observable in young children (Takagishi et al., 2010; Blake and
Mcauliffe, 2011). These social preferences are frequently investi-
gated with one-shot games, among others, the Ultimatum Game
(UG, Güth et al., 1982) and the Dictator Game (DG) (Forsythe
et al., 1994; Fehr and Camerer, 2007; Fehr, 2008). Both games
involve monetary allocations between two players, with the first
player offering a division. In the UG, the second player can decide
whether to accept or reject this proposal. If accepted, the stake is
split as proposed. If the offer is rejected, neither player receives
anything. In the DG, on the contrary, the decision in unilateral
on behalf of the allocator and the second player must accept any
offer, thus remaining utterly powerless. In both games, empiri-
cal data differs from a “rational” approach of maximizing one’s
payoff (Güth et al., 1982).

The study by Zak et al. (2007) is, up to now, the only one
to investigate the influence of OXT on the behavior in the UG
and the DG. Here, participants were asked to indicate the value
they would choose if they were assigned to be proposers (offer),
responders (minimum acceptable offer or, in other words, rejec-
tion threshold) and dictators (endowment/giving), respectively.
OXT enlarged the (positive) difference between proposers’ offers
and their rejection threshold in the UG, while leaving rejection
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thresholds and DG giving unchanged. The authors conclude that
OXT increases generosity, based on the definition that generosity
means giving away more than the recipient needs or expects. In
fact, in this study, proposers were not informed about the actual
expectations (or needs) of the second player, but made hypo-
thetical “what-if”-decisions before being assigned to a role. Zak
et al. (2007) propose that this procedure, in combination with
OXT, stimulates perspective-taking and empathy in the UG, and
in turn motivates to reduce the negative emotional reaction of
the other player. They do not, however, provide an explanation
why this only holds in the role of proposers and not responders.
A true concern for others’ welfare should also be evident in altered
rejection thresholds and DG allocations. An OXT-induced “gen-
erosity” that is only evident when the second player has the power
of rejecting one’s offer, which would leave oneself empty-handed,
does not seem very generous after all, but might reflect strategic
considerations (see also De Dreu, 2012). In line with the con-
clusions of Zak et al. (2007), no OXT effects on the decision to
donate have been found (Barraza et al., 2011). A different study
by the same authors, however, reported increased generosity in
unilateral monetary allocations in relation to OXT levels in blood
(Barraza and Zak, 2009). With respect to the relation between
genetic variations in the OXT receptor and monetary transfers,
results are similarly divergent (Israel et al., 2009; Apicella et al.,
2011). Fehr (2008) and Conlisk (2011) even reason that OXT does
not boost generosity or prosociality, which is also supported by
the absence of OXT effects on the back-transfer of trustees in
a trust game (Kosfeld et al., 2005). Likewise, the initial trans-
fer of investors did not differ between OXT and placebo (PLC)
(Baumgartner et al., 2008) or when trustees were depicted as
unreliable (Mikolajczak et al., 2010a). All in all, the experimen-
tal findings are mixed and it remains thus unresolved whether
OXT actually motivates prosociality by stimulating perspective-
taking.

A modified version of the UG developed by Falk et al. (2003)
allows for a more thorough examination of perspective-taking
particularly from the side of responders. Here, the proposer
chooses from a fixed set of two distributions of the stake. An
unfair offer of eight coins for the proposer and two coins for
the responder is paired with different alternatives, most criti-
cally either a fair-(5:5) or no-alternative (8:2). Previous studies
using the modified UG paradigm have repeatedly demonstrated
that rejection rates are higher when there was a fair-alternative
than when there was no-alternative to an unfair offer (Falk et al.,
2003; Sutter, 2007; Güroğlu et al., 2009; Radke et al., 2012).
Although identical in terms of absolute payoff, the unfair offers
differ with respect to signaling fairness depending on the available
alternative. Importantly, pairing an unfair offer (8:2) with a fair
alternative (5:5) signifies an explicit violation of fairness norms
because the proposer clearly preferred not to offer an equal split,
but favored an unfair division (Radke et al., 2012). Incorporating
proposers’ perspective and judging this behavior as unkind and
unfair underlies the increased tendency to reject. In contrast,
when no alternative was available, rejection is solely based on dis-
liking the unfair outcome as such, i.e., inequity aversion (Falk
et al., 2003). Developmental studies support the notion that the
sensitivity to this manipulation of “context”, i.e., the alternative

offer (as in Güroğlu et al., 2009; Radke et al., 2012), reflects
perspective-taking (Sutter, 2007; Güroğlu et al., 2009).

We used the modified version of the UG to contrast behavior
in response to unfair offers when no alternative was available to
unfair offers which were deliberately chosen over a fair alternative,
i.e., an equal split. Here, the no-alternative condition captures
the tendency to dislike and reject unequal outcomes, i.e., inequity
aversion, which is a basic social preference (Radke et al., 2012). In
accordance with previous findings (Falk et al., 2003; Sutter, 2007;
Güroğlu et al., 2009; Radke et al., 2012), we expected responders’
rejection rates to remain substantial, but lower than in the fair-
alternative condition. The difference in rejection rates between
these two conditions assesses how sensitive responders are to the
alternative, but unselected, offer that had initially been available
to proposers. In other words, the sensitivity to the context in
which an unfair offer occurred goes beyond pure inequity aver-
sion by stirring social expectations about fairness. Importantly,
examining responder behavior in an UG setting allows for distin-
guishing social norm concerns from other motivational dynamics
that accompany proposals, e.g., the strategic rationale of offering
fair splits to minimize rejection and thereby maximize self-gain.
The current study is the first to assess the role of OXT on actual
responder behavior in the UG, i.e., reactions to others’ proposals.
If OXT promotes prosociality and perspective-taking in general,
then a larger sensitivity to context should emerge. In a simi-
lar vein, unilateral “prosocial” allocations should be higher after
OXT administration. The DG has been highlighted as a measure
of unconditional prosociality and altruism (Camerer and Thaler,
1995; Conlisk, 2011). On the other hand, however, newer research
suggests (De Dreu, 2012) that OXT motivates only parochial
cooperation. When others are unknown or unfamiliar, OXT can
effectively reduce cooperative conduct (Declerck et al., 2010).
Since no personal inferences about the other players could be
drawn in the current setting, they are likely to be perceived as not
belonging to the same group, i.e., ingroup, as oneself. Moreover,
the UG involves a limited stake, i.e., coins, with the payoffs for
the two players being inversely related. Particularly when com-
peting for the same resources, potential prosocial tendencies or
privileges might not extend to principally unknown interaction
partners. Consequently, we expected participants to adhere less to
social norms of reciprocity and fairness when distributing money
with an anonymous other. Still, as the results from previous stud-
ies are mixed, the character of the current experiment remains
rather explorative.

MATERIALS AND METHODS
PARTICIPANTS
Twenty-four male volunteers (M age = 21.46, SD = 1.93 years)
participated in this study. All of them were students and recruited
through advertisements placed across campus.

All participants were healthy and did neither report current
nor a history of neurological or endocrine disease, medication,
and drug or alcohol abuse. Exclusion criteria included age of <18
or >30, smoking more than five cigarettes per day, participa-
tion in another pharmacological study or blood donation within
the last two months, and suffering from fever, common cold or
allergic rhinitis (“hay fever”) on the day of testing. Participants
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were asked to abstain from caffeine, alcohol and nicotine for 24 h
as well as from eating and drinking (except water) 2 h prior to
substance administration.

All participants gave written informed consent to the pro-
cedures which were in accordance with the Declaration of
Helsinki and had previously been approved by the Medical Ethics
Committee of the Radboud University Nijmegen Medical Center
(Commissie Mensengebonden Onderzoek Region Arnhem-
Nijmegen). Participants were paid for participation.

PHARMACOLOGICAL PROCEDURE
A randomized, placebo-controlled, double-blind within-subjects
design was used in this study. Participants received OXT
(Syntocinon; Novartis) or a saline solution via a nasal spray dur-
ing two sessions separated by 14 days. All sessions were scheduled
for weekdays, started at 10 a.m. and involved two participants,
who did not know each other before, being tested simultaneously.
In order to avoid any bias due to potential differences in scent
between the OXT and the saline spray, the experimenter was not
present during substance administration. An independent assis-
tant who was blind to the experimental hypotheses supervised the
procedure and left immediately after substance administration.
Participants self-administered the nasal spray with three puffs
per nostril (each with 4 IU OXT, i.e., a total dose of 24 IU). To
control for belief effects, participants as well as the experimenter
had to indicate at the end of each session which substance they
think was administered. In addition, mood questionnaires were
completed throughout the sessions to assess nonspecific effects
of OXT. Several tasks were carried out after a waiting period of

approximately 40 min, a time window derived from earlier OXT
and related peptide nasal spray studies (Born et al., 2002; Kosfeld
et al., 2005; Domes et al., 2007; Gamer and Büchel, 2012), with
subjects starting the UG and DG approximately 75 min after sub-
stance administration. Participants were not allowed to talk to
each other during the UG and DG.

MATERIALS
Modified ultimatum game
Procedure. Participants played the role of the responder in a
computerized version of the modified UG. Each trial started
with a fixation cross (1000 ms), followed by the presentation
of the two available options (1000 ms). Next, the selected offer
was encircled in red (1000 ms). Subsequently, “Yes” and “No”
icons were presented while the alternatives remained visible (as
depicted in Figure 1). The task being self-paced, participants
had unlimited amount of time to press one of two buttons on
the keyboard to indicate their decision. Participants’ response
remained on the screen for 2000 ms before the next round
started.

Participants were led to believe that they were coupled with
data from subjects who had previously participated as proposers.
They were told that they would play every round with a new
partner who would make an offer by selecting one of the two
options and their task was to decide whether to accept or reject
that particular offer. If accepted, the coins were distributed as pro-
posed; if rejected, neither player received anything. Participants
were notified that at the end of the experiment, a random num-
ber of rounds would be selected to determine their payoff and

FIGURE 1 | Display of the decision phase in the fair-alternative condition

of the modified UG. The left panel shows the name and silhouette of the
proposer at the top (here “Proposer”) as well as the name of the
participant underneath (here “You”). The two potential distributions are

specified by red and blue coins (red for the proposer, blue for the responder;
here 8:2 vs. 5:5). The selected offer is encircled in red. The participant
has to decide whether to accept (“Yes”) or reject (“No”) the offer via
button press.
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that proposers would be paid in the same manner after all data
from responders had been collected. It was pointed out that
participants’ decisions affected both their own and the other
players’ financial outcome. It was ensured that participants’ earn-
ings varied between the two experimental sessions and between
participants sitting in the same room. None of the participants
indicated doubt about the cover story or about the bonus not
being linked to their actual choices.

Design and analyses. In order to contrast behavior in response
to unfair offers (8:2) when no alternative (8:2 vs. 8:2) was available
to unfair offers which were deliberately chosen over a fair alterna-
tive (5:5 vs. 8:2), i.e., an equal split, a repeated measures ANOVA
was conducted for the rejection rate of unfair offers with sub-
stance (two levels: OXT vs. PLC) and context (two levels: fair vs.
no alternative) as within-subject factors. Hence, the factor context
pertains to the alternative outcome that had not been selected.
The fair-alternative condition can be seen as an explicit version of
the classic UG where any offer is usually compared to a potential
equal split. Pairing an unfair offer with a fair alternative consis-
tently leads to highest rejection rates (Falk et al., 2003; Sutter,
2007; Güroğlu et al., 2009; Radke et al., 2012). In contrast, the
rejection rate in the no-alternative condition is likely to reflect the
basic tendency for inequity aversion (Falk et al., 2003; Ohmura
and Yamagishi, 2005). Although the two identical distributions do
not permit a real choice for proposers, responders’ rejection rates
remain substantial (Falk et al., 2003; Sutter, 2007; Güroğlu et al.,
2009; Radke et al., 2012). Importantly, the difference in rejection
rates between the no-alternative and the fair-alternative condi-
tion can be regarded as a measure of the sensitivity to contextual
fairness.

Two additional distributions were used as to induce variance
in the set of offers and to avoid suspicion from participants being
faced with only 8:2 and 5:5 splits on all trials. For this pur-
pose, we included hyperfair (2:8 vs. 8:2) and hyperunfair (10:0
vs. 8:2) conditions in the game. However, for the hyperfair con-
dition, it is still unresolved what motivates the decision to accept
or reject (Güroğlu et al., 2009; Sutter, 2007). Importantly, with
regard to fairness norms, both offers are equally unfair, one being
advantageous to the proposer and the other being advantageous
to the responder. As it is not obvious which choice is favor-
able according to social norms and expectations, interpreting this
condition remains particularly challenging. With regard to the
hyperunfair condition, results based on similar paradigms are
mixed. Whereas Falk et al. (2003), Güroğlu et al. (2009) and
Radke et al. (2012) do not find significant differences between
the hyperunfair and no-alternative condition, the experiment of
Sutter (2007) reveals higher rejection rates in the no-alternative
(8:2) than in the hyperunfair-alternative condition (10:0) for
university students. These inconsistent findings warrant caution
when interpreting the results from the hyperunfair-alternative
condition and have entailed its exclusion from the design and
analyses previously (Güroğlu et al., 2010).1 For these reasons, we

1Note that there was another condition in which proposers were deprived of
their control over an offer, which, however, extends the focus of the current
paper and will be reported elsewhere.

restricted the analyses to the two levels of context that permit a
solid, unambiguous investigation of the role of OXT in fairness
considerations.

Each combination of selected and unselected offers was pre-
sented 16 times (counterbalanced for proposers’ gender and
position of the unfair offer). As the no-alternative condition leads
to an 8:2 offer for either alternative, an unfair offer (8:2) was pre-
sented in five of the eight conditions, equivalent to 80 trials. The
three genuine alternative offers (i.e., 5:5, 2:8 or 10:0) were selected
on 48 trials, yielding 128 trials in total. Contrary to subjects’
belief, all choices were computer-generated.

Dictator game
After completion of the modified UG, participants played a
single-trial DG with an anonymous other who was repre-
sented by a gender-ambiguous silhouette and name. Ten red
coins were presented similar to the display in the modified
UG. Participants had an unlimited amount of time to choose
how many coins they wanted to give to the other player
who, as it was emphasized, could not influence the outcome,
but would be paid contingent upon their decision. Responses
were made by pressing the corresponding number on the key-
board.

RESULTS
MODIFIED UG
The ANOVA revealed a main effect of context, F(1, 23) = 15.80,
p < 0.01, η2 = 0.41, indicating that rejection rates were higher
in the fair-alternative condition (M = 54.95%) than in the no-
alternative condition (M = 22.4%). Moreover, there was an inter-
action between substance and context, F(1, 23) = 4.44, p < 0.05,
η2 = 0.16. Further analyses demonstrated that the difference in
rejection rates between the fair-alternative condition and the
no-alternative condition was smaller after OXT administration
(M = 27.08) than after PLC (M = 38.02). The effect of sub-
stance was not significant, F(1, 23) = 0.02, p = 0.88, η2 < 0.01.
Rejection rates are depicted in Figure 2.

FIGURE 2 | Rejection rates of unfair offers with regard to the

alternative offers and the substance received. Overall mean percentage
and standard errors of rejection of 8:2-offers are displayed. The main effect
of context is indicated by an asterisk(∗ ), p < 0.01.
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DICTATOR GAME
The number of coins allocated to the recipient was smaller
when participants had received OXT (M = 1.63, SD = 2.3;
Median = 0) than when they had received PLC (M = 2.71, SD =
2.44; Median = 2), Z = −2.06, p = 0.04 (two-tailed Wilcoxon
Test). Figure 3 depicts the histogram of allocations. In the PLC
condition, the distribution is bimodal, with seven participants
giving zero coins (29.2%) and six giving five coins, i.e., half of
the stake (25%). After OXT administration, the distribution of
endowments is unimodal, peaking at zero (N = 13; 54.2%) and
five participants splitting equally (20.8%).

EFFECTS OF ORDER OR PARTICIPANTS’ BELIEF OF SUBSTANCE
ADMINISTRATION
Adding the order of substance administration or subjects’ belief
about the substance administered as between-subject factors to
the ANOVAs did not yield any significant effects or interactions
(all ps > 0.28). Neither participants nor the experimenter were
able to detect the correct order of substance administration above
chance level (participants: M = 47.83%; t(22) = −0.204, p =
0.84; experimenter: M = 33.13%; t(23) = −1.696, p = 0.10).

DISCUSSION
This study aimed to explore the role of OXT in fairness consid-
erations that imply social norms. It was the first experimental
approach of administering OXT intranasally in order to assess
actual responder behavior in an UG setting. The modified version
of the UG allowed for investigating perspective-taking from the
side of responders as this role is related less to strategic, but more
to fairness considerations. Additionally, for a direct comparison
with the only previous pharmacological study using the UG/DG
(Zak et al., 2007), the DG was included to capture unconditional
generosity.

Rejection rates in the modified UG were higher when a fair
alternative had been available than when there was no alternative
to an unfair offer-an effect that has been frequently shown (Falk
et al., 2003; Sutter, 2007; Güroğlu et al., 2009; Radke et al., 2012).
Importantly, OXT did not generally de-or increase rejection rates,
but reduced the sensitivity to contextual fairness. Whereas a typ-
ical, bimodal distribution of allocations was observed in the PLC

FIGURE 3 | Distribution of Dictator allocations after OXT vs. PLC

administration.

condition of the DG, OXT skewed this pattern in the direc-
tion of enlarging one’s own gain. Taken together, OXT appears
to decrease the amount to which one acts according to social
rules and norms. In the DG, it decreases unconditional generos-
ity, and in the UG, the alternative, unselected offer is taken less
into account. Notably, participants were less responsive to cues
that stimulate perspective-taking by means of inferring proposers’
motives for selecting an unfair offer (e.g., Güroğlu et al., 2009).

These results are clearly at odds with the notion of OXT
inducing generally prosocial tendencies (Zak et al., 2007; Meyer-
Lindenberg, 2008; Macdonald and Macdonald, 2010). Instead,
they fit with recent evidence suggesting rather “antisocial” effects
of OXT (Bartz et al., 2011), ranging from negative interpersonal
feelings, such as increased envy and Schadenfreude (Shamay-
Tsoory et al., 2009) to intergroup behavior, e.g., ingroup-
favoritism (De Dreu et al., 2010, 2011a). Importantly, in the
absence of social information about the interaction partner, OXT
decreases cooperation (Declerck et al., 2010). Along these lines,
De Dreu (2011b, 2012) argues that OXT-induced “goodwill” is
not general, but in fact parochial, and does not extend to mem-
bers that are perceived to be unreliable (Mikolajczak et al., 2010a)
or do not belong to one’s ingroup. This limited benevolence is
likely to sustain intra-group reciprocity and fits with findings
from animal literature (e.g., Campbell, 2008).

Social norms are not merely shared by others, but, impor-
tantly, also sustained by others’ endorsement and therefore serve
the cohesion of social groups. Violating social expectations often
leads to disapproval by others and, depending on the nature of the
particular norm, feelings of anxiety, guilt or embarrassment on
the side of the violator (Elster, 1989). Importantly, these negative
emotions can also arise when anticipating to violate social norms
(Elster, 1989). Enhanced amygdala activation has been associ-
ated with own intentional norm violations (Berthoz et al., 2006)
as well as with judging actions as reflecting deceptive intentions
(Grèzes et al., 2004). Even in anonymous settings, individuals
avoid circumstances that enable them to deceive others to their
own financial advantage (Shalvi et al., 2011). Rooted in the desire
not to behave in an immoral and socially inconsiderate manner,
people are inclined to satisfy others’ expectations and to avoid
social interactions that involve conflicting interests or a tempta-
tion to exploit (Dana et al., 2006; Shalvi et al., 2011). Given that
OXT attenuates responses to stress, threat and anxiety, particu-
larly in social situations (Heinrichs et al., 2006; Heinrichs and
Domes, 2008; Ditzen et al., 2009; Norman et al., 2010; Bartz et al.,
2011), OXT is likely to diminish the concern about other people’s
disapproval. In patients with social anxiety disorder, OXT reduced
exaggerated negative mental self representations (Guastella et al.,
2009). Therefore, acting against the rules of social conduct could
be viewed as less threatening and more permissive, resulting in
being a more feasible behavioral option.

Apart from its anxiolytic effects, OXT is involved in facili-
tating social categorization (De Dreu, 2012). Although we did
not intend to manipulate group membership, the setting of our
experiment may have contributed to such a classification. The
other players with whom participants interacted via the computer
were represented by black silhouettes and names consisting of
their first name and the first letter of their last name. Moreover,
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every UG round was played with a new partner, preventing par-
ticipants from familiarizing with them and developing reciprocal
patterns. In contrast, a fellow participant of the same gender was
present in the same room and busy with the same task. This might
have induced a distinction between the fellow participants being
similar to oneself and belonging to the same group, whereas the
other players changed frequently and did not share these “estab-
lished” commonality of the ingroup. OXT might have fostered the
perception of this contrast, which is in line with previous evidence
on unkind behavior towards non-ingroup members (De Dreu,
2012). Bearing in mind that the gender-ambiguous silhouette and
name used in the DG does not allow for deducing any identity-not
even for a fundamental inference based on gender-it appears that
“antisocial” effects of OXT are inversely related to the information
available about the other player (see also Declerck et al., 2010).
However, these speculations need to be directly tested in future
studies since our design did not manipulate intergroup dynamics
on purpose. In addition, it should be investigated in how far OXT
might alter the perception of and reaction to ambiguous social
cues.

Note that our study differs from the one of Zak et al. (2007)
in two central methodological aspects: First, participants of Zak
et al. made choices in rather hypothetical situations, i.e., as if
they were proposers, responders, and dictators, preceding the
assignment of definite roles. In contrast, in the current study,
participants (as responders) always reacted to offers from pro-
posers, which puts more emphasis on actual decision behavior.
Closely related is the lack of an explicit reference point in the
classic UG (as used by Zak et al.) so that the fairness norm of
a potential equal split remains implicit (Radke et al., 2012). By
pairing an unfair offer with a fair alternative (as in the current
design), an explicit violation of fairness norms can be signified
and context effects can be captured. Second, Zak et al. (2007)
administered 40 IU in a between-subject manner, whereas the
current study made use of a dose of 24 IU and a within-subjects
design. Although 24 IU has emerged as the conventional dosage
for OXT research, the effects of dose, e.g., whether they are linear
or follow a different functional mapping, should be thoroughly
investigated in clinical trials. In the absence of such trials, the
exact pharmacokinetics of OXT remain unknown. Importantly,
however, the current study is based on data suggesting a time
window of up to 100–120 minutes in CSF after intranasal neu-
ropeptide administration (Born et al., 2002) and OXT effects
for at least 90 min (e.g., Domes et al., 2010; Gamer et al., 2010;

Gamer and Büchel, 2012). Recently, results were reported for
tasks starting 75–85 minutes after OXT administration, with the
entire experimental session lasting from 45 until 120 minutes
post-administration (Ellenbogen et al., 2012).

As the DG was always administered after the UG, we cannot
entirely rule out possible carry-over effects from the previous
interactions in which participants faced many unfair offers. Yet,
it seems unlikely that the task order is responsible for the cur-
rent results as the effect was restricted to the OXT session and
not present when participants received PLC. Besides, we found
no effects of session order or mood that might explain our results
in terms of unspecific substance effects.

In conclusion, our results indicate that OXT reduces the sensi-
tivity to fairness considerations based on perspective-taking (UG)
and generosity (DG). The current findings add to a growing body
of literature on differential effects of OXT that essentially depend
on situational or personal characteristics (Bartz et al., 2011) as
well as the nature of social cues (Declerck et al., 2010; De Dreu,
2012). Tuning one’s behavior according to the attributes of one’s
interaction partner is highly adaptive and restricting prosocial
behavior to one’s ingroup is likely to strengthen group cohe-
sion and fitness. A facilitated social categorization, e.g., based
on group membership, can be useful under conditions of uncer-
tainty as it reduces the threat of non-reciprocation. Along these
lines, the currently demonstrated decreased adherence to social
norms is usually only advantageous in the short run and towards
non-ingroup members. Therefore, replications and extensions to
long-lasting social relationships are necessary to investigate the
mechanisms behind OXT-induced alterations of social behavior
and their modulation by situational and interpersonal factors.
After all, it might be beneficial that OXT does not motivate
prosocial tendencies towards anyone.
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When engaging in joint attention, one person directs another person’s attention to
an object (Initiating Joint Attention, IJA), and the second person’s attention follows
(Responding to Joint Attention, RJA). As such, joint attention must occur within the context
of a social interaction. This ability is critical to language and social development; yet the
neural bases for this pivotal skill remain understudied. This paucity of research is likely due
to the challenge in acquiring functional MRI data during a naturalistic, contingent social
interaction. To examine the neural bases of both IJA and RJA we implemented a dual-video
set-up that allowed for a face-to-face interaction between subject and experimenter
via video during fMRI data collection. In each trial, participants either followed the
experimenter’s gaze to a target (RJA) or cued the experimenter to look at the target (IJA).
A control condition, solo attention (SA), was included in which the subject shifted gaze
to a target while the experimenter closed her eyes. Block and event-related analyses
were conducted and revealed common and distinct regions for IJA and RJA. Distinct
regions included the ventromedial prefrontal cortex for RJA and intraparietal sulcus and
middle frontal gyrus for IJA (as compared to SA). Conjunction analyses revealed overlap in
the dorsal medial prefrontal cortex (dMPFC) and right posterior superior temporal sulcus
(pSTS) for IJA and RJA (as compared to SA) for the event analyses. Functional connectivity
analyses during a resting baseline suggest joint attention processes recruit distinct but
interacting networks, including social-cognitive, voluntary attention orienting, and visual
networks. This novel experimental set-up allowed for the identification of the neural bases
of joint attention during a real-time interaction and findings suggest that whether one is the
initiator or responder, the dMPFC and right pSTS, are selectively recruited during periods
of joint attention.

Keywords: fMRI, superior temporal sulcus, social cognition, social interaction, face-to-face, dorsal medial

prefrontal cortex

INTRODUCTION
Imagine a typical scene at a zoo: a two-year-old child points into
an enclosure, while looking at her father and saying “Ba.” The
father looks at the child, then into the enclosure, then back at
the child, and says “Yes! It’s a bear!” In this scenario, the child
has made a bid to initiate joint attention on something in the
enclosure; the parent then responds by attending to the likely tar-
get (the bear), and then returning attention to the child to share
the rewards of the interaction.

These simple, automatic, and everyday behaviors are the foun-
dations of our abilities to communicate with and learn from
others from infancy through adulthood. Joint attention skills
in early infancy are predictive of later language development
(Morales, 2000; Brooks and Meltzoff, 2005; Mundy et al., 2007;
Brooks, 2008), social competence (Vaughan Van Hecke et al.,
2007), and theory of mind abilities (Nelson et al., 2008). Joint
attention behaviors are reported to be atypical in individuals
with autism spectrum disorders (ASD), and are proposed to be a

source of characteristic deficits in language and social interaction
(Charman, 2003).

One unresolved question is the extent to which responding
and initiating joint attention (IJA) behaviors rely on the same
cognitive and neural systems or distinct but interacting systems
(e.g., Mundy and Newell, 2007). In a dyad, one person initi-
ates joint attention (IJA) while the other responds to a joint
attention bid (RJA). In both, two people share attention on a
common object. Importantly, this is distinct from coincidental
shared attention where two people may happen to attend to the
same thing. True joint attention requires the intention to share
attention, or shared intentionality. If the core of both IJA and
RJA is a common cognitive mechanism for shared intentionality
then one would expect individual differences in the development
of these behaviors to be accounted for by variance in social-
cognitive development (Carpenter et al., 1998; Tomasello et al.,
2005). Some behavioral evidence offers support for this predic-
tion (Carpenter et al., 1998; Osório et al., 2011). For example
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between ages 9 and 15 months sharing attention, following atten-
tion, and initiating attention behaviors emerge quickly and in
a reliable order (Carpenter et al., 1998), but see Slaughter and
McConnell (2003). An alternative model, however, suggests that
distinct processes underlie development of IJA and RJA (Mundy
and Newell, 2007; Mundy et al., 2007): IJA development is medi-
ated by developments in volitional attention and control while
RJA development is mediated by automatic attention orienting.
Support for this hypothesis is found in longitudinal studies in
which individual differences within RJA and IJA behaviors are sta-
ble over development (9–18 months) but individual differences in
RJA do not predict development of IJA behaviors and vice versa
(Mundy and Newell, 2007).

Neuroimaging measures offer a complementary tool to exam-
ine the common and distinct cognitive processes underlying RJA
and IJA. The common mechanism should be reflected in a com-
mon neural substrate, whereas distinct mechanisms should be
reflected in distinct neural substrates. Currently, the neural corre-
lates of joint attention behaviors remain unclear. Neuroimaging
studies have characterized the neural bases of components of
RJA: especially observing someone else’s gaze or point, shifting
of attention, and sharing attention on an object at which another
person looked. These studies have primarily required participants
to view images or movies of real or virtual people shifting gaze
toward or away from an object. In general, these studies report
that the posterior superior temporal sulcus (pSTS) (Morris et al.,
2005; Materna et al., 2008) and/or the medial prefrontal cortex
(MPFC) (Bristow et al., 2007; Schilbach et al., 2010) are recruited
during components of RJA (review, Redcay and Saxe, in press).

While these behaviors are part of responding to joint attention
(RJA), the “joint” aspect of joint attention is typically not exam-
ined. To achieve full joint attention, both members of the dyad
must know they are jointly attending to the same thing and have
reached the state of joint attention through mutual coordina-
tion (Carpenter and Liebal, 2011). Experimental manipulations
of IJA are even more rarer, because the participant must perceive
that his or her bids for joint attention are met with a contingent
response. Given the constrained environment of MRI scanners,
acquiring neuroimaging data during a real-time contingent social
interaction poses technical challenges.

A previous study (Schilbach et al., 2010) has examined IJA
and RJA, using a gaze-contingent interaction paradigm with an
avatar that was supposed to represent a real person. Participants
were told they were playing an interactive game in which the
participant would follow the avatar’s gaze shifts (RJA condi-
tions) and pay attention to the avatar’s tendency to follow the
participant’s gaze shifts (IJA conditions). In the initiating con-
dition, participants initiated a gaze shift to a chosen location
that was (joint attention) or was not (non-joint attention) fol-
lowed by the avatar. In the responding condition, participants
responded to a gaze shift from the avatar by following gaze
to the chosen location (joint attention) or choosing a non-
target location (non-joint attention). The goal was not explicitly
to coordinate and share attention on an object, but rather to
learn about the gaze or response patterns of another person.
In this experiment, both IJA and RJA recruit the MPFC rela-
tive to the matched non-joint conditions, and additional distinct

regions are recruited for each behavior (Schilbach et al., 2010).
Specifically, initiating a bid for joint attention recruits ventral
striatum while responding to a bid for joint attention recruits
MPFC.

The current study extends the previous study by using a novel
design to examine two aspects of joint attention that were not
examined in the previous study. First, the previous study did not
require the intentional coordination of attention between two
people for the purpose of communication. For example, in the
joint attention scenario in the zoo, the girl requests that her dad
share attention with her on the bear. The father coordinates his
attention between her and the object and labels the object: “Yes,
bear!” This active coordination toward a communicative goal is
why joint attention is such a powerful learning tool. Additionally,
this intentional coordination is the aspect of joint attention in
the second year of life that correlates with later theory of mind
abilities (Charman, 2000). Second, the previous study used an
anti-saccade condition as a control for the joint attention con-
ditions to control for the perception of eye movements (e.g., if
the avatar looks left, look to the opposite side). One limitation
of this control condition, however, is that it contains an impor-
tant component of joint attention: namely using another person’s
gaze to cue your attention. Because gaze cueing is rapid and
automatic the participants are likely cued by the gaze shift and
then have to reorient to another location (review, Frischen et al.,
2007).

In order to examine shared and distinct brain networks
involved in IJA and RJA, we developed a novel communica-
tive paradigm in which the subject and experimenter participate
in a face-to-face real-time interaction while the subject is in
the scanner (Redcay et al., 2010). During scanning, the exper-
imenter and subject played a game in which both had to use
gaze cues to communicate information about the location of a
target object, and then share attention on the object. In each
trial, participants either followed the experimenter’s gaze to a
target (RJA) or cued the experimenter to look at the target
(IJA). A control condition, solo attention (SA), was included
in which the subject shifted gaze to a target while the experi-
menter closed her eyes, thus eliminating the anti-saccade task
in the control condition. We examined (1) the extent to which
IJA and RJA recruit common and distinct regions during joint
attention and (2) the extent to which regions recruited during
IJA and RJA are part of distinct functional networks, measured
by correlations during resting baseline periods. We predicted
that IJA would require greater coordination of attention between
the participant and object, and thus recruit attention orient-
ing and cognitive control regions to a greater extent than RJA.
Additionally, we predicted that RJA would require greater atten-
tion to another’s intentions behind their actions (i.e., gaze shift)
and thus, recruit the posterior STS to a greater extent. Finally,
based on previous research on the role of the dorsal medial
prefrontal cortex (dMPFC) in the representation of self and
other (review: Amodio and Frith, 2006; Saxe, 2006) and joint
attention (Williams et al., 2005; Schilbach et al., 2010) we pre-
dicted that engaging in joint attention, whether one is the ini-
tiator or responder, would recruit a shared region within the
dMPFC.
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METHODS
PARTICIPANTS
Neuroimaging data were collected from 41 healthy, typical adults.
All participants gave informed written consent and were paid for
their participation in the study as approved by the committee on
the use of humans as experimental subjects (COUHES) at MIT.
Participants were screened for neurological or psychiatric con-
ditions as well as any contraindications for MRI scanning. Four
participants were excluded from further analyses due to exces-
sive motion during the imaging session (criteria described below).
Five were excluded due to a failure to record behavioral data dur-
ing the session. Thus, the final sample consisted of 32 participants
(19 male, age 24.5 ± 5 years). Data from eight of these partici-
pants have been published previously for the RJA condition only
(Redcay et al., 2010).

JOINT ATTENTION TASK
Participants engaged in a game designed to elicit both IJA and
RJA behaviors during a real-time interaction with an experi-
menter via live video feed. Participants were instructed that the
goal of the game was to find the location of a hidden mouse. The
mouse was “hiding” in a box within one of the four corners of
the screen. On each trial, a clue (a mouse tail) would appear in
one of the four corners to indicate where the mouse was hid-
ing (Figure 1). During joint attention conditions (initiating and
responding) participants were playing the game with the exper-
imenter in order to find the mouse together. On IJA trials the
participant saw the mouse tail clue on his or her screen and had
to direct the experimenter’s attention to the correct location using
gaze cues. During RJA events, the experimenter received the clue
on her screen and had to direct the participant to the location of
the mouse. The experimenter directed the participant by shifting
her gaze to the correct location. She maintained her gaze there
until the participant matched her gaze. For both conditions, only
when both experimenter and participant were fixating on the tar-
get location did the mouse appear. During the SA condition the
participant’s goal was to find the mouse alone while the exper-
imenter simply opened and closed her eyes to indicate that she
was not participating in the game.

JOINT ATTENTION DESIGN
The joint attention task was performed during four separate
runs of functional MRI data acquisition1. Joint attention trials
were presented in a blocked design with each block containing
five trials of the same condition in a row. Each block was pre-
ceeded by a 4 s period of instructions to inform participants of
the upcoming condition. Each functional run contained a 30 s
rest period at the beginning, middle, and end of the run and
contained six experimental blocks (two of each condition) in a
semi-counterbalanced order. Each trial was 6 s and consisted of
a variable delay between 0 and 1 s before the cue (mousetail)
onset to either the participants (IJA and SA) or experimenter’s
(RJA) screen. The experimenter and participant determined the
timing of the rest of the trial, with a maximum length of 6 s.

1For one participant, behavioral data were available for only three of the four
runs and thus only three were included in the analysis.

The experimenter controlled the appearance of the mouse when
both she and the participant were determined to be looking at
the appropriate corner of the screen (with assistance from a sec-
ond experimenter who was out of sight from the participant).
Discrepancies between joint attention events and mouse appear-
ance were quantified through comparison of recorded key presses
and post-hoc video coding (see below).

EXPERIMENTAL SET-UP
Extensive details on the experimental set-up can be found in a
previously published paper (Redcay et al., 2010). During joint and
SA trials, the participant viewed a live video-feed of the experi-
menter’s face surrounded by an image that contained a “cheese
house” in each corner of the screen connected by pipes. During
rest periods, only a fixation cross was presented on the screen. A
camera was positioned at the end of the bore of the scanner to
acquire a picture of the participant’s eye. This video of the eye
was provided in real-time with minimal delays to a MacbookPro
laptop that was positioned in front of the experimenter in the
MRI control room. The experimenter also had an image of four
“cheese houses” connected by pipes surrounding the live video-
feed of the participant’s eye. This dual video-feed set-up allowed
for real-time monitoring of gaze cues by both participant and
experimenter. Additionally, this set-up gave the illusion that the
participant and experimenter were looking at different sides of
the same image (see Figure 1). Video recording of the experi-
menter and participant during the task (referred to as behav-
ioral data) allowed for post-hoc coding of event timing during
the trial.

All stimuli were programmed and recorded in Matlab 7.8 using
the Psychophysics Toolbox Extensions (PTB-3) (Brainard, 1997;
Pelli, 1997) on an Apple MacbookPro running OSX 10.5.6.

BEHAVIORAL VIDEO CODING
Videos from the participant and experimenter during each func-
tional run were coded offline using VCode software (http://social.
cs.uiuc.edu/projects/vcode.html). Each timepoint in which a par-
ticipant shifted gaze toward or away from one of the four corners
of the screen was recorded. Additionally, each time the experi-
menter shifted her gaze toward the target (joint attention trials)
or closed her eyes (SA) was recorded. The onset of a joint atten-
tion event was calculated as the time at which either experimenter
(initiating) or participant (responding) shifted gaze to the loca-
tion at which the other member of the dyad was already looking.
The end of the joint attention event was marked by one member
of the dyad shifting gaze away from the target location. During
SA, the onset was defined as the time at which the participant
shifted gaze to the target and the end of the event was defined as
the time at which the participant shifted gaze away from the target
or the trial ended. The onset and duration of each (joint or solo)
attention event were used as regressors for the event-related analy-
ses described below. Trials in which experimenter and participant
did not share attention on the same location (for joint attention)
or in which the participant did not shift gaze to the target (for SA)
were noted as incorrect trials. Using JMP statistical software, three
One-Way ANOVAs were conducted to examine the effect of con-
dition (IJA, RJA, SA) on accuracy (% correct), event duration, and
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FIGURE 1 | Joint attention task. During fMRI data acquisition, participants
viewed a live video feed of the experimenter with four “mouse houses”
connected by pipes surrounding the experimenters face (Subject Screen).
The experimenter viewed the same houses and pipes with a live video feed
of the participant’s eye in the center of her screen (Experimenter Screen).
During initiating joint attention, the mouse tail appeared only on the Subject
Screen over one of the four mouse houses (middle panel). The participant
shifted gaze to the correct location and when the experimenter followed the
mouse appeared (right panel). Responding to joint attention was similar

except that the mouse tail only appeared on the Experimenter Screen. During
Solo Attention, the participant searched for the mouse tail, shifted gaze to the
correct location, and the mouse appeared. The experimenter opened and
closed her eyes during this trial. Instructions were given before each block
and remained at the top of the screen to remind participants of the condition.
The red box highlights the period analyzed for the joint attention events. The
exact timing of joint attention events were determined by post-hoc coding of
the participants and experimenter videos acquired during the scan session
(See Methods).
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total number of subject eye movements. For significant effects,
follow-up contrasts were conducted using Tukey’s HSD.

DATA ACQUISITION AND ANALYSES
Data were collected on a 3T Siemens scanner at the Athinoula
A. Martinos Imaging Center at the McGovern Institute for
Brain Research at the Massachusetts Institute of Technology. T1-
weighted structural images were collected in the axial plane (128
slices, TE = 3.39 ms; TR = 2350 ms; 1.3 mM isotropic voxels).
During the joint attention task, T2*-weighted gradient echo-
planar images (EPI) were acquired (TR = 2 s; TE = 30 ms;
3.1 × 3.1 × 4 mM; 30 slices). The EPI sequences used Siemens
online pace motion correction, which corrected for motion less
than 8 mM per volume acquisition. The first four images of each
run were discarded.

Data were analyzed using SPM8 (http://www.fil.ion.ucl.ac.
uk/spm/) and in-house matlab scripts. Data from all functional
runs were realigned to the first volume of the first run using a
6-degree rigid spatial transformation. Images were then spatially
normalized to Montreal Neurological Institute (MNI) space using
a 12-parameter affine transformation and spatially smoothed
(fwhm = 5 mM). Data were high pass filtered at 264 Hz, a fre-
quency corresponding to the length of each functional run (i.e.,
264 s). Motion artifacts were examined using an artifact detection
toolbox (ART) (http://www.nitrc.org/projects/artifact_detect/).
Timepoints (volumes) in which global signal deviated more than
three standard deviations from the mean signal or in which
the difference in motion between two neighboring timepoints
exceeded 1 mM (across rotational or translation directions) were
marked as outlier timepoints. Participants who had outlier time-
points for greater than 20% of their functional data were excluded
from analyses. As noted above, four participants were excluded
due to motion artifact.

Two separate first-level analyses were conducted within each
subject. One examined activation across the full block for each
condition (Block analyses) and one modeled the periods of joint,
or solo, attention separately as events (Event analyses) (see above
“Behavioral Video Coding” for details). For both analyses, General
Linear Model analyses were used to estimate parameter values
for each condition (IJA, RJA, and SA) of interest as well as the
instruction period. The model additionally included a separate
regressor for every outlier timepoint. In the Block analyses the
condition events included the full 30 s period. In the Event anal-
yses the condition events included only the time period in which
the participant was engaged in joint (or solo) attention. The Event
analyses also contained a regressor that modeled all blocks in
order to account for variance associated with generic aspects of
the task (as compared to rest). For both Block and Event analyses,
contrasts were modeled to compare each condition (IJA vs. RJA,
IJA vs. SA, RJA vs. SA, JA(IJA + RJA) vs. SA, and reverse con-
trasts). A brain mask was created for each participant using FSL’s
brain extraction tool (BET) (Smith, 2002) to restrict analyses to
voxels within the brain.

Voxel-wise whole brain two-tailed t-tests were conducted
separately for each condition and contrast of interest. Data
were corrected for multiple comparisons at the voxel and clus-
ter level (p < 0.05) using nonparametric permutation analyses

(SnPM5b), except where noted. In order to examine the extent to
which IJA and RJA engage overlapping regions, conjunction anal-
yses were run for both Block and Event analyses, which identified
regions which showed an above-threshold response to both IJA
vs. SA and RJA vs. SA across the whole-brain. In order to iden-
tify regions that were recruited to a greater extent for IJA than
RJA the contrast of IJA vs. RJA was masked by the comparison of
IJA vs. SA (p < 0.001, cluster-corrected at p < 0.05) and similarly
the contrast of RJA vs. IJA was masked by the comparison of RJA
vs. SA (p < 0.001, cluster-corrected at p < 0.05). Each compar-
ison was masked in order to eliminate differences between tasks
that are accounted for by the SA control condition. A more liberal
threshold (i.e., cluster-correction only) was used for the masks
in order to avoid type II errors that may arise from examining
a contrast within a contrast. Cluster correction for the condi-
tion masks was calculated using AFNIs AlphaSim program (Cox,
1996), which suggested that a minimum cluster size of 384 mm3

with a voxel threshold of p < 0.001 was necessary in order to
maintain a cluster-corrected alpha of 0.05. All statistical paramet-
ric maps are displayed on a standard template brain in MNI space
using mricron software.

FUNCTIONAL CONNECTIVITY ANALYSES
Functional connectivity and hierarchical clustering analyses were
conducted in order to examine the extent to which regions
recruited during joint attention are part of shared and distinct
functional networks. Functional connectivity was examined dur-
ing the 20 s rest periods, which occurred at the beginning, end,
and middle of each run in order to identify task-independent
network organization. Seed regions for the functional connec-
tivity analyses were identified from the contrast of JA (IJA +
RJA) > SA in the event analyses (p < 0.001, cluster-correction
at p < 0.05) (Table 1). Event analyses were used so that differ-
ences between conditions would be minimized since the period
of analyses was focused to periods with more similar behaviors
(i.e., sharing attention). Seed regions were created to include all
voxels within a 6 mm radius sphere surrounding the peak voxel of
each region identified for the JA > SA contrast (Table 1). In addi-
tion to the preprocessing described above, data were band-pass
filtered (0.001 < f < 0.08) to examine low-frequency oscilla-
tions characteristic of resting-state networks. Pair-wise partial
correlation analyses were run for each seed region of inter-
est (with every other seed) that included the timecourse from
that seed region as a regressor of interest. Regressors of no
interest included the first-order derivatives of the six motion
parameters (from realignment, above), and eigenvectors from
a principal component analysis on the white matter and cere-
brospinal fluid voxels (separately). Additionally, beginning and
ends of blocks were weighted down (using a Hanning filter) in
order to minimize any residual effects of the preceding task on
the rest blocks. Connectivity analyses were conducted using the
CONN-fMRI functional connectivity toolbox for SPM (ver 12)
(http://web.mit.edu/swg/software.htm). Correlation values were
submitted to a hierarchical cluster analysis in JMP statistical soft-
ware (ver 9) using Ward’s method to identify clusters of regions
with similar pair-wise correlation patterns. The number of clus-
ters identified was based on visual inspection of a scree plot. The
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Table 1 | Comparisons between joint and solo attention blocks.

Contrast region Hemi x y z T k

INITIATING JOINT ATTENTION > SOLO ATTENTION

Inferior frontal gyrus R 44 24 −16 6.71 10304
Posterior superior temporal sulcus R 66 −46 16 6.26 20896
Intraparietal sulcus R 54 −48 50 5.78 20896∗

Posterior superior temporal sulcus L −50 −56 12 6.09 21824
Intraparietal sulcus L −46 −50 52 5.40 21824∗

Middle frontal gyrus R 50 14 46 5.67 5648

Posterior medial frontal gyrus R 2 20 64 5.58 5808
Inferior frontal gyrus L −54 8 0 5.11 2800
SOLO ATTENTION > INITIATING JOINT ATTENTION

Middle occipital gyrus L −26 −96 0 10.56 263200
Middle occipital gyrus R 26 −92 2 8.80 263200∗

Cingulate gyrus R 20 18 42 4.53 3392
Cingulate gyrus L −26 10 32 4.46 3136
RESPONDING TO JOINT ATTENTION > SOLO ATTENTION

Temporoparietal junction L −52 −68 30 8.18 43136
Posterior superior temporal sulcus L −52 −66 18 6.78 43126∗

Posterior cingulate R 2 −50 28 7.65 9488
Middle occipital gyrus L −10 −98 2 7.46 9120
Middle temporal gyrus R 58 −68 14 7.27 44928
Posterior superior temporal sulcus R 60 −52 14 6.66 44928∗

Inferior frontal gyrus L −50 34 −12 7.04 8016
Dorsal medial prefrontal cortex L −2 60 34 5.90 31088
Ventral medial prefrontal cortex R 2 42 18 5.72 31088∗

Fusiform gyrus R 46 −54 −26 5.82 2288
Inferior frontal gyrus R 48 32 −16 5.31 4720
SOLO ATTENTION > RESPONDING TO INITIATING JOINT ATTENTION

Middle occipital gyrus L −32 −86 10 10.91 228640
Thalamus L −18 −28 14 5.02 2944
INITIATING > RESPONDING TO JOINT ATTENTION MASKED BY IJA > SA

Middle frontal gyrus R 34 46 34 7.56 2096
Superior frontal gyrus R 24 4 66 7.43 688
Middle frontal gyrus L −32 48 28 5.86 784
Precuneus R 8 −64 60 5.86 672
Thalamus L −8 −16 10 5.71 736
Inferior frontal gyrus R 50 14 2 5.54 2928
Caudate R 16 −10 18 5.23 432
Superior frontal gyrus L −2 2 62 5.08 1104
Intraparietal sulcus L −36 −54 58 4.90 752
Thalamus R 8 −16 10 4.89 384
Dorsal anterior cingulate R 10 16 38 4.66 624
Supramarginal gyrus R 56 −46 36 3.95 1312
RESPONDING TO > INITIATING JOINT ATTENTION MASKED BY RJA > SA

Occipital lobe L −12 −98 4 10.49 6704
Middle temporal gyrus R 46 −66 4 6.47 5520
Posterior superior temporal sulcus L −60 −42 4 6.10 3824
Inferior frontal gyrus L −38 38 −18 5.95 560
Posterior superior temporal sulcus R 48 −38 4 5.88 2624
Ventral medial prefrontal cortex L 0 34 −14 5.85 8752
Middle temporal gyrus R 50 4 −26 5.71 416
Posterior cingulate R 6 −46 28 5.64 7376
Cuneus R 12 −102 18 5.59 464
Fusiform gyrus R 44 −46 −24 5.57 1120
Temporoparietal junction L −48 −68 30 5.57 6960
Temporal pole R 38 16 −42 4.80 576

Regions were identified using voxel- and cluster-correction of p < 0.05. Coordinates are given in MNI space. T-values from the peak voxel of the cluster and size (k)

of the cluster are given. ∗Indicates a subregion of the cluster listed with the same k.
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Scree plot displays the dissimilarity value between clusters (y) by
number of clusters (x). The point at which the dissimilarity val-
ues begin to level defines the optimal number of clusters identified
(Catell, 1966).

RESULTS
BEHAVIORAL DATA
Accuracy, joint (or solo) attention event duration, and number
of eye movements per block all showed significant effects of con-
dition (p’s < 0.05) (Figure 2). Mean accuracy for all conditions
was above 98%; however, an effect of accuracy was found in that
accuracy was slightly lower in IJA than RJA trials. Duration of
attention events (i.e., time spent looking at the mouse) varied
by condition: the events were longer in SA than joint atten-
tion trials; and longer when participants responded to rather
than initiated joint attention. Finally, more eye movements were
seen in SA than in joint attention conditions and in RJA than
IJA conditions.

Experimenter error (i.e., discrepancy between mouse appear-
ance and successful joint (or solo) attention to the correct location
was minimal and not significantly different across conditions
[F(2, 93) = 0.49, p > 0.62; IJA: 2.9%; RJA: 2.6%; SA: 2%].

BLOCK ANALYSES
In this first analysis, we were interested in examining the response
to the joint attention conditions as compared to the SA control
across the full 30 s block. This analysis gives regions involved in
the full process of joint attention, as elicited in our communica-
tive game.

Responding to Joint Attention (RJA)
RJA recruited a greater BOLD response than SA within mid-
line regions, including ventral and dorsal medial prefrontal cor-
tex, and posterior cingulate cortex, as well as bilateral inferior
frontal gyrus extending into the insula and bilateral superior
temporal sulcus extending into middle temporal gyrus and the
temporoparietal junction (Table 2 for full list).

Initiating Joint Attention (IJA)
IJA also showed greater activation than SA within bilateral
superior temporal sulcus and left inferior parietal lobe and

bilateral inferior frontal gyrus and right middle frontal gyrus.
Additionally, activation was seen in the posterior medial frontal
cortex/supplementary motor area, middle frontal gyrus, and right
inferior parietal lobe (Figure 3A).

Common regions
A conjunction analysis revealed five regions of significantly
overlapping activation between IJA vs. SA and RJA vs. SA.
These regions were bilateral pSTS, left intraparietal sulcus,
right inferior frontal gyrus, and posterior medial frontal cortex
(Figure 3A).

Distinct regions
Distinct regions were recruited for IJA and RJA (Figure 3B).
IJA recruited regions often associated with cognitive control and
attention shifting including bilateral middle frontal gyri, bilat-
eral intraparietal sulci, and dorsal anterior cingulate to a greater
extent than RJA. RJA, however, showed a greater response in
regions associated with social perception and social cognition
including posterior STS, as well as ventral MPFC and posterior
cingulate.

EVENT ANALYSES
One possibility for these distinct regions may be due to the differ-
ent behaviors necessary to perform the initiating vs. responding
conditions. For example, in the initiating trials the beginning of
the trial is spent searching for the clue and then shifting atten-
tion, whereas in RJA the beginning of the trial is spent looking
at the experimenter’s face for a gaze cue. In order to reduce the
differences due to early portions of the trial, we conducted a sec-
ond analysis in which the period of joint or SA on the mouse was
used as an event regressor. During these events, across all condi-
tions, the participant is simply looking at the mouse. What differs
across conditions is whether the experimenter is also looking at
the mouse (joint vs. solo conditions) and whether the participant
initiated or responded to the bid to share attention. Because it is
not possible to systematically jitter the time between identifica-
tion of the cue and the shared attention period, these analyses
should not be thought of as strictly isolating the joint atten-
tion event. Rather, this method prioritizes the periods of shared
attention.

FIGURE 2 | Behavioral data. Behavioral data are plotted by condition
(∗p < 0.05). Accuracy was defined as the percent of trials in which both
experimenter and participant shared attention on the mouse (joint attention
conditions) or in which the participant attended to the mouse (solo attention).

Event duration was defined as the average length of time spent in joint (or
solo) attention on the mouse. Number of eye movements indicates the
average total number of eye movements toward a corner of the screen in
each block (5 trials).
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Table 2 | Comparisons between joint and solo attention events.

Contrast region Hemi x y z T k

INITIATING JOINT ATTENTION > SOLO ATTENTION

Cuneus L −16 −68 6 6.50 4896

Inferior parietal lobule R 52 −50 48 6.23 5632

Caudate L −12 −8 18 5.94 464

Inferior frontal gyrus R 40 26 −20 5.52 592

Intraparietal sulcus L −38 −62 54 5.48 4656

Dorsal medial prefrontal cortex R 2 58 28 5.32 4304

Cuneus R 14 −72 18 5.14 12560

Posterior superior temporal sulcus R 58 −50 16 4.09 2528

SOLO ATTENTION > INITIATING JOINT ATTENTION

Fusiform gyrus L −36 −64 −6 5.69 20736

Middle occipital gyrus L −32 −86 16 3.93 20736∗

Middle occipital gyrus R 34 −76 6 5.50 4480

RESPONDING TO JOINT ATTENTION > SOLO ATTENTION

Middle occipital gyrus L −16 −102 12 7.34 3968

Temporal pole L −36 24 −34 6.40 512

Ventral medial prefrontal cortex R 2 38 −18 6.36 1250

Dorsal medial prefrontal cortex 0 64 22 4.82 1250∗

Middle temporal gyrus R 54 −60 10 6.15 15088

Posterior superior temporal sulcus R 54 −38 2 4.93 15088∗

Posterior cingulate R 4 −48 28 5.80 4672

Posterior superior temporal sulcus L −50 −68 14 5.79 7088

Lingual gyrus R 2 −82 −2 5.77 1632

Temporoparietal junction L −48 −70 44 5.14 4112

SOLO ATTENTION > RESPONDING TO JOINT ATTENTION

Middle occipital gyrus L −30 −86 12 9.74 53600

Precuneus R 20 −64 52 7.14 40912

Insula L −32 16 −2 6.72 6096

Cerebellum R 32 −62 −34 5.51 3264

Anterior cingulate gyrus R 12 14 44 5.45 2416

Supplementary motor area R 14 2 66 5.38 7920

INITIATING > RESPONDING TO JOINT ATTENTION MASKED BY IJA > SA

Superior frontal gyrus R 34 48 32 5.98

Middle occipital gyrus L −32 −86 12 5.47 528

Cuneus L −10 −72 4 4.83 2576

Middle frontal gyrus R 42 42 26 4.80 688

Intraparietal sulcus L −36 −56 52 4.71 768

RESPONDING TO > INITIATING JOINT ATTENTION MASKED BY RJA > SA

Middle occipital gyrus L −16 −102 14 8.22 3232

Ventral medial prefrontal cortex R 4 34 −14 5.34 4480

Regions were identified using voxel- and cluster-correction of p < 0.05. Coordinates are given in MNI space. T-values from the peak voxel of the cluster and size (k)

of the cluster are given. ∗Indicates a subregion of the cluster listed with the same k.

In the event-related analysis, RJA recruited a greater
response than SA in bilateral posterior STS extending into the
temporoparietal junction on the left side, posterior cingulate cor-
tex, and ventral and dorsal MPFC. IJA as compared to SA revealed
a greater response in right posterior STS, bilateral intraparietal
sulcus, and dMPFC (Figure 4A, Table 3 for full list).

Common regions
Conjunction analyses revealed a greater response to IJA vs. SA and
RJA vs. SA within dMPFC and right posterior STS only.

Distinct regions
IJA recruited the right middle frontal gyrus, left inferior parietal
lobe, and left occipital regions to a greater extent than RJC. RJA,
showed greater activation in ventral MPFC and middle occipital
gyrus as compared to IJA (Figure 4B, Table 3 for full list).

FUNCTIONAL CONNECTIVITY ANALYSES
Hierarchical cluster analyses were performed on the pair-wise cor-
relations between each joint attention region (Figure 5). Visual
inspection of the scree plot suggests that the optimal number of
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FIGURE 3 | Common and distinct regions for IJA and RJA identified by

block analyses. Data are voxel- and cluster-corrected at p < 0.05. In (A)

regions showing a significantly greater response during initiating joint
attention (IJA) than Solo Attention (SA) blocks are shown in yellow, those
showing a greater response during responding to joint attention (RJA)
blocks than SA are shown in blue. Regions showing a significant

response to both RJA and IJA (greater than SA) are shown in green (and
labeled). In (B) distinct regions between responding (RJA, orange/yellow) and
initiating (IJA, blue) joint attention are shown with each masked by the
contrast of joint attention (RJA or IJA) as compared to solo attention. The
masks were created with a more liberal threshold (p < 0.001, cluster-correct
p < 0.05).

FIGURE 4 | Common and distinct regions for IJA and RJA during periods

of shared attention. Event analysis examined the period during each trial
when experimenter and participant (joint conditions) or just participant (solo
condition) were attending to the mouse. In (A) regions showing a
significantly greater response to initiating joint attention than solo attention
are shown in yellow, regions showing a significantly greater response to

responding to joint attention than solo attention are shown in blue, the
conjunction between RJA and IJA (as compared to SA) is shown in green. In
(B) regions showing significantly greater response to initiating joint attention
than responding to joint attention are shown in yellow while those showing a
significantly greater response to initiating than responding to joint attention
are shown in blue. Data are voxel- and cluster-corrected at p < 0.05.

clusters is 3. The first cluster was comprised of social-cognitive
regions including MPFC (dorsal, ventral, and orbital), poste-
rior cingulate, and bilateral pSTS. These regions corresponded
to those recruited during RJC and the conjunction between RJA

and IJA. The second cluster contained regions typically associated
with voluntary attention orienting (e.g., right and left intrapari-
etal sulcus and middle frontal gyrus) and cognitive control (e.g.,
supplementary motor area, right inferior frontal gyrus). Most
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Table 3 | Seed regions for functional connectivity analyses.

Contrast region Hemi x y z T k

JOINT ATTENTION > SOLO ATTENTION

Inferior frontal gyrus R 40 24 −20 6.78 944

Dorsal medial frontal cortex R 4 60 28 6.26 4992

Posterior superior temporal sulcus L −50 −66 14 5.96 13072

Intraparietal sulcus L −42 −62 52 4.78 13072∗

Cerebellum L −30 −80 −32 5.60 3664

Posterior superior temporal sulcus R 50 −56 10 5.25 3664∗

Temporoparietal junction R 56 −62 24 5.59 20560

Intraparietal sulcus R 50 −56 50 5.30 2448

Posterior cingulate R 2 −44 26 5.25 2560

#Temporal pole L −48 20 −14 4.83 720

#Superior frontal gyrus R 20 66 18 4.68 752

#Ventral medial prefrontal cortex R 2 52 −6 4.67 1440

#Supplementary motor area R 4 26 62 4.64 1216

#Cuneus L −16 −68 6 4.58 1264

#Lingual gyrus R 20 −60 2 4.47 1200

#Orbitofrontal cortex R 6 30 −12 4.35 1568

#Middle frontal gyrus L −44 6 52 4.12 448

#Calcarine sulcus R 2 −84 2 4.09 1360

#Middle frontal gyrus R 48 16 48 4.08 672

#Inferior frontal gyrus R 60 24 8 4.00 448

Regions listed above p < 0.001, uncorrected were identified using voxel- and cluster-correction of p < 0.05. Regions marked with # were identified using p < 0.001,

uncorrected with cluster-correction at p < 0.05, 384 mm3. Coordinates are given in MNI space. T-values from the peak voxel of the cluster and size (k) of the cluster

are given. ∗Indicates a subregion of the cluster listed with the same k.

of these regions were recruited specifically in the IJA condi-
tion. The third cluster consisted of regions within visual cortex,
which were recruited differentially during responding to and
IJA conditions when viewed at a liberal threshold (p < 0.001,
uncorrected)2.

DISCUSSION
This study examined the neural correlates of both initiating
and responding to a bid for joint attention in the context of a
face-to-face communicative game. By allowing the participant
to play the role of both initiator and responder in a face-to-
face social interaction, this paradigm allowed for identification
of brain regions during a “meeting of the minds” from both a

2In a post-hoc analysis, we examined whether networks identified via clus-
ter analyses on functional connectivity data would differ during task periods.
Hierarchical cluster analyses with this matrix revealed a broadly similar pat-
tern as that obtained during rest. However, unlike during rest, the right and
left posterior superior temporal sulcus (RpSTS and LpSTS) and right tem-
poroparietal junction (RTPJ) were part of the “attention orienting” cluster.
Thus, while these posterior temporal regions show more similar functional
patterns to midline social-cognitive regions during rest, their fluctuations
during joint and solo attention are more similar to regions associated with
“attention-orienting and cognitive control.” This may reflect integration
across these two networks during task performance. However, caution should
be noted in interpreting strong differences between rest and task analyses as
the optimal cluster number is subjective and based on visual inspection of the
scree plot.

first- and second-person perspective (see also Saito et al., 2010;
Schilbach et al., 2010). Additionally, this method allowed the par-
ticipant to coordinate his or her attention with a real person and
achieve a state of “knowing together” that both (s)he and the
experimenter are attending to the same object—this “knowing
together” (also called shared intentionality) allows for true joint
attention (Carpenter and Liebal, 2011).

With this method, we identified a number of regions that
are involved in joint attention with another person during a
live interaction. These included regions that are part of a social-
cognitive network, including medial prefrontal regions, poste-
rior cingulate, and bilateral posterior superior temporal sulcus
(STS) (Saxe, 2006) as well as those often associated with volun-
tary attentional control including bilateral intraparietal sulcus,
middle frontal gyrus, and inferior frontal gyrus (Corbetta and
Shulman, 2002). Consistent with our hypotheses, both com-
mon and distinct networks were engaged during joint attention
when one was the initiator or the responder (as compared to
SA). Whether the participant was playing the role of initiator or
responder during joint attention, the dMPFC and right posterior
STS were engaged to a greater extent during periods of shared
attention than SA on the mouse, suggesting these regions form
part of a core neural system in joint attention processes. These
core regions are part of the social-cognitive network, as iden-
tified using resting-state connectivity analyses. Thus, these data
suggest a key role of the social-cognitive network in both IJA
and RJA.
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FIGURE 5 | Regions identified in the JA > SA contrast (p < 0.001,

cluster-corrected p < 0.05) are displayed on a reference brain in (A).

Spheres surrounding the peak coordinates from each region were used as
seed regions in the connectivity analyses. These spheres are shown on a
reference brain color-coded by the cluster in which they were identified.
Clusters are labeled social-cognitive (pink), attention and control (green), and

visual (blue) based on the functions associated with the set of regions within
each cluster. In (B) a correlation matrix displays the region–region correlation
values from the resting baseline periods with blue colors representing
negative correlation and red/yellow positive. A dendrogram shows the results
of the hierarchical cluster analysis and the scree plot depicts the dissimilarity
value plotted by number of clusters identified.

REGIONS OF MEDIAL PREFRONTAL CORTEX PLAY DIFFERENTIAL
ROLES DURING JOINT ATTENTION
The dMPFC was recruited during RJA to a greater extent than
SA in both block and event-related analyses. This region was also
recruited more during IJA events as compared to SA events in
the event-related analyses. Previous research has identified the
dMPFC as associated with perception of a social partner (Kampe
et al., 2003; Schilbach et al., 2006; Pierno et al., 2008), making

judgments about others and oneself (Mitchell et al., 2006; Moran
et al., 2011), reasoning about others’ mental states (Saxe and
Kanwisher, 2003) and coincidental shared attention on an object
with a virtual character (Williams et al., 2005). This shared self-
and other-representation led some to suggest that this region may
be involved in “triadic” interactions (Saxe, 2006) and a “meeting
of the minds” (Amodio and Frith, 2006). These data, and con-
verging evidence from other studies (Schilbach et al., 2010),
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provide more direct support for this hypothesis that the dMPFC
is involved in shared attention between you, me, and this (Saxe,
2006).

The ventral MPFC, on the other hand, was selectively respon-
sive to responding to a bid for joint attention, but not initiating
(in both block and event analyses). The selectivity of the ven-
tral MPFC (vMPFC) in RJA is consistent with a previous study
(Schilbach et al., 2010), however, the cluster in the current study
extended more inferiorly into medial orbitofrontal cortex (OFC).
The medial OFC has been associated with reward expectancies
based on an associated cue (e.g., Elliot et al., 2000; Kahnt et al.,
2010). In the current paradigm, the gaze shift from the exper-
imenter helped the participant achieve the goal of catching the
mouse with less effort on the part of the participant. Accuracy is
higher in this condition and the duration of joint attention events
are longer. Thus, experimenter’s gaze cue may have signaled the
anticipation of a reward (i.e., successful trial completion). This
paradigm is distinct from previous experimental paradigms of
joint attention (Saito et al., 2010; Schilbach et al., 2010) in that
the participant and experimenter had a joint goal and needed to
use gaze cues to help each other achieve a joint goal—thus, in
this context, assistance from a partner via gaze cues may be more
rewarding. Without corroborating behavioral reports though this
conclusion remains speculative.

One alternative explanation for ventral MPFC activation dur-
ing RJA is that this condition required less goal-directed attention
(as reflected in greater accuracy and fewer eye movements). These
differences could have allowed for greater “default mode” activity
within the medial prefrontal cortex (e.g., Grecius and Menon,
2004). Given the consistency between our findings and previous
studies of joint attention (e.g., Williams et al., 2005; Schilbach
et al., 2010), which did not have differences in accuracy or
total number of eye movements, we believe this interpretation is
unlikely. However, future designs should match accuracy and total
number of eye movements across conditions to be able to tease
out the specific contributions of the ventral medial prefrontal
cortex to joint attention.

RIGHT POSTERIOR STS IS INVOLVED IN BOTH RESPONDING TO
AND INITIATING JOINT ATTENTION
In the current study, the region that was most robustly engaged
during both RJA and IJA across both block and event-related
analyses was the right posterior STS, suggesting that like the
dMPFC, it plays a core role in both initiating and responding to
joint attention. The STS is sensitive to the direction of another
person’s gaze and attention as well as the intention behind a
gaze shift (Pelphrey et al., 2003; Nummenmaa and Calder, 2009).
Greater activation is seen in the pSTS when a gaze shift occurs
in a self-relevant context, for example in the context of a social
interaction (Morris et al., 2005; Redcay et al., 2010). Additionally,
two previous studies3 have revealed a key role of this region in RJA
(Materna et al., 2008; Redcay et al., 2010). Thus, we predicted, and
found, that the pSTS would be recruited during RJA. Interestingly,
IJA also recruited the right pSTS. These findings suggest a broader

3In one study (Redcay et al., 2010), eight of the participants were the same as
the current study.

role of the pSTS beyond simply interpreting another person’s gaze
cues; however, a leaner interpretation is that gaze shifts alone,
which were present in both IJA and RJA, drove the response in
the pSTS. One possibility is that the pSTS is differentially engaged
during the coordination of attention (using gaze or other biolog-
ical motion cue) while the dMPFC is more engaged during the
sharing of attention. Given that coordination always immediately
precedes sharing it is challenging to disentangle coordinating vs.
sharing attention using fMRI methods, which have poor temporal
resolution.

While the pSTS region has been reported in some studies
examining joint attention (Materna et al., 2008; Redcay et al.,
2010), others have not found evidence for a role of the pSTS
(Williams et al., 2005; Saito et al., 2010; Schilbach et al., 2010).
These discrepancies are likely due to the choice of control con-
dition for the joint attention conditions. We used a control con-
dition in which the experimenter disengaged, so the participant’s
attention was no longer related to the experiment’s attention. In
other studies, in the nonjoint attention condition participants are
instructed to look in the opposite direction of the experimenter’s
gaze shift. In other words, they are still cued by another person’s
gaze but in the opposite direction. If the pSTS is recruited for
coordinating gaze with another person, the anti-contingent con-
trol condition may still elicit activity in the pSTS, compared to
a non-contingent condition4. In a previous fMRI study (Materna
et al., 2008), the bilateral posterior STS were selectively recruited
for joint attention events. In that study gaze shifts were present
in both joint and non-joint attention conditions, but only in
the joint conditions were the gaze shifts communicative—adding
support for a role of the STS in coordinating attention through
gaze cues. An exciting future direction is to determine the extent
to which the STS is involved in coordination of attention through
visual cues explicitly or whether this region is involved in coor-
dination of attention via amodal communicative cues (e.g., audi-
tory cues through spoken language) (e.g., Redcay, 2008; Noordjiz
et al., 2009)

FRONTAL-PARIETAL ATTENTION REGIONS ARE RECRUITED
DURING INITIATING JOINT ATTENTION
Initiating, but not responding to, joint attention differentially
recruited portions of the fronto-parietal attention network
including the intraparietal sulcus and middle frontal gyrus which
have been shown to be involved in voluntary shifts of spa-
tial attention attention (Corbetta and Shulman, 2002; Kincade
et al., 2005). IJA requires greater voluntary attention than RJA.
Note that IJA also involved more eye movements than RJA.
Nevertheless, the observed activation is unlikely to be due to
more frequent gaze shifts, because participants made more eye
movements in SA control trials than during IJA, but these
regions showed greater activity during IJA than SA control tri-
als. Involvement of frontal and parietal cortices is therefore
consistent with previous suggestions that a mechanism for goal-
directed attention orienting is a necessary component of IJA

4In fact, in pilot versions of the current task in which we included this same
control condition, participants found it very difficult, if not impossible, to do
so in the context of a live face-to-face interaction.
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(Mundy and Jarrold, 2010). Further, these data reveal that goal-
directed attention orienting in a social joint attention context
recruits frontal-parietal regions to a greater extent than just
goal-directed attention orienting without a social context (i.e.,
SA).

While both social-cognitive and goal-directed attention sys-
tems were recruited during IJA, these regions do not seem to
part of the same functional network. Functional connectivity and
hierarchical clustering analyses on data during a no-task rest-
ing baseline revealed clustering of joint attention regions into
three networks: a social-cognitive, attention orienting, and visual
network. The attention orienting network was recruited to a
greater extent during IJA than responding, whereas the regions
involved in RJA were part of the social-cognitive network that was
overlapping with IJA.

While the current data cannot directly inform the develop-
ment of these behaviors, they offer support for a core role of the
social-cognitive system (e.g., pSTS and MPFC) in both respond-
ing and IJA behaviors, at least in adults. We find it intriguing that
a study of 5-month-old infants revealed selective recruitment of
the dMPFC during RJA (Grossmann and Johnson, 2010). This
study used functional Near Infrared Spectroscopy (fNIRS) which
has lower spatial resolution than fMRI, but, nonetheless, suggests
an early role of dMPFC in the development of joint attention.
That study only examined activation over the dMPFC; so, early
involvement of other regions (e.g., the pSTS) in joint attention
at 5-months cannot be determined. Interestingly, EEG studies
in the second year of life reveal a positive correlation between
alpha coherence (an index of functional maturation) over left
frontal and left and right central electrode sites and IJA behaviors
(Mundy et al., 2000). These scalp locations could correspond to
regions of the social-cognitive and attention orienting systems.
Thus, one possibility that remains speculative is that portions of
the social-cognitive system underlie the early development of IJA
and RJA but the emergence of IJA may be due to the later devel-
opment of a frontal network involved in attention orienting and
cognitive control.

LIMITATIONS AND FUTURE DIRECTIONS
Our protocol was designed to capture the communicative dimen-
sion of natural joint attention interactions. Bids for joint attention
via gaze cues were communicative and in the service of achiev-
ing a shared goal (i.e., catch the mouse). On the other hand, our
paradigm lacked the motivational aspect of natural joint atten-
tion. Specifically, in our paradigm the endogenous desire to share
attention is not necessarily invoked. Participants are instructed
that the goal is to share attention on the mouse with the exper-
imenter (or alone in the case of SA). Future studies tackling the

spontaneous and communicative aspects of joint attention will
prove fruitful in elucidating the neural correlates of this pivotal
behavior.

A final limitation is that in this interactive task events of inter-
est occur on the timeline of real-world interactions, making them
very difficult to isolate in time. For example, the appropriate ran-
domized jitter between a gaze shift and shared attention could
not be introduced while keeping the behavior naturalistic. Future
paradigms using converging methods with better temporal reso-
lution, such as event-related potentials or magnetoencephalogra-
phy, could provide insights into shared and distinct mechanisms
underlying the perception of gaze shifts, eye contact, and shared
attention in a naturalistic joint attention context.

Despite inherent difficulties in the study of real-time social
interactions, we are optimistic that this new era of interactive
social neuroscience will bring converging evidence from a diverse
set of paradigms. The current study, similar to Schilbach et al.,
2010, reported a key role for the dMPFC in real-time shared
attention for both the initiator and responder. Furthermore, IJA,
specifically, recruits regions associated with attention orienting
and cognitive control systems. Finally, functional connectivity
analyses demonstrated that these joint attention interactions draw
on multiple overlapping and distinct networks, including social-
cognitive, attention orienting, and visual networks. This con-
vergence of information from these and subsequent studies will
provide for significant advances in our understanding of how we
achieve a fundamental and critical aspect of human behavior and
survival: namely, coordinated social interactions.
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We found that the way people looked at images was influenced by their belief that others
were looking too. If participants believed that an unseen other person was also looking at
what they could see, it shifted the balance of their gaze between negative and positive
images. The direction of this shift depended upon whether participants thought that later
they would be compared against the other person or would be collaborating with them.
Changes in the social context influenced both gaze and memory processes, and were
not due just to participants’ belief that they are looking at the same images, but also to
the belief that they are doing the same task. We believe that the phenomenon of joint
perception reveals the pervasive and subtle effect of social context upon cognitive and
perceptual processes.
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INTRODUCTION
Social context, the real or imagined presence of other people
(Allport, 1954), is a ubiquitous psychological force. Cognition is
enveloped by social context (Smith and Semin, 2004; Smith and
Conrey, 2009). Yet the effects of social context upon cognition
often fall between the cracks of social and cognitive psychology. In
cognitive and perceptual laboratories, we typically place partici-
pants in an experimental quarantine, away from the confounds of
social influence. As a consequence, we have many elegant demon-
strations of the different behavioral and neurological responses
to social versus non-social stimuli (e.g., Cacioppo et al., 2005;
Birmingham et al., 2008; Senju and Johnson, 2009), but little idea
of how these and other stimuli are processed in a social versus
a non-social context. Increasingly, as this special edition shows,
researchers are advocating that neuroscience and cognitive psy-
chology directly address issues of social context and interaction
(Schilbach, 2010; Obhi and Sebanz, 2011; Shibata et al., 2011).

In this paper, we asked what is the difference between perceiv-
ing something by your self and perceiving it at the same time as
another person? When a student hovers over your shoulder while
you read their paper, does it influence your evaluation? When
someone sits down on the sofa while you are watching TV, does
their presence intrude upon your experience of the show? What if
you are watching a show alone, but know that a friend across town
is also tuned in? We term this phenomenon joint perception: the
changes that happen when people believe that they are experienc-
ing something at the same time as another person. To isolate these
effects from the demands of social interaction, we minimized the
social content of joint perception. Participants could not see, hear
or interact with each other. We presented images to participants,
tracked their gaze, and manipulated—on a trial by trial basis—
whether or not they believed that an unseen other person was
looking at the same sets of images.

It is hard to discern, from the literature, whether such a min-
imal social context will have any influence visual attention, as
the presence of a social context is often intertwined with social
interaction. For example, language use requires a high level of
social interaction. When two people talk, their eye movements
can be highly sensitive to what they think each other knows and
sees (Horton and Keysar, 1996; Bromme et al., 2001; Nadig and
Sedivy, 2002; Hanna et al., 2003; Metzing and Brennan, 2003;
Brown-Schmidt et al., 2008; Richardson et al., 2009). In contrast,
other researchers have argued that people can be striking egocen-
tric (Keysar et al., 2000; Keysar, 2007) in the way they deploy their
gaze during language processing.

At a lower level of social context, there are experiments in
which two people do not speak to each other but are engaged
in the same task. For example, in a traditional stimulus-response
compatibility task, participants make a judgment about one
stimulus property (color) and ignore another stimulus property
(location). If there is an incompatibility between the irrelevant
property and the response (e.g., the stimulus is on an opposite
side of the screen to the response button) then reaction times
increase (Simon, 1969). Sebanz et al. (2003) divided such a task
between two people. The participants sat next to each other,
and each person responded to one color: in effect, each acting
as one of the fingers of a participant in Simon’s (1969) exper-
iment. Though each person had only one response to execute,
they showed an incompatibility effect when acting together. There
was no incompatibility effect when performing the same single
response task alone. When engaged in a task together, participants
represent their partners’ actions as if they were their own.

People will also attune to stimuli that an experimenter iden-
tifies as shared: if they are told that someone else is looking at
a stimulus, that increases its salience (Shteynberg, 2010). More
subtly, people configure their attentional state to that of others.
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Their ability to attend to global or local features in a Navon figure
(Navon, 1977) is influenced by the knowledge that a co-actor is
attending to local or global features (Böckler et al., 2012). Infants
follow the gaze of others (Senju and Johnson, 2009), and if their
attention is drawn to an event by another’s gaze (compared to a
non-social cue such as a arrow) they learn more about that event
(Wu and Kirkham, 2010; Wu et al., 2011).

In short, people are highly responsive to where others are look-
ing, if they are given that information. In the these experiments,
we address a more rudimentary issue: if people simply know that
others are looking, but not where, how do they change their gaze
patterns?

At this lowest level of social context, the eye movement lit-
erature is largely agnostic. From early eye movement research it
has been shown that differences in expertise (Buswell, 1935) and
cognitive process (Yarbus, 1967; Just and Carpenter, 1976) exert
a top-down effect on gaze. But social context itself has not been a
variable of concern in eye movement research (e.g., Henderson,
2003), in the way that it has been studied elsewhere (Zajonc,
1965).

The studies we present contrast with those which explicitly
give participants a task to perform with another (Sebanz et al.,
2003), which explicitly tell participants what another person is
attending to (Brennan et al., 2008; Shteynberg, 2010; Böckler

et al., 2012) and experiments in which participants communicate
with each other (Richardson et al., 2007, 2009; Dale et al., 2011).
We presented participants with a set of normed images, know-
ing that that they would be biased to attend to some over others.
Instruction, interaction and cooperation with another person
were absent, and we focused on changes in perception that were
brought about just by the knowledge that the images were expe-
rienced with another person or not. By focusing on this minimal
social context, we can explore the shifts in perceptual processes
that occur in response to the presence of others, prior to commu-
nication, joint action or cooperation taking place.

EXPERIMENT 1
Pairs of participants who did not know each other, or interact
during the experiment, sat in opposite corners of the lab. We pre-
sented them with sets of four images, on screen for eight seconds.
On different trials, they each believed that the other participant
was looking at the same images, or that the other was looking at a
set of unrelated symbols (Figure 1). The four pictures were taken
from a normed database (Lang et al., 2005). In each set, there
was one picture with a negative valence (e.g., crying child), one
with a positive valence (e.g., a smiling couple) and two neutral
images with no strong valence (e.g., a person reading). Negative
images are considered more potent than equivalently-valenced

FIGURE 1 | Trial schematic.
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positive images (for reviews, see Baumeister et al., 2001; Rozin
and Royzman, 2001). We anticipated, therefore, that the negative
stimuli were more likely to receive participants’ attention in line
with previous work (Smith et al., 2003; Norris et al., 2004; Hajcak
and Olvet, 2008). We tested the hypothesis that this attentional
bias would be influenced by the minimal social context of the
participants’ belief that they were looking at the pictures jointly
or alone.

METHODS
Participants
There were 20 undergraduates from University College London
who took part in the experiment in exchange for course credit.
The participants were randomly paired and did not interact. We
did not collect data from two due to equipment problems and
failures to calibrate. Although we ran pairs of participants in
the lab, each participant’s data were analysed independently as
they could not see each other or interact. At debriefing, partic-
ipants did not give any indication that they realized we would
be comparing their gaze patterns during the joint and alone
conditions.

Apparatus
Participants were positioned in opposite corners of a 5 m2 room.
They could not see each other or each others’ displays. Each par-
ticipant sat in a reclining chair looking up at an arm mounted 19′′
LCD screen approximately 60 cm away. A custom built remote eye
tracker was mounted at the base of each display. The participants
wore headsets, through which they could hear the stimuli and
speak to the experimenter. Two iMacs calculated gaze position
for each participant approximately 100 times a second, pre-
sented stimuli and recorded fixation position parsed into regions
of interest. The experimenter’s computer saved an audio-video
record of what the participants saw, heard and said during the
experiment, superimposed with their gaze positions.

Design and procedure
We presented participants with 64 trials in a random order.
Figure 1 provides a schematic. At the start of each trial a
prerecorded voice and text message informed participants about

the type of images they were about to see, and what their partner
would see. Half the time participants saw a set of four pictures,
and half the time they saw a set of four symbols. Counterbalanced
with the image type, participants were either (truthfully) told that
their partner would be looking at the same or a different image
type. In each picture trial, two were chosen randomly from a set
of neutral images, one from a set of positive, and one from a
set of negative images. The sets were created by selecting from
Lang et al.’s (2005) database of normed images according to their
valency ratings, to produce non-overlapping, equally spaced cate-
gories: neutral (valence from 4.8 to 5.2, M = 5), positive (7.6–8.3,
M = 8), and negative (1.6–2.4, M = 2). The pictures were of real
world scenes as might be seen in a newspaper. The symbol sets,
which served only as filler items in this design, were taken at ran-
dom from a set of geometric patterns found in various font sets.
The images were displayed onscreen for 8 s. Following a blank
screen for 1 s, the next trial began.

Results and discussion
We calculated the total looking times to positive and negative
images across each trial, as shown in Figure 2. These times were
different when participants were looking alone versus jointly. A 2
(picture valence: negative or positive) × 2 (social context: joint
or alone) ANOVA showed a significant interaction [F(1, 17) =
9.96, p = 0.006, η2 = 0.37], and a significant difference between
valence conditions only in the joint condition (Tukey’s HSD,
p < 0.01). When they believed that their partner was looking
at the same stimuli, participants looked more at the negative
images. There was no significant difference when they believed
they were looking alone. There was a main effect of picture
valence [F(1, 17) = 5.24, p = 0.04, η2 = 0.24] but not of social
context alone (F < 1).

Participants in this experiment could not see or interact with
each other, and had no knowledge of each others’ gaze or atten-
tional focus. They were not instructed to perform a task with
each other or coordinate their activity in any way. They simply
viewed pictures by themselves, with or without the experimenter’s
assurance that an unseen partner could see the same thing. Yet
surprisingly their eye movements were systematically shifted by
this minimal social context on a trial-by-trial basis. It was not

FIGURE 2 | Results form Experiment 1.
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simply that shared images received greater attention, as found by
Shteynberg (2010). Indeed, in our experiment there was no main
effect on looking times overall. More specifically than has been
shown before, we found that when set images were believed to be
shared there was a shift in participants’ distribution of attention.

EXPERIMENT 2
We have demonstrated that eye movements are influenced by
beliefs about social context. One could argue, however, that
eye movements are indicative of lower level perceptual process-
ing alone, and that in cognitive terms they are epiphenomenal.
Although there are theoretical and empirical arguments against
this view (Spivey et al., 2009), we wanted to investigate whether
minimal social context differences were also reflected in a measure
of cognitive performance: recognition memory. In this version of
the paradigm, eye movement measures were not taken but, fol-
lowing presentation blocks, participants’ memory for the images
was tested. We hypothesized that minimal social context which
affected attention in Experiment 1 would be sufficient to affect
memory here.

METHODS
The experiment was identical to Experiment 1 apart from the
following details.

Participants
There were 36 undergraduates from University College London
who took part in the experiment in exchange for course credit. We
did not use data from eight because, at debriefing, the participants
indicated some awareness of our hypotheses.

Design and procedure
All participants were run simultaneously in separate cubicles of a
computer lab. At the start of the experiment, an instruction screen
told them that they would be collaborating with a partner on a
memory task, and that the computer had randomly paired them
with another participant in the group. They saw a fake text mes-
sage from the other participant greeting them, and were invited
to respond with a short message. In fact, the participants were
not paired with anyone and had no interaction with each other.

There were two identical blocks. In the presentation phase
of each, participants saw eight trials that were identical to those
shown in Experiment 1: half were picture presentations, and half
were symbols. On half the trials participants were told that they
were looking the same images as their partners, and on the other
half that they were looking at different images. Following that,
there were 32 test trials, which consisted of a single picture pre-
sented until the participants made a yes or no response to indicate
whether they had seen it before. On half the occasions, the picture
had been previously presented and was either one of the negative
or one of the positive images.

Results
Accuracy recognizing pictures that had been seen before was 85%,
and did not differ between experimental conditions. Following
standard work in visual memory (Sternberg, 1969) and, more
specifically, work on the social tuning of memory (Shteynberg,
2010), we used reaction times as a more sensitive measure of

memory performance. A 2 (valence) × 2 (social context) ANOVA
found a significant interaction [F(1, 27) = 6.98, p = 0.014, η2 =
0.21]. In the joint looking condition, the negative images (M =
758 ms, SD = 114) were recognized faster than the positive (M =
794 ms, SD = 120). Conversely, in the alone condition, positive
images (M = 785 ms, SD = 113) were recognized faster than the
negative (M = 828 ms, SD = 155). There was a main effect of
social context [F(1, 27) = 8.01, p = 0.009,η2 = 0.23], but not of
valence (F < 1).

Discussion
Looking at something together affects more than eye movements.
The images that received more visual attention in previous exper-
iments, according to their valence and the social context, were
also remembered more efficiently in this study. This result echoes
Shteynberg’s (2010) finding that when participants believe other
people are examining the same stimuli as they are, those images
become more “psychologically prominent.” But in contrast, here
and in Experiment 1, participants were not told which of the
images the other person was looking at. They simply knew that
another person was looking, and this minimal social context
influenced which particular images attracted more attention and
proved easier to recall. In the following experiment, we investi-
gated exactly what it was about the “minimal social context” that
brought about this attentional shift. In other words, what counts
as “looking together”?

EXPERIMENT 3
There are at least two ways to interpret “looking together,” which
up until now we have treated as a single idea. On the one hand,
looking together could mean just experiencing a set of images at
the same time. On the other hand, it could mean examining the
same images, but also having the same goal, attitude or intention
towards them.

Our joint perception paradigm was based on work in joint
action (Sebanz et al., 2003; Galantucci and Sebanz, 2009). Joint
action effects do not occur if the participant is simply sat next to
another person (Tsai et al., 2006), or if that person’s button press-
ing actions are not intentional (their finger is moved by a mechan-
ical device). Also, if the participant is acting jointly, but with a
computer program (Tsai et al., 2008) or a marionette’s wooden
hand (Tsai and Brass, 2007) there is no stimulus-response incom-
patibility effect. Participants only form representations of another
when that person’s genuine, intentional actions are engaged in the
same task (Atmaca et al., 2011).

In the current experiment, we began to investigate whether the
same sort of conditions circumscribing joint action also deter-
mine joint perception. Unlike those described above, in this
experiment the participants always believed that they were exam-
ining the same images. What changed, trial-by-trial, was the task
that they were doing, and the task that they believed their part-
ner was doing. Sometimes they or their partner were memorizing
the pictures, sometimes they were scanning them for the pres-
ence of a small X. We predicted that joint perception effects would
be strongest when participants believed that they were not just
passively sharing an experience, but also engaged in the same task.
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METHODS
The experiment was identical to Experiment 1, apart from the
details below.

Participants
There were 32 University College London students who partici-
pated for course credit. Data from four participants were unusable
due to equipment calibration problems.

Design
The instruction screen defined two tasks for the participants. In
a memory task, they had to remember the pictures for a later test
(which never actually took place). In the search task, they had to
look for a translucent X superimposed on one image, and press
the mouse button that they held in one hand if they detected
it. They were informed that both their own task and their part-
ner’s task could change from trial to trial, but both of them would
always see the same pictures.

At the start of each trial, participants were told their
task for the upcoming presentation. A large icon at the top
of the screen represented the task (visual search or mem-
ory), and a smaller icon below showed their partner’s task
(shown in Figure 3). They also heard a voice say “You will
be [memorizing/searching]. Your partner will be [memorizing/
searching]”.

There were 40 trials. In half the participant was told to mem-
orize the stimuli and in half to search for an X. Participants’ own
task was crossed with the task they were told their partner was
doing. Half the time they were told that their partner performed
the same task, and half a different task. On eight trials (spread
evenly across conditions), an X appeared at a random location on
one of the images.

Results and discussion
Participants showed a robust preference for negative images over
positive images only when they believed that they and their partner
had been assigned the same task. We calculated the total amount
of time spent looking at the critical negative and positive images
on trials where there was no X (we did not analyse the 20% of
trials when there was an X present, as X and participants’ responses
to it would interfere with how they allocated their attention to
each image). A 2 (valence) × 2 (own task: memory/search) ×
2 (other’s task: same/different) ANOVA was performed, and the
means for each cell are displayed in Figure 3. There was a sig-
nificant two way interaction between valence and other’s task
[F(1, 27) = 10.08, p = 0.004, η2 = 0.41]. Post hoc tests show that
the difference between positive and negative images was signif-
icant when the participants believed they were doing the same
task (Tukey’s HSD p = 0.01), but did not reach significance when
they were doing a different task. There was also a main effect of
valence [F(1, 27) = 19.19, p = 0.0001, η2 = 0.27], but all other
main effects and interactions were non significant (all Fs < 1).

The effect of joint perception does not occur simply when par-
ticipants believe that another person is experiencing the same
stimuli. It is necessary for them to believe that the other, unseen
person is engaged in the same task as themselves. This task could
be to memorize the pictures, which presumably would require
processing the meaning of an image, or the task could just be to
search for a visual feature, which requires only superficial pro-
cessing. Regardless, the effect of joint perception arises whenever
these tasks are believed to be done together.

GENERAL DISCUSSION
Social context exerts a pervasive effect on perception. Even a mini-
mal social context, when the difference between looking alone and

FIGURE 3 | Results from Experiment 3. Looking times showed a significant interaction between valance and whether or not the participant’s partner was
belived to be doing the same or a different task.
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looking jointly is as small as possible, produces distinct behav-
ioral and cognitive effects. Shared exposure is not sufficient to
produce these effects alone: participants must also believe that
they are engaged in the same task when processing the shared
stimuli.

This result is distinct from other findings in area between
social and cognitive psychology. There are many interesting
studies of joint action (e.g., Obhi and Sebanz, 2011), but our
experiments are different because participants are not instructed
to coordinate their behavior or act together. There are many
interesting studies on joint attention and how people use infor-
mation about each other’s attentional state (Brennan et al., 2008;
Shteynberg, 2010; Böckler et al., 2012), but our experiments are
different because participants are given no knowledge of where
the other is looking. And finally, there are many studies of atten-
tional coordination during social interaction and language use
(e.g., Richardson et al., 2007), but in our experiments there is
no interaction between people at all. Nevertheless, despite the
very minimal nature of this minimal social context, it produces
a systematic shift in participants’ attention.

In these first experiments, we have tried to understand the con-
ditions under which joint perception influences attention. But we
have not yet addressed the direction of these effects. Why is it
that sharing images in our paradigm led to increased attention
specifically to the negative pictures? Here we discuss four alterna-
tives: social context modulates the strength of the negativity bias
specifically, or it modulates attention and alertness more broadly;
social context increases the degree to which there is alignment
with emotions, or alignment with saliency.

It has been argued that the negativity bias exists because of
a learnt or evolved priority to detect threats in the environment
(Baumeister et al., 2001; Rozin and Royzman, 2001). If social con-
text was associated with an increase in perceived threat or anxiety,
then it would follow that joint perception could increase the neg-
ativity bias specifically. This is possible, but it seems unlikely that
our participants would have felt increased threat from each other.
All participants were first year undergraduate students at UCL,
and so were members of similar or overlapping social groups.
Even if they did feel some anxiety in each others’ presence, it is
not clear why that threat would change trial-by-trial according to
the stimuli they believed each other could see. However, to fully
discount this possibility, we would need to experimentally manip-
ulate the anxiety felt by participants, perhaps by changing their
in/out group relationship.

The second possibility is that the social context of joint per-
ception increases some broad cognitive factor such as alertness,
in the way that the presence of others can cause social facilitation
(Zajonc, 1965). It has been shown, for example, that when par-
ticipants are engaged in a dialogue, it can increase alertness and
counter the effects of sleep deprivation (Bard et al., 1996). Perhaps
the lower level of social context used in this experiment, and
modulated trial-by-trial, also increased alertness. This increased
engagement would presumably benefit the negative images first
of all, since there is a pre-existing bias towards them. However,
under this account, it remains a puzzle why there would be no cor-
responding increase in looks to positive items at all. One would
expect a main effect of social context on look times to these

two items (compared to the neutral items), but throughout our
experiments we found an interaction between social context and
valance.

A third possibility draws on work in social psychology show-
ing that social interaction leads to emotional alignment. When
people interact, they are motivated to form a “shared reality”
(Hardin and Higgins, 1996): a speaker will adapt the content of
their message to align with the beliefs and emotions of their audi-
ence (reviewed by Echterhoff et al., 2009). Similarly, when people
collaborate in groups, they tend to align with the group emotion
(Hatfield et al., 1993; Wageman, 1995; Barsade, 2002). Since indi-
viduals are attuned to negative stimuli, it is conceivable that in a
group, this shared negativity bias would be amplified as people
seek to align with each other. Over repeated experiences, perhaps
this social alignment towards negative stimuli becomes ingrained.
In this light, our joint perception phenomenon could be seen as a
form of minimal, imagined cooperation that is sufficient to evoke
a learnt alignment towards negative images.

The final alternative is that the joint perception effect is not
driven by emotion, per se, but by salience. This account draws on
observations of language use and the rich joint activity of social
interaction. Language is remarkably ambiguous. “Please take a
chair,” could refer to a variety of actions with a variety of chairs
in a room. Conversations do not grind to a halt however, because
people are very good at resolving ambiguous references by draw-
ing on knowledge about the context and assumptions that they
have in common (Schelling, 1960). For example, when presented
with a page full of items, such as watches from a catalogue, par-
ticipants agreed with each other which one was most likely to be
referred to as “the watch” (Clark et al., 1983).

When we enter into any conversation, such coordination is
all important (Clark, 1996), and can be seen at many levels of
behavior. When we talk, we use the same names for novel objects
(Clark and Brennan, 1991), align our spatial reference frames
(Schober, 1993), use each others’ syntactic structures (Branigan
et al., 2000), sway our bodies in synchrony (Condon and Ogston,
1971; Shockley et al., 2003) and even scratch our noses together
(Chartrand and Bargh, 1999). When we are talking and look-
ing at the same images, we also coordinate our gaze patterns
with each other (Richardson and Dale, 2005), taking into account
the knowledge (Richardson et al., 2007) and the visual context
(Richardson et al., 2009) that we share. In short, language engen-
ders a rich, multileveled coordination between speakers (Shockley
et al., 2009; Louwerse et al., in press).

Perhaps the instruction stating that images were being viewed
together was enough to turn on some of these mechanisms of
coordination, even in the absence of any actual communication
between participants. When images were believed to be shared,
participants sought out those which they imagined would be
more salient for their partners. Since saliency is driven by the
valence of the images in our set, paying more attention to the most
salient means paying more attention to the negative image. In this
way, it can be argued that the shifts brought about by joint per-
ception are the precursors to the more richly interactive forms of
joint activity studied in other fields.

Our experiments echo a point that social psychologists have
made from the outset. The presence and actions of others can
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have a powerful effect on an individual’s motivations, goals and
judgments (Triplett, 1898; Sherif, 1935; Lewin, 1936; Festinger,
1950; Asch, 1951; Allport, 1954; Heider, 1958; Zajonc et al., 1969).
Beliefs and judgments are not formed in cognitive isolation, but
always in the context of the thoughts and opinions of those
around us (Smith and Semin, 2004). Here we have shown that
these lessons from social psychology can be applied to a simple
perceptual process in a minimal social context. Merely the belief
that stimuli are attended to alone or with another is enough to
activate coordinative behaviours that are the basis of joint action,
communication and social interaction. The pervasive effects of

social context have theoretical implications for how we view cog-
nition (Robbins and Aydede, 2009), adding to calls to consider
social interaction at its heart (Smith and Semin, 2004; Barsalou
et al., 2007).
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To further test and explore the hypothesis that synchronous oscillatory brain activity
supports interpersonally coordinated behavior during dyadic music performance, we
simultaneously recorded the electroencephalogram (EEG) from the brains of each of
12 guitar duets repeatedly playing a modified Rondo in two voices by C.G. Scheidler.
Indicators of phase locking and of within-brain and between-brain phase coherence
were obtained from complex time-frequency signals based on the Gabor transform.
Analyses were restricted to the delta (1–4 Hz) and theta (4–8 Hz) frequency bands. We
found that phase locking as well as within-brain and between-brain phase-coherence
connection strengths were enhanced at frontal and central electrodes during periods that
put particularly high demands on musical coordination. Phase locking was modulated
in relation to the experimentally assigned musical roles of leader and follower,
corroborating the functional significance of synchronous oscillations in dyadic music
performance. Graph theory analyses revealed within-brain and hyperbrain networks with
small-worldness properties that were enhanced during musical coordination periods, and
community structures encompassing electrodes from both brains (hyperbrain modules).
We conclude that brain mechanisms indexed by phase locking, phase coherence, and
structural properties of within-brain and hyperbrain networks support interpersonal action
coordination (IAC).

Keywords: functional connectivity, graph theory, EEG hyperscanning, joint action, cortical phase synchronization,

social interaction, music

INTRODUCTION
Social interaction is an ubiquitous ingredient of human life; our
minds and brains function and are formed in interaction with
other people (Hari and Kujala, 2009). Coordinating one’s behav-
ior with that of an interaction partner requires the perception,
representation, and anticipation of both one’s own and the part-
ner’s actions (e.g., Pecenka and Keller, 2011). Recently, we have
proposed that the coordination and partial integration of two or
more forward models of action control (Wolpert et al., 1995) into
a joint, interpersonally shared forward model may help to initiate
and sustain interpersonal action coordination (IAC; see Sänger
et al., 2011). This process is likely to engage the mirror neuron sys-
tem (Blakemore and Decety, 2001; Rizzolatti et al., 2001; Pacherie
and Dokic, 2006; Gallagher, 2009). In addition to identifying the
brain regions supporting IAC (for a review see Sänger et al., 2011),
it seems worthwhile to explore and identify neural codes that
support the representation of joint action. Here, coherent brain
oscillations may play a pivotal role, especially in tasks that require
the close alignment (coordination) of one’s own and the other’s
action in real time. This hypothesis is consistent with available
evidence about the functional significance of brain oscillations in
perception and action (Sanes and Donaghue, 1993; Makeig and
Jung, 1996; Kilner et al., 2000). From a more general perspective,
coherent brain oscillations allow for fast and precise information
exchange (Roelfsema et al., 1997) and bind neuronal informa-
tion from different regions (Varela et al., 2001), thereby qualifying

as candidate brain mechanism of interpersonally coordinated
behavior and social interaction.

So far, only a few studies have investigated this assumption
by taking simultaneous neuroelectrical recordings of multiple
interacting individuals (cf. Hasson et al., 2012). Dumas et al.
(2010) observed coherent brain oscillations between electrodes
of the model and the imitator during behaviorally synchronous
sequences of a gestural imitation task. Cui et al. (2012) reported
coherence between NIRS time-series obtained from simultaneous
measurement of dyads engaged in a digital game of cooperation
and competition. Coherence was only found during cooperation,
not competition, and occurred in the superior frontal cortex,
which is implicated with modeling and predicting the actions of
others. Yun et al. (2008) revealed synchronized high-frequency
oscillations in right fronto-central regions of dyads engaged in
the Ultimatum Game. By estimating nonlinear dependencies
between the two EEG time series, they showed information flow
from the responder’s left fronto-central region to the perceiver’s
right homologue, and concluded that this region may play a
prominent role in social decision making. Astolfi et al. (2010)
simultaneously collected EEG data from seven groups of four
people each, who were playing cards among one another. They
found functional connectivity between signals of players from the
same team, suggesting that players only showed interrelated brain
activity if they had some interest in coordinating their behavior
with each other.
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The present study builds directly on an earlier investigation
by Lindenberger and colleagues (2009). Investigating guitar duets
playing in unison, the authors found increased phase synchro-
nization within and between the guitarists’ brains during periods
of preparatory metronome tempo setting and at the onset of
coordinated play. These couplings were primarily observed in the
delta and theta frequency ranges and at frontal as well as cen-
tral electrodes. Lindenberger et al. also found that the intrabrain
phase alignment was strongly related to the degree of behavioral
play-onset synchrony between the two guitarists of a pair on a
given trial. The latter result suggests that the degree of phase
synchronization does, in fact, reflect the dynamics of behavioral
interaction between the guitarists.

In light of the promising findings by Lindenberger et al.
(2009), the hypothesis that within- and between brain neu-
ral couplings represent a mechanism for IAC merits further
scrutiny. Of special importance are attempts to rule out alterna-
tive hypotheses. For instance, the sheer similarity of perceptual
input and performed action between two individuals engaged
in joint action may be sufficient to induce interbrain coherence
without serving a functional role in IAC. As an attempt to bet-
ter disambiguate the two hypotheses, the present study went
beyond Lindenberger et al. (2009) by introducing a more complex
piece of music in two voices, such that the two guitarists would
not play exactly the same tune. Furthermore, we experimentally
manipulated the musical roles of leader and follower to look at
asymmetries in oscillatory correlates of IAC. Assigning such social
roles in musical performance manipulates coordination demands
while leaving most perceptual or motor aspects of the situation
untouched.

The specific assumptions and research goals of this study can
be summarized as follows. First, we wished to replicate the finding
reported by Lindenberger et al. (2009) of fronto-central syn-
chronization in low frequency bands during preparatory tempo
setting and coordinated play onset with guitar duets playing in
two voices, that is, when the two guitarists of a duet do not play
exactly the same tune. Low frequencies are regarded as relevant
since they have previously been implicated in social coordination
(Tognoli et al., 2007), interpersonally shared task representation
(Sebanz et al., 2006), motoric functions (Andres et al., 1999;
Kilner et al., 2000; Deiber et al., 2001; Grosse et al., 2002; Waldert
et al., 2008) and sensorimotor integration (Caplan et al., 2003).
We expected frontal and central electrodes to be predominantly
involved, as they cover the prefrontal cortex, which has been
associated with Theory of Mind activity (Rizzolatti et al., 2001;
Gallagher and Frith, 2003; Dziobek et al., 2011), the premo-
tor cortex, where the human mirror neuron system is suspected
(Rizzolatti, 2005), and the motor and somatosensory cortices,
which regulate motor control (cf. Novembre et al., 2012) and are
also activated during music production (Zatorre et al., 2007).

Second, we intended to back up the assumption that synchro-
nized brain oscillations are a correlate of IAC and not just a
by-product of shared perceptions and similarity in movements.
Therefore, we experimentally manipulated the musical roles of
leader and follower. Specifically, the leader had to bring the other
one in and keep time, while the follower had to heed to the
tempo-induced by the leader. We hypothesized that these two

complementary roles would be reflected in asymmetric patterns
of cortical phase synchronization. In addition, and informed by
the Lindenberger et al. (2009) findings, we also compared seg-
ments of coordinated play onset with segments of mere joint
playing. We expected greater synchronization at coordination
points even though the degree of similarity in perception and
action between the two players would be about the same for coor-
dination points and joint playing of other parts of the musical
score.

Third, we were interested in the functional interbrain networks
that would emerge within and between the brains of duet part-
ners in the delta and theta frequency ranges. Similar to Babiloni
and colleagues (2007a,b), Astolfi et al. (2010) and De Vico Fallani
et al. (2010), network properties were explored by submitting
the phase coherence measures to a graph analysis of intra- and
interbrain phase coherence (IPC). Again, we assumed that frontal
and central sites would emerge as particularly relevant, espe-
cially during musical coordination points. Going beyond the
previous studies, our analyses were not restricted to connectiv-
ity strengths, but also aimed at understanding additional network
properties. In particular, we expected that the small-world prop-
erties of within-brain and hyperbrain networks, as indexed by
the simultaneous presence of functional integration and seg-
regation (Sporns and Zwi, 2004), would be enhanced during
periods of increased demand for musical coordination. Small-
worldness can be found in various kinds of networks (Sporns
and Zwi, 2004) and might reflect an optimal architecture for
information processing (Stam, 2004). Finally, we expected that
the hyperbrain network would show a non-random commu-
nity structure containing hyperbrain modules, that is, groups
of strongly interconnected electrodes that do not belong to the
same brain.

MATERIALS AND METHODS
RESEARCH PARTICIPANTS
Thirty-two guitarists participated in the study, forming a total
of 16 non-overlapping duets. Four of these duets had to be
excluded from analysis since they provided less than 30 trials in
which EEG data during the relevant segments was artifact free.
In seven out of the twelve remaining pairs, both partners were
male; four duets were mixed, and only one duet had two female
players. The age of the participants ranged from 20 to 58 years
(M = 35.58, SD = 1.82). Participants had been playing guitar for
22.92 years on average (SD = 11.64). Twenty-two of them played
more than once a week, only two played less. Fifteen were cur-
rently playing in a musical ensemble, seven had been members of
an ensemble before. Ten had studied or were studying music at
a conservatory. All participants volunteered for the experiment,
and gave their written informed consent prior to their inclusion
in the study. The Ethics Committee of the Max Planck Institute
for Human Development approved the study. The study was per-
formed in accordance with the ethical standards laid down in the
1964 Declaration of Helsinki.

MUSICAL MATERIAL
The piece of music played during the measurement was an adap-
tation of a short Rondo sequence from the Sonata in D Major
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by Christian Gottlieb Scheidler (1752–1815). To avoid the con-
founding of musical role and voice, we modified the piece such
that both voices were as equal as possible instead of constituting
a typical leading and typical accompanying voice. Apart from the
initial play onset, the piece contained another play onset follow-
ing a decrease in musical tempo (i.e., ritardando), and an eighth
rest. After this second play onset, the playing tempo was increased
(see Figure 1 for the note sheet). Each participant was given the
sheet of music in advance, and was asked to rehearse and memo-
rize one of the two voices, which they then played by heart during
the experiment.

PROCEDURE
Measurement took place in an electromagnetically shielded cabin,
in which participants sat face-to-face to each other. Participants
were instructed to avoid all unnecessary movement and to execute
the picking movements as small as possible in order to virtually
avoid movement artifacts. One participant was assigned the lead-
ing role, meaning that he or she was responsible for bringing the
other in and determining the playing tempo. The follower was

FIGURE 1 | Note sheet of the adapted version of the Rondo in D-Major

by C.G. Scheidler. Intially, three segments of 3000 ms each were analyzed,
each one beginning 1000 ms before the respective stimulus and ending
2000 ms after it. metr: the segment of preparatory tempo setting was
time-locked to the second of four metronome beats preceding each trial;
PlOn1: the segment around the first play onset was time-locked to the first
play onset of the leading guitarist; the segment for the second play onset
(PlOn2) was defined accordingly.

asked to exclusively orient himself toward the leader. To account
for person variables possibly interfering with this role assignment,
we tried to match the partners as far as possible regarding the
following aspects: their age, how many years they had already
been playing guitar, whether they had studied/were studying at a
conservatory, whether they worked as guitarist and whether they
currently were a member of a music ensemble. However, we con-
sidered these aspects of qualification as complementary, such that
a lack in one could be compensated by another one. Please see

total of 60 times, in two blocks of 30 trials each. Each trial was ini-
tiated by four metronome beats (80 bpm), after the last of which
the leader signaled the beginning of the play by calmly breathing
in. The entire testing session was repeated on another day, with
reversed assignment of the leading vs. following role.

EEG DATA ACQUISITION
The EEG was recorded with active 64 Ag/AgCl electrodes per per-
son, placed according to the international 10–10 system, with
the reference electrode at the right mastoid (actiCAP, Brain
Products, Munich, Germany). Separate amplifiers (BrainAmp
DC, BrainProducts, Munich, Germany) with separate grounds
were used for each individual, linked to one computer. Vertical
and horizontal electrooculograms (EOGs) were recorded to con-
trol for eye blinks and eye movements. Moreover, an acceleration
sensor was applied on each hand of both guitarists to follow
the hand movements. Through two microphones, the two gui-
tars were also recorded on one channel each, simultaneous to
the EEG recordings. Both hand movement and microphone sig-
nals were recorded using a bipolar amplifier (BrainAmp ExG,
Brain Products, Munich, Germany). The sound was addition-
ally recorded together with a video of the session, using Video
Recorder Software (Brain Products, Munich, Germany) synchro-
nized with the EEG data acquisition. All channels were recorded at
a sampling rate of 5000 Hz in order to have a good time and corre-
spondingly frequency resolution for acoustic microphone signals.
A 1–1000 Hz bandpass filter was activated. With the help of the
audio, video and hand movement recordings, event markers were
later set off-line into the EEG data. Markers for the metronome
beats were automatically set online during the measurement.

EEG DATA ANALYSIS
Preprocessing
Event triggers were placed for the two play onsets of the Rondo.
EEG data were re-referenced offline to an average of the left and
right mastoid, resampled at 1000 Hz and then filtered with a
band pass ranging from 1 to 70 Hz. Eye movement correction
was accomplished by independent component analysis (Vigário,
1997; Jung et al., 1998a). As artifact rejection based on a gradient
(a maximum admissible voltage step of 50 μV), and a difference
criterion (a maximum admissible absolute difference between
two values in a segment of 200 μV) did not render satisfactory
results, artifacts from head and body movements were finally
rejected by visual inspection only. Spontaneous EEG activity was
segmented into epochs of 3 s according to the second metronome
beat and the two play onsets of the leading guitarist. Each seg-
ment started 1 s before the relevant event and ended 2 s after it.
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The 12 duets, which provided more than 30 artifact-free trials
for all three epochs, on average rendered 54.42 (SD = 10.48)
trials for the epoch around the second metronome beat, 54.38
(SD = 12.06) trials for the first and 56.54 (SD = 11.39) for the
second play onset.

Synchronization measures
Artifact-free epochs were analyzed using a complex Gabor expan-
sion function that transforms the EEG time series into a complex
time-frequency signal for frequencies up to 20 Hz. The frequency
resolution here was 0.33 Hz and the temporal resolution was
1 ms. Two synchronization measures were obtained from the cor-
responding time-frequency matrices (Müller et al., 2009): The
phase locking index (PLI) reflects the invariance of phases at a
single electrode across k trials in the time-frequency domain and
is defined by

PLI
(
fn, t

) =
∣∣∣〈ej∗φk(fn ,t)〉

∣∣∣ , j = √−1.

The intra- and interbrain phase coherence (IPC) represents the
degree of constancy in phase difference across k trials between
two electrodes measured from one or respectively two brains
simultaneously. It is defined as

IPCφ

(
fn, t

) =
∣∣∣〈ej∗�φk(fn,t)〉

∣∣∣ , j = √−1

with the phase difference

�φk = mod
(
φk

1

(
fn, t

) − φk
2

(
fn, t

)
, 2 · π

)

referring to two electrodes, either within one brain in the intra-
brain case, or of two brains IPC. This was done for a selection
of 21 electrodes per person (Fp1, Fpz, Fp2, F7, F3, Fz, F4, F8,
T7, C3, Cz, C4, T8, P7, P3, Pz, P4, P8, O1, Oz, and O2) respec-
tively for all possible pairs of these. This selection reduces a
possible bias in functional connectivity findings produced by vol-
ume conductance, while still covering the entire cortex, such
that the information of the remaining electrodes would be rather
redundant.

Statistical evaluation of phase-locking values
The significance threshold for PLI values was obtained from sur-
rogate data: After shuffling the time series of each channel, PLI
was derived as in the original data. From these values, 1000 boot-
strapping samples were drawn. The threshold was then defined
as the bootstrapping mean plus three times the bootstrapping
standard deviation (Mboot + 3 × SDboot). This procedure yielded
a significance threshold of.12. PLI values were averaged within
three groups of electrodes: frontal (Fp1, Fpz, Fp2, F7, F3, Fz,
F4, and F8), central (T7, C3, Cz, C4, and T8) and parieto-
occipital (P7, P3, Pz, P4, P8, O1, Oz, and O2). Significant values
were then examined in time-frequency diagrams (for an exam-
ple, see Figure 2). Based on the inspection of these diagrams,
we chose the following time segments for analysis: (1) 500 ms
after the first metronome beat (i.e., the time interval between
-750 and -250 ms) for the preparatory phase of tempo setting;

(2) 500 ms each before and after both play onsets; (3) an addi-
tional 500-ms segment from a part of the Rondo where there
was no play onset, extending from the second to the fifth sec-
ond of the piece. Informed by earlier studies, our analyses were
restricted to delta (1–4 Hz) and theta (4–8 Hz) frequency bands.
Phase locking patterns were analyzed using a Four-Way repeated-
measures ANOVA, testing the effects of musical role (leader vs.
follower), electrode site (frontal, central, and parieto-occipital),
frequency band (delta vs. theta) and time segment (six segments
of 500 ms each: during preparatory tempo setting, before the first
play onset, after the first play onset, during joint playing with-
out play onset, before the second play onset and after the second
play onset). For this analysis, PLI values were normalized using
Fisher’s z-transform and then averaged within the correspond-
ing time intervals as well as frequency ranges. Greenhouse-Geisser
epsilons were used for non-sphericity correction when necessary.
Main effects and interactions with p < 0.05, that were relevant for
the hypotheses of this study, were followed up by paired-samples
T-tests comparing specific conditions. Follow-up results reported
in the Results section were statistically significant at p < 0.05,
with Bonferroni corrections when appropriate. To enhance read-
ability of the Results section, the test statistics of the reported
comparisons are shown in Appendix tables in the Appendix B.

Graph analysis and statistical evaluation of intra- and interbrain
phase coherence
As for the PLI values, significance threshold for phase coher-
ence measures was computed by means of surrogate data. To
this end, we calculated the phase coherence between all pairs of
shuffled EEG time series, and drew 1000 bootstrapping samples
from the coherence values. Again, the threshold was defined as
Mboot + 3×SDboot. This resulted in the same critical value as for
PLI, i.e., 0.12. As before, data were inspected in time-frequency
diagrams by averaging phase coherence values across all electrode
pairs related to three reference electrodes, Fz, Cz, and Pz (see
Figure 3 for an example). Except for the 500 ms before the two
play onsets, for which no foci for phase coherence were found, we
looked at the same time segments as for PLI, and again restricted
our statistical analyses to the delta and theta frequency bands.

Values of intrabrain and IPC were combined into symmet-
rical coherence matrices containing all 42 electrodes from both
duet partners (see Figure 4A for an example). These functional
hyperbrain networks formed the basis of a graph analysis, which
was conducted using the Brain Connectivity Toolbox developed
by Rubinov and Sporns (2010). A proportional threshold was
applied separately to the within- and the between-brain part of
the matrix, leaving in only the strongest 30% of the within-
and between-brain connections, respectively (see Figure 4B). To
determine this threshold we took the delta network in the seg-
ment after the first play onset as a proxy, tentatively applied ten
possible thresholds between 10 and 100% (10, 20, 30, . . . , 90,
100%, with 100 meaning no threshold) and plotted these against
the resulting average modularity values for the within-brain and
the hyperbrain networks (see Figure 5). The 30% threshold was
chosen because it was the lowest threshold (i.e., the threshold
least modifying the original networks) whose modularity values
were close to or above the value of 0.3, which has been suggested

Frontiers in Human Neuroscience www.frontiersin.org November 2012 | Volume 6 | Article 312 | 516

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Sänger et al. Brain synchronization in guitar duets

FIGURE 2 | Time-frequency diagrams of the grand average of the phase locking index, averaged across frontal electrodes (Fp1, Fpz, Fp2, F7, F3, Fz,

F4, F8) for leaders and followers during preparatory tempo setting and around coordinated play onsets.

as a lower boundary for non-random community structures
(Newman and Girvan, 2004; Meunier et al., 2009).

The sum of weighted links connected to a node, termed
strength, was calculated as indicators of a node’s (electrode’s)
importance within the network. This was done for the hyper-
brain as well as for the within-brain networks. Strengths for
the between-brain partition of the hyperbrain networks were
derived by subtracting the within-brain strengths from the hyper-
brain strengths. Effects of role (leader vs. follower), time segment

(four segments of 500 ms each: during preparatory tempo set-
ting, after the first play onset, during joint playing without play
onset and after the second play onset), electrode site (frontal, cen-
tral, parieto-occipital; see “Statistical evaluation of phase-locking
values”) and frequency bands (delta vs. theta) on hyperbrain,
within- and between-brain strengths were evaluated using a Four-
Way repeated-measures ANOVA.

To indicate the degree of functional integration, the character-
istic path length (CPL), that is, the average shortest path length
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FIGURE 3 | Time frequency diagrams of the grand average of interbrain phase coherence, averaged across all electrode pairs of Fz of the

leader’s resp. the follower’s brain with any electrode of the partner’s brain during preparatory tempo setting and around coordinated play onsets.

between all pairs of nodes in the network was determined sep-
arately for hyperbrain and within-brain networks. As a measure
of functional segregation, we calculated hyperbrain and within-
brain clustering coefficients (CC), that is, the fraction of a node’s
neighbors that are also neighbors of each other. Small-world
networks are characterized by the simultaneous presence of func-
tional integration and segregation, as indexed by relatively low
values for CPL and relatively high values for CC, respectively.
For within-brain analyses, both CPL and CC were examined

using Three-Way repeated measures ANOVAs with role, seg-
ment and frequency as factors. We did not consider regional
subdivisions here, as CPL is a global network property (Watts
and Strogatz, 1998). For CPL and CC in the hyperbrain net-
works, Two-Way repeated-measures ANOVAs testing effects of
segment and frequency were computed. The effect of role could
not be analyzed for the functional interbrain connectivity, since
the IPC is an undirected measure, which means that the con-
nection from electrode A to electrode B has the same IPC value
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FIGURE 4 | Example of a hyperbrain network with (A) an absolute

threshold of 0.12 and (B) an additional proportional threshold of 30

percent applied separately for within- and between brain connections.

Within-brain coherence of the follower is captured in the upper left,
within-brain coherence of the leader in the lower right. Between-brain
coherence is shown in the upper right and lower left of the matrix. The
auto-coherence on the main diagonal is set to zero. For each interaction
partner, 21 electrodes are arranged in the following order: Fp1, Fpz, Fp2, F7,
F3, Fz, F4, F8, T7, C3, Cz, C4, T8, P7, P3, Pz, P4, P8, O1, Oz, and O2 from
top (follower) to bottom (leader) and left (follower) to right (leader).

than the connection from B to A. The hyperbrain networks were
accordingly symmetric and the between-brain connections were
therefore identical for leader and follower. As for the PLI anal-
yses, for the ANOVAs of the aforementioned graph analytical
measures, main effects and interactions with p < 0.05 relevant
for the hypotheses were followed up by pairwise comparisons.
Follow-up results reported in the Results section were again
statistically significant at p < 0.05, with Bonferroni corrections
when appropriate. The test statistics of the reported follow-up
comparisons are accordingly shown in Appendix tables in the
Appendix B.

FIGURE 5 | Average within-brain and hyperbrain network modularity in

the delta band, after the first play onset, as a function of thresholding.

To further explore the structural properties of the networks,
we also computed the degree of within-brain and hyperbrain net-
work modularity, that is, the extent to which the network can be
subdivided into non-overlapping groups of nodes with a maximal
number of within-group links and a minimal number of between
group links. Inspection of the data did not suggest substantial dif-
ferences between playing conditions or frequency bands. Hence,
we restricted the identification of the exact modular structure,
which puts high demands on computing time, to the segment
after the first play onset and the delta band.

RESULTS
PHASE LOCKING INDEX (PLI)
A Four-Way repeated measures ANOVA (role × segment
× site × frequency) showed main effects of role, F(1, 23) = 9.87,
p = 0.005, η2

p = 0.30, segment, F(2.18, 5.14) = 57.22, p < 0.001,

η2
p = 0.71, site, F(1.60, 36.75) = 38.45, p < 0.001, η2

p = 0.68, and

frequency, F(1, 23) = 92.54, p < 0.001, η2
p = 0.80. In general,

phase locking was higher (1) in leaders than in followers, (2) dur-
ing preparatory tempo setting, before and after play onsets than
during joint playing without play onsets and higher after than
before the play onsets (see Appendix Table B1), (3) in frontal and
central than in parietal electrodes (see Appendix Table B2), and
(4) for delta than theta.

In addition, we observed a significant interaction of seg-
ment and site, F(4.43, 101.92) = 27.24, p < 0.001, η2

p = 0.54. At
all electrode sites, phase locking was significantly enhanced dur-
ing preparatory tempo setting and after both play onsets rela-
tive to playing without onset. This enhancement was especially
pronounced at frontal and central electrodes. Thus, relative to
playing without onset, frontal and central electrodes showed
stronger phase locking than parietal and occipital electrodes dur-
ing preparatory tempo setting and after both play onsets. Phase
locking was significantly higher after than before play onsets at all
electrode sites, except for parietal electrodes after the second play
onset (see Figure 6A and Appendix Table B3).
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FIGURE 6 | (A) Bar plot presentation of the interaction of segment and site in
the four-way repeated measures ANOVA of Phase Locking Index (PLI).
metr = 500 ms during preparatory tempo setting (after the first metronome
beat); bef/aftPlOn1 = 500 ms before/after the first play onset of the leading
guitarist; noPlOn = 500 ms of joint playing without play onset; bef/aftPlOn2 =
500 ms before/after the second play onset of the leading guitarist. (B) Bar

plot presentation of the interaction of role and segment in the simple-effects
ANOVAs of Phase Locking Index (PLI) for delta and theta frequencies,
respectively. metr = 500 ms during preparatory tempo setting (after the first
metronome beat); bef/aft1 = 500 ms before/after the first play onset of
the leading guitarist; no = 500 ms of joint playing without play onset;
bef/aft2 = 500 ms before/after the second play onset of the leading guitarist.

The three-way interaction of role, segment and frequency
also was statistically significant, F(5, 115) = 5.10, p < 0.001,
η2

p = 0.18. Follow-up analyses confirmed the interaction between
role and segment for both delta, F(3.28, 75.52) = 6.59, p < 0.001,
η2

p = 0.21, and theta, F(3.43, 78.87) = 3.93, p < 0.01, η2
p = 0.15. In

the delta frequency band, the leaders’ phase locking was increased
relative to no play onset during preparatory tempo setting as well
as before and after the play onsets. In contrast, followers did not
show increased phase locking before the play onsets, resulting in a
reliable difference in delta phase locking between leaders and fol-
lowers both before the first play onset and before the second play
onset. Before the second play onset, leaders also showed higher
theta phase locking than followers (see Figure 6B and Appendix
Table B4).

GRAPH ANALYSIS OF INTRA- AND INTERBRAIN PHASE COHERENCE
Strengths
Node strengths of the within-brain only, between-brain only, and
hyperbrain (i.e., the conjunction of within- and between-brain)
networks were evaluated in three separate Four-Way repeated
measures ANOVAs (role × segment × site × frequency).

Node strengths analysis of within-brain networks. We found
main effects of segment, F(1.75, 4.31) = 22.40, p < 0.001,
η2

p = 0.49, site, F(1.36, 31.17) = 48.33, p < 0.001, η2
p = 0.68, and

frequency, F(1, 23) = 7.17, p < 0.05, η2
p = 0.24. Within-brain

node strengths were greater (a) during preparatory tempo
setting than during playing without play onset (see Appendix
Table B1), (b) at frontal than at central and higher at central
than at parietal electrodes (see Appendix Table B2), and (c) for
theta than delta. These main effects were qualified by three-way
interactions of role, segment and frequency, F(3, 69) = 3.05,

p < 0.05, η2
p = 0.12, as well as segment, site and frequency,

F(2.70, 62.15) = 3.22, p < 0.05, η2
p = 0.12. Follow-up analyses

showed that the interaction between role and segment was
restricted to delta, F(3, 69) = 4.41, p < 0.01, η2

p = 0.16. Both
leaders’ and followers’ node strengths in delta were greater
during the preparatory tempo setting than during joint playing
without play onset. However, this difference was more pro-
nounced in leaders (see Figure 7A and Appendix Table B5).
The interaction between segment and site was present for
delta, F(2.87, 66.11) = 6.80, p = 0.001, η2

p = 0.23, and theta,

F(2.80, 64.43) = 8.29, p < 0.001, η2
p = 0.27. In delta, only central

sites showed greater strengths during the preparatory tempo
setting than during joint playing without play onset. In theta, this
effect was present at both central and frontal sites (see Figure 7B
and Appendix Table B6).

Node strengths analysis of between-brain networks. Here, we
found main effects of segment, F(1.36, 31.19) = 47.85, p < 0.001,
η2

p = 0.68, site, F(1.50, 34.89) = 28.78, p < 0.001, η2
p = 0.56, and

frequency, F(1, 23) = 14.57, p = 0.001, η2
p = 0.39. Generally,

node strengths were greater (a) during the preparatory tempo
setting as well as after the play onsets than during joint playing
without play onset (see Appendix Table B1), (b) at central sites
than at other sites (see Appendix Table B2), and (c) in the delta
band than in the theta band. These observations were qualified
by an interaction between segment and site, F(3.38, 77.78) = 13.70,
p < 0.001, η2

p = 0.37, indicating that at node strengths were
greater during the preparatory tempo setting and after both
play onsets than during joint playing without play onset at
central sites, while they were only greater during preparatory
tempo setting and after the second play onset at frontal sites.
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FIGURE 7 | (A) Bar plot presentation of the interaction of role and segment in
the simple-effects ANOVA of within-brain node strengths in delta frequencies
(for theta frequencies, the interaction was not significant). (B) Bar plot
presentation of the interaction of segment and site in the simple-effects
ANOVAs of within-brain node strengths in delta and theta frequencies,

respectively Note: metr = 500 ms during preparatory tempo setting (after the
first metronome beat); bef/aftPlOn1 = 500 ms before/after the first play onset
of the leading guitarist; noPlOn = 500 ms of joint playing without play onset;
bef/aftPlOn2 = 500 ms before/after the second play onset of the leading
guitarist.

At parietal sites, strengths were only greater after the first play
onset than during joint playing without play onset (Figure 8A
and Appendix Table B3). Additionally, there was a two-way
interaction for segment and frequency, F(2.01, 46.29) = 8.15,
p = 0.001, η2

p = 0.26. Follow-up analyses showed that strengths
were higher during the preparatory tempo setting and after the
play onsets than during joint playing without play onset in
both delta and theta. In delta, however, the difference between
strengths during preparatory tempo setting and during joint play-
ing without play onset was more pronounced (see Figure 8B
and Appendix Table B7).

Node strengths analysis of hyperbrain networks. We observed
main effects of segment, F(1.45, 33.24) = 46.39, p < 0.001,
η2

p = 0.67, and site, F(1.37, 31.49) = 56.96, p < 0.001, η2
p = 0.71.

Node strengths in hyperbrain networks were generally greater
during preparatory tempo setting and after the play onsets
relative to joint playing without play onsets (see Appendix
Table B1). Frontal sites showed greater strengths than central as
well as parietal sites and central sites showed greater strengths
than parietal sites (see Appendix Table B2). The two main
effects were qualified by an interaction between segment and
site, F(2.94, 67.67) = 15.92, p < 0.001, η2

p = 0.41. Follow-up tests
revealed that central electrodes showed higher strengths during
preparatory tempo setting and after the first play onset relative to
joint playing without play onset, while frontal electrodes showed
higher strengths during preparatory tempo setting only (see
Figure 9A and Appendix Table B3). The interaction between seg-
ment and frequency, F(2.03, 46.71) = 11.74, p < 0.001, η2

p = 0.34,
indicated that strengths were higher during preparatory tempo
setting and after both play onsets relative to playing without play
onset in theta; for delta, node strengths were only greater during

the preparatory tempo setting relative to playing without play
onset (see Figure 9B and Appendix Table B7).

Small-worldness
Small-worldness of within-brain networks. CPL and CC were
analyzed using Three-Way repeated measures ANOVAs (role ×
segment × frequency). Regarding CPL, we observed a main
effect of segment, F(2.12, 48.86) = 3.88, p < 0.05, η2

p = 0.14, and
an interaction between segment and frequency, F(3, 69) = 2.89,
p < 0.05, η2

p = 0.11. The average shortest path length in the
within-brain networks was shorter during the preparatory tempo
setting than during joint playing without play onset (see
Appendix Table B1), and the course of the CPL over the different
time segments was modulated by frequency (see Figure 10A). The
predicted data pattern—lower CPL at metronome beats and after
the play onsets relative to joint playing without onset—seemed
present in the theta frequency band, but the results of the
corresponding follow-up tests were not statistically significant
after Bonferroni correction. With regard to CC, we observed
a main effect of segment, F(3, 63) = 9.24, p < 0.001, η2

p = 0.31,
indicating stronger clustering during the preparatory tempo set-
ting than during joint playing without play onsets again (see
Appendix Table B1). Furthermore, the interaction of role and
segment, F(3, 63) = 3.23, p < 0.05, η2

p = 0.13, indicated a differ-
ential course of within-brain clustering for leaders vs. followers
(see Figure 10B). However, the corresponding follow-up analyses
did again not yield reliable effects. Nevertheless, the main effects
of segment indicate small world properties of the within-brain
networks during preparatory tempo setting.

Small-worldness of hyperbrain networks. For CPL, we found
a significant main effect of frequency, F(1, 23) = 6.31, p < 0.05,
η2

p = 0.22, indicating shorter path lengths for the delta than
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FIGURE 8 | (A) Bar plot presentation of the interaction of segment × site
in the four-way repeated measures ANOVA of node strengths in the
between-brain network. metr = 500 ms during preparatory tempo setting
(after the first metronome beat); bef/aftPlOn1 = 500 ms before/after the first
play onset of the leading guitarist; noPlOn = 500 ms of joint playing without
play onset; bef/aftPlOn2 = 500 ms before/after the second play onset of the

leading guitarist. (B) Bar plot presentation of the interaction of segment and
frequency in the four-way repeated measures ANOVA of node strengths in
the hyperbrain network. metr = 500 ms during preparatory tempo setting
(after the first metronome beat); bef/aft1 = 500 ms before/after the first play
onset of the leading guitarist; no = 500 ms of joint playing without play onset;
bef/aft2 = 500 ms before/after the second play onset of the leading guitarist.

FIGURE 9 | (A) Bar plot presentation of the interaction of segment
and site in the four-way repeated measures ANOVA of node
strengths in the hyperbrain network. (B) Bar plot presentation of the
interaction of segment and frequency in the Four-Way repeated
measures ANOVA of node strengths in the hyperbrain network Note:

metr = 500 ms during preparatory tempo setting (after the first
metronome beat); bef/aftPlOn1 = 500 ms before/after the first play
onset of the leading guitarist; noPlOn = 500 ms of joint playing
without play onset; bef/aftPlOn2 = 500 ms before/after the second
play onset of the leading guitarist.

for the theta band. We also observed a main effect of seg-
ment, F(2.27, 52.11) = 19.32, p < 0.001, η2

p = 0.46, due to shorter
path lengths during the preparatory tempo setting and after
both play onsets than during playing with no play onset (see
Appendix Table B1). For CC, a main effect of segment was found,
F(2.04, 46.82) = 43.54, p < 0.001, η2

p = 0.65: CC was higher dur-
ing the preparatory tempo setting and after the first coordinated
play onset than during playing without play onset (see Appendix
Table B1). Thus, small-world characteristics of the hyperbrain

networks were observed during preparatory tempo setting and
after the first play onset.

Community structure after the first play onset (delta band)
Modular structure of within-brain brain networks. The aver-
age modularity of the within-brain functional networks in the
500 ms after the first play onset was.3 (SD = 0.08) for follow-
ers and 0.29 (SD = 0.10) for leaders. Thus, the leaders’ networks
just missed the threshold of non-random community structures
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FIGURE 10 | (A) Bar plot presentation of the interaction of segment and
frequency in the three-way repeated measures ANOVA of characteristic
path lengths in the within-brain network. (B) Bar plot presentation of
the interaction of role and segment in the three-way repeated
measures ANOVA of clustering coefficient in the within-brain network

Note: metr = 500 ms during preparatory tempo setting (after the first
metronome beat); bef/aftPlOn1 = 500 ms before/after the first play
onset of the leading guitarist; noPlOn = 500 ms of joint playing without
play onset; bef/aftPlOn2 = 500 ms before/after the second play onset
of the leading guitarist.

proposed by Newman and Girvan (2004); Meunier et al. (2009).
Nevertheless, we took a closer look at them and found that the
within-brain networks of both, leaders and followers, typically
formed two modules, with a range of up to three in leaders
and up to five in one single follower. One module was generally
anterior (prefrontal/frontal), and the other generally posterior
(parietal/occipital), with central and temporal electrodes being
present in both. It was more commonly observed in leaders
rather than followers that modules contained both frontal and
parietal/occipital electrodes.

Modular structure of hyperbrain networks. The average mod-
ularity of the hyperbrain networks was 0.41 (SD = 0.04),
which implies a non-random community structure (Newman
and Girvan, 2004; Meunier et al., 2009). The 42 electrodes of
the hyperbrain networks were grouped in 3–6 modules, with
a modal value of four. On average, two thirds of the modules
of a given hyperbrain network comprised electrodes from both
brains. Typically, these hyperbrain modules were composed of
many electrodes of one brain and only a few of the other. A closer
look indicated that the brain with the larger number of elec-
trodes was primarily represented by frontal or parietal electrodes,
whereas the brain with the smaller number of electrodes was
primarily represented by temporal electrodes. Patterns differen-
tiating between the two musical roles were not easily discernible.
Figure 11 shows two typical examples of the modular structure
of the within-brain (see Figure 11A) and the total brain network
(see Figure 11B) as well as the corresponding patterns of intra-
and interbrain connections.

DISCUSSION
SUMMARY AND INTERPRETATION OF FINDINGS
As noted by Lindenberger et al. (2009), similarities in brain oscil-
lations observed between two or more individuals engaged in

FIGURE 11 | One example for a modular community structure in the

delta frequency band after the first coordinated play onset. Electrodes
marked in the same color belong to one module. (A) Modules in the
within-brain network; (B) modules in the hyperbrain network.

joint action may reflect, to a large degree, similarities in percep-
tual input and motor output between the interaction partners,
rather than brain mechanisms at the service of IAC. In this study,
we took several measures to attenuate this problem. In contrast
to the work of Lindenberger et al. (2009), in which pairs of gui-
tarists were playing in unison, guitarists in the present study
were playing in two voices, thereby reducing similarities in move-
ment, proprioception, and perception. Informed by Lindenberger

Frontiers in Human Neuroscience www.frontiersin.org November 2012 | Volume 6 | Article 312 | 523

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Sänger et al. Brain synchronization in guitar duets

et al. (2009), we predicted that phase synchronization within
and between players would be most pronounced during prepara-
tory tempo setting and at coordinated play onsets, when the
need to coordinate is particularly high. Finally, we experimen-
tally assigned the musical roles of leader and follower to each
guitarist, and predicted that synchronization patterns would vary
as a function of role assignment.

We examined the degree of phase locking at single electrodes
as well as phase coherence between pairs of electrodes within
one brain and between two brains. As predicted, phase lock-
ing, within- and between-brain phase coherence were enhanced
during preparatory tempo setting and during musical coor-
dination periods, especially at frontal and central electrode
sites. This finding extends the results of Lindenberger et al.
(2009) to a situation in which action and perception differ
between interaction partners. The prominent role of fronto-
central electrode sites is consistent with the assumption that
the representation of one’s owns and the other person’s actions
in real time and their partial integration into a joint, inter-
personally shared forward model may help to initiate and
sustain IAC.

We also found that phase locking was modulated in rela-
tion to the musical roles of leader and follower. Leaders gener-
ally showed higher phase locking than followers. Furthermore,
phase locking followed a different time course in leaders vs.
followers: While delta phase locking started only after the play
onsets in followers, it set in already before coordinated play
onset in leaders, resulting in significantly higher phase lock-
ing in leaders than in followers at this early point in time.
This difference may reflect the decision on the part of the
leader to initiate playing (Basar-Eroglu et al., 1992). Only before
the second play onset did the higher phase locking in lead-
ers also extend to theta frequencies. Note that the second play
onset was characterized by faster tempo after the preceding
decrease in tempo; hence, one may speculate that higher musi-
cal tempo was reflected in phase locking at higher frequencies
(cf. Lindenberger et al., 2009). This interpretation is consistent
with studies suggesting that response-preceding synchronization
reflects accurate timing in selective attention (cf. Delorme et al.,
2007).

To investigate phase coherence within and between brains in
greater detail, we applied methods from graph theory to examine
node strengths, small-world properties, and community struc-
tures in within-brain and hyperbrain networks.

In line with our hypotheses, we found that node strengths,
defined as the sum of weighted links connected to a node,
were greater during musical coordination periods than dur-
ing joint playing without play onset in the within-brain only,
the between-brain only and in the hyperbrain networks. Also,
frontal and central electrodes were more important than pari-
etal electrodes in all three types of networks we examined. This
finding again confirms the prominent role of frontal and central
areas in interpersonal action coordination (Sänger et al., 2011).
Differently from the within-brain networks, frontal and central
electrodes showed higher strengths not only during prepara-
tory tempo setting, but also after the coordinated play onsets in
the between-brain networks. This observation is in line with a

study by Zatorre et al. (2007) who showed that music produc-
tion draws on sensorimotor areas. It also supports our concep-
tual model (Sänger et al., 2011), according to which individuals
engaged in joint action with high demands on real-time coor-
dination represent both their own actions and the actions of
their partners as forward models implemented in an oscillatory
neural code.

In the between-brain partition of the hyperbrain networks,
delta strengths were generally higher than theta strengths, while
theta strengths were higher in the within-brain partition of the
hyperbrain network. Apparently, then, intrabrain synchroniza-
tion operated at faster frequencies than interbrain synchroniza-
tion. Future analyses need to explore n:m couplings (e.g., Von
Stein and Sarnthein, 2000) between delta and theta frequency
bands and their frequency dependence on the metrum of the
music (e.g., Lindenberger et al., 2009).

Next, we computed CPL and CC to capture the small-world
properties of hyperbrain networks and their within-brain par-
titions. The small-world properties of hyperbrain networks, as
indexed by relatively low values for CPL and relatively high
values for CC, were enhanced during preparatory tempo set-
ting and after the first play onset. In within-brain partitions,
this effect was restricted to preparatory tempo setting. Taken
together, these results are consistent with the hypothesis that
small-world network characteristics of brain networks are present
during IAC, and then enhanced during time periods that impose
particularly high coordination demands. Small-world properties
optimize complexity and facilitate communication (Sporns and
Zwi, 2004). Tononi and Edelman (1998) discuss this network
property as a possible correlate of decision making and plan-
ning, and as a putative neural basis of consciousness. It may thus
be worth further exploring whether small-world properties of
hyperbrain networks during joint action are accompanied by the
subjective experience of “feeling in synch” with the interaction
partner.

When examining the community structure of delta oscillations
after the first play onset, we observed non-random community
structures for hyperbrain networks and marginally non-random
community structures for within-brain networks, according to
criteria proposed by Newman and Girvan (2004) and Meunier
et al., 2009. The networks of leaders were more likely to con-
tain modules comprised of electrodes from distant parts of the
brain than the networks of followers, perhaps reflecting differ-
ent cognitive states associated with different network structures
(cf. Schutter and Van Honck, 2004). Dehaene et al. (1998) has
linked a network of distributed and interconnected neural ensem-
bles with the notion of a “global workspace,” which is activated
by effortful tasks. Hence, the observed differences in within-brain
networks may reflect that the role of the leader is associated with
greater effort than the role of the follower.

The hyperbrain networks of the various pairs were grouped
into two up to six modules, with a modal value of four. Two
thirds of the modules identified were hyperbrain modules, that
is, they contained electrodes from both brains. Hyperbrain mod-
ules were typically composed of a big cluster of frontal or parietal
electrodes from one brain, and only few (fronto-/parieto-) tem-
poral electrodes from the other brain. This finding is in line
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with results by Lindenberger et al. (2009), who observed inter-
brain synchronization involving temporal and parietal regions.
Regions at the parieto-temporal boundary have been found to
play a crucial role in mapping auditory representations onto
motor representations of melodies (Hickok et al., 2003), which
may be an important process in joint music production. In
addition, parietal regions have been associated with social cog-
nitive functions such as agency (Decety et al., 2002, 2004)
that also seem relevant in IAC. In line with the phase locking
and phase coherences findings reported above, the involvement
of larger numbers of fronto-central electrodes from the other
brain may represent coordinated firing of neuronal assemblies
located in motor and somatosensory cortex. Besides their func-
tions in motor activity, such assemblies have been linked to
social cognition, in general, and theory of mind abilities, in par-
ticular (Rizzolatti et al., 2001; Gallagher and Frith, 2003). In
sum, it seems that the hyperbrain modules identified in this
study may connect areas from two different brains that have
been associated with social cognition and music production.
Clearly, this conjecture needs to be corroborated by further
research.

LIMITATIONS AND OPEN QUESTIONS
Research on neural correlates of IAC is still in its beginnings.
Hence, as is true for other innovative work, the results of this
study are in need of replication, and should be interpreted
cautiously. In the following, we focus on a select number of
limitations and open issues.

First, despite the shift from unison playing (Lindenberger
et al., 2009) to playing in two voices, the similarities in the dynam-
ics of motor performance and perceptual input between two
players remain substantial, and are likely to contribute to sim-
ilarities in oscillatory patterns. Note, however, that this overall
similarity does not offer a sufficient explanation for the perva-
sively observed increase in synchronous oscillatory activity during
time periods that impose high demands on musical coordina-
tion, given that these periods do not differ in perceptual and
motor similarity from other segments of the musical score. To
better control for similarities in motor performance, future stud-
ies may focus on listeners, individuals playing different instru-
ments, or periods during which one musician is playing and the
other is not.

Second, our exploration of hyperbrain structures was lim-
ited by our measures and statistical procedures. In this sense,
our analyses represent first steps into a field that still needs to
develop a repertoire of appropriate methodological tools. The
symmetric coherence measures used in this study prevented
us from exploring directed functional connections between
the two brains, and the network properties we observed are
contingent upon the thresholding procedure. The application
of thresholds has been recommended to confine the topol-
ogy to substantial and interpretable connections (Rubinov and
Sporns, 2010). However, any threshold is arbitrary and may
distort network properties. In future work, it is preferable to
use directed measures of connectivity and statistical procedures
that ascertain the robustness of the results obtained without
thresholding. Moreover, we acknowledge that future work on

hyperbrain structures should make use of multipartite graphs
to more adequately capture the partitioning of the hyper-
brain network into within-brain and between-brain component
matrices.

Third, the relatively low spatial resolution of EEG and the
absence of a source analysis greatly limit the ability to draw
inferences about the functional role of specific brain areas on
the basis of the present study. For instance, most references to
specific brain areas in this article borrow heavily from related
fMRI work (Lee et al., 2009; Schippers et al., 2010; Stephens
et al., 2010). At the same time, the potential of EEG data to
provide information about the source of neural activity, espe-
cially if complemented by other imaging modalities, is greater
than commonly assumed (Michel and He, 2011; Michel and
Murray, 2011). Future analyses of the present and related data
sets should exploit this potential to a greater extent, and future
studies on IAC should combine different imaging modality to
optimize both spatial and temporal resolution (e.g., Michel and
He, 2011).

Finally, the present design, which focused on phase locking
and phase coherence across repeated trials, should be comple-
mented by designs that focus on associations between neural and
behavioral synchrony in continuous streams of behavior, such
as musical improvisation. In this context, it seems worthwhile
to adopt the behavioral methodology developed to assess behav-
ioral symmetry and symmetry breaking in dancing or dyadic
conversation (Boker and Rotondo, 2002) to the musical domain,
in combination with electrophysiological recordings. Also would
the example of musical improvisation provide the opportunity
to investigate an instance of IAC that incorporates spontaneous
turn-taking, thereby coming closer to actual social interaction
than our rather synthetic trial-based laboratory design of joint
music production.

CONCLUSION
We investigated neural correlates of IAC by examining pairs
of guitarists repeatedly playing a duet in two voices. Within-
brain phase locking as well as within-brain and between-brain
phase-coherence connection strengths were enhanced at frontal
and central electrodes during periods that put particularly high
demands on musical coordination. Phase locking was modu-
lated in relation to the experimentally assigned musical roles of
leader and follower. Hyperbrain networks during music perfor-
mance showed small-world properties that were enhanced during
musical coordination periods, and community structures encom-
passing electrodes from both brains (hyperbrain modules). Taken
together, the present results considerably strengthen the claim
made by Lindenberger et al. (2009), that synchronous oscillations
within and between brains play a functional role in music per-
formance, and support the more general conjecture that brain
mechanisms indexed by phase locking, phase coherence, and
structural properties of within-brain and hyperbrain networks
support IAC.
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APPENDIX A

Table A1 | Matching of age and qualification aspects of guitarists A and B in the 12 duets of the final sample.

Age Experience Conservatory Work Ensemble

A B A B A B A B A B

1 30 41 12 17 n n n n y y

2 46 46 38 39 y y y y y y

3 58 50 48 20 n n n n n n

4 20 25 11 14 y y n y y y

5 29 40 18 30 y y y y y y

6 41 47 25 37 n n y y y y

7 26 30 10 11 n n n n n y

8 30 28 17 15 n n y y n n

9 37 28 29 16 y n y y y y

10 44 47 30 33 n n n n y n

11 29 22 10 7 n n n n n n

12 49 20 25 13 y y y n y n

mean difference = mean difference = 11 out of 10 out of 9 out of

7.92 (SD = 7.48) 7.92 (SD = 7.93) 12 concordant 12 concordant 12 concordant

Experience: years since participant started to play the guitar

Conservatory: whether participant has studied/is studying guitar (y) or not (n)

Work: whether participant works as guitarist (y) or not (n)

Ensemble: whether participant is currently a member of a music ensemble (y) or not (n).
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APPENDIX B
Appendix tables showing means (M), standard deviations (SD),
T and p values of hypotheses-relevant, significant follow-up T
tests for the repeated-measures ANOVAs of Phase Locking Index
(PLI) as well as node strengths, Characteristic Path Length (CPL)
and Clustering Coefficient (CC) of within-, between- and hyper-
brain networks.

metr = 500 ms during preparatory tempo setting (after the
second metronome beat)
befPlOn1/befPlOn2 = 500 ms before the first/second play onset
of the leading guitarist
aftPlOn1/aftPlOn2 = 500 ms after the first play/second onset of
the leading guitarist
noPlOn = 500 ms of joint playing without play onset

Table B1 | Main effects of segment.

M SD M SD T(23) p

PLI

noPlOn 0.15 0.02 metr 0.38 0.11 −10.46 <0.001

befPlOn1 0.19 0.04 −4.89 <0.001

aftPlOn1 0.27 0.05 −4.35 <0.001

befPlOn2 0.20 0.05 −12.95 <0.001

aftPlOn2 0.26 0.05 −12.36 <0.001

befPlOn1 0.19 0.04 aftPlOn1 0.27 0.05 −8.70 <0.001

befPlOn2 0.20 0.05 aftPlOn2 0.26 0.05 −6.27 <0.001

WITHIN−BRAIN STRENGTHS

noPlOn 3.97 0.29 metr 4.22 0.32 −4.67 <0.001

BETWEEN−BRAIN STRENGTHS

noPlOn 0.92 0.14 metr 1.45 0.30 7.93 <0.001

aftPlOn1 1.15 0.14 8.25 <0.001

aftPlOn2 1.11 0.13 −9.12 <0.001

HYPERBRAIN STRENGTHS

noPlOn 4.90 0.28 metr 5.61 0.50 7.77 <0.001

aftPlOn1 5.16 0.33 6.55 <0.001

aftPlOn2 5.13 0.31 −6.76 <0.001

WITHIN−BRAIN CPL

noPlOn 3.08 0.41 metr 2.85 0.49 −2.98 0.007

WITHIN−BRAIN CC

noPlOn 0.41 0.04 metr 0.44 0.04 3.58 <0.002

HYPERBRAIN CPL

noPlOn 6.21 0.54 metr 4.94 0.81 6.40 <0.001

aftPlOn1 5.60 0.68 4.73 <0.001

aftPlOn2 5.60 0.59 4.37 <0.001

HYPERBRAIN CC

noPlOn 0.23 0.02 metr 0.29 0.04 −8.10 <0.001

aftPlOn1 0.25 0.02 −4.52 <0.001
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Table B2 | Main effects of site.

M SD M SD T(23) p

PLI

Frontal 0.25 0.04 Parietal 0.22 0.03 5.76 <0.001

Central 0.26 0.04 Parietal 0.22 0.03 7.76 <0.001

WITHIN-BRAIN STRENGTHS

Frontal 5.24 0.81 Central 3.99 0.65 8.31 <0.001

Parietal 2.94 0.71 7.75 <0.001

Central 3.99 0.65 Parietal 2.94 0.71 4.53 <0.001

BETWEEN-BRAIN STRENGTHS

Frontal 1.22 0.28 Central 1.39 0.24 −3.46 0.002

Parietal 0.88 0.18 3.88 0.001

Central 1.39 0.24 Parietal 0.88 0.18 8.05 <0.001

HYPERBRAIN STRENGTHS

Frontal 6.45 0.92 Central 5.38 0.69 6.37 <0.001

Parietal 3.83 0.70 8.32 <0.001

Central 5.38 0.69 Parietal 3.83 0.70 6.59 <0.001

Table B3 | Interactions of segment and site.

M SD M SD T(23) p

PLI

Frontal noPlOn 0.15 0.03 metr 0.41 0.13 −9.47 <0.001

aftPlOn1 0.28 0.06 −9.45 <0.001

aftPlOn2 0.28 0.07 −10.04 <0.001

Central noPlOn 0.15 0.03 metr 0.44 0.14 −10.41 <0.001

befPlOn1 0.20 0.04 −4.66 <0.001

befPlOn2 0.20 0.05 −4.35 <0.001

aftPlOn1 0.29 0.06 −13.87 <0.001

aftPlOn2 0.27 0.06 −10.84 <0.001

Parietal noPlOn 0.14 0.02 metr 0.29 0.07 −9.12 <0.001

aftPlOn1 0.26 0.05 −13.17 <0.001

aftPlOn2 0.23 0.04 −11.77 <0.001

metr Frontal 0.41 0.13 Parietal 0.29 0.07 6.65 <0.001

Central 0.44 0.14 Parietal 0.29 0.07 9.53 <0.001

aftPlOn1 Central 0.29 0.06 Parietal 0.23 0.04 4.21 <0.001

aftPlOn2 Frontal 0.28 0.07 Parietal 0.23 0.04 4.11 <0.001

BETWEEN−BRAIN STRENGTHS

Frontal noPlOn 0.94 0.28 metr 1.68 0.72 4.98 <0.001

aftPlOn2 1.19 0.35 −4.41 <0.001

Central noPlOn 1.00 0.23 metr 1.96 0.54 7.66 <0.001

aftPlOn1 1.35 0.28 6.66 <0.001

aftPlOn2 1.26 0.31 −4.42 <0.001

Parietal noPlOn 0.83 0.17 aftPlOn1 1.07 0.23 4.60 <0.001

HYPERBRAIN STRENGTHS

Frontal noPlOn 6.06 0.83 metr 7.23 1.38 −5.10 <0.001

Central noPlOn 4.79 0.66 metr 6.31 1.05 −7.75 <0.001

aftPlOn1 5.24 0.79 −5.37 <0.001
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Table B4 | Interaction of role and segment in the simple-effects ANOVA of PLI in delta and theta.

M SD M SD T(23) p

DELTA

Leader noPlOn 0.17 0.04 metr 0.40 0.15 −7.53 <0.001

befPlOn1 0.27 0.09 −5.30 <0.001

befPlOn2 0.31 0.13 −4.80 <0.001

aftPlOn1 0.28 0.07 −8.45 <0.001

aftPlOn2 0.30 0.09 −8.67 <0.001

THETA

Leader noPlOn 0.13 0.02 metr 0.37 0.12 −9.50 <0.001

befPlOn1 0.19 0.06 −4.99 <0.001

befPlOn2 0.22 0.07 −5.89 <0.001

aftPlOn1 0.28 0.06 −12.96 <0.001

aftPlOn2 0.25 0.05 −11.94 <0.001

Follower noPlOn 0.13 0.02 befPlOn1 0.16 0.02 −5.84 <0.001

Table B5 | Interaction of role, segment and frequency in the simple-effects ANOVA of within-brain node strengths in delta.

M SD M SD T(23) p

Leader noPlOn 4.03 0.34 metr 4.30 0.38 6.04 <0.001

Follower noPlOn 3.89 0.43 metr 4.08 0.49 3.58 0.002

Table B6 | Interaction of segment and site in the simple-effects ANOVAs of within-brain node strengths in delta and theta.

M SD M SD T(23) p

DELTA

Central noPlOn 3.71 0.67 metr 4.43 0.79 5.92 <0.001

THETA

Frontal noPlon 5.22 0.83 metr 5.81 0.95 4.79 <0.001

Central noPlOn 3.86 0.73 metr 4.28 0.78 4.14 <0.001

Table B7 | Interactions of segment and frequency.

M SD M SD T(23) p

BETWEEN-BRAIN STRENGTHS

Delta noPlOn 0.97 0.15 metr 1.52 0.42 5.79 <0.001

aftPlOn1 1.13 0.11 4.02 0.001

aftPlOn2 1.11 0.11 −5.33 <0.001

theta noPlOn 0.85 0.16 metr 1.29 0.18 9.15 <0.001

aftPlOn1 1.13 0.21 8.61 <0.001

aftPlOn2 1.07 0.15 −9.42 <0.001

HYPERBRAIN STRENGTHS

Delta noPlOn 4.91 0.32 metr 5.82 0.70 −6.58 <0.001

Theta noPlOn 4.85 0.36 metr 5.58 0.43 −9.13 <0.001

aftPlOn1 5.25 0.44 −7.75 <0.001

aftPlOn2 5.27 0.59 −4.99 <0.001

Frontiers in Human Neuroscience www.frontiersin.org November 2012 | Volume 6 | Article 312 | 531

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


ORIGINAL RESEARCH ARTICLE
published: 27 September 2012

doi: 10.3389/fnhum.2012.00268

Hard to “tune in”: neural mechanisms of live face-to-face
interaction with high-functioning autistic spectrum disorder
Hiroki C. Tanabe1,2,3†, Hirotaka Kosaka4,5,6†, Daisuke N. Saito 6, Takahiko Koike1,
Masamichi J. Hayashi 1,2, Keise Izuma1,2, Hidetsugu Komeda1, Makoto Ishitobi 5, Masao Omori7,
Toshio Munesue8, Hidehiko Okazawa 4,6, Yuji Wada 4,5 and Norihiro Sadato 1,2,6*
1 Department of Cerebral Research, National Institute for Physiological Sciences, Okazaki, Aichi, Japan
2 Department of Physiological Sciences, The Graduate University for Advanced Studies, Okazaki, Aichi, Japan
3 Graduate School of Environmental Studies, Nagoya University, Nagoya, Japan
4 Research Center for Child Mental Development, University of Fukui, Eiheiji, Fukui, Japan
5 Department of Neuropsychiatry, Faculty of Medical Sciences, University of Fukui, Eiheiji, Fukui, Japan
6 Biomedical Imaging Research Center, University of Fukui, Eiheiji, Fukui, Japan
7 Faculty of Nursing and Social Welfare Sciences, Fukui Prefectural University, Eiheiji, Fukui, Japan
8 Research Center for Child Mental Development, Kanazawa University, Kanazawa, Ishikawa, Japan

Edited by:

Leonhard Schilbach,
Max-Planck-Institute for Neurological
Research, Germany

Reviewed by:
Atsushi Senju, Birkbeck College, UK
Peter Mundy, University of California
at Davis, USA

*Correspondence:
Norihiro Sadato, Division of Cerebral
Integration, National Institute for
Physiological Sciences, 38
Nishigo-naka, Myodaiji, Okazaki,
Aichi 444-8585, Japan.
e-mail: sadato@nips.ac.jp
†These authors equally contributed
to this work.

Persons with autism spectrum disorders (ASD) are known to have difficulty in eye contact
(EC). This may make it difficult for their partners during face to face communication with
them. To elucidate the neural substrates of live inter-subject interaction of ASD patients
and normal subjects, we conducted hyper-scanning functional MRI with 21 subjects with
autistic spectrum disorder (ASD) paired with typically-developed (normal) subjects, and
with 19 pairs of normal subjects as a control. Baseline EC was maintained while subjects
performed real-time joint-attention task. The task-related effects were modeled out,
and inter-individual correlation analysis was performed on the residual time-course data.
ASD–Normal pairs were less accurate at detecting gaze direction than Normal–Normal
pairs. Performance was impaired both in ASD subjects and in their normal partners.
The left occipital pole (OP) activation by gaze processing was reduced in ASD subjects,
suggesting that deterioration of eye-cue detection in ASD is related to impairment
of early visual processing of gaze. On the other hand, their normal partners showed
greater activity in the bilateral occipital cortex and the right prefrontal area, indicating
a compensatory workload. Inter-brain coherence in the right IFG that was observed in
the Normal-Normal pairs (Saito et al., 2010) during EC diminished in ASD–Normal pairs.
Intra-brain functional connectivity between the right IFG and right superior temporal
sulcus (STS) in normal subjects paired with ASD subjects was reduced compared
with in Normal–Normal pairs. This functional connectivity was positively correlated with
performance of the normal partners on the eye-cue detection. Considering the integrative
role of the right STS in gaze processing, inter-subject synchronization during EC may be a
prerequisite for eye cue detection by the normal partner.

Keywords: functional connectivity, hyperscanning, inter-subject coherence, joint attention, mutual gaze, autistic

spectrum disorder, functional magnetic resonance imaging

INTRODUCTION
Autistic spectrum disorder (ASD) encompasses both autism and
Asperger syndrome (Wing et al., 2002). Previous research has
addressed the epidemiology of these increasingly prevalent disor-
ders (Baird et al., 2006). Individuals with ASD have core impair-
ments in reciprocal social interactions, abnormal development
and use of language, repetitive and ritualized behaviors, and a
narrow range of interests (Kanner, 1943; Asperger, 1944). The
etiology of ASD remains largely unknown. Impairment of social
attention such as joint attention and eye contact (EC) is regarded
as an early sign of ASD (Baron-Cohen, 2008).

Joint attention refers to the ability to “coordinate attention
between interactive social partners with respect to objects or
events in order to share an awareness of the objects or events”

(Mundy et al., 1986). It emerges as early as 6–12 months of age
(Corkum and Moore, 1998). Two types of joint attention behavior
emerge in the first months of life: Responding to Joint Attention
(RJA) refers to infants’ ability to follow the direction of gaze.
Initiating Joint Attention (IJA) refers to infants’ ability to sponta-
neously create a shared point of reference by the use of alternating
gaze between objects and other people with EC (Mundy et al.,
2009).

EC is implicated in the sharing of various psychological
states such as intention (Searle, 2001), attention, and emotion
(Trevarthen, 1979; Hobson, 2002), making inter-subjectivity pos-
sible. An adult’s initial EC prior to looking at an object is a critical
cue that can establish joint attention with infants as young as
9 months old (Striano et al., 2006). EC might therefore provide
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a communicative context for joint attention (Farroni et al., 2002).
This is an example of the “eye-contact effect,” which is defined
as a phenomenon in which perceived EC modulates the con-
current and/or immediately following cognitive processes and/or
behavioral responses (Senju and Johnson, 2009).

Individuals with ASD show unusual patterns of joint atten-
tion (Mundy et al., 2009) and eye-contact behavior (Volkmar
and Mayes, 1990; Buitelaar, 1995). Joint attention disabilities
have been posited to be a pivotal deficit in autism (Osterling
and Dawson, 1994; Mundy and Crowson, 1997; Charman, 2003).
IJA is a better diagnostic discriminator of autism than is RJA
(Mundy et al., 1986; Sigman and Ruskin, 1999; Lord et al., 2000;
Charman, 2003; Dawson et al., 2004; Hobson and Hobson, 2007).
In particular, diminished alternating EC to share attention with
respect to object is an important measure of IJA impairment in
autism (Mundy et al., 2009). EC is not used to initiate joint atten-
tion by individuals with ASD (Sigman et al., 1986; Baron-Cohen,
1989, 1995). Senju et al. (2003) found that children with autism
were no better at detecting direct gaze than averted gaze, whereas
typically-developing children were more efficient at detecting the
former; their study also suggested that a lack of ability to detect
direct gaze might result in altered eye-contact behavior, which in
turn could hamper the subsequent development of social skills.

There are several neuroimaging studies to depict the neural
substrates of IJA and RJA. Williams et al. (2005) conducted RJA
task that focused on the sharing the attention towards the objects.
In the joint attention condition, the model’s gaze and the dot
movement was concordant whereas that was discordant in non-
joint attention condition. Activated area is in the anterior and
posterior cingulate cortices. Another important characteristic of
joint attention is the liveness. Using live interaction joint attention
tasks, Redcay et al. (2010, 2012a) depicted activation patterns of
IJA and RJA in normal control group. Distinct regions included
the ventromedial prefrontal cortex for RJA and intraparietal sul-
cus and middle frontal gyrus for IJA. Overlap was observed in the
dorsal medial prefrontal cortex (dMPFC), right inferior frontal
gyrus (IFG), and right posterior superior temporal sulcus (pSTS)
for IJA and RJA. Utilizing virtual reality technique and func-
tional magnetic resonance imaging (fMRI), Schilbach et al. (2010)
showed that IJA and RJA reflected activation of independent
neural networks. They found unique activation for IJA in the
ventral striatum bilaterally, and activation of the ventral medial
prefrontal cortex for RJA.

Neural substrates of eye gaze have been studied extensively,
highlighting the importance of the pSTS (for review, see Frischen
et al., 2007). Bilateral removal of the STS region in macaques pro-
duces impaired perception of gaze direction without significantly
affecting facial identity perception (Heywood and Cowey, 1992).
Recent human fMRI studies have identified the involvement of
the pSTS in social perception through eye movement (Allison
et al., 2000), including EC (Calder et al., 2002; Wicker et al., 2003;
Pelphrey et al., 2005). Gaze processing extends to include the
amygdala (Kawashima et al., 1999; George et al., 2001), the infe-
rior temporal (Wicker et al., 1998), parietal (Wicker et al., 1998;
Hoffman and Haxby, 2000; Hooker et al., 2003; Mosconi et al.,
2005; Calder et al., 2007), medial prefrontal, and anterior cingu-
late cortices (Calder et al., 2002; Williams et al., 2005), and other

frontal regions (Hooker et al., 2003; Mosconi et al., 2005; Williams
et al., 2005; Bristow et al., 2007). These different regions seem to
process different aspects of the visual and social properties of gaze.

These previous works on the neural substrates of social atten-
tion have been conducted with single-participant fMRI. Thus,
the eye-contact related activation may not represent the pair-
specific psychological state, or inter-subjective sharing, that was
established by the EC of two persons engaged in actual EC and
joint attention. To depict pair-specific neural activities, Saito
et al. (2010) conducted an RJA and mutual gaze paradigm using
dual fMRI (Saito et al., 2010) with a hyperscanning method
(Montague et al., 2002). During an RJA task in which two partic-
ipants were scanned simultaneously by fMRI, the eye-cued task
activated the bilateral occipital pole (OP) extending to the right
pSTS, the dMPFC, and the bilateral IFG. An interaction between
eye movement and shared attention towards an object was found
in the left intraparietal sulcus. After the task-related effects were
modeled out, inter-individual correlation analysis was performed
on the residual time-course data. Paired subjects showed more
prominent correlations than non-paired subjects in the right IFG,
suggesting that this region is involved in shared intention during
EC, which provides the context for RJA (Saito et al., 2010). These
results indicate that both eye-contact and eye-gaze detection are
important for RJA, and that pair-specific neural synchroniza-
tion in the right IFG during EC may represent the psychological
common ground between two person with EC.

However, it remains unclear which processes of the social
attention are impaired in ASD and their neural substrates, par-
ticularly when they are confronted with the partners in the live,
real-time face-to-face interaction.

The present study investigated the neural representation of
social attention in individuals with ASD during a face-to-face live
interaction with normal partner. We hypothesized that ASD indi-
viduals would establish less shared intention by EC, which might
lead to reduced performance of RJA task. Specifically, we expected
ASD–Normal pairs to show less inter-individual synchronization
in the right IFG during EC than that previously reported for
Normal–Normal pairs (Saito et al., 2010). As shared intention
represents the psychological common ground with a partner, we
anticipated that the performance and neural activity of an ASD
participant’s normal partner would also be affected.

Here we compared the neural substrates, inter-individual
functional connectivity, and default mode network activity dur-
ing EC and joint attention between ASD participants and normal
participants using dual fMRI, following our previously reported
protocol (Saito et al., 2010). We recruited 21 pairs of participants
with high-functioning ASD and age- and sex-matched normal
control adults, and 19 pairs of normal participants (Saito et al.,
2010). During the experiment, EC was maintained at baseline
while the subjects engaged in real-time gaze exchange in an RJA
task. The task-related effects were modeled out, and the correla-
tion between the two subject’s brain activities was calculated using
the residual time-series data for each voxel (inter-individual cor-
relation analysis). If the inter-subject coherent activity in the right
IFG represents the common psychological ground (Saito et al.,
2010) that modulates cognitive processes, intra-subject functional
connectivity in the right IFG might represent the effect of EC.
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Therefore, the intra-brain default-mode network was evaluated
with the right IFG as a seed region, in order to visualize the
targets of the eye-contact effect. Specifically, we expected areas
involved in higher-level eye-gaze processing, such as the STS, to
show functional connectivity with the right IFG, the strength of
which should depend on performance.

MATERIALS AND METHODS
PARTICIPANTS
Sixteen males and five females with high-functioning ASD
[mean age ± standard deviation (SD) = 25.1 ± 5.3 years; age
range = 17 – 39 years] were recruited at the Department of
Neuropsychiatry of the University of Fukui Hospital, and the
Department of Psychiatry and Neurobiology of the Kanazawa
University Hospital, in Japan.

The authors (Hirotaka Kosaka and Toshio Munesue) diag-
nosed the participants based on the classifications described in
the Diagnostic and Statistical Manual of Mental Disorders (DSM-
IV-TR; American Psychiatric Association, 2000) and on stan-
dardized criteria taken from the Diagnostic Interview for Social
and Communication Disorders (DISCO; Wing et al., 2002); these
authors were trained in the diagnosis of ASD under Dr. Tokio
Uchiyama, and were qualified to use the DISCO Japanese edition.
The DISCO has good psychometric properties (Nygren et al.,
2009). It contains items on early development, and a section on
activities of daily life, thereby giving the interviewer an idea of
the level of functioning in several different areas, not only social
functioning and communication (Wing et al., 2002). In the ASD
group, sixteen participants were diagnosed with autism and five
with Asperger syndrome.

We also recruited 21 age-and sex-matched typically devel-
oped (normal) individuals (16 males and five females; mean age
± SD = 24.0 ± 3.7 years; age range = 19–31 years) from the
local community. Participants were excluded if they had a his-
tory of major medical or neurological illness including epilepsy,
significant head trauma, or a lifetime history of alcohol or drug
dependence. They were screened to exclude individuals who had a
first-degree relative with an axis I disorder, based on the DSM-IV
criteria. In addition, we employed the previous data from 19 pairs
of normal participants (Saito et al., 2010) as controlled Normal
groups [19 males, mean age ± SD = 23.8 ± 4.0 years for the
Normal group (3T); 19 males, mean age ± SD = 25.6 ± 4.8 years
for the Normal group (1.5T)], to avoid machine effect and inter-
action effect with ASD during the interactive situation such as
mutual gaze and joint attention.

To check the difference of the general ability, we carried out
Intelligence Quotient (IQ) assessments using the Wechsler Adult
Intelligence Scale-III (WAIS-III; Wechsler, 1997) for ASD and
Normal paired with ASD groups. All of the participants had full-
scale IQ scores >80, although average of IQ scores in Normal was
higher than that in ASD (mean ± SD = 101.2 ± 16.2 for the ASD,
113.7 ± 6.1 for the Normal paired with ASD, t = 3.04, p < 0.01).
According to the Normal groups from the previous study, we were
not able to perform IQ assessment.

We also measured autistic traits using the autism-spectrum
quotient (AQ) (Baron-Cohen et al., 2001) for all four groups
[i.e., ASD, Normal paired with ASD, Normal (3T), Normal

(1.5T)]. AQ scores of ASD group were significantly higher com-
pared to those of other three Normal groups [mean ± SD =
29.9 ± 7.3 for ASD, 17.0 ± 6.0 for Normal paired with ASD,
19.9 ± 6.5 for Normal (3T), 19.9 ± 5.2 for Normal (1.5T); anal-
ysis of variance (ANOVA), F(3, 78) = 16.04, p < 0.001; post-hoc
t-test with Bonferroni correction, p < 0.001 in ASD vs. Normal
paired with ASD, p < 0.001 in ASD vs. Normal (3T), p < 0.001
in ASD vs. Normal (1.5T), respectively], and there were no sta-
tistically differences among three Normal groups [post-hoc t-test
with Bonferroni correction, p = 0.94 in Normal paired with ASD
vs. Normal (3T), p = 0.94 in Normal paired with ASD vs. Normal
(1.5T), p = 1.00 in Normal (3T) vs. Normal (1.5T), respectively].
The detailed demographic data and scores were shown in Table 1.

The protocol used for the present study was approved by
the Ethical Committee of the University of Fukui. After a com-
plete explanation of the study, all of the participants gave written
informed consent prior to the experiment.

EXPERIMENTAL SETTING
Hardware
The experimental setting and task procedure were the same as in
our previous study (Saito et al., 2010). Briefly, brain activity was
recorded while paired subjects in two MRI scanners performed
an online gaze-exchange task. An infrared face-recording and eye-
tracking system (NAC Image Technology Inc., Tokyo, Japan) was
used to combine the two MRI systems. Video images of partici-
pants’ faces were recorded by an infrared camera and transferred
to a personal computer (Dimension 9200; Dell Computer, Round
Rock, TX, USA). The visual stimuli (ball targets) were presented
using Presentation software (Neurobehavioral Systems, Albany,
CA, USA). Images of participants’ eyes and eyebrows were com-
bined with the visual stimuli using a screen splitter (MV-40F;
FOR-A, Tokyo, Japan), and transmitted using a liquid crystal-
display projector (TH-AE900; Panasonic Co., Osaka, Japan) onto
a half-transparent screen positioned on top of a 3 Tesla (3T) or
1.5T MRI scanner bed approximately 255 cm or 304 cm, respec-
tively, from the participants’ eyes. The visual angle of the screen
was 7.1 × 10.4◦. There was no image delay between actual eye
movement and the presentation of it to the partner.

In the MRI scanner, each participant performed the joint-
attention task while engaging in real-time gaze exchange. Images
of their partner’s eyes were presented on the upper part of the
screen, and images of two balls were presented on both sides of
the lower part of the screen (Figure 1A).

Experimental design and task procedures
The task was to look at one of the ball targets cued either by the
eye movement of the partner or by the change in color of the ball
target (Saito et al., 2010).

There were two types of runs depending on the cue-response
behavior. During concordant runs (Figure 1B left), participants
were required to shift their gaze to the cued target. During discor-
dant runs (Figure 1B right), participants were asked to shift their
gaze to the opposite side to where the target appeared. Explicit
instructions were given to both subjects at the start of each run.

In concordant runs, four tasks were configured by three types
of the ball cue presentation. As the first type (Figure 1B left), the
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Table 1 | (R1-1) Demographic data and rating scale scores.

Experiment ASD–Normal Exp. Normal–Normal Exp.

Participants ASD (3T) Normal (1.5T) Normal (3T) Normal (1.5T)

Number (male/female) 16/5 16/5 19/0 19/0

Handedness a (right/left) 21/0 21/0 19/0 19/0

Age at examination 25.1 ± 5.3 24.0 ± 3.7 23.8 ± 3.5 25.6 ± 4.8

WAIS-III: full-scale IQ 101.2 ± 16.2 113.7 ± 6.1 n.a. n.a.

WAIS-III: verbal IQ 107.3 ± 16.2 116.0 ± 7.5 n.a. n.a.

WAIS-III: performance IQ 93.5 ± 16.5 107.4 ± 8.2 n.a. n.a.

AQ: total score 29.9 ± 7.3 17.0 ± 6.0 19.9 ± 6.5 19.9 ± 5.2

AQ: social skill scores 6.5 ± 2.9 2.9 ± 1.8 2.8 ± 2.4 2.9 ± 2.4

AQ: attention-switching scores 6.5 ± 1.6 4.4 ± 2.3 5.2 ± 2.0 4.9 ± 1.6

AQ: attention-to-detail scores 6.3 ± 2.9 4.0 ± 2.4 4.9 ± 2.1 5.2 ± 2.1

AQ: communication scores 5.7 ± 2.9 3.0 ± 2.2 3.2 ± 2.5 3.6 ± 2.2

AQ: imagination scores 5.0 ± 2.4 2.8 ± 1.5 3.8 ± 2.0 3.2 ± 1.9

Values are given as mean ± SD. AQ, Autism Spectrum Quotient (Baron-Cohen et al., 2001); ASD, autism spectrum disorder; n.a., not available; Normal, typically-

developed; WAIS-III, Wechsler Adult Intelligence Scale Third Edition; 1.5T, participants who set in the 1.5T MR scanner; 3T, participants who set in the 3T MR

scanner;
aAccording to the Edinburgh handedness inventory (Oldfield, 1971).

ball cue was provided to one participant. Here, following EC for
2000 ms with two red balls in the lower half of the screen, one
of the balls in front of one participant (say, P) changed to blue
for 2500 ms. The participant P was required to shift his gaze to
the changed ball as soon as possible. The counterpart (say, Q)
was asked to gaze at the ball (which from his or her perspective
does not change in color) that P attended to. Then, the balls on
both sides disappeared for 500 ms, at which point the participants
returned to joint EC. As participants P and Q watched the same
ball target, P underwent ball-cued shared attention [ball-share
(BS)] and Q underwent eye-cued shared attention [eye-share
(ES)]. As the second type, the ball cue was provided to both par-
ticipants simultaneously (not shown in Figure 1). In this case,
following EC for 2000 ms with two red balls in the lower half of
the screen, one of the balls in front of both participants changed
to blue simultaneously, but on different sides, for 2500 ms. The
participants were required to shift their gaze to the changed
ball. Thus, both participants underwent simultaneously ball-cued
non-shared attention [simultaneous ball-non-share during con-
cordant run (SBNc)]. As the third type, no ball cue was provided
on either side. EC trials started with EC without any ball cue; thus,
the participants continued to hold EC for 4500 ms, followed by
the balls disappearing for 500 ms (not shown in Figure 1).

During discordant runs (Figure 1B right), the participants
were asked to shift their gaze to the opposite side where the tar-
get appeared. The set-up was identical to the concordant runs.
Thus, when the ball cue was provided to one side, P under-
went ball-cued non-shared attention [ball-non-share (BN)], and
Q underwent gaze-cued non-shared attention [eye-non-share
(EN)]. When the ball cue was provided to both sides, both partici-
pants simultaneously underwent ball-cued non-sharing attention
[simultaneous ball-non-share during discordant run (SBNd)].

The four task conditions, ES and BS during concordant runs,
and EN and BN during discordant runs, were contrasted with
each control condition (SBNc for concordant runs and SBNd

for discordant runs) to generate contrast images of ES’, BS’,
EN’, and BN’ respectively, which in turn constituted a 2 (cue,
eye vs. ball) × 2 (attention, sharing vs. non-sharing) design. A
schematic diagram of the task is shown in Figure 1C. To reduce
the participant’s workload, the same condition was repeated three
times in one block (15 s).

MRI DATA ACQUISITION
All images were acquired using a 3T or 1.5T MRI scanner
(Signa Exite; General Electric, Milwaukee, WI, USA) with an
eight-element phased-array coil. For functional images, we used
an interleaved T2∗-weighted gradient-echo echo-planar imaging
(EPI) technique to obtain 85 volumes of time-series image data.
Each volume consisted of 34 continuous 4-mm-thick slices with
no gap, in order to cover the entire cerebral cortex and cerebellum
[repetition time (TR) = 3000 ms; echo time (TE) = 30 ms for 3T
and 45 ms for 1.5T; flip angle (FA) = 90◦; field of view (FOV) =
192 mm; 64 × 64 in-plane matrix]. The head motion was min-
imized by placing soft spacers between each participant’s head
and the coil. Three-dimensional (3D) spoiled-gradient recalled-
echo (SPGR) images (TR = 33 ms; TE = 3.0 ms; FA = 30◦;
FOV = 240 mm; matrix size = 256 × 192 pixels; slice thickness =
1.5 mm; a total of 112 transaxial images) were obtained in order
to acquire a high-resolution structural image of the whole brain.
To minimize the task-induced signal change caused by differences
in magnetic strength, a longer TE was used for the 1.5T scanner
(45 ms) than the 3T scanner (30 ms), based on a preliminary fMRI
experiment with visual checkerboard stimuli (Saito et al., 2010).

IMAGE PREPROCESSING
All of the data used in the present study, and those acquired in our
previous study (Saito et al., 2010), were analyzed using Statistical
Parametric Mapping software version 8 (SPM8; Wellcome
Department of Imaging Neuroscience, London, UK) imple-
mented in MATLAB 2010a (MathWorks, Natick, MA, USA).
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FIGURE 1 | Visual stimuli and schematic task diagram. (A) Screen
snapshot showing real-time images of the partner’s eyes (upper part)
combined with the ball cues generated by the stimulus presentation
software (lower part). (B) Stream of the experiment. Participants (P and Q)
were paired and placed in a 3T or 1.5T MRI scanner, respectively. Upper
part, example of the shared attention run. Lower part, example of the
non-shared attention run. (C) Schematic diagram of the joint-attention task.
Participants (P and Q) were paired and placed in a 3T or 1.5T MRI scanner,
respectively. Black arrows indicate gaze direction. Dotted arrows
demonstrate a gaze shift from the grey to black arrows. Red and blue balls
indicate the cues on screen. In the ES and BS conditions, the participants
were required to shift their gaze to the target cued by either the partner’s
gaze (ES) or the color-change of a ball (BS). Each task lasted 5 s. In the EN
and BN conditions, the participants were required to shift their gaze to the
opposite side of the target. The condition was switched according to the
task. ES, eye-cued, shared attention condition; BS, ball-cued, shared
attention condition; SBNc, simultaneous ball-cued and not shared attention
condition during concordant (shared-attention) run; EN, eye-cued,
non-shared attention condition; BS, ball-cued, non-shared attention
condition; SBNd, simultaneous ball-cued and not shared attention condition
during discordant (non-shared attention) run.

The first five volumes of each run were eliminated to allow
for stabilization of the magnetization, and the remaining 80 vol-
umes per run (a total of 480 volumes per participant) were used
for the analysis. After correcting for differences in slice timing

within each image volume, all of the volumes were realigned for
motion correction. The sixth EPI volume was normalized to the
Montréal Neurological Institute (MNI) EPI template, and the
same parameters were applied to all of the other EPI volumes.
They were then spatially smoothed in three dimensions using an
8 mm full-width-at-half-maximum Gaussian kernel.

STATISTICAL ANALYSIS
To depict the neural substrates of the tasks, we adopted a sum-
mary statistics approach. First, the task-related activity in each
individual was modeled as regressors convolved with a canonical
hemodynamic response function (HRF). The data were high-pass
filtered with a cut-off period of 128 s to remove low-frequency
signal drifts. A first-order autoregressive model [AR(1)] was used
to remove serial correlations in the signals (Friston et al., 2007).
The parameters were estimated using the general linear model.
To test the hypothesis about condition effects, the estimates for
each of the model parameters were compared with the linear con-
trasts. The contrast images, the weighted sum of the parameter
estimates, were used for the second-level analysis with a random-
effects model, in order to make inferences at the population level
(Friston et al., 1999).

We employed a 2 × 2 × 2 factorial design to detect the main
effects of group (ASD 3T vs. Normal paired with ASD 1.5T or
Normal 3T vs. Normal 1.5T), cue (Eye vs. Ball), and attention
(Shared vs. Non-shared), and their interactions. For the group
factor, the four cells were constructed by the contrast images of
ES–SBNc, BS–SBNc, EN–SBNd, and BN–SBNd. To simplify the
notation, these were labeled as ES’, BS’, EN’, and BN’, respec-
tively. To depict the neural substrates of the specific interaction
of ASD–Normal pairs, we directly compared the ASD–Normal
and Normal–Normal groups from our previous study (Saito et al.,
2010) in a second-level analysis. To eliminate the scanner effect
(3T vs. 1.5T), we compared the ASD (3T) and Normal groups
from the same MRI scanner (3T). We also compared the normal
participants paired with ASD participants with the normal partic-
ipants whose data were acquired in the same scanner (1.5T). The
resulting set of voxel values for each contrast constituted a statis-
tical parametric map of the t statistic (SPM{t}). The threshold for
the SPM{t} was set at p < 0.05 with a family-wise error (FWE)
correction at the cluster level for the entire brain (Friston et al.,
1996), unless otherwise indicated. We used the same analytical
approach in our previous study (Saito et al., 2010).

ESTIMATE OF FUNCTIONAL CONNECTIVITY BETWEEN PARTICIPANTS
To subtract the effect of the task-related activity, all of the
conditions were modeled and estimated using a general linear
model (Villalobos et al., 2005; Fair et al., 2007). In its stan-
dard form, SPM8 does not save the residuals at each volume.
We therefore modified the program spm_spm.m to obtain the
residuals, and concatenated the residuals with all of the runs.
The first two residual time-points of each run were discarded.
Correlation of the residuals between the same coordinate posi-
tions of two (normalized) brains was calculated for every voxel.
The correlation r value was transformed to a z-score using Fisher’s
r-to-z transformation, and images containing the z-scores of
every voxel were generated. All possible combinations of the pairs
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(21 × 21 = 441 pairs in the ASD–Normal experiment; 19 × 19 =
361 pairs in the Normal–Normal experiment) were generated and
divided into four groups as follows: 21 combinations in which
one ASD and one normal individual participated in the exper-
iment simultaneously (Pair in ASD–Normal experiment); 420
combinations in which they did not (Non-pair in ASD–Normal
experiment); 19 combinations in which two normal subjects
participated in the experiment simultaneously (Pair in Normal–
Normal experiment); and 342 combinations in which they did
not (Non-pair in Normal–Normal experiment). The residual data
from our previous study (Saito et al., 2010) were obtained with
SPM5, so that we reanalyzed all the Normal–Normal experimen-
tal data with SPM8. As we were concerned with the difference
between Pair and Non-pair and compared of them, scanner
effect (i.e., the difference caused by the MR scanners) was not
contaminated.

ESTIMATE OF WITHIN-BRAIN FUNCTIONAL CONNECTIVITY
To investigate whether intra-individual functional connectivity
involving the right IFG differed across groups, we conducted
region of interest (ROI)-to-voxel functional connectivity analysis
(Biswal et al., 1995). Additional preprocessing procedures were
performed with CONN (http://www.nitrc.org/projects/conn).
We introduced 0.01–0.06-Hz band-pass temporal filtering to
remove magnetic field drifts of the scanner (Foerster et al., 2005)
and physiological noise components falling in high-frequency
bands (Cordes et al., 2001). We applied the functional con-
nectivity analysis to the residual time-series data, as in our
previous study (Saito et al., 2010). Upon checking the resid-
ual data, we recognized that the task effect was not completely
removed from the raw data even after applying the AR model
implemented in SPM8 (Friston et al., 2007); it was still evi-
dent around 0.067 Hz, consistent with our previous results (Saito
et al., 2010). To remove the influence of the task effect on the
estimation of functional connectivity in the eye-contact condi-
tion, the cut-off frequency (0.06 Hz) was set at a lower value
than that used in standard functional connectivity analysis. For
the inter-individual correlations, the seed region was defined
using the group data analysis, with a statistical threshold of p <

0.05 and a FWE correction at the cluster level for the entire
brain. The residual time-series data within the ROI were then
averaged individually, and used as the right ventral IFG time-
course data. After preprocessing, a voxel-wise correlation map
was calculated for each individual using the CONN program.
The correlation maps were converted to z-values using Fisher’s
r-to-z transformation to enable group-level comparisons. Voxel-
wise group analyses of the correlation maps were performed with
two-sample t-tests using SPM8. The statistical threshold was set
at p < 0.05 with an FWE correction at the cluster level for the
entire brain.

RESULTS
BEHAVIORAL RESULTS
To compare the differences between ASD participants, Normal
participants paired with ASD participants, and Normal partic-
ipants, we conducted a Two-Way repeated-measures analysis of
variance (rmANOVA) incorporating Group (ASD at 3T, Normal

paired with ASD at 1.5T, Normal at 3T, Normal at 1.5T) and
Task (ES, EN, BS, and BN) (Figure 2). All participants were
not informed who his/her partner was, and nobody in Normal
group was aware from his/her partner’s behaviors that part-
ner had social impairments. A Group × Task interaction was
observed [F(4.548, 115.225) = 12.040 with Greenhouse–Geisser cor-
rection, p < 0.001]. To assess this finding, we then tested for
the main effect of Group across the Tasks. The results showed
that the difference among the four groups was observed only
in the eye-cued conditions such as ES [F(1, 79) = 30.591, p <

0.001] and EN [F(1, 79) = 26.707, p < 0.001], and not in the ball-
cued conditions such as BS [F(1, 79) = 2.235, p = 0.139] and BN
[F(1, 79) = 3.365, p = 0.070]. Post hoc tests with the Bonferroni
correction showed that the ASD group was significantly less accu-
rate than the other three groups in the ES (ASD vs. Normal
paired with ASD, p < 0.01; ASD vs. Normal 3T, p < 0.001; ASD
vs. Normal 1.5T, p < 0.001) and EN (ASD vs. Normal paired
with ASD, p < 0.005; ASD vs. Normal 3T, p < 0.001; ASD vs.
Normal 1.5T, p < 0.001) conditions. The Normal participants
paired with the ASD subjects also tended to show lower accuracy
than the Normal groups (Normal paired with ASD vs. Normal 3T,
p = 0.065; Normal paired with ASD vs. Normal 1.5T, p = 0.099),
although these differences did not reach statistical significance.
By contrast, there were no differences in any combination of the
groups in the ball-cued conditions (BS and BN). (RR1-1) There
was no significant correlation between IQ and performance of
each condition (IQ and ES, r = 0.198, p = 0.415; EN, r = 0.322,
p = 0.179; BS, r = 0.205, p = 0.400; BN, r = 0.308, p = 0.199,
respectively).

ACTIVATION RESULTS
Initially, we examined the eye-cued effect [(ES’ + EN’)–(BS’ +
BN’)], the shared-attention effect [(ES’ + BS’)–(EN’ + BN’)],
and their interaction, in ASD participants, Normal partici-
pants paired with ASD participants, and the Normal groups
from the previous study (Saito et al., 2010). The spatial extent
of the activation of the eye-cued effect was reduced in the
ASD group compared with the Normal groups (Figures 3A,C),
whereas the activation was greater in the Normal paired with ASD
group than in the Normal groups (Figures 3B,D). Specifically,
the Normal control groups showed activation in the bilateral
lateral occipital gyrus (LOG) including the OP, right middle
temporal gyrus (MTG), posterior rostral medial frontal cor-
tex (prMFC), and right IFG (Figures 3C,D). By contrast, the
ASD group showed a smaller region of activity induced by
the eye cue, which was observed in the right LOG and IFG
(Figure 3A). The Normal paired with ASD group showed acti-
vation in the bilateral LOG including the OP extending to the
human middle temporal complex (hMT+), MTG, right STS, the
anterior portion of right inferior parietal lobe (IPL), prMFC,
right middle frontal gyrus (MFG)/IFG, and bilateral insula
(Figure 3B).

There was no statistically significant shared attention-related
activity or interaction in the ASD and Normal paired with ASD
groups.

Next, we conducted a direct comparison between ASD
(or Normal paired with ASD) participants and the normal
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FIGURE 2 | Task performance (accuracy). Blue indicates the ES condition
(eye cued and shared attention), red the EN condition (eye cued and
non-shared attention), green the BS condition (ball cued and shared
attention), and orange the BN condition (ball cued and non-shared attention).
ASD denotes individuals with autism spectrum disorder. Paired with ASD
denotes normal individuals who were paired with ASD participants during the
experiment. Normal (3T) and Normal (1.5T) denote normal individuals who
were paired with normal individuals in 3T or 1.5T MRI scanners, respectively,

during the experiment. Error bars indicate the standard error of the mean
(SEM). Statistically significant differences were observed between
ASD–Normal and Normal–Normal pairs in the ES and EN conditions
(∗∗p < 0.001), but not in the BS and BN conditions [not significant (N.S.)].
∗Statistical difference (p < 0.01) between the ASD group and the other three
groups in the ES and EN conditions. #Statistical trend between ASD and
Normal (3T) groups (p = 0.065) or between the ASD and Normal (1.5T)
groups (p = 0.099) in the ES condition.

individuals who participated in our previous study. To elim-
inate any scanner effects, the ASD group was compared
with the Normal group data from the 3T scanner, whereas
the Normal paired with ASD group was compared with the
Normal group data from the 1.5T scanner. The eye cue-
related activity in the left LOG (in the OP) was reduced in
the ASD group compared with the Normal groups (Figure 4A,
Table 2A). There was no significant correlation between IQ
and BOLD response of the OP in eye-cued conditions (IQ
and ES, r = 0.202, p = 0.406; EN, r = 0.308, p = 0.200, respec-
tively).

In contrast, the Normal paired with ASD group (1.5T)
showed greater eye-cued activity than the Normal groups (1.5T)
in the bilateral LOG, including hMT+, and the dorsal por-
tion of the right IFG (Figure 4B, Table 2B). The ball-cued
effect did not statistically differ between the ASD (3T) and
Normal (3T) groups, or between the Normal paired with ASD
(1.5T) and Normal (1.5T) groups (data not shown), indicat-
ing that the difference of activation was specific to the eye-cued
conditions.

INTER-BRAIN COHERENCE
A voxel-by-voxel analysis of “Pair” and “Non-pair” correlations
between ASD–Normal did not show a statistically significant
higher correlation in the “Pair” group across the whole brain.
To confirm and compare the Normal–Normal pair results, a
further ROI analysis was conducted using the residual time-
series data from the ventral portion of the right IFG region
that showed a high correlation (that is, Pair > Non-pair) in the
Normal–Normal experiment. The residual time-series data were
obtained using MarsBaR software (http://marsbar.sourceforge.
net/). As we used a different version of SPM (i.e., SPM8)
from the previous study (i.e., SPM5), the data from the ear-
lier Normal–Normal experiment were re-analyzed (Figure 5A).
After collecting the data, we calculated the correlation of the
residual data for all possible combinations of the pairs (441
for ASD–Normal; 361 for Normal–Normal), and the correla-
tion values were transformed to z-scores using Fisher’s r-to-
z transformation. The pairs were divided into two groups in
each experiment: 21 pairs in which the two subjects partici-
pated simultaneously (Pair group) and 420 pairs in which they
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FIGURE 3 | Activation maps of the eye-cued effect. Eye cue-related
activities [(ES’ + EN’)–(BS’ + BN’)] are shown. (A) ASD participants in a
3T MRI scanner. (B) Normal participants paired with ASD participants in a
1.5T MRI scanner. (C) Normal participants paired with normal participants in a
3T MRI scanner. (D) Normal participants paired with normal participants in a

1.5T MRI scanner. The statistical threshold was p < 0.01 uncorrected for
multiple comparisons at the peak level, and the cluster size was >50 voxels.
Activation areas are shown on a glass brain in stereotaxic space with 3D
information collapsed onto 2D sagittal, coronal, and transverse images, and a
surface-rendered high-resolution MR image from the SPM template.

did not (Non-pair group) for the ASD–Normal experiment;
and 19 pairs in which the two subjects participated simul-
taneously (Pair group) and 342 pairs in which they did not
(Non-pair group) for the Normal–Normal experiment. We con-
ducted a Two-Way ANOVA (Experiment × Pairing) using SPSS
software (SPSS Inc., Chicago, IL, USA). The results showed
an Experiment × Pairing interaction [F(1, 798) = 4.892, p =
0.027] (Figure 5B). No statistically significant correlation dif-
ference was observed between Pair and Non-pair groups in
ASD–Normal (p = 0.502, post-hoc t-test with Bonferroni cor-
rection), whereas a more prominent correlation was detected in
the Pair compared with the Non-pair groups in the Normal–
Normal experiment (p < 0.001, post hoc t-test with Bonferroni
correction).

DIFFERENCE OF RIGHT IFG INTRA-BRAIN FUNCTIONAL CONNECTIVITY
To explore which regions were involved in the common psycho-
logical ground network, we conducted functional connectivity
analysis using the right ventral IFG as a seed region. To exam-
ine right IFG intra-brain functional connectivity between the
ASD, Normal paired with ASD, and Normal groups, functional

connectivity maps were compared between the ASD and Normal
groups, and the Normal paired with ASD and Normal groups. To
minimize the effect of the scanner, data from the same machine
were compared [that is, ASD (3T) vs. Normal (3T), Normal
paired with ASD (1.5T) vs. Normal (1.5T)]. The right ventral
portion of the IFG was identified as a seed region based on
the findings of the inter-individual correlation analysis. Initially,
we identified the functional connectivity map in each group
(Figure 6A). As expected, the right ventral IFG showed func-
tional connectivity with lateral and medial frontal, parietal,
and temporal regions. No statistically significant difference was
observed between the ASD (3T) and Normal (3T) groups. By
contrast, the functional connectivity between the right ventral
IFG and right STS was significantly weaker in the Normal paired
with ASD (1.5T) than the Normal (1.5T) group (Figure 6B).
Because the accuracy in the eye-cued condition varied among
individuals of the Normal paired with ASD group, we cal-
culated the correlation between the connectivity strength and
accuracy in the ES and EN conditions, respectively, and iden-
tified either a statistically significant positive correlation or a
trend (Figure 6C).
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FIGURE 4 | Activation maps for direct comparison between ASD (3T)

and Normal (3T), and Normal paired with ASD (1.5T) and Normal

(1.5T). The statistical threshold was p < 0.05 with an FWE correction at the
cluster level for the entire brain. (A) Normal (3T) > ASD (3T) activation
areas are shown on a glass brain (right), and on sagittal, coronal, and
transverse T1-weighted SPM template images around the local maximum
of the lateral occipital gyri (LOG). The effect size of the local maximum
(x = −22, y = −100, z = −6) in the LOG is shown during each task

condition. (B) Paired with ASD (1.5T) > Normal (1.5T) activation areas
superimposed on a glass brain, section images around the left LOG, and a
surface-rendered high-resolution MRI of the SPM template. The center part
of the plot shows the effect size in the position described in A (x = −22,
y = −100, z = −6) during each task condition. The bottom part of the plots
shows the effect size of the local maximum in the right LOG (x = 32,
y = −86, z = 8) and in the dorsal part of the IFG (x = 58, y = 10, z = 26)
during each task condition, respectively.

DISCUSSION
PERFORMANCE
Individuals with ASD showed decreased accuracy in the eye-
cued task compared with normal controls (Normal–Normal
pairs). As performance on the ball-cued task was similar to

that of the control groups, this deterioration was specific to
the eye-cued condition. Performance was impaired not only in
ASD participants, but also in their normal partners (Figure 2).
Reduced accuracy was observed during the eye-cued condition
in ASD–Normal but not Normal–Normal pairs (that is, there
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Table 2 | Direct comparison of Normal (3T) > ASD (3T) and Normal paired with ASD (1.5T) > Normal (1.5T).

Task Cluster level Peak level

p-value (FWE corr) Cluster size MNI coordinates z-value p-value (uncorr) Side Location

x y z

(A) NORMAL (3T) > ASD (3T) (REDUCED ACTIVATION IN ASD GROUP)

Eye cued 0.026 414 −22 −100 −6 5.23 <0.001 L LOG

(B) NORMAL PAIRED WITH ASD (1.5T) > NORMAL (1.5T) (GREATER ACTIVATION IN NORMAL PAIRED WITH ASD GROUP)

Eye cued 0.012 297 32 −86 8 5.99 <0.001 R LOG

0.001 488 46 −62 2 5.10 <0.001 R LOG

<0.001 1225 −24 −86 8 4.96 <0.001 L LOG

−46 −68 2 4.90 <0.001 L LOG

<0.001 1224 58 10 26 4.51 <0.001 R IFG

50 24 24 4.34 <0.001 R IFG

Results of the random-effects analysis for the direct comparison between ASD (3T) and Normal (3T) (A) and between Normal paired with ASD (1.5T) and Normal

(1.5T) (B). The statistical threshold was p < 0.05 with an FWE correction at the cluster level for the entire brain. ASD, autism spectrum disorder; FWE, family-wise

error; IFG, inferior frontal gyrus; L, left hemisphere; LOG, lateral occipital gyri; MNI, Montréal Neurological Institute; R, right hemisphere.

was a Group × Task interaction), suggesting that impaired per-
formance was specific to the ASD–Normal pairs during the
eye-cued tasks. As no performance differences were observed
between the ASD–Normal and Normal–Normal pairs in the
control ball-cued tasks, this finding indicates that this effect
was specific to the gaze-exchange interaction between the ASD–
Normal pairs. This effect might be caused by difficulties in mak-
ing and keeping eye-contact in the ASD-Normal pairs, although
we did not measure the difficulty in EC in the present study.
EC in individuals with ASD is reportedly abnormal, and is not
used to initiate joint attention (Sigman et al., 1986; Baron-
Cohen, 1989, 1995). As gaze direction explicitly indicates the
target of the attention, EC is regarded as mutual, shared atten-
tion with another person (Saito et al., 2010). Thus declined
gaze fixation of ASD patient makes EC difficult for the normal
partner.

Considering that performance of ES and EN relies on the
change detection of the gaze from the EC condition, difficulty in
EC may result in the deterioration of the eye-gaze detection of
normal individuals when paired with ASD participants.

REDUCED EYE-CUED ACTIVITY IN ASD AND GREATER ACTIVITY
IN THE NORMAL PAIRED WITH ASD GROUP
Direct comparison between the ASD–Normal and Normal–
Normal groups revealed reduced eye cue-related activity in the
left OP in ASD individuals. To eliminate any scanner effect,
we compared the ASD group to the results for normal partic-
ipants in the 3T MRI scanner. Although the IQ of the normal
participants was unavailable, this finding may not reflect the
difference in IQ, because (1) IQ of the ASD group is within nor-
mal range (Table 1), and (2) there was no significant correlation
between IQ and BOLD responses of the OP in ASD group (ES
and EN). Nevertheless, we found decreased activity of the OP
in ASD participants. This region is close to the recently reported
kinetic occipital area (KO), which is known to be related to both
shape- and motion-information processing (Orban et al., 1995;

Dupont et al., 1997). This region is also involved in the visual
processing of social stimuli. The OP is related to animacy per-
ception (Morito et al., 2009), and is activated by eye-gaze cues
in healthy adults (Tipper et al., 2008; Greene et al., 2009; Engell
et al., 2010), and in typically-developing children and adoles-
cents (Greene et al., 2011). Dalton et al. (2005) reported that
ASD patients showed less gaze fixation on the eye areas of the
visually presented static faces, and less activation in the bilat-
eral OP. Thus, fewer fixation may result in less accuracy and
weaker activation of the OP that is related to the early visual
processing (Morito et al., 2009). Because of technical difficulty,
we could not analyze the eye fixation during fMRI experiment
in the present study. Quantitative analysis of EC will be neces-
sary for future study. However, based on the present study, it
is conceivable that the decreased eye-cued activity of the OP in
ASD individuals may represent abnormal eye-gaze processing.
The deficit is not specific to the RJA but related to the eye-cued
processing per se. Considering that gaze following is essential
for RJA, this finding is consistent with the neuro-developmental
model of ASD which postulates the cascading effect of atypi-
cal RJA on later behavioral development (Mundy and Jarrold,
2010).

We also directly compared the normal individuals paired with
ASD participants to those paired with normal partners. Again,
to eliminate any scanner effect, we compared data from these
groups acquired using the 1.5T MRI scanner. Normal participants
paired with ASD participants showed greater activity in the bilat-
eral occipital cortex, including the left OP, and the right dorsal
portion of the IFG. The behavioral results showed that it was dif-
ficult for normal individuals to detect ASD individuals’ eye gaze;
enhanced activation in the visual cortex, including the OP, might
therefore represent a higher workload to process eye gaze in indi-
viduals with an ASD partner compared to those with a normal
partner.

As the right dorsal portion of the IFG did not show eye cue-
specific activation in the normal subjects paired with normal
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FIGURE 5 | Inter-individual correlation using residual data.

(A) Significant positive inter-individual correlation (Pair > Non-pair) in the
Normal—-Normal experiment based on residual time-series data obtained
by SPM8. The statistical threshold was p < 0.05 with an FWE correction at
the cluster level for the entire brain. The area was superimposed on
sagittal, coronal, and transverse T1-weighted SPM template images.
(B) Between-subject correlations in the right IFG (x = 44, y = 26, z = −6)
calculated with the residual data obtained by SPM8. An Experiment
(ASD–Normal vs. Normal–Normal) × Pairing (Pair vs. Non-pair) interaction
was observed (p < 0.01). A more prominent positive correlation was
observed between the pair compared with the non-pair combinations in the
Normal–Normal experiment (right side, p < 0.001), but not in the
ASD–Normal experiment (left side, p = 0.502, N.S.). Error bars indicate the
SEM.

subjects (Figure 4B), the enhanced activity in ASD partners
might be related to non-specific factors, such as increased atten-
tional demands.

INTER-BRAIN COHERENCE BETWEEN ASD AND NORMAL
PARTICIPANTS
Consistent with the behavioral results, inter-brain coherence in
the right ventral IFG was significantly less prominent in the ASD–
Normal pairs than the Normal–Normal pairs. Specifically, we
observed an Experiment (ASD–Normal vs. Normal–Normal) ×
Pairing (Pair vs. Non-pair) interaction in the right IFG. The right

ventral IFG is one of the key regions for social information pro-
cessing. Passive viewing of averted eye movements activates the
right IFG (Pelphrey et al., 2005). It is also related to the uncon-
scious mimicry of the face (Leslie et al., 2004), and to self–other
face distinction (Sugiura et al., 2006; Morita et al., 2008), sug-
gesting a role in self–other interactions. Kosaka et al. (2010)
showed that ASD participants had decreased volume of the right
IFG, the size of which showed a negative correlation with AQ
scores.

In our previous report, we suggested that the ventral portion of
the right IFG is the site of the neural representation of the com-
mon psychological ground or shared intention mediated by EC
(Saito et al., 2010). In this context, the weakened inter-brain syn-
chronization of the right IFG in the ASD–Normal pairs might
reflect a difficulty in integrating the self- and other-oriented
attention.

INTRA-BRAIN FUNCTIONAL CONNECTIVITY WITH RIGHT IFG
According to the parallel and distributed Process (PDP) model,
IJA is represented by the anterior attentional system that yields
self-perception (“where my eyes go, my own behavior follows”),
while RJA represented by the posterior attentional system brings
other-perception (“where other’s eyes go, their behavior fol-
lows”), and these percepts are integrated (Mundy and Jarrold,
2010). From this view, IJA is associated with frontal-cortical
activity whereas RJA is closely tied to parietal and temporal cor-
tical processes (Mundy and Jarrold, 2010). In support of this
notion, Redcay et al. (2012a) reported that the right IFG was
activated by both RJA and IJA. Thus the neural inter-subject
synchronization in the right IFG may represent the overlap of
two distinct and parallel attentional system and integration of
the self-other perception. To test this, we evaluated the intra-
brain functional connectivity of right IFG. To explore this,
functional connectivity analysis was conducted using residual
time-series data with the right ventral IFG as a seed region. As
both participants continuously gazed at each other as a baseline
condition, eye-gaze processing can be represented as the intra-
brain functional connectivity with the right IFG. The results
showed that the brain activity in the lateral and medial part
of the frontal cortex and parieto-temporal regions, including
the temporo-parietal junction (TPJ) and STS, fluctuated coher-
ently. This finding indicates neural synchronization mediated by
EC may be related to the integration of anterior and posterior
attentional system which represents IJA and RJA, respectively.
As present study did not include the IJA component, involve-
ment of IJA in the neural synchronization of right IFG and its
attenuation in ASD–Normal pair is to be investigated in future
studies.

There was no significant reduction in the intra-brain connec-
tivity in the ASD group compared with the Normal group. This
finding suggests that the poorer performance on joint-attention
tasks in ASD individuals might not be due to right IFG dys-
function, but rather to the impaired early visual processing of
eye gaze, which is represented by the reduced OP activation.
However, we observed a statistically significant reduction in func-
tional connectivity between the right IFG and the right anterior
part of the STS in the normal participants paired with the ASD
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FIGURE 6 | Functional connectivity maps from the right IFG seed using

the residual data. (A) Results for the ASD group (upper left) and Normal
paired with ASD group (upper right), and the Normal (3T) and Normal (1.5T)
groups (lower left and right, respectively). The blue area denotes the seed
region (right ventral IFG). Red regions showed statistically significant
functional connectivity with the seed region. (B) Difference of connectivity

strength between Normal (1.5T) and Normal paired with ASD (1.5T) groups.
The statistical threshold was p < 0.05 with an FWE correction at the
cluster level for the entire brain. (C) Correlation between the functional
connectivity strength of right IFG–STS and accuracy in the ES (left side)
and EN (right side) conditions, respectively, in the Normal paired with ASD
group.

participants. Furthermore, the right STS–IFG functional connec-
tivity in normal participants paired with ASD participants was
positively correlated with their performance during the eye-cued
joint-attention task. The right anterior STS is known to respond
to direct gaze (Calder et al., 2002; Wicker et al., 2003), suggesting
that EC facilitates the encoding of gaze direction in this region
(Calder et al., 2007; Nummenmaa and Calder, 2009). This might
suggest that the inter-individual synchronization of brain activ-
ity during EC is a prerequisite for joint attention to be achieved,
at least in normal individuals. This finding suggests that the
cause of the poorer performance in the joint-attention task differs
between individuals with ASD and their normal partners. In the
ASD group, impaired performance might be caused by dysfunc-
tional early visual processing of eye gaze, as indicated by reduced
activation in the OP. In the normal partners of ASD individu-
als, poorer performance might be caused by a lack of common
psychological ground that is represented by the inter-subject
coherence in the right ventral IFG, which is in turn mediated by
the right anterior STS, which has a central role in gaze processing

(Grosbras et al., 2005). The performance decline in the normal
participants paired with ASD participants might be partly com-
pensated for by enhanced early visual processing, as indicated
by the increased eye cue-related activity of the early visual areas
in this group compared with the control Normal–Normal pair
participants.

Schematically, the postulated neural mechanism of mutual
eye gaze processing is as follows. Initially, the eye-gaze sig-
nal is processed in the OP and LOC, and mediated by the
right IFG. Eye-gaze shifts during joint attention are also pro-
cessed in the OP and LOC, and mediated by the right ante-
rior STS, where the gaze-movement signal from the visual
areas and the context signal from the IFG are integrated.
Dysfunction of the OP in ASD individuals might reduce
joint attention-task performance, and also lead to unsta-
ble EC with their partners; this failure to establish EC is
represented by decline of the inter-individual coherence of
brain activity in the right ventral IFG, which in turn sends
context signals to the right anterior STS for integration.
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This causes the decline of joint gaze-detection task performance
in the normal individuals paired with ASD participants, despite
the compensatory enhancement of early visual processing repre-
sented by the hyper-activation of the OP and LOC.

Using live interaction joint attention tasks, Redcay et al. (2012a,b)
succeeded in depicting activation patterns related to IJA and RJA
in both ASD group and normal control group. The dMPFC
showed a reduced difference between joint attention conditions
and control condition in the ASD, compared to that in the normal
group. Redcay et al. (2012b) argued that dMPFC may play a role
in both mutual engagement with a social partner (or dyadic atten-
tion) as well as sharing attention with another on an object or
event (or triadic attention), both of which are critical to establish-
ing joint attention. The left pSTS showed increased activation for
the joint attention versus solo attention conditions in the normal
control group, but not in the ASD group. Redcay et al. (2012b)
interpreted this finding as an evidence of reduced selectivity of
the response to social stimuli in ASD group.

As they used single fMRI setting, they did not explore the neu-
ral underpinning of the interaction of two persons during face-
to-face communication through the eyes. In the present study,
we adopted RJA-type task mainly focused on the two-persons’
interaction. Critically, we measured the paired participants’ brain
activity to evaluate the neural synchronization. We found that the
activity of the OP related to eye-cue was reduced in ASD group.
ASD–Normal pair diminished the eye-contact related synchro-
nization in the right IFG. These differences are not RJA specific.
Therefore these findings are related to the ASD’s dysfunction of

the elementary component of RJA, that is, eye-gaze processing as
biological motion, and neural synchronization during EC.

CONCLUSION
To our knowledge, this is the first study to demonstrate the
neural correlates of direct, real-time interaction between individ-
uals with ASD and normal subjects. The findings suggest that
the impairment of joint attention in ASD is related to hypo-
function of early visual processing and difficulty in understanding
shared intention through EC, which is represented by reduced
inter-subject synchronization of cortical regions including the
right IFG.
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Human cognition has usually been approached on the level of individual minds
and brains, but social interaction is a challenging case. Is it best thought of as a
self-contained individual cognitive process aiming at an “understanding of the other,”
or should it rather be approached as an collective, inter -personal process where
individual cognitive components interact on a moment-to-moment basis to form coupled
dynamics? In a combined fMRI and eye-tracking study we directly contrasted these
models of social cognition. We found that the perception of situations affording social
contingent responsiveness (e.g., someone offering or showing you an object) elicited
activations in regions of the right posterior temporal sulcus and yielded greater pupil
dilation corresponding to a model of coupled dynamics (joint action). In contrast,
the social-cognitive perception of someone “privately” manipulating an object elicited
activation in medial prefrontal cortex, the right inferior frontal gyrus and right inferior
parietal lobus, regions normally associated with Theory of Mind and with the mirror neuron
system. Our findings support a distinction in social cognition between social observation
and social interaction, and demonstrate that simple ostensive cues may shift participants’
experience, behavior, and brain activity between these modes. The identification of
a distinct, interactive mode has implications for research on social cognition, both in
everyday life and in clinical conditions.

Keywords: social interaction, brain imaging, theory of mind, mirror neuron system, joint action, coupled dynamics

INTRODUCTION
Recent advances in evolutionary anthropology and experimental
psychology suggest that one of the keys to the unique evolu-
tionary trajectory of the human species can be found in our
advanced capacities for reciprocal social interaction (Donald,
1991, 2001; Tomasello, 1999, 2008; Tomasello et al., 2005; Csibra
and Gergely, 2009, 2011). This inevitably leads to fundamen-
tal questions concerning the neurocognitive foundations of such
social capacities. During the last couple of decades, an increasing
number of studies have addressed the human brain mechanisms
responsible for our ability to make sense of social phenom-
ena. A number of brain networks—often referred to as “the
social brain”—are found to be associated with various aspects of
social cognition. For instance, the medial prefrontal and temporo-
parietal cortices consistently activate in tasks involving Theory
of Mind/mentalizing (e.g., Castelli et al., 2000; Gallagher et al.,
2000; German et al., 2004; Walter et al., 2004), while premo-
tor areas and inferior parietal cortices seem to be involved in
mental mirroring of others’ motor actions (e.g., Arbib et al.,
2000; Rizzolatti et al., 2001; Stamenov and Gallese, 2002; Heiser
et al., 2003; Kaplan and Iacoboni, 2006; Ocampo et al., 2011).
While these studies make up an intriguing body of research on
the neurobiological foundations of what we might term “social

observation” (where no contingent response is afforded), it is dis-
putable to which degree the findings can be generalized to account
for processes underlying social interaction. We argue that the dis-
tinction between 3rd person social observation and 2nd person
social interaction is an important conceptual and empirical dis-
tinction that has been somewhat neglected in the neurocognitive
field (Roepstorff, 2001; Tylén and Allen, 2009; Schilbach, 2010;
Hasson et al., 2012).

Two prevalent conceptual frameworks have oriented the
majority of studies in social neurocognition, Theory of
Mind/mentalizing (hence ToM) and Simulation Theory (which
is often closely associated with the Mirror-System hypothesis—
hence MNS). In both cases, the overall goal is to unravel and
map the neurobiological mechanisms responsible for the abil-
ity to attribute, understand, and empathize mental states of
others. Although we recognize that the underlying assumptions
and proposed mechanisms of ToM and MNS are indeed very
different, they take the same point of departure: the individ-
ual mind. ToM and MNS models are thus mainly preoccu-
pied with the way individuals make sense of each other from
an observational point of view (Gallagher and Hutto, 2008).
The fundamental processes of social cognition are described
in terms of mental inference (ToM) or embodied simulation
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(MNS) facilitating a “self-contained understanding” of other per-
sons’ actions. This “understanding” in turn supposedly makes
it possible to choose appropriate responses, and for instance
engage in interactions (Frith and Frith, 2001, 2006a; Schulte-
Ruther et al., 2007). In other words, individual observational
processes are—more or less explicitly—given primacy as consti-
tuting the core of social cognition, while other social cognitive
phenomena (e.g., social interaction) are derived from or emergent
upon these fundamental processes. Hence in these frameworks,
mechanisms in social interaction are extrapolated from studies
of social observation and thus explained on the level of indi-
vidual minds and brains. An interaction thus involves two or
more individuals that recursively observe, represent and react
to each other’s actions based on their individual internal rep-
resentational models. This has important implications for the
theoretical and experimental foci of the two paradigms. Here,
we will make the case that social observation and social interac-
tion are in fact very different phenomena. While an individualistic
and observational stance to social cognition may be appropriate
for the study of a range of phenomena including the detec-
tion of deception, pretense, emotional expressions, etc., it is
much less clear to which extent it can tackle questions related
to the inherently collective and reciprocal dynamics of social
interaction.

A growing literature within philosophy of mind and cognitive
science is advancing the view that in order to adequately account
for cognitive processes involved in social interaction, we need to
widen the perspective beyond individual minds and brains. These
approaches are largely informed by recent discussions under the
headline of “extended,” “enacted,” and “distributed” cognition
often relying on insights from complex systems theory. The main
argument is that when two persons engage in joint activities their
bodies, actions, and individual cognitive processes become cou-
pled in dynamic ways. Hence rather than working in parallel
as self-enclosed autonomous entities, persons involved in direct
interaction get intermingled in complementary ways that enable
emergent synergies (De Jaegher et al., 2010; Hasson et al., 2012).
In this understanding, a sequence of joint action is better con-
ceived of as a whole (singular, continuous) time series, rather
than a synchronization of two independent processes (Black et al.,
2007; Konvalinka et al., 2010; Riley et al., 2011). As an example,
consider a dialogue. In conversation, interlocutors take turns in
a complementary way making up the overall object of the dia-
log. One interlocutor’s speech turn—for example, a question—is
only completed by the responding speech turn of the other
(cf. the concept of “adjacency pairs,” Goodwin and Heritage,
1990). If we isolate an individual component, say all the speech
turns of one interlocutor, we are left with a partial object that
does not make any sense on its own. In other words, the dia-
log as a phenomenon cannot be reduced to any of the partial
individual components, but can only be appropriately assessed at
the collective, inter-personal level (Kello et al., 2010). We argue
that turn-taking-like responsiveness is a fundamental character-
istic of social interaction across a broad range of contexts from
diaper-changing to tango-dancing. As a distinct phenomenon, it
should not be confused with automatic mirroring or simulation.
Where mirroring is assumed to be an internal representational

event, turn-taking responsiveness is rather characterized by its
complementary contribution to the intersubjective scene. The
ostensive act of one person (e.g., a greeting nod or an eyebrow
flash) afford for the complementary response from the recipient
(e.g., an “answering” nodding gesture). An offering hand gesture
affords a receptive one (Newman-Norlund et al., 2007; Ferri et al.,
2011; Sartori et al., 2012).

Which predictions follow from the conceptual approach to
social interaction sketched above? If key dynamics of social inter-
action can only be found at a collective, level, how can we then
study its neurocognitive underpinnings? One suggestion is that
simultaneous recording from multiple agents is necessary to make
claims about the dynamics of mutually coupled cognitive sys-
tems. While this may be a useful approach (see Konvalinka and
Roepstorff, 2012) we here argue that recognizing the coordina-
tive nature of social interaction allows specific predictions, even
on the level of individual brains recorded in isolation. If the brain
in joint action becomes a component-node in a larger interactive
array, we can reframe the basic question as: What does it take for a
brain to successfully engage in reciprocal coupling processes with
other responsive components?

For a component to successfully work in tight concert with
other external components it has to continuously integrate, adapt
and respond to incoming stimuli at a multiplicity of temporal lev-
els and modalities (Konvalinka et al., 2010). This suggests that
rapid adaptation and coordination are crucial factors in real-time
interaction. These properties are fundamentally different from
those involved in “social observation.” Where an observational
understanding of a social phenomenon may be internally realized
in terms of simulation or inference, a socially interactive prac-
tice calls for moment-to-moment reciprocity with one or more
co-operative partners in the “external” social environment.

These fundamental differences between social observation and
social interaction predict the involvement of distinct anatom-
ical structures in the two processes. Regions of the temporal
lopes (in particular STS, pSTS) have been consistently associ-
ated with the fine-grained continuous temporal integration of
dynamic stimuli (Hasson et al., 2008; Stephens et al., 2010;
Lerner et al., 2011). These structures, particularly in the right
hemisphere, have indeed been found in a number of recent stud-
ies addressing the neurocognitive underpinnings of joint action
and joint attention. In a fMRI study conducted by Newman-
Norlund et al. (2008), activity was enhanced in right pSTS
when participants performed a joint task with another person
in the control room affording complementary (non-isomorphic)
actions. In a study by Redcay et al. (2010), participants under-
went fMRI scanning while solving a cooperative joint attention
task with another person through a bidirectional video link.
Again the main findings related to right pSTS/TPJ. Likewise,
a fMRI study applying a dual player virtual communication
game (Noordzij et al., 2009) also found the right pSTS to be
modulated by social interaction in contrast to solo conditions,
and finally a study by Iacoboni et al. (2001) found that the
right pSTS was more active when participants imitated displayed
hand movement than when they produced them from mem-
ory. We notice that the rpSTS has both been argued to belong
to the ToM network (Frith and Frith, 2006b) and to the MNS
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(Van Overwalle and Baetens, 2009). However, while pSTS may
co-activate with both of these networks in task specific ways,
no consistent pattern has so far been established, and no stable
connectivity has been established between the pSTS and regions
associated with ToM and MNS (Ethofer et al., 2011). We thus
argue that pSTS is not a constitutive part of the ToM or the MNS
network.

The findings cited above indicate the right pSTS as an area
particularly sensitive to the continuous fine-grained temporal
navigation and integration of stimuli necessary for immediate
contingent responsiveness in social interaction. Thereby, it seems
a good anatomical candidate for our hypothesized distinctive
mode of social engagement. We thus predict that social interac-
tion will recruit the pSTS, while social observation primarily will
rely on networks related to ToM and MNS. How can we test such
hypotheses?

This requires an experimental paradigm that directly com-
pares interactive and observational social cognition. Here, we
report an fMRI experiment that contrasts video stimuli, which
either evoked an observational or interactive responsive attitude
in the participant toward an actor performing simple object-
related gestures. This contrast was established by modulating
the ostensive character of the performed action. In the interac-
tive conditions, the actor made interaction initiation cues (eye
contact, eyebrow flashes and nods) before performing a placing-
object-for or showing-object-to action (Clark, 2005). In contrast,
in the non-interactive “private” condition the same actions were
performed without ostensive cues. Moreover, the directionality of
the action was modulated so that in some conditions the actor
would face the participant while in others she/he was presented
from a slightly averted perspective as if facing someone outside
the perspective of the camera.

The theoretical analysis above generated specific anatomical
hypotheses relating to three clusters of brain areas associated
with ToM (in particular MPFC and TPJ), the MNS (pre-Motor,
IPL), and Joint Action/Joint Attention (pSTS). We thus restricted
the study to target these particular areas using a ROI approach
(see section “Materials and Methods” for details). We predicted
that ostensive object-gestures would engage contingent respon-
siveness in the participants, and that this would elicit differential
activation in pSTS. In contrast, observing “private” object manip-
ulations would evoke an observational attitude in the participant
and hence elicit activations in ToM and MNS regions. Beside,
we hypothesized that activity in these areas would be modulated
by the directionality of action, as either participant-directed or
other-directed.

Since the pSTS has also been associated with perspective
taking, eye-gaze and saccading behaviors (Allison et al., 2000),
we included simultaneous in-scanner-eye-tracking to control
for effects caused by participants’ simple eye gaze-behaviors.
Furthermore, we used pupillometrics (pupil size measurements)
to assess pupil dilation and constrictions in response to the
experimental conditions (Kampe et al., 2003; Granholm and
Steinhauer, 2004). We predicted that interactively engaging stim-
uli would be more emotionally arousing resulting in greater pupil
dilation than stimuli affording a more observational attitude in
the participant.

MATERIALS AND METHODS
SUBJECTS
Twenty-two healthy, right-handed adult volunteers (12
females/10 males, mean age 25 ± 4.8 STD) who had all given
their written consent in correspondence with the requirements
of the local ethical committee participated in the experiment.
The participants were mainly recruited among students at
Aarhus University, and were naïve with respect to the purpose of
the study.

STIMULI AND EXPERIMENTAL DESIGN
Stimuli consisted of 32 video clips of 5 s duration, showing
an actor sitting at a table in front of an object (see Figure 1).
The videos differed on three variables: (1) actor gender (m/f),
(2) object (cup or fruit) and—for the action condition—
(3) action type (placing-object-for or showing-object-to)
(cf. Clark, 2005). The experiment was divided into two
sessions of 64 trials (i.e., all videos were shown four times).

We used two-by-two-by-two factorial design (making up in all
eight conditions) with the main factors Ostention (ostensive/non-
ostensive), Direction (direct/diverted perspective), and Action
(action/no action). In ostensive conditions, the actor would look
up and make an interaction-initiating cue by establishing eye
contact (either to the participant or to an inferred other out-
side the scope of the camera) and making an eyebrow lift and a
nod before performing one of the two object directed gestures.
In non-ostensive conditions the action was performed “privately”
without any addressing cues or eye contact. In direct conditions,
the ostensive cues and gestures were performed directly to the

A B

C D

FIGURE 1 | Example of stimuli. In 5 s video clips, an actor performed
simple object gestures (“placing an object for” or “showing an object to”
someone) in four conditions: (A) ostensive and direct, (B) non-ostensive
and direct, (C) ostensive and averted, (D) non-ostensive and averted.
Besides, all four conditions were replicated without the object gesture.
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participant (i.e., the camera), while in the diverted condition the
actor was oriented at approx. 20◦ of the camera in the direction
of an inferred other (see Figure 1). In the no action conditions,
the four conditions above were replicated, but without the object
gesture.

The stimulus videos were presented in blocks of two clips
from the same condition, and the order of blocks was random-
ized between participants. After the two clips participants were
asked one of two yes/no questions: “was it the same person” or
“was it the same object?” This probed whether the same or dif-
ferent actors or objects had appeared in the two movie clips.
The questions were randomized so that the participant could
not anticipate if she/he would be asked about the actor or the
object. In order to solve the task, the participant thus had to
pay close attention to both actors and objects during the stim-
ulus presentation. Participants would respond by pressing one of
two buttons with their right hand index and middle finger. The
left/right position of the affirmative response was randomized
across trials.

SCANNING PARAMETERS
We used a 3T General Electrics MR system (Waukesha, WI, USA)
with an eight channel head coil to acquire the T2 -weighted
gradient, echo-planar images (EPI) with Blood Oxygenation
Level-Dependent (BOLD) contrast using the following parame-
ters: echo time (TE): 30 ms, repetition time (TR): 3000 ms, and
a flip angle of 90◦. Whole-brain images were obtained over 39
sequential, interleaved 3.5 mm axial slices with a 128 × 128 pixel
resolution matrix and a field of view of 240 × 240 mm.

EYE-TRACKING PARAMETERS
Participants’ eye movements and pupil size were recorded simul-
taneously with the MR acquisition using a SMI/Avotec IViewX
eye-tracking system in a Silent Vision 7021 MR-insert binocu-
lar visual system. Data were recorded from the right eye with a
sample frequency of 50 Hz. Prior to each of the two scanning
sessions, the eye-tracker was calibrated using the IViewX nine-
point automated calibration procedure, which was repeated until
the calibration was satisfactory. The eye-tracker was linked and
synchronized with the MR stimulus computer and continuously
recorded time stamps for the initiation of stimulus videos.

ADDITIONAL BEHAVIORAL TESTING
After the fMRI scanning, participants went through an exten-
sive debriefing where they evaluated their experience on various
parameters. Moreover, participants watched the stimulus videos
again on a computer screen and rated how “socially engaging”
they found them on a 5 point scale where 1 = not engaging, and
5 = very socially engaging.

ANALYSIS
BEHAVIORAL ANALYSES
Task performance (response accuracy) from the in-scanner task
was summarized and averaged for each participant and tested
against chance performance using paired t-tests. Likewise, the
post-scanning ratings of the socially engaging nature of the
stimuli were summarized and averaged for each participant and

each condition, and condition-related differences were tested
using a within-subject, repeated measures, three-way analysis
of variance (Howell, 2002), with the factors Ostension (+/−),
Direction (direct/diverted), and Action (+/−). The analysis was
thresholded at p < 0.05. Due to technical problems, we failed to
obtain rating data from two participants, so only data from the
remaining twenty participants entered this analysis. All statistical
tests were performed in MATLAB 2011b.

EYE-TRACKING ANALYSIS
Since the experiment was mainly optimized for fMRI acquisition,
only full eye-tracking data sets from eleven participants entered
the analysis. The remaining data were lost or corrupted due to
technical problems and calibration difficulties. Task related eye-
tracking data (x/y coordinates and x/y pupil diameter in pixels
at a 50 Hz sampling for each 5 s stimulus video) were prepro-
cessed by removing eye blinks and outliers (deviating in distance
with more that 3 × SD of the mean). The data were high-pass fil-
tered at a 100 s cut off to counter calibration drift. Saccade velocity
was then calculated for each participant based on point-to-point
Euclidean distance (Salvucci and Goldberg, 2000). Similarly, pupil
diameter was calculated as an average of the pupil x and y diam-
eter direction (although these were strongly correlated we used
this procedure to get a more stable index of pupil size). Velocity
and pupil size data were averaged for each stimulus trial before
entering further analysis.

The preprocessed data were used in two ways: first, to test
for condition related differences in participants’ gaze behaviors
(hence the “stand-alone eye-tracking analysis”). For this purpose
eye-movement velocity and pupil size data from each condition
entered a within-subject, repeated measures, three-way analysis
of variance (Howell, 2002), with the factors Ostension (+/−),
Direction (direct/diverted), and Action (+/−). The analysis was
thresholded at p < 0.05. Second, for each participant, velocity
data were averaged for each stimulus event to be included as a
first-level parametric modulation in the fMRI analysis (hence “the
combined eye-tracking/fMRI analysis”).

fMRI ANALYSIS
All fMRI data analysis was conducted using SPM8 (Statistical
Parametric Mapping, Wellcome Department of Imaging
Neuroscience, London) implemented in MATLAB 2011b
(Mathworks Inc. Sherborn, MA) using default settings unless
otherwise specified. Images were spatially realigned, normalized
to the MNI template and smoothed with an isotropic 8 mm
FWHM Gaussian kernel.

Statistical analysis was conducted following a two-level gen-
eral linear model approach (Penny and Holmes, 2007). On the
first-level, task related BOLD responses were modeled for each
subject by convolving condition onsets and durations with the
standard hemodynamic response function and contrasting fac-
torial main and interaction effects. Two independent first-level
analyses were carried out. The first, which was carried out for
all participants, included a regressor (parametric modulation) for
each of the variables of the stimulus videos (gender, object and
action type) as well as the six standard SPM8 motion parame-
ters. The second first-level analysis was only carried out on data
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from the 11 participants from who we recorded a full eye-tracking
data set. In addition to the stimulus and motion regressors used in
the analysis above, this analysis included a parametric modulation
regressing out relative differences in participants’ eye-movements
(saccade activity). For both first-level analyses, images were high-
pass filtered at a 128 s cut off.

Second level RFX analyses
Two group RFX analyses were conducted—one for each of
the first-level analyses—using a Three-Way repeated measures
whole brain ANOVA (corrected for non-sphericity) in SPM8.
The directionality of effects was explored using one-sample t-
tests. In both cases, individual subject effects were modeled
using the covariate function to adjust the statistics and degrees
of freedom during inference. We did not assume independence
or equal variance (Christensen and Wallentin, 2011). For both
analyses, the significance threshold was set to p < 0.05, FWE
corrected for multiple comparisons. Functional images were over-
laid with the standard SPM8 single subject high resolution T1
image.

To constrain the analyses to specific, predefined anatomi-
cal sites (see section “Introduction” above) for which we had
hypotheses, we used a region of interest (ROI) approach. The
analyses were carried out as small volume corrections by masking
particular brain structures consistently found in neurocognitive
studies on social cognition. Masks were generated in the Wake
Forest University PickAtlas extension for SPM (Tzourio-Mazoyer
et al., 2002; Maldjian et al., 2003, 2004) as 10 mm spheres cen-
tered in target peak voxels. These were reported as main findings
in recent studies on closely related topics all using stimuli very
compatible to ours (dynamic video stimuli displaying an actor
performing different types of actions). We recognize that a num-
ber of other areas have previously been reported as associated
to ToM and MNS, but we chose to restrict our self to a few
canonical areas of the right hemisphere which are among the
most consistently reported in the literature and that have been
associated with tasks resembling ours. The following masks were
employed: to test for neural activity related to ToM/mentalizing
we masked regions in mPFC [MNI (13, 37, 2)] and rTPJ [MNI
(49, −63, 29)] based on coordinates from Wurm et al. (2011).
To test for neural activity related to the mirror neuron system we
masked the right IFG [MNI (52, 32, 24)] and IPL [MNI (46, −48,
44)] based on coordinates from Ocampo et al. (2011). Finally,
to test for neural activity related to joint action/attention, we
masked right pSTS [MNI (48, −40 6,)], based on coordinates
from Redcay et al. (2010).

RESULTS
BEHAVIORAL RESULTS
Participants were generally able to solve the in-scanner recol-
lection task (“same actor/same object?”), and scored an average
response accuracy of 72% (SD = 5.33). One participant did not
perform significantly above chance due to a high number of
missed responses. However, since the participant did not self-
report concentration/sleepiness problems etc., and the exclusion
of the data did not affect the analysis substantially, the participant
was not excluded from the fMRI analysis.

The post-scanning rating of the socially engaging nature of
the stimulus videos showed a number of significant between-
condition differences and interactions. The main effect of osten-
sion yielded an F ratio of F(1, 19) = 203, p < 0.000, indi-
cating that the ostensive behavior of the actor made the
scenes overall more socially engaging (M = 3.05, SD = 0.77)
than non-ostensive scenes (M = 1.28, SD = 0.35). The main
effect of direction was also significant, F(1, 19) = 10.5, p < 0.01,
likewise indicating that direct perspective was found more
socially engaging (M = 2.69, SD = 0.44) than diverted perspec-
tive (M = 1.63, SD = 0.68). Finally, the main effect of action was
also found significant: F(1, 19) = 23.4, p < 0.000, indicating that
the more dynamic scenes including object manipulations (plac-
ing for/showing) were more socially engaging (M = 2.32, SD =
0.58), than non-dynamic scenes (M = 1.99, SD = 0.53). Besides,
all interactions were significant. Ostension interacted thus signif-
icantly with direction: F(1, 19) = 54.2, p < 0.000, indicating that
scenes were found more socially engaging when ostensive cues
were performed directly to the participant. Ostension interacted
significantly with action: F(1, 19) = 56.6, p < 0.000, suggesting
that the scenes were found more socially engaging when osten-
sion and action accompanied each other (to form communica-
tive gestures). Direction and action also interacted significantly,
although to a somewhat lesser extent: F(1, 19) = 7.2, p < 0.05,
and, finally, the factors showed a significant three-way interaction:
F(1, 19) = 10.1, p < 0.005 (see Figure 2).

STAND-ALONE EYE-TRACKING RESULTS
The analysis of participants’ eye-movements (saccade veloc-
ity) related to the conditions showed some significant effects.
The main effect of direction yielded an F ratio of F(1, 10) = 8,
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p < 0.05, suggesting that participants generally displayed more
saccading behaviors in the diverted conditions (M = 0.31,
SD = 0.09) than in the direct (M = 0.29, SD = 0.08). The
main effect of action was also found significant: F(1, 10) = 19.2,
p < 0.005, indicating that participants made more saccades in
the action (M = 0.32, SD = 0.09) than the no-action conditions
(M = 0.29, SD = 0.08). The main effect of ostension and all
interaction effects were non-significant.

The analysis of pupil diameter changes also showed signifi-
cant effects. The main effect of ostension yielded an F ratio of
F(1, 10) = 5.2, p < 0.05, indicating pupil dilation (measured in
pixels) in response to ostensive cues (M = 78, SD = 10.7) rel-
ative to non-ostensive scenes (M = 77.7, SD = 10.6). Likewise,
the main effect of direction was found significant: F(1, 10) = 18.4,
p < 0.005, suggesting dilation in response to direct perspec-
tive (M = 78.4, SD = 10.8) relative to diverted perspective
(M = 77.3, SD = 10.5). The main effect of action had no effect
on pupil size and all interaction effects were non-significant
(see Figure 3).

fMRI RESULTS
As predicted, the positive main effect of ostension signif-
icantly modulated activity in regions associated with Joint
Action/Attention, i.e., the ROI in right pSTS [peak voxel: MNI
(48, −38, 0)]. However, no above threshold activations were
found in ROIs associated with ToM and MNS (i.e., mPFC, rTPJ,
rIFG, and rIPL) (see Figure 4A and Table 1). In contrast, the neg-
ative main effect of ostension was found significant in a number
of ROIs related both to ToM and MNS: mPFC [peak voxel: MNI
(6 42 0)], rIPL [MNI (54, −48, 38)], and rIFG [MNI (44, 36, 28)]

(see Figure 4B and Table 1). No significant effects were found in
the rTPJ and pSTS for this contrast.

The main effect of direction (both positive and negative) did
not modulate activity in any of the predefined ROIs. However,
explorative whole-brain analysis revealed activity in early visual
areas (V1) possibly related to participants’ increased eye move-
ments in this condition (see section “Stand-Alone Eye-Tracking
Results” above). These results will thus not be considered any
further.

The positive main effect of action elicited significant activity
in a number of ROIs relating to the MNS and Joint Action: right
pSTS [peak voxel: MNI (52, −48, 2)], rIPL [MNI (42, −44, 52)],
and rIFG [MNI (58, 30, 30)] (see Table 1). However, ROIs asso-
ciated with ToM (mPFC and rTJP) did not give significant
results. The negative main effect of action did not show any
effects. Likewise, none of the interaction effects showed signifi-
cant results.

Eye-movement corrected fMRI results
When factoring in parametric modulations expressing par-
ticipants’ relative eye-movements, activation patterns largely
resemble the results from the analysis above. This indicates
that the results reported in Table 1 are not confounded by
condition-related differences in participants’ eye-movement pat-
terns. However, the overall statistical strength is considerably
weaker, possibly due to the reduced number of participants enter-
ing this analysis (full data sets could only be obtained from 11
participants). The positive main effect of ostension was significant
in right pSTS [peak voxel: MNI (46, −40, 6)], but not in any of
the remaining ROIs. The negative main effect of ostension did not
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FIGURE 4 | Results of the fMRI ROI analysis for the ostensive

condition. Left column: brain maps depicting differential BOLD responses
evoked by ostension (+/−) in relevant ROIs. Right column: bar plot of peak
voxel contrast estimates for the positive and negative main effect of
ostension in each of the ROIs. Error bars express 90% confidence intervals.
(A) in the positive main effect of ostension, higher BOLD responses were
found in rpSTS, an area related to fine temporal integration and adaptation
(e.g., in the context of joint action). (B) in the negative main effect of
ostension, higher BOLD responses were found in rIFG and rIPL, areas often
associated with the mirror neuron system, and in the mPFC, often
associated with theory of mind/mentalizing. ∗p < 0.05 (FWE-corrected).

Table 1 | fMRI results (ROI analysis).

Putative anatomical regions Z -scores Coordinates

x y z

OSTENSION > NON-OSTENSION

pSTS (right) 4.61 48 −38 0

NON-OSTENSION > OSTENSION

IPL (right) 3.86 54 −48 38

IFG/MFG (right) 3.23 44 36 28

mPFC 2.99 6 42 0

ACTION > NON-ACTION

pSTS (right) 7.78 52 −48 2

IPL (right) 4.19 42 −44 52

IFG/MFG (right) 5.16 58 30 30

Main effects of experimental conditions (t-statistics) thresholded at p < 0.05

(FWE corrected for multiple comparisons).

Table 2 | Eye-movement corrected fMRI results (11 participants).

Putative anatomical regions Z -scores Coordinates

x y z

OSTENSION > NON-OSTENSION

rpSTS p < 0.000, corrected 4.36 46 −40 6

NON-OSTENSION > OSTENSION

rIPL p = 0.01, uncorrected 2.34 54 −48 48

mPFC p = 0.005, uncorrected 2.57 14 28 −2

ACTION > NON-ACTION

rpSTS p < 0.000, corrected 4.37 46 −42 6

rIPL p = 0.01 corrected 3.52 38 −44 48

rTPJ p = 0.01 corrected 3.53 50 −64 20

Main effects of experimental conditions (t-statistics).

give any above threshold activity. However, an exploratory low-
ering of significance thresholds revealed strong trends in mPFC
[MNI (14, 28, −2), p = 0.005, uncorrected] and rIPL [MNI
(54, −48, 48), p = 0.01, uncorrected] (see Table 2). No results
were found in pSTS, rTPJ and rIFG.

The main effect of action was found to significantly modulate
activity in right pSTS [MNI (46, −42, 6)], in rIPL [MNI (38, −44,
48)], and the rTPJ [MNI (50, −64, 20)] (see Table 2). No effects
were found in the remaining ROIs and for the negative main effect
of action. Likewise, none of the interaction effects reached above
threshold significance.

DISCUSSION
Which brain structures facilitate contingent complementary
coordination between interacting individuals? This study
attempts to make an experimental contribution to current
disputes concerning the foundations of social interaction.
Based on recent directions in philosophy of mind and complex
systems approaches we argue that social interaction may be
conceptualized as a collective, interpersonal phenomenon con-
stituted by multi-modal intersubjective coordination processes.
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This approach departs from ToM and MNS based frameworks,
where interaction is founded on or extrapolated from individual
processes of social observation, and it allows for specific predic-
tions regarding individual brain activity during social interaction.

Participants were presented with dynamic situations that
afforded different styles of social perception. In some situa-
tions, an actor “privately” manipulated objects in a non-ostensive
context, while in others object gestures were accompanied
with interaction-initiating, ostensive cues. Our results demon-
strate that the ostensive contextualization of action radically
altered the perceptual attitude of participants. While the non-
ostensive scenes called for an observational attitude concerned
with “understanding” the actions and intentions of the actor,
the ostensive act of placing an object for or showing an object
to someone strongly affords complementary completion by the
recipient. The non-ostensive and ostensive scenes thus engage
the participants in fundamentally different ways as “observational
bystanders” or as “potential interactive recipients.” While the
first type of situation (social observation) can be fully described
on the level of individual cognition (mental inference of sim-
ulation), the second (social interaction) is more appropriately
approached as a continuous adaptive coupling between minds
(Tylén and Allen, 2009; Hasson et al., 2012). We thus predicted
quite different behavioral and neurocognitive results for the two
conditions.

Participants’ ratings of the socially engaging character of stim-
ulus scenes confirm such predictions. Overall, the scores suggest
that although the video stimuli are inherently unresponsive (com-
pared to “live” interaction), they successfully evoked feelings of
social contingency in the participants. By far the strongest result
is obtained for the positive main effect of ostension, followed by
action. Curiously, and contrary to our expectations, the effect
of direction is substantially weaker, indicating that the recipient
design (“facing you” vs. “facing someone else”) is less impor-
tant for the participants’ experience of social engagement with
the displayed actor. However, there are strong interaction effects
indicating that direct perspective matters for the ostensive condi-
tions while the effect is substantially weaker for the non-ostensive
conditions (see Figure 2).

Analogous results are found for the fMRI brain imaging
data. Among the pre-defined regions of interest, the rpSTS was
most strongly activated by scenes affording social responsive-
ness. In these scenes, an actor looked up and made interaction-
initiating ostensive cues (eye contact, eyebrow flashes and nods).
The rpSTS area has been repeatedly associated with eye-gaze
(Allison et al., 2000; Pelphrey et al., 2004). In a related study,
Redcay et al. (2010) suggested that uncontrolled condition
related differences in participants’ eye-movement patterns could
potentially confound their findings. However, we employed in-
scanner eye-tracking to test for eye-movement related effects.
Analyses of saccade velocities did not show significant dif-
ferences for ostensive/non-ostensive conditions. Beside, when
participants’ eye-movements were factored into the fMRI anal-
ysis, results related to rpSTS were not influenced. Our findings
relating interactive conditions to activity in the pSTS can there-
fore not be explained simply by differences in participants’ eye
movements.

Other studies have indicated that rpSTS may be particularly
sensitive to gaze direction, such as the distinction between direct
and averted gaze (Kuzmanovic et al., 2009; Ethofer et al., 2011).
In our study, we modulated the body orientation of the actor, so
that she/he was either facing the participant or presented from
a slightly averted perspective. Contrary to our expectations, we
did not find any modulations of the rpSTS related to this contrast
(we had expected direction to interact with ostension). In fact,
similar to the behavioral stimulus ratings, the body orientation of
the actor showed relatively weak effects. In sum, the rpSTS effects
found in this study cannot be reduced to stimulus-induced dif-
ferences in participants’ eye-movement patterns or effects related
to the actors’ body and gaze directions. Instead, they suggest that
rpSTS activity may be related to a socially interactive contextual-
ization of the scene as a whole whether or not the participant was
addressed as the intended recipient of the act.

Interestingly, pupillometric analyses showed a strong main
effect of direction. When the actor was oriented toward the exper-
imental participant, we recorded stronger pupil dilations relative
to diverted orientations. Similar (although slightly weaker) effects
were found for ostension. Pupil dilation has been reported as a
reliable marker of low-level emotional arousal related to the sym-
pathetic nervous system (Laeng et al., 2012) and has likewise been
shown to provide a sensitive index of subtle and complex cogni-
tive and affective processes (Partala and Surakka, 2003; Granholm
and Steinhauer, 2004). The pupillometric findings in this study
are thus taken in support of our predictions: actors’ ostensive cues
and direct body orientation induce participants with increased
levels of attentional alertness due to affordances for comple-
mentary responsive action. It should be noted that although the
activation of rpSTS does not follow the same pattern as the pupil
dilations (rpSTS seems insensitive to direction), we cannot fully
exclude the possibility that arousal rather than complementary
interactive dynamics drives some of the brain activation patterns
in this study.

Together, the findings can inform discussion between differ-
ent models of social cognition. While many “observational” social
cognition tasks rely solely on participants to internally represent
other agents’ behaviors, intentions and beliefs, social interaction
is more appropriately depicted as a continuous contingent cou-
pling between two or more individuals (Hasson et al., 2012).
Right pSTS has been reported in a number of studies contrasting
situations where participants solve tasks relying on continuous
coordination with external social stimuli with situations where
they solve tasks purely based on internal reasoning processes
(Iacoboni et al., 2001; Newman-Norlund et al., 2008; Noordzij
et al., 2009; Wyk et al., 2009; Redcay et al., 2010; Carter et al.,
2011). A subset of these studies (Newman-Norlund et al., 2008;
Noordzij et al., 2009; Redcay et al., 2010) even facilitated live
contingent interaction between experimental participants lying
in the scanner and cooperative partners in the control room in
cooperative tasks. It should be noted that—based solely on our
data—we cannot exclude the possibility that the rpSTS effect
found in our study reflects a mentalizing strategy. Following
the work of e.g., Gergely and colleagues (Csibra and Gergely,
2009; Southgate et al., 2009), ostensive cues can act to direct
and enhance attention to a subsequent behavior and thereby
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facilitate “understanding of the social goal” of the agent. However,
considering the growing literature associating the rpSTS with
contingent social interaction, we favor the interpretation that the
effect relates to the socially engaging affordances of the osten-
sive stimulus scenes evoking a strong inclination to respond in
complementary ways (Sartori et al., 2012).

Interestingly, when participants were confronted with non-
ostensive scenes featuring an actor “privately” manipulating
objects, we found increased activation of areas normally associ-
ated with ToM (mPFC) and MNS (rIPL and rIFG). We notice
that although the frontal component of our MNS mask was cen-
tered in the IFG (see section “Materials and Methods” above),
the activation peak found in our study is slightly more anterior
and thus rather resembles findings from Weissman et al. (2008)
relating social observation to the DLPFC. In contrast to the rIPL
activation, we will thus not make any strong claims about this
frontal component in relation to the MNS. However, our find-
ings suggest that the effects found in ToM and MNS related areas
could be explained by reference to the quite different affordances
of the control stimuli. The non-ostensive character of these scenes
frames the participant as an observing bystander making sense of
the scenes rather than responding to them. This form of “social
observation” does not to the same extent depend on fine temporal
coupling and coordination with the external social environment.
Rather, it can be characterized as a decoupled process relying on
inferential reasoning (mentalizing) and mental action simulation.

It has been argued that the MNS is indeed sensitive to
socially complementary action affordances (Newman-Norlund
et al., 2007). While an interesting TMS study could be interpreted
in favor of this account (Newman-Norlund et al., 2010), other
evidence is more mixed. We thus notice that in a study from
the same lab, the strongest effect of complementary actions was
seemingly found in the rpSTS (Newman-Norlund et al., 2008).
Furthermore, other researchers have not been able to replicate
the MNS findings for complementary actions (Kokal et al., 2009;
Ocampo et al., 2011).

The differential activation and deactivation patterns found
for interaction vs. observation conditions seem to resonate with
findings on intrinsic variability of macroscopic networks associ-
ated with attention and social-cognitive action control. Indeed,
evidence suggests that the neural apparatus supporting social
observation (in particular mPFC and IPL) are directly inhibited
by tasks requiring high cognitive demand and focused atten-
tion (Raichle et al., 2001; McKiernan et al., 2003; Spreng et al.,
2009; Allen and Williams, 2011). Similarly, the continuous track-
ing and contingent responding required of social interaction may

necessitate going “online” to the extent of actually de-activating
networks associated with ToM and self-related cognition (Fox
et al., 2005; Schilbach et al., 2008; Andrews-Hanna et al., 2010).

We also found a number of our regions of interest to be
modulated by the positive main effect of action. In particular, sig-
nificant activation was found in rIFG, rIPL and the rpSTS, while
no effect was found in rTPJ and mPFC. While the activation of
MNS related regions (rIFG and rIPL) is possibly related to par-
ticipants’ mirroring of displayed actions, we speculate that the
ostensive properties of the object gestures themselves observed
in the behavioral study (stimulus ratings) might account for the
rpSTS component finding.

CONCLUSION
The current study contrasted brain activity elicited by short
videos, which evoked in the participants observational social
cognition and interactive social cognition. The difference was
triggered by the presence of ostensive cues, which open a channel
of communication and interaction. Observational social cogni-
tion differentially evoked activity in regions hitherto associated
with Theory of Mind (mPFC) and the Mirror Neuron Systems
(IPL, IFG). Interactive social cognition differentially evoked activ-
ity in right posterior STS, a region known to be involved in
continuous fine-grained temporal navigation and integration
of stimuli. Brain imaging findings are supported by behavioral
tests showing that participants found interactive conditions more
socially engaging and pupillometric analyses indicating higher
levels of arousal (pupil dilation) for interactive than observational
conditions.

Our findings demonstrate that very simple cues may shift
both the experience of participants and the brain activity associ-
ated with social cognition between an observational mode and an
interactive mode. The identification of a distinct interactive mode
of social cognition opens a new avenue for research on social cog-
nition, both under normal conditions and in clinical disorders,
such as autism and schizophrenia, characterized by disturbances
in social cognition.
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When established communication systems cannot be used, people rapidly create novel
systems to modify the mental state of another agent according to their intentions.
However, there are dramatic inter-individual differences in the implementation of this
human competence for communicative innovation. Here we characterize psychological
sources of inter-individual variability in the ability to build a shared communication
system from scratch. We consider two potential sources of variability in communicative
skills. Cognitive traits of two individuals could independently influence their joint
ability to establish a communication system. Another possibility is that the overlap
between those individual traits influences the communicative performance of a dyad.
We assess these possibilities by quantifying the relationship between cognitive
traits and behavior of communicating dyads. Cognitive traits were assessed with
psychometric scores quantifying cooperative attitudes and fluid intelligence. Competence
for implementing successful communicative innovations was assessed by using a
non-verbal communicative task. Individual capacities influence communicative success
when communicative innovations are generated. Dyadic similarities and individual traits
modulate the type of communicative strategy chosen. The ability to establish novel
communicative actions was influenced by a combination of the communicator’s ability to
understand intentions and the addressee’s ability to recognize patterns. Communicative
pairs with comparable systemizing abilities or behavioral inhibition were more likely to
explore the search space of possible communicative strategies by systematically adding
new communicative behaviors to those already available. No individual psychometric
measure seemed predominantly responsible for communicative success. These findings
support the notion that the human ability for fast communicative innovations represents a
special type of complex collaborative activity.

Keywords: social cognition, joint action, tacit communication game, interactive intelligence, cooperation

INTRODUCTION
Human communication relies heavily on complex skills acquired
early in life (i.e., language), but we are also endowed with the
ability to build new communicative systems from scratch when
necessary. Dramatic examples of the latter ability are “home-sign”
systems that can be developed by deaf children of hearing par-
ents who have been deprived of access to conventional language
(Goldin-Meadow, 2003; Senghas et al., 2004; Sandler et al., 2005).
More mundane and pervasive examples are given by daily-life
situations where we can communicate without any pre-existing
conventions, as when signaling to others out of earshot or with-
out a common idiom. It has been argued that this ability to infer
each other’s intentions during interactions is not limited to special
and contrived situations, or to the establishment of new com-
municative systems; rather, this ability represents an interactional
intelligence which is one of the hallmarks of human cognition
(Levinson, 1995).

Early descriptive studies of dialog (Clark and Carlson, 1982;
Clark, 1996) as well as more recent systematic investigations
(Galantucci, 2005; Selten and Warglien, 2007; Newman-Norlund

et al., 2009; de Ruiter et al., 2010) indicate that human
communicators can readily create a new shared semiotic system
under a variety of constraints. Yet, it is also evident that there
is great variation in the manner and the efficiency with which
different pairs solve the same communicative challenge (Clark,
1996; Galantucci, 2005; de Ruiter et al., 2010). The aim of the
present study is to characterize psychological sources of inter-
individual variability in communicative skill, operationalized as
the ability to build a new shared communication system. This
study was triggered by the suggestion that the large inter-subject
variability in successfully setting up a new communication sys-
tem might be related to a specific trait, namely the co-operative
attitude of individuals (Steels, 2006). However, it is also conceiv-
able that, in the specific context of communicative interactions
based on visuospatial material (e.g., Galantucci, 2005; de Ruiter
et al., 2010), communicative success could also be explained by
the ability to deal with complex spatial problems. In this study,
we systematically investigate those possibilities using measures
of empathizing and systemizing abilities (Wheelwright et al.,
2006), affinity for complex thought (Cacioppo et al., 1984) and
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capability to deal with complexity (Raven, 2000). We reasoned
that inter-individual variability in communicative skills could
emerge from either domain-general or domain-specific cognitive
abilities, and be driven by either complementary or overlapping
cognitive profiles of the communicators. First, if variability in
communicative skills is related to general-purpose cognitive abil-
ities, then abilities deployed across a variety of cognitive domains
should account for a large portion of inter-individual variabil-
ity in communicative skill. Alternatively, the ability to build a
new shared communicative system might rely on a specialized
communicative skill, previously labeled as “interactional intel-
ligence” (Levinson, 2006) or “cultural intelligence” (Herrmann
et al., 2007), a competence also studied in recent experimen-
tal work on the evolution of shared communicative systems in
humans (Kirby et al., 2008; Scott-Phillips et al., 2009, 2012).
In this perspective, inter-individual variations in communicative
skill would be only marginally related to other general-purpose
cognitive abilities, but share some sources of variance with social
abilities required for engaging in collaborative activities (Melis
et al., 2006). Second, given that communication is a joint con-
struct of interacting agents, it appears relevant to examine how
the psychometric profiles of each communicator in a pair influ-
ence communicative performance. For instance, there could be
dissociable individual traits that significantly support success-
ful communication. Alternatively, it might be that the success
in establishing new shared communication systems is not deter-
mined by the individual abilities per se, but by the overlap between
the abilities of individuals within a communicative setting.

In this study, we quantified inter-individual variations in
communicative skill by means of a controlled and validated
experimental setting, the Tacit Communication Game (TCG)
(Newman-Norlund et al., 2009; Noordzij et al., 2009; de Ruiter
et al., 2010). The TCG is an online, interactive, non-linguistic
communicative task in which two players have to jointly recreate
a simple goal configuration of two geometrical objects (e.g., cir-
cles and triangles) located in a three by three grid (Figure 2). The
crucial element of this game is that only one player (the sender)
initially sees this goal configuration, while the other player (the
receiver) does not. Therefore, solving the game requires that the
sender communicates to the receiver where and how his object
should be positioned in the grid. This game allowed us to dis-
tinguish the creation of new communicative behaviors from the
utilization of pre-established conventions. More precisely, sub-
ject pairs started by solving a set of communicative problems
(labeled as OLD trials) such that every pair had established a suc-
cessful, shared communicative rule. Afterward, these OLD trials
were intermixed with NEW communicative problems, i.e., com-
municative problems in which new shared conventions needed
to be established. This experimental design allowed us to exam-
ine individual differences specifically related to the ability to
generate new, non-linguistic communicative conventions, hav-
ing controlled for the ability to implement and exploit previously
established conventions in the same task settings. Namely, indi-
vidual differences in performance of the TCG can be quantified
by the speed and accuracy with which participant pairs jointly
succeed in matching the goal configuration during the NEW
trials. The behavior of the senders can also be further classified

according to the type and number of strategies they use to com-
municate to the receiver. These strategies can then be classified
in terms of their success. For instance, it is possible that two
pairs achieve similar communicative success by using very dif-
ferent communication strategies, or by varying their strategies
in different manners. Therefore, we examine whether particular
communication styles can be associated with specific individual
traits. Finally, alignment accounts of dialog predict that com-
municative skill is mainly determined by the overlap between
the situation models of the interactants (Pickering and Garrod,
2004). Therefore, we considered the overlap between individ-
ual traits of a communicative pair, comparing TCG performance
with the absolute difference between the score of the sender and
receiver within a pair (“mismatch score”) across a set of psycho-
metric measures. If novel communicative conventions are more
readily established between individuals that are more alike, then
there should be a negative relation between this mismatch value
and the performance measures.

We considered a set of parameters that have been previously
validated and used to characterize various cognitive and social
abilities. These parameters were chosen on the basis of the follow-
ing considerations. First, when solving a communicative problem,
people need to identify not only what is ambiguous according to
their viewpoint, but also what is ambiguous to their communica-
tive partner. These might be different components of the problem.
This aspect of interactive intelligence resembles abilities that have
been proposed in the human emotional domain. For instance,
empathy refers to the ability to identify other’s feelings and emo-
tions and to respond to these in an appropriate way. It could be
that highly empathic individuals are better able to establish new
communicative conventions. The empathizing quotient (EQ) is
one way to measure empathy (Baron-Cohen and Wheelwright,
2004). Another empathy scale is the interpersonal reactivity index
(IRI) of Davis (1980). This questionnaire consists of four sub-
scales, each considered to capture an important aspect of empa-
thy. Systemizing abilities have been proposed as being somehow
orthogonal to empathy, and these abilities can be measured using
the systemizing quotient revised (SQ-R) (Wheelwright et al.,
2006). Interpreting the behavior of others through a set of rules
(i.e., using a systemizing approach) might be counterproductive
when establishing communicative conventions, and this would
result in a worse TCG performance. Second, resolving a commu-
nicative ambiguity in the TCG often requires the generation of
novel semiotic conventions. This implies an understanding that a
new situation has actually arisen, requiring to implement com-
municative actions that fall outside an existing repertoire. The
speed and extent of this realization might be related to the sub-
jects’ affinity for understanding intentions, as measured using
the need for cognition scale (NCS) (Cacioppo et al., 1984; Evans
et al., 2003). This suggests that individuals high in need for cog-
nition might appreciate communicative ambiguities earlier and
thus be more successful in establishing novel communication sys-
tems. A related cognitive trait relevant for communication could
be the ability to recognize patterns within a given problem, as
captured by Raven’s progressive matrices (Raven, 2000). Third,
we considered two general psychometric measures of cognitive
style. The cognitive style indicator (COSI) is a questionnaire
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that measures different styles in planning, knowing, and cre-
ating (Cools and Van den Broeck, 2007). Behavioral inhibition
and behavioral activation scales (BIS/BAS) (Carver and White,
1994) index motivational influences, e.g., sensitivity to punish-
ment (leading to anxiety about conveying the wrong message
to the communicative partner) and to reward (enhancing the
drive toward generating situations in which positive feedback
prevails).

MATERIALS AND METHODS
PARTICIPANTS
We tested 54 participants. They were right-handed male students
(18–27 years), with normal or corrected to normal vision. This
group of participants was selected from a larger pool of 285 sub-
jects, contacted by means of e-mails and flyers, who completed
two questionnaires, the EQ and SQ-R (Wheelwright et al., 2006),
on an online website. The information provided by the students
at this website was protected according to the Dutch Personal
Data Protection act. If a student had prior knowledge about the
questionnaires, he was excluded from the selection. Subjects were
selected according to their EQ and SQ-R scores, in order to obtain
a group of participants uniformly spread over the EQ and SQ-R
spectrum. The EQ and SQ-R scores of the participants are shown
in Figure 1.

The participants were assigned into 27 communicative pairs,
arranged in order to cover different combinations of EQ and
SQ-R scores. Because type S contained the largest group and
we wanted to obtain a good spread, we further divided type
S into two sub-groups by introducing an extra boundary in
the middle of type S. Pairs were then generated by randomly
choosing participants from two different types out of the five
categories. All participants gave informed consent according
to the institutional guidelines of the local ethics committee
(CMO region Arnhem-Nijmegen, The Netherlands). The partic-
ipants received a financial payment or course credits for their
participation.

FIGURE 1 | The EQ and SQ-R scores of the participants with the

boundaries of different types according to Wheelwright et al. (2006).

QUESTIONNAIRES
We considered seven psychometric questionnaires, requiring
forced-choice responses. Two questionnaires (EQ and SQ-R) were
administered through a website, during subjects selection (see
above), one to six months before performance of the TCG (Part I).
Two questionnaires (Raven, NCS) were administered in the labo-
ratory immediately after performance of the TCG (Part II). Three
questionnaires (IRI, COSI, BIS/BAS) were administered at home,
approximately 8 months after performance of the TCG (Part III).
Part III of the experiment was conducted by forty participants (20
senders, 15 complete pairs) who returned the questionnaires.

Details on the construction of the EQ and SQ-R can be found
in Baron-Cohen and Wheelwright (2004) and Wheelwright et al.
(2006). The NCS consisted of 18 statements. Details on the con-
struction of the NCS can be found in Cacioppo et al. (1984). All
three questionnaires were translated to Dutch. The Raven’s test
(Raven et al., 1995) consisted of 36 items and the participants had
20 min to work on them. With the use of an example item, it was
explained to the participants that they needed to find the missing
design of a particular sequence of designs. Details on the con-
struction of the IRI can be found in Davis (1980), of the COSI in
Cools and Van den Broeck (2007) and of the BIS/BAS in Carver
and White (1994).

PROCEDURES AND MATERIALS
The experiment was structured in three-parts. Part I was the
web-based subject selection (see above). Part II took place at the
Donders Institute for Brain, Cognition and Behaviour (Nijmegen,
The Netherlands) and it consisted of a TCG training session, a
TCG testing session, and a psychometric session, in this order.
Part III involved completing three more questionnaires (IRI,
COSI, BIS/BAS; see above). In the following sections we focus on
the procedures of Part II. During the TCG training session (dura-
tion: 30 min), subjects were familiarized with the TCG. During
this session, each communicative pair generated and learned
a communicative rule for solving a set of TCG problems (see
below). During the TCG testing session (duration: 40 min), each
communicative pair solved both learned and new TCG problems.
During the psychometric session (duration: 30 min), subjects
were administered the Raven’s test and the NCS in consecutive
order. Below we elaborate on the procedures followed during the
TCG training and testing sessions. In both sessions, the partic-
ipants could not see or hear each other. Each participant used
Logitech hand-held controllers to move an object shown on a
computer monitor. The four face buttons of the controller were
used for movements to the left, right, up, and down, two shoulder
buttons were used to rotate the token clockwise and counter-
clockwise, and another shoulder button was used as a start
and end button. The TCG was programmed using Presentation
version 10.1 and was run on a Windows XP personal computer.

TCG training session
The TCG training session was structured in three sub-sessions,
sequentially presented. First, the participants were individually
familiarized with the experimental setup (40 trials). Namely, each
participant saw a blue triangle (the target) with a random rota-
tion at a certain location on the game board. After the participant
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FIGURE 2 | A timeline corresponding to the sender’s and receiver’s

observations and actions during the OLD trials. The sender and the
receiver saw the images presented in the left and right column, respectively.
A trial started with a fixation point presented on the screen (#1). After 2 s the
game board and the tokens appeared (#2). Then the goal configuration was
shown to the sender, and not to the receiver. The goal configuration
consisted of two tokens inside the game board (#3). The sender had
unlimited time to look at the goal configuration and plan his moves. After the
sender pressed the start button, all tokens disappeared and the sender’s
token appeared in the center of the game board (#4). The sender had 5 s to

move his token within the game board (#5, 6). A yellow bar under the
receiver’s token indicated that the 5 s had passed and the receiver could start
to move (#7). The receiver had unlimited time to plan his moves. After the
receiver pressed his start button, his token appeared at a random location on
the game board (with the exclusion of the goal positions of either sender or
receiver) (#8). After the first move, the receiver had 5 s to move within the
game board (#9). When the receiver finished within 5 s, he could end his turn
by pressing the start button. The participants received visual feedback about
their performance (#10). A green rectangle indicated a correct match with the
goal configuration, a red rectangle an incorrect match.
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pressed the start button, the target disappeared from the game
board, and a triangle that pointed upward appeared in the cen-
ter of the game board (player’s token). The participant had to
position his token in the location and orientation of the target
previously shown, by pushing the appropriate buttons on the
hand-held controller. After the participant matched the target
with his token, a new target was shown, in a pseudo-randomly
chosen position and orientation on the game board.

Second, the participants were jointly introduced to the basic
procedures of the TCG (10 trials). Each participant of a commu-
nicative pair was assigned the role of either sender or receiver,
and he kept this role during the remainder of training and
testing sessions. During this training sub-session, the partic-
ipants were asked (by means of written instructions) to use
their tokens to match the targets configuration shown on the
game board (see Figure 4 for more details). On each trial, there
were two targets, one for each participant’s token. Each par-
ticipant could control only one token and the color of that
token remained the same throughout the experiment, blue for
the sender, red for the receiver. The tokens could have a cir-
cular, triangular, or rectangular shape. Crucially, during this
training sub-session, both participants could see the targets
configuration.

Third, the participants were jointly introduced to the com-
municative aspects of the TCG (at least 25 trials). This training
sub-session was identical to the second sub-session, apart from
one important difference, namely only the sender could see the
targets configuration. Each communicative pair was informed
about this change with written instructions. This change meant
that, to successfully complete a trial, the sender had to com-
municate to the receiver the location and in some cases the
orientation of the receiver’s token. Given the structure of the TCG,
the sender could communicate this information to the receiver
only by moving his own token around the game board. The sender
was encouraged to think how to do so before pressing the start
button.

If a communicative pair made a mistake during the last ten
trials of this training sub-session, they had to complete ten extra
trials until they had performed ten correct trials sequentially. This
type of communicative problems was labeled as OLD, since by the
end of this training sub-session each communicative pair was suc-
cessful in solving these problems with a consistent communicative
strategy.

TCG testing session
To investigate the establishment of new shared communicative
actions, we compared a situation in which communicative rules
were already established (OLD problems) with a situation in
which a communicative rule was yet to be established (NEW
problems). During the testing session the pair played a version
of the TCG consisting of such OLD and NEW trials. The old tri-
als of this session were similar to the OLD trials of the third part
of the training session. The similarity was based on the fact that
the same communicative strategy could be applied. In contrast,
the NEW trials entailed different problems. Namely, the sender
had to indicate both location and rotation of the receiver’s token
with his own token, although the shape of the sender’s token

contained less rotation possibilities than the shape of the receiver’s
token (see Figure 6). This forced the pair to invent novel commu-
nicative strategies in order to have a successful trial. There were
four different shape combinations for the OLD and for the NEW
problem. These shape combinations made it possible to create dif-
ferent situations that had to be communicated. The differences
between the combinations were created by giving the players dif-
ferent tokens and by letting the triangle, when using this token,
point to the inside or outside of the game board. For instance,
when the receiver’s triangle is pointing to the inside of the game
board, the sender could move his token to the neighboring grid
following the pointing direction of the receivers token. If the
receiver’s triangle was pointing to the outside of the game board,
the sender could not use the strategy described above to indi-
cate the rotation of the token. In this situation another strategy
is needed to unambiguously signal the goal configuration to the
receiver.

At the start of the testing session, the players received a short
written instruction with a summary of the most important game
features experienced during the previous training session. These
points were: only the sender can see the goal configuration; after
pressing the start button you have 5 s to move; both location and
rotation of the token need to be correct; try to be quick, but more
importantly try to get as many trials correct as possible; press the
end button after you have finished moving your token (for the
receiver only).

The experimental session contained 84 trials; half were OLD
trials, half were NEW trials. No more than either three OLD or
three NEW trials were presented sequentially. For the OLD trials,
the presentation of the shape combinations was intermixed. For
the NEW trials, there were four shape combinations (Figure 3),
presented in succession. When a pair solved four NEW trials
from one shape combination consecutively, it was assumed that
the pair had developed a consistently successful communicative
strategy for that trial type. Accordingly, problems with this shape
combination were not presented further. If a pair solved three
of the NEW shape combinations, then trials with the fourth
shape combination were presented until the end of the testing
session.

FIGURE 3 | Examples of goal configurations from different

communicative problems and the corresponding shape combinations.

The tokens are matched in shape for OLD and NEW problems, but with
different communicative roles. Note that in shape combination three, the
triangle is pointing toward the game board, whereas in shape combination
four the triangle is pointing away from the game board.
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DATA ANALYSES
Psychometric measures
Group differences between psychometric scores of senders and
receivers were assessed with a One-Way ANOVA. The relations
between the psychometric scores of each subject were investigated
by means of bivariate correlation analyses.

The relation between psychometric scores of participants
within a pair was quantified by means of a difference score
(defined as the absolute value of the difference between sender
and receiver scores), an indicator of the similarity of the two indi-
viduals that constitute a pair. Lower difference scores reflect larger
similarities on that particular psychometric test.

TCG performance
For each pair, we considered two indices of TCG performance, i.e.,
mean accuracy across the testing session, and its rate of change.
The mean accuracy of each pair was analyzed using repeated-
measures ANOVA (threshold, p < 0.05) with problem type as
a factor (two levels: OLD and NEW). Change in performance
(learning rate) was analyzed using linear regression analyses, with
the log transformed trial number as independent variable (i.e.,
considering change in performance as following a logarithmic
profile). For each pair of participants, we calculated the slope of
change in performance over trials by considering the beta value
of the linear regression between the moving average of accuracy
(NEW problems only) and the log transformed trial number. A
moving average over four trials was used, but at the end points,
where there are less than four datapoints available, a moving
average over two trials was used.

We tested for the influence of communicative strategy by using
an ANOVA considering the effect of those strategies (categorized
as COARSE and REFINED, see section “Results” for a full descrip-
tion) on success rate and frequency of occurrence. Each trial was
replayed offline and categorized accordingly. We used repeated-
measures ANOVAs to test whether COARSE or REFINED strate-
gies influenced success rate and strategy occurrence.

Psychometric relations to TCG performance
To test whether the psychometric scores of the senders and
the receivers influence performance and strategy choice during
the NEW problems, linear regression analysis were performed.
First, only the psychometric scores assessed for all participants
(from part I and II) were included. Second, the psychometric
scores of part III were included as well (15 complete pairs).
The two measures of performance used as dependent variable
are the mean accuracy scores and the learning rate of each pair.
Strategy choice was defined by the occurrence of each strat-
egy group. An estimate of change in performance (standardized
beta value) was obtained by means of linear regression analyses
with accuracy (moving average) as dependent variable and trial
number (log transformed) as independent variable. The inde-
pendent variables (psychometric scores) were entered into the
linear regression model following a stepwise fashion, meaning
that only those independent variables that explained a significant
(and unique) part of the variance of the dependent variable were
entered into the model. The significant models (p < 0.05) are
reported.

Overlap/differences in psychometric profiles of participants
within each pair were quantified by creating “mismatch values”
for each psychometric measure, defined as the absolute difference
between the score of the sender and the receiver. Mismatch val-
ues of different psychometric scores were then entered in a linear
regression model following a stepwise inclusion procedure.

RESULTS
TCG PERFORMANCE
One pair was excluded from analyses because of their poor per-
formance on both OLD and NEW trials (79%, 0% correct,
respectively), indicating an inability in establishing and maintain-
ing a communicative system, especially on the NEW trials. The
idiosyncratic behavior of this pair is described in Box 1.

Mean accuracy scores showed a significant effect of problem,
F(1, 25) = 184.4, p < 0.001, with more errors for the NEW (mean
= 49% correct, SE = 3.5) than the OLD problems (mean =
95% correct, SE = 0.9). Figure 4 visualizes the changes in per-
formance during the game. Performance improved when solving
NEW problems, F(1, 40) = 35.2, p < 0.001, according to a loga-
rithmic profile. There was no significant change in performance
for the OLD problems, F(1, 40) = 1.0, p = 0.329.

During the NEW trials the pairs had to develop particular
strategies to convey a message about location and rotation of
the receiver’s shape. These communicative strategies were divided
into two main groups: COARSE, in which the desired rotation
of the receiver’s shape was indicated with little or no infor-
mation, and REFINED, in which more elaborate movements
indicated the rotation. The COARSE group consisted of three
strategies: (1) the sender indicated the position of the receiver’s
shape only, ignoring its rotation; (2) the sender used the direc-
tion in which he moved away from the middle of the game
board (sender’s start position) to the receiver’s target position
as a marker for the desired orientation of the receiver’s shape;
(3) the sender used the direction in which he moved away from
the receiver’s target position to his own target position as a
marker for the desired orientation of the receiver’s shape. The
REFINED group consisted of five strategies that explicitly indi-
cate the movement and rotation of the token; (4) the sender
moved to the receivers location, after which he moved one
square in the pointing direction and back to indicate the desired

Box 1 | Case study: What if the receiver does not pick up on

novel communicative actions?

The receiver of one pair did not understand that he had to turn, but
at the end of the experiment he did indicate that he knew he could
turn. He did not turn his shape in any of the trials. Starting from
the first NEW trial, the sender was using different strategies to
indicate to the receiver that he needed to turn. The sender used 6
different strategies, but strategy IV was used the most (25 of the
42 times). If the sender had a rectangle he would rotate it, but he
also moved along the whole row or column of the game board to
indicate a pointing direction.

The receiver had the lowest Raven score of all participants. This
corresponds with findings from other pairs, namely pairs com-
posed of a receiver with low fluid intelligence are less effective
at establishing a novel communicative system.

Frontiers in Human Neuroscience www.frontiersin.org November 2012 | Volume 6 | Article 310 | 563

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Volman et al. Sources of variability in human communicative skills

FIGURE 4 | Timecourse of task performance (accuracy, in %) over all

pairs.

rotation; (5) the sender first indicated the desired rotation of the
receiver’s token by moving in that direction (and back to the start-
ing position) before moving to the receiver’s location; (6) when
the sender had a rectangle token, he indicated the desired rotation
by rotating his rectangle the desired amount of rotations; (7) after
moving to the receiver’s desired position, the sender indicated
rotation by moving his token along the whole row or column
of the receiver’s goal position; (8) the sender indicated rotation
by imitating a rotation, namely moving his token along a square
across the whole board (e.g., one square up, one to the right, one
down and one to the left. We also considered two additional, inde-
pendent categories; (9) other idiosyncratic strategies observed for
a few trials only; (10) no definite strategy.

During the game, different pairs used different strategies, in
different proportions, as illustrated in Figure 5 for a few represen-
tative pairs. For instance, Pair 6 used a single strategy, consistently
and successfully. Pair 19 had difficulty in converging on a single
strategy. Other two pairs showed intermediate variability.

Some strategies had a higher success rate than others, and there
were also differences in the number of times a strategy was used
(Table 1). There was a significant correlation between accuracy
and occurrence for either strategy group (COARSE: r = 0.577,
p = 0.003; REFINED: r = 0.567, p = 0.008). This shows that the
higher the use of a given strategy, the better the pair’s performance
was. If the pairs only used the COARSE or only the REFINED

FIGURE 5 | The different strategies used by four pairs with respect to the NEW problem. The Roman numerals indicate different strategies, as described
in the main text.
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Table 1 | Mean and standard error of accuracy and frequency of

occurrence for different strategies.

Strategies Mean ACC Occurrence %

COARSE

I 0.20 17.0

II 0.93 3.7

III 0.91 3.2

REFINED

IV 0.53 41.0

V 0.93 3.9

VI 0.39 10.0

VII 0.39 6.4

VIII 0.76 1.9

OTHER

IX 0.67 8.0

X 0.09 4.9

Strategies are described in the main text.

convention, instead of both, then they solved more NEW trials,
r = 0.658, p < 0.001.

PSYCHOMETRIC RELATIONS TO TCG PERFORMANCE
Figure 6A shows that performance on the OLD problems was
consistently stable across pairs, whereas performance on the NEW
problem changed from pair to pair. This paper assesses whether
this considerable inter-subject variability can be accounted by dif-
ferent cognitive traits. The sender’s NCS scores and the receiver’s
Raven scores accounted for a significant portion of variance
in TCG performance [R2

(23)
= 0.286, β = 0.367, p = 0.042; β =

0.516, p = 0.006, respectively; see Figure 6B]. This indicates that
for the NEW problems, the best performing pairs were composed
of a sender with high’s need for cognition and a receiver with high
fluid intelligence. A comparison between change in performance
and psychometric scores showed that the higher the receiver’s
score on the Raven’s test, the faster performance increased on
NEW problems, R2

(24) = 0.155, β = 0.434, p = 0.027. This indi-
cates that the higher the receiver’s fluid intelligence, the quicker
the pair established a novel communication. Although, Figure 6C
might suggest the presence of an outlier, descriptive analyses do
not support this intuition, and excluding that datapoint (Raven
score of 13) from the analysis strengthen the statistical infer-
ence (R2

(23)
= 0.436, β = −0.678, p < 0.001). Furthermore, even

though the R2 of these analyses might appear numerically small,
in fact a correlation coefficient (R) around 0.10 is considered
to reflect a small association, and 0.30 a moderate correlation
(Cohen, 1988).

There was no significant relation for the sender. The pair’s
(dis)similarity did not influence overall performance or rate of
change.

To investigate the influence of individual cognitive traits on
usage of different communicative strategies, we considered the
occurrence of COARSE and REFINED strategies. There was a
negative relation between the Raven score of the senders and their
use of COARSE strategies, R2

(24)
= 0.205, β = −0.486, p = 0.012;

see Figure 6C. In other words, senders with high fluid intelligence
rarely used COARSE strategies.

Finally, we investigated the influence of the overlap in psy-
chometric profiles of participants within each pair on the usage
of different communicative strategies. This analysis was based on
the psychometric measurements of part III, completed by 15 pairs
only. Participants mismatch on the SQ-R and BIS scores decreased
the chances of using a REFINED strategy (SQ-R: R2

(12)
= 0.778,

β = −0.743, p < 0.001; BIS: R2
(12)

= 0.787, β = −0.377, p =
0.011). In other words, smaller within-pairs differences in system-
izing abilities and in sensitivity to negative cues lead to increased
frequency of REFINED strategies.

DISCUSSION
The aim of this study was to investigate the psychological traits
leading to inter-subject variation in communicative skills. We
operationalized communicative skill as the ability to build shared
communicative innovations. We describe qualitative and quanti-
tative indexes of communicative performance in pairs of partici-
pants engaged either in applying previously established commu-
nicative conventions, or in establishing new shared conventions.
Three observations indicate that the experimental procedures
were effective in capturing communicatively relevant variability
in subjects’ performance. First, when faced with new communica-
tive problems, subjects’ pairs progressed from communicative
failure (early in the experiment) toward mutual understanding
(late in the experiment). This improvement in communicative
performance occurred despite the expansion of the set of prob-
lems faced by the participants, as NEW trials were progressively
introduced, and previously established communicative conven-
tions might have become ineffective. Second, there were large
differences in the ability of the different pairs to establish shared
communicative strategies. Some pairs quickly established a novel
successful communicative strategy, while others had more diffi-
culty in doing this. Third, pairs differed in their inclination to
change communicative strategies during the course of the exper-
iment, a sign of mutual adjustment during social interactions
(Clark, 1996). Accordingly, we could test whether these differ-
ences in communicative skill were related to cognitive traits,
quantified through measures of empathizing and systemizing
abilities, behavioral inhibition, fluid intelligence, need for cogni-
tion, and cognitive style.

There are three main findings in this study. First, the ability of
a pair to successfully establish novel communicative actions was
influenced by a combination of the sender’s need for cognition
(NCS) and of the receiver’s Raven’s score. It is known that the
learning strategies of individuals with high NCS are more flexible
by virtue of being less biased by surface information (Cacioppo
et al., 1996; Ruiter et al., 2004). Here we show that this cognitive
trait is beneficial for supporting the introduction of a new com-
municative system, possibly in relation to finding a deep structure
robust to the continuously changing problems of the NEW tri-
als. In contrast, individuals with low NCS scores have reduced
intrinsic motivation to solve cognitive challenges and are more
likely to rely on others to find meaning in events and stimuli
(Cacioppo et al., 1984; Evans et al., 2003). These individuals have
more difficulties in introducing new communicative strategies,
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FIGURE 6 | (A) Mean accuracy scores for OLD and NEW problems for
each pair of participants. (B) Scatterplot of the relation between
performance during NEW trials, senders’ Need for Cognition score, and
receivers’ Raven score. (C) Scatterplot of the relation between frequency

of using a COARSE strategy and senders’ Raven scores. (D) Scatterplot
of the relation between frequency of using a REFINED strategy,
within-pairs SQ-R mismatch score, and within-pairs BIS mismatch
score.

as required from senders in the current experimental setting. A
slightly different set of cognitive traits were important to account
for communicative performance in receivers, and in particular
on the efficiency with which a new communication system was
established. Participants in this role were particularly effective
when they had a good fluid intelligence, as indexed by the Raven
questionnaire (Carpenter et al., 1990). Senders with high Raven
scores were also more likely to generate refined communica-
tive strategies. It appears that individuals with high Raven scores
are better equipped to generate and find analogical mappings
between actions and their underlying communicative intentions.

Second, pairs with comparable systemizing abilities or behav-
ioral inhibition were more likely to use refined communicative
strategies. More precisely, pairs with high systemizing scores and
particularly averse to negative feedback appear more likely to
explore the search space of possible communicative strategies
by systematically adding new communicative behaviors to the
available conventions, i.e., safely building on pre-existing behav-
iors rather than violate pre-existing conceptual pacts (Brennan
and Clark, 1996) by introducing subtle modulations of those
behaviors.

Third, measures of empathy and reward-related tendencies
(BAS) were not able to account for significant portions of inter-
subject variability in communicative performance. This negative
result complement the finding of a previous study that, using
a similar communicative challenge, reported a relation between
empathy scores and audience design abilities (Newman-Norlund
et al., 2009). Taken together, these results suggest that while
pro-social attitudes (approximately indexed by empathy) might
provide the motivational drive necessary for adjusting a com-
municative behavior to a given agent (Tomasello, 2008), other
general-purpose cognitive abilities (approximately indexed by
systemizing scores) might provide the computational tools neces-
sary to cope with the complexity of human communication (Van
Rooij et al., 2011).

INTERPRETATIONAL ISSUES
It might be argued that the findings of this study are not relevant
for understanding how humans try to modify the mental state
of another agent according to their intentions. For instance, the
same findings might have been obtained when the communicator
were interacting with an artificial agent producing a pre-defined
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set of behaviors. In fact, collateral evidence clearly indicate that
subjects engaged in this game consider the mental state of the
other participant, as indicated by the presence of audience design
effects (Newman-Norlund et al., 2009), elaborated repair mech-
anisms following communicative failures (Blokpoel et al., 2012),
sensitivity to the knowledge of the other participant (de Ruiter
et al., 2010), and involvement of brain areas associated with men-
talizing during planning and understanding the communicative
actions used in this game (Noordzij et al., 2009; Stolk et al., sub-
mitted). It might also be argued that this experimental setup lacks
a naturalistic interactive component, e.g., the continuous multi-
modal reciprocal feedback experienced during face-to-face social
interactions. In fact, the relatively slow dynamics of the task is
explicitly designed to capture one crucial element of commu-
nicative interaction, namely sharing meanings by producing and
interpreting behaviors extended over several seconds. However, it
remains to be seen whether the present results, obtained in the
context of this highly controlled experimental setup, generalize to
other communicative materials (e.g., linguistic and/or gestural),
and to situations where communicative roles can be frequently
exchanged, as during natural dialog.

CONCLUSION
We show that inter-individual variability in communicative skills
is partially accounted for by a number of cognitive traits.

Individual capacities influence communicative success, when
communicative innovations are generated, while dyadic similar-
ities as well as individual traits modulate the type of commu-
nicative strategy chosen. Given that no individual psychometric
measure was predominantly responsible for communicative suc-
cess, we infer that general-purpose cognitive abilities are unlikely
to fully account for human communicative skills. Existing indexes
of cognitive abilities fail to adequately capture elements of those
skills. Accordingly, it appears relevant to develop novel and
quantitative indexes of communicative skills, analogous to those
recently introduced to quantify social skills in children and non-
human primates (Herrmann et al., 2007), in order to measure
how the ongoing interaction between two adaptive agents can
generate relevant joint constraints (see also Riley et al., 2011).
The TCG used in this study might provide a simple platform
for quantifying communicative skills in humans. For instance,
it could be used to assess communicative capabilities of patients
with limited access to syntactic and/or semantic knowledge (e.g.,
Autism Spectrum Disorders, Williams Syndrome, Aphasia; see
Willems et al., 2011). The task might also be adapted to inves-
tigate the development of communicative capabilities in human
infancy (Stolk et al., submitted), and to measure neurophysiolog-
ical signals under experimentally controlled yet communicatively
relevant conditions (Newman-Norlund et al., 2009; Noordzij
et al., 2009, 2010).
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Both the ability to deceive others, and the ability to detect deception, has long been
proposed to confer an evolutionary advantage. Deception detection has been studied
extensively, and the finding that typical individuals fare little better than chance in detecting
deception is one of the more robust in the behavioral sciences. Surprisingly, little research
has examined individual differences in lie production ability. As a consequence, as far as
we are aware, no previous study has investigated whether there exists an association
between the ability to lie successfully and the ability to detect lies. Furthermore, only a
minority of studies have examined deception as it naturally occurs; in a social, interactive
setting. The present study, therefore, explored the relationship between these two
facets of deceptive behavior by employing a novel competitive interactive deception
task (DeceIT). For the first time, signal detection theory (SDT) was used to measure
performance in both the detection and production of deception. A significant relationship
was found between the deception-related abilities; those who could accurately detect a
lie were able to produce statements that others found difficult to classify as deceptive or
truthful. Furthermore, neither ability was related to measures of intelligence or emotional
ability. We, therefore, suggest the existence of an underlying deception-general ability that
varies across individuals.

Keywords: deception, deception detection, lying, signal detection theory, social cognition

INTRODUCTION
It is not uncommon to hear of “poachers turned gamekeepers”;
originally this referred to situations in which those who stole live-
stock from rich landowners would later become employed by the
same landowner to guard their livestock. A more modern exam-
ple relates to the case of the infamous confidence-trickster, Frank
Abagnale Jr., who is now an FBI financial fraud consultant. Those
who employ former “poachers” assume that people who are good
at breaking the law are good at detecting when others break the
law. This assumption is widespread, but at least in the case of
deception, there is no scientific evidence to suggest that good liars
are necessarily good lie detectors.

Although the existence of a “deception-general ability” (con-
ferring success in both lie production and detection) has not been
explored in the behavioral sciences, it has been suggested that skill
in both the production and detection of deception offers selective
advantages in human and non-human animals, and, therefore,
that each is subject to evolutionary pressure (Dawkins and Krebs,
1979; Bond and Robinson, 1988). Twin studies, in which monozy-
gotic and dizygotic twins are compared on a characteristic of
interest in order to isolate genetic and environmental contribu-
tions to that trait, provide evidence for the role of evolution in
shaping at least the propensity to deceive (with heritability val-
ues of between 0.34 and 0.63; Martin and Eysenck, 1976; Young
et al., 1980; Martin and Jardine, 1986; Rowe, 1986), if not the abil-
ity to do so successfully. Evolutionary biologists and comparative

psychologists have characterized the relationship between decep-
tion production and detection as two sides of an intra- or inter-
specific “evolutionary arms race”—improvements in the ability
to deceive in one species, or in certain members of a species,
prompt resultant improvements in deception detection among
competitors and vice versa (Dawkins and Krebs, 1979; Bond and
Robinson, 1988; Byrne, 1996). While this characterization of the
relationship between the ability to deceive and to detect deception
is intuitively appealing, it relies on there being an opportunity
for evolution to act independently on the two processes, i.e., it
assumes that the two abilities depend on different psychologi-
cal and neurological mechanisms. Interestingly, models of both
the production and detection of deception derived from cogni-
tive psychology and cognitive neuroscience do not readily support
such a distinction. They posit roles for theory of mind (the ability
to represent one’s own and another’s mental states) and executive
function processes (conflict monitoring, response inhibition) in
both deception production and deception detection (e.g., Spence
et al., 2004; Sip et al., 2008). If these models are correct, then
selection pressure favouring improvement in either production
or detection will result in concomitant improvements in the other
ability. One may, therefore, expect that good liars will also be good
lie detectors.

In two wide-ranging reviews of the psychological literature on
deception by Bond and DePaulo (2006, 2008) it was argued that
the over-whelming majority of studies show that humans are poor
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lie detectors (achieving approximately 54% lie-truth detection
accuracy), and that stable individual differences in lie detection
ability may not exist. The latter conclusion was based on a meta-
analysis demonstrating that variance in lie detection performance
across participants was not greater than that expected by chance,
and that no individual difference measure has been shown to
reliably predict lie detection performance.

While fully endorsing these conclusions based on the existing
literature, we make two observations: (1) that the claim of poor,
undifferentiated lie detection performance across participants is
only valid given the type of paradigms that have previously been
used to study deception detection ability (see DePaulo et al., 2003
for an overview of the range of deception procedures employed),
and (2) that potentially the most interesting, and theoretically rel-
evant, individual difference measure has not yet been related to
lie detection ability—the ability to deceive. This study, therefore,
aims to introduce a novel interactive paradigm to assess the ability
to produce and to detect deceptive statements, and to determine
whether these two abilities are related; that is, to discover whether
a deception-general ability exists.

Real-life deception is a dynamic interpersonal process (Buller
and Burgoon, 1996), yet less than 9% (Bond and DePaulo, 2006)
of previous deception studies have allowed for even moderate
degrees of social interaction between those attempting to produce
deceptive statements (“Senders”) and those attempting to detect
deception (“Receivers”). The potential impact of this lack of inter-
action is difficult to gauge at this point in time. Assessment of
deceptiveness on the basis of videotaped or written statements
removes all opportunity for the Receiver to engage in explic-
itly taught or intuitive questioning techniques designed to make
the task of deception detection easier. Furthermore, the num-
ber of channels through which (dis)honesty can be both detected
and conveyed may be severely limited, with concomitant effects
on the performance of both Sender and Receiver. The lack of
social interaction is not the only factor that has contributed to
the “dubious ecological validity” (O’Sullivan, 2008, 493) of pre-
vious deception research, however; further criticism centers on
the “low-stakes” (and accompanying lack of motivation/arousal)
inherent in an experimental setting (Vrij, 2000). In an attempt
to address these criticisms we introduce a novel, fully interactive,
group-based competitive deception “game” based on the False-
Opinion paradigm (Mehrabian, 1971; Frank and Ekman, 2004);
the Deceptive Interaction Task (DeceIT).

The game entails each player competing with the other mem-
bers of the group to both successfully lie, and to detect the lies of
the other players. The paradigm enables free-interaction between
participants, and, therefore, requires participants to control both
verbal and non-verbal cues when producing deceptive statements.
The competitive element of the game (with accompanying high-
value prizes) provides motivation when lying and attempting to
detect lies, and increases arousal. The motivational effect makes
the task of producing deceptive statements harder; increased
motivation has previously been reported to result in impaired
control of non-verbal deceptive cues when lying (Motivational
Impairment Effect, DePaulo and Kirkendol, 1989), and it renders
those tasked with detecting deception more sceptical (Porter et al.,
2007). Increasing the difficulty of the Senders’ task is likely to

result in easier detection of deception, and thus make individual
differences in deception detection more apparent.

The second advantage to this paradigm is that both decep-
tion detection and production can be simultaneously evaluated
within participants. Curiously, little research has focussed on
individual differences relating to lie production success (Vrij
et al., 2010), despite meta-analytic results indicating substan-
tial variance in deceptive ability (Bond and DePaulo, 2008) and
prevalence studies showing that approximately 50% of lies are
told by only 5% of people (Serota et al., 2010). SDT (Green
and Swets, 1966; Meissner and Kassin, 2002) has proved useful
in characterizing deception detection performance (by providing
independent measures of both the ability to discriminate truthful
from deceptive statements, and any bias toward judging state-
ments as truthful or deceptive). Here, for the first time, we also
apply SDT to characterize deception production performance (to
separate the ease with which statements produced by the Sender
can be discriminated on the basis of their veracity, and the cred-
ibility of the Sender, i.e., how likely their statements are to be
perceived as truthful regardless of their veracity).

The deception literature provides a number of markers by
which a novel deception paradigm can be validated. For example,
deception has been shown to increase feelings of guilt, anxiety,
and cognitive load (Caso et al., 2005) and result in longer response
latencies when lying than when telling the truth (Walczyk et al.,
2003). The 54% lie-truth discrimination accuracy has also been
shown to be remarkably robust (Levine, 2010), and thus we would
expect to see all of these effects replicated in this study. Our new
paradigm (DeceIT) allows us to determine individual differences
in the capacity for successful deception and lie detection. Of chief
theoretical interest is whether there is a deception-general abil-
ity, perhaps due to underlying individual differences in social
decoding and encoding skills (Ekman and O’Sullivan, 1991; Frank
and Ekman, 1997; Vrij et al., 2010) which would result in an
association between lie production and detection abilities.

MATERIALS AND METHODS
PARTICIPANTS
Fifty-one healthy adults (27 female, mean age = 25.35 years, SD =
8.54) with English as a first language participated in the present
study. All participants provided informed consent to participate.
The local Research Ethics Committee (Department of Psychology,
Birkbeck College) granted ethical approval of the study.

PROCEDURE
Participants were recruited to a “Communication Skills” exper-
iment and randomly assigned to nine groups of five partici-
pants and one group of six participants, with the constraint
that group members were not previously acquainted. Participants
were seated in a circle and asked to complete an “Opinion Survey”
questionnaire. The questionnaire comprised 10 opinion state-
ments (e.g., “Smoking should be banned in all public places”) to
which participants responded “agree” or “disagree.” Responses to
the Opinion Survey served as ground truth in the subsequent task
(Mehrabian, 1971; Frank and Ekman, 2004). Participants also
completed the Toronto Alexithymia Scale (Parker et al., 2001),
a measure of the degree to which emotions can be identified
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and described in the self, and the Interpersonal Reactivity Index
(Davis, 1980), a measure of empathy. These instruments pro-
vide self- and other-focussed measures of emotional intelligence
(Mayer et al., 1999; Parker et al., 2001). A subset of partic-
ipants (n = 31, 61% of sample) also completed the Wechsler
Abbreviated Scale of Intelligence (Wechsler, 1999).

Participants were then informed that they were to take part in a
competitive game designed to test their communication skills and
that two £50 prizes would be awarded; one to the participant who
was rated as most credible across all trials and the other to the par-
ticipant who was most accurate in their judgments across all trials.
Participants were required to make both truthful and dishonest
statements relating to their answers on the Opinion Survey, with
the objective being to appear as credible as possible regardless of
whether they were telling a lie or the truth. Participants played the
role of both “Communicator” (Sender) and “Judge” (Receiver),
and their role changed randomly on a trial-by-trial basis.

On each trial, the experimenter presented one participant with
a cue card, face-down, specifying a topic from the Opinion Survey
and an instruction to lie or tell the truth. This indicated to all
participants the Sender for the trial. At a verbal instruction to
“go,” the participant turned the card, read the instruction, and
then spoke for approximately 20s, presenting either their true
or false opinion and some supporting argument. A practice trial
was conducted for all participants and the experimenter pre-
sented a verbatim example response from the piloting phase of
the study to illustrate the type of statement required (“I’m in
favour of REALITY TV, it’s got to be one of the most impor-
tant ways you can learn about the world out there and the way
people are going to behave; sometimes seeing a bad example is a
good way to shock you down the right path and make you think
about what you’re doing or going to do”). Following each trial,
Senders were required to rate whether they thought they had been
successful or unsuccessful in appearing credible. Simultaneously,
Receivers rated whether they thought the opinion given by the
Sender was true or false. Each participant completed 10 or 20
trials as Sender, half with their true opinion and half with their
false opinion. Statistical analysis demonstrated that performance
did not vary as a function of the number of statements pro-
duced and so this variable is not analysed further. The 50:50
lie-truth ratio was not highlighted to the participants at any stage
to prevent strategic responding in either the Sender or Receiver
roles. Following the task, participants were asked to rate on a
five point Likert scale ranging from “not at all” to “very much”
the degree to which they experienced guilt, anxiety, and cogni-
tive load (referred to as “mental demand”) when lying and when
telling the truth. Participants were informed of the competitive
nature of the task in both the “Sender” and “Receiver” roles, were
given an overview of the trial structure (as above), but at no point
were explicit instructions given with regards to aspects of behav-
ior that should be attended to during the game, nor potential
strategies.

DATA COLLECTION AND ANALYSIS STRATEGY
Performance in the Receiver and Sender roles was analysed using
SDT (Green and Swets, 1966) (as described in Figure 1). An
advantage of SDT is that it allows lie-truth discriminability (d′)

to be measured independently of judgment bias (C). Separate
SDT measures were calculated for the Receiver/Sender roles: the
Receiver’s capacity to discriminate lies from truths was indexed by
d′

Receiver; the corresponding measure of bias, CReceiver, indicates
the tendency of a Receiver to endorse a given opinion as truthful
(credulity). The discriminability of the Sender’s truths and lies is
indexed by d′

Sender. The corresponding measure of bias, CSender,
indicates the perceived credibility of a Sender’s opinions, regard-
less of their veracity. With these measures, better lie detection is
indicated by higher d′

Receiver values, and increasingly successful
deception is indicated by more negative values of d′

Sender.

RESULTS
PARADIGM VALIDATION
In line with previous studies (Caso et al., 2005) participants
reported greater Guilt, Anxiety, and Cognitive Load when lying
than when telling the truth (Guilt t(50) = 7.060, p < 0.001, d =
1.226, Anxiety t(50) = 9.598, p < 0.001, d = 1.784, Cognitive
Load t(50) = 9.177, p < 0.001, d = 1.421). Also in common with
previous studies (Walczyk et al., 2003), Response Latency was sig-
nificantly shorter when participants told the truth (M = 4.6 s
SD = 2.0) than when they lied (M = 6.5 s SD =3.1, t(50) =
−3.885, p < 0.001, d = 0.728). Finally, task performance in the
Receiver role was analyzed using conventional percentage accu-
racy rates and overall accuracy was found to be 54.1% (SD =
8.7%), not significantly different to the 54% reported previously
(Levine, 2010) (t(50) = 0.065, p = 0.950, d = 0.013) but signifi-
cantly greater than chance (t(50) = 3.335, p = 0.002, d = 0.667).
Fractional rates addressing accuracy for different types of state-
ment showed a significantly lower mean accuracy for truths (M =
51.1%, SD = 11.9%) than for lies (M = 57.1%, SD = 10.5%,
t(50) = −3.731, p < 0.001, d = 0.746). To compare any response
bias in the Receiver role with findings from the literature, we
calculated the number of statements of all types classified by
Receivers as truthful and found it to be 46.7% (SD = 8.8%) a
figure significantly lower than chance (t(50) = −2.667, p = 0.005,
d = 0.535).

INDIVIDUAL DIFFERENCES: SDT ANALYSIS
Large individual differences were observed in all of the four
performance measures (M d′

Receiver = 0.242, SD = 0.418; M
CReceiver = −0.086, SD = 0.233; M d′

Sender = 0.272, SD =
0.509; M Csender = 0.097, SD = 0.256). Of principal interest
is the fact that detectability in the Sender role (d′

Sender) and
the ability to discriminate in the Receiver role (d′

Receiver) were
significantly correlated (r = −0.348, p = 0.006, d = 0.742, see
Figure 2). As the ability to discriminate truthful from deceptive
messages increased, the ability to produce deceptive messages
that were hard to discriminate from truthful messages increased.
Interestingly, a trend was observed for decreasing detectability in
the Sender role to be associated with a reduced response latency
difference between truthful and deceptive statements (Spearman’s
rho = 0.259, p = 0.068). The only significant association with
either measure of bias (Truth-Bias or Credibility) was a corre-
lation between the Sender’s confidence that they were believed
and their Credibility measure, i.e., those that judged they were
believed were more likely to be seen as honest independently
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FIGURE 1 | Individual difference parameters for Senders and Receivers based on signal detection theory (SDT).

FIGURE 2 | Correlation between Sender and Receiver performance

using SDT measures for Receiver Accuracy (d ′
Receiver) and sender

detectability (d ′
Sender) (r = −0.348, p = 0.006, d = 0.742).

of the veracity of their statements (Spearman’s rho = −0.316,
p = 0.024). Neither IQ (all r values < 0.184), emotional ability
relating to the self (all r values < 0.198), nor empathy (all r values
< 0.153) correlated with d′

Receiver,CReceiver,d′
Sender, or CSender.

DISCUSSION
The relationship between lie production and lie detection abili-
ties was examined using a novel group Sender/Receiver deceptive
interaction task (DeceIT) designed to address concerns over eco-
logical validity stemming from the use of tasks that do not require
social interaction and fail to generate or maintain motivation
in participants (O’Sullivan, 2008). Results indicate that the cur-
rent paradigm is comparable to previous studies with regards to
the participants’ self-reported experience of guilt, anxiety, and
cognitive load during the task, and overall lie detection accuracy.
In addition, previously reported chronometric cues to deception
(Walczyk et al., 2003) were replicated in this study, with signifi-
cantly longer response latencies when lying than when telling the
truth. Moreover, as far as we are aware, this study is the first to
provide evidence that the capacity to detect lies and the ability to
deceive others are associated. This finding suggests the existence
of a “deception-general” ability that may influence both “sides” of
deceptive interactions.

At present the “deception-general” ability described above is
little more than the association between performance on the
deception production and detection task, the root of this ability
is unknown. One can speculate that the association may be based
upon personality characteristics (for example those relating to lie
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acceptability or those affecting the degree of affective or cognitive
consequences of deception), upon learning/experience (which
may affect strategies used to detect deception and to appear less
deceptive), or on general socio-cognitive ability (e.g., Theory of
Mind) which can be called upon during deceptive interactions.
However, the data presented here merely indicate that variance
in deceptive performance is not a consequence of IQ or emo-
tional ability. It is clear that identification of the precise nature of
the proposed “deception-general” ability is an important aim for
deception research, and that further research should be devoted
to this question.

Interestingly, some evidence was observed for an associa-
tion between Sender detectability and the difference in response
latency between truthful and deceptive statements, with good
liars demonstrating smaller differences in response latency. This
suggests that, either implicitly or explicitly, Receivers were using
Response Latency in order to discriminate truthful from deceptive
statements and that good liars exhibited less of this cue. A ques-
tion for further research is the extent to which the control of
response latency is a deliberate and consistent strategy of success-
ful liars.

A significant correlation was also observed between a Sender’s
confidence that they would be believed and their credibility, but
not their discriminability. Therefore, participants could accu-
rately judge the degree to which they would appear honest irre-
spective of whether they were lying or telling the truth, but neither
their credibility, nor their confidence in appearing credible, was
related to their success in producing lies that Receivers were less
able to discriminate from truthful statements. This result bears
striking resemblance to the finding that confidence in lie detection
does not correlate with the ability to detect lies, but does correlate
with the degree to which you judge others to be credible (DePaulo
et al., 1997).

The absence of an association between IQ or emotional intel-
ligence and the ability to produce or detect lies is in need of
replication, but if supported, suggests that deceptive ability is not
simply a product of cognitive or affective ability. Such a find-
ing suggests deception-related knowledge structures that are used
both to guide one’s own behavior, and aid in the interpretation
of another’s behavior. The use of a shared representation system
for both the self and the other is common e.g., “mirror neurons”
code for one’s own and another’s action (Di Pellegrino et al.,
1992), brain regions active when emotions are experienced by the
self are active in response to the observation of another’s emo-
tion (Wicker et al., 2003; Singer et al., 2004), and primary and
secondary somatosensory cortices are active upon observation
of another being touched (Blakemore et al., 2005). The use of a
shared representational system for self and other typically pro-
motes the detection of corresponding states; for example, induced
depression increases the degree to which faces are viewed as sad
(Bouhuys et al., 1995),while execution of an action enhances per-
ception of that action when executed by another (Casile and
Giese, 2006). In the current study, however, the detection of
deception in another was associated with the control of deception-
related cues in the self. Further work is needed to identify the
relationship between deceptive success, control of deceptive cues,
and the use of a shared representational system.

Despite addressing what have been described as flaws in some
of the previous research on deception, two further methodologi-
cal issues must be discussed in relation to the use of the DeceIT
paradigm, which also apply to much of the experimental work on
deception. These issues are related, and refer to the fact that in
a typical experiment the experimenter usually, (1) sanctions the
participant’s lie, and (2), instructs the participant when to lie.

Many authors have commented negatively on the use of sanc-
tioned lies in experimental studies of deception, arguing that the
use of sanctioned lies results in the liar feeling less guilt (Ekman,
1988; Vrij, 2000), less motivation to lie and, therefore, less accom-
panying arousal and cognitive effort (Feeley and de Turck, 1998),
and less “decision-making under conflict” (Sip et al., 2008). These
arguments suggest that the use of sanctioned lies in experimen-
tal studies results in a reduction in the available cues to detection.
However, empirical studies of sanctioned versus unsanctioned lies
reveal very few consistent differences between cues exhibited dur-
ing both types of lie. Feeley (1996) found that interviewers could
detect no differences in the behavior of participants telling sanc-
tioned or unsanctioned lies, while Feeley and de Turck (1998)
found that more cues to deception were associated with sanc-
tioned lies, than with unsanctioned lies. In their meta-analysis of
deception detection studies, Sporer and Schwandt (2007) iden-
tified only one deceptive cue (smiling) from the 11 studied that
differed as a result of whether the lie was sanctioned or unsanc-
tioned.

The use of sanctioned lies in experiments has also been crit-
icized due to a claimed lack of ecological validity. However,
proponents of the use of sanctioned lies in the laboratory argue
that even if levels of motivation and cognitive effort are reduced
through the use of sanctioned lies, the net effect may be to make
the deception more ecologically valid. In everyday life most lies
are unplanned, of little importance, and of no consequence if
detected (DePaulo et al., 1996; Kashy and DePaulo, 1996). In
addition, the types of sanctioned lie used in most laboratory
studies of deception (including the present study) involve false
reports about attitudes to issues or individuals, and are precisely
those most often told in everyday communication (DePaulo and
Rosenthal, 1979; Levine and McCornack, 1992; Feeley and de
Turck, 1998). These lies are often sanctioned by society when used
to, for example, bolster another’s ego (“white lies”), while more
important lies may be sanctioned by the liar’s religion, political
party, friends/family, or ideals.

Instructed lies have also been argued to lack ecological
validity—it has been suggested that rather than lying, partici-
pants are merely following the experimenter’s instructions (e.g.,
Kanwisher, 2009). As a result it has been argued that participants
should be free to choose when, and if, they lie during an exper-
iment (e.g., Sip et al., 2010). Issues regarding statistical power
and experimental control notwithstanding, we suggest that the
basic premise that instructed lies are not ecologically valid may
be flawed. For example, employees may be instructed to lie to a
client or regulator by their supervisor, children may be instructed
to lie to family members by their parents, and many people are
compelled to lie by the situation they are in (in response to finan-
cial, legal, or moral pressure). Therefore, the choice of when to
lie may not always truly exist in everyday life. Furthermore, solely
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studying non-instructed lies in an experimental setting may
induce experimental confounds relating to confidence. In an
experiment where the participant can choose whether or not to
lie, it is likely to be the case that they only tell lies that they are con-
fident are likely to be successful. Neuroimaging studies, therefore,
when attempting to elucidate neural activity differentiating lies
from truths, may instead identify neural activity differentiating
topics about which participants believe they can lie successfully
(which may be topics about which they do not hold a strong
opinion) from those that they believe they cannot lie successfully
about (potentially topics about which they do have a strong opin-
ion). Across participants, the number of lies told is also likely to
vary as a function of the participant’s belief that they are a good
liar, meaning that in any corpus of lie items the majority will
be contributed by participants who believe they are good liars.
Whether this participant sampling error will result in a distri-
bution of lies which is skewed relative to an ecologically valid
distribution of lies depends both on the degree to which indi-
viduals have control over when to lie in everyday life, and the
degree to which instructed lies are qualitatively different from lies
freely chosen. Both of these factors are presently inestimable given
current data.

The implications of the arguments pertaining to the study
of sanctioned and instructed lies in relation to the DeceIT
paradigm are unclear. Although the participant is given “permis-
sion” to lie by the experimenter, thus lies are both sanctioned
and instructed—lies are not directed toward the experimenter,
but instead to other participants who have not given their per-
mission, and, due to the competitive scenario, are disadvantaged
by the participant lying successfully. Furthermore, in the present
study, levels of cognitive effort, guilt and anxiety were all sig-
nificantly elevated during deceptive trials; indicating that the
hypothesized reduction in guilt, motivation, and cognitive effort
as a result of sanctioning lies was at least minimized using the
DeceIT paradigm.

As discussed previously, it has been argued that the abil-
ity to deceive successfully, and to detect deception, each confer
an evolutionary advantage (Dawkins and Krebs, 1979; Bond
and Robinson, 1988). Indeed, several authors argue that the
increasing utility of deception with larger social group size
has driven the increase in neocortical volume observed in
humans (Trivers, 1971; Humphrey, 1976) and other primates.
Byrne and Corp (2004) demonstrated that among modern pri-
mate species there is an association between neocortex size
and the use of tactical deception, with those species with
neocortex sizes closer to humans engaging in more tactical
deception.

These results do not necessarily imply that the ability to lie
itself is genetically determined; it is possible that deception is
a function of learning within social contexts and that different
individuals have different propensities to learn socially (Cheney
et al., 1986; Byrne, 1996). These individual differences in social
learning may come about as a result of genetically determined
differing levels of attention to conspecifics for example (Heyes,
2011). Bond et al. (1985) advance a third possibility in which indi-
viduals inherit a “demeanour bias,” which determines the degree
to which other species members are likely to judge their state-
ments as deceptive (indexed by Sender Credibility, CSender, in the
current study). They suggest that individuals with a demeanour
bias that results in a high probability of deceptive success are
likely to use deception frequently and, therefore, improve their
abilities. Conversely, those with a demeanour bias leading to
a low probability of being judged truthful, are likely to learn
quickly that deception is not a successful strategy for them and,
therefore, to use alternative strategies. The association between a
Sender’s confidence that they would be believed and their credi-
bility/demeanour bias in the present experiment lends support to
this hypothesis. It suggests that individuals track their demeanour
bias and associate it with the probability of lie success.

In summary, the present study employed an interactive
deception task designed to address ecological-validity concerns
(O’Sullivan, 2008) and allow the within-subject comparison of
deception production and detection ability. The paradigm brings
motivated Senders and Receivers together in a competitive, inter-
active setting, and allows Receivers full access to both verbal and
non-verbal cues to deception. The key finding was that Receiver
accuracy and Sender detectability were reliably associated: better
lie detectors tended to be better deceivers, suggesting some under-
lying “deception-general” ability that transfers to both aspects of
deceptive engagements. Deception has been argued to be a diffi-
cult task to undertake successfully, but with the potential to confer
evolutionary advantage (Spence, 2004). As proposed by Serota
et al. (2010) and supported by evidence from this experiment,
a small percentage of individuals may have the skills necessary
to effect deception successfully, and to detect deception in their
interaction partners.
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Social cognition is fundamentally interpersonal: individuals’ behavior and dispositions
critically affect their interaction partners’ information processing. However, cognitive
neuroscience studies, partially because of methodological constraints, have remained
largely “perceiver-centric”: focusing on the abilities, motivations, and goals of social
perceivers while largely ignoring interpersonal effects. Here, we address this knowledge
gap by examining the neural bases of perceiving emotionally expressive and inexpressive
social “targets.” Sixteen perceivers were scanned using fMRI while they watched targets
discussing emotional autobiographical events. Perceivers continuously rated each target’s
emotional state or eye-gaze direction. The effects of targets’ emotional expressivity on
perceiver’s brain activity depended on task set: when perceivers explicitly attended to
targets’ emotions, expressivity predicted activity in neural structures—including medial
prefrontal and posterior cingulate cortex—associated with drawing inferences about
mental states. When perceivers instead attended to targets’ eye-gaze, target expressivity
predicted activity in regions—including somatosensory cortex, fusiform gyrus, and motor
cortex—associated with monitoring sensorimotor states and biological motion. These
findings suggest that expressive targets affect information processing in manner that
depends on perceivers’ goals. More broadly, these data provide an early step toward
understanding the neural bases of interpersonal social cognition.

Keywords: emotional expressivity, empathy, fMRI, medial prefrontal cortex, social cognition

INTRODUCTION
Social life requires constant attention to and understanding of
others’ thoughts and feelings; as such, it is unsurprising that
research has increasingly focused on the neural bases of these abil-
ities (Decety, 2011; Zaki and Ochsner, 2012). The vast majority of
this work has centered around the cognitive and neural processes
engaged by perceivers (individuals focusing on another person’s
internal states) when they encounter social targets (individu-
als who are the focus of perceivers’ attention). However, social
cognition is fundamentally interpersonal, and social cognitive
outcomes (such as interpersonal accuracy and rapport) depend
just as deeply on targets’ behaviors as they do on perceivers’ skills
and motives (Zaki and Ochsner, 2011).

For example, targets vary in their levels of emotional expres-
sivity (i.e., the extent to which their behavior reflects their inter-
nal states). Expressivity can be measured either as a trait (e.g.,
through self-report questionnaires; see Gross and John, 1997) or
as a state (e.g., by coding single episodes of behaviors such as emo-
tional facial expressions; see Gross and Levenson, 1993). Trait and
state measures of expressivity are moderately correlated, such that
individuals who report themselves to be expressive also produce
more clear and intense non-verbal emotional cues in experi-
mental contexts (Gross and John, 1997; Gross et al., 2000; Zaki
et al., 2009). Perhaps more importantly, expressivity measured
as either a trait or a state predicts social outcomes. For example,

targets high in trait expressivity are interpersonally “readable,” in
that perceivers can accurately assess those targets’ internal states
(Snodgrass et al., 1998; Zaki et al., 2008; Zaki and Ochsner, 2011).
State expressivity similarly predicts interpersonal accuracy (Zaki
et al., 2009) and rapport (Butler et al., 2003).

How do targets’ expressive traits and states exert their effects
on interpersonal outcomes? Intuitively, we might expect that tar-
get attributes “get into the heads” of perceivers and affect their
processing of social information. However, such an effect could
reflect multiple mechanisms, because perceivers’ responses to
social cues depend heavily on the goals and cognitive resources
they have on hand.

When given unconstrained cognitive resources (Gilbert et al.,
1989; Epley and Waytz, 2009) and motivation to understand tar-
gets (Kunda, 1990), perceivers tend to draw explicit inferences
about internal states based on targets’ behavior and the context in
which that behavior is embedded. Such “top down” social infor-
mation processing is reliably accompanied by activity in a system
of brain regions including the medial prefrontal cortex (MPFC),
posterior cingulate cortex (PCC), precuneus, and temporopari-
etal junction (Fletcher et al., 1995; Gallagher et al., 2000; Mitchell
et al., 2002; Ochsner et al., 2004; Saxe and Powell, 2006). Critically,
inferential processing in this system is dependent on attention to
targets’ states (de Lange et al., 2008; Spunt et al., 2010; Spunt and
Lieberman, in press).

Frontiers in Human Neuroscience www.frontiersin.org August 2012 | Volume 6 | Article 228 |

HUMAN NEUROSCIENCE

576

http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/about
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/Human_Neuroscience/10.3389/fnhum.2012.00228/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=JamilZaki&UID=49772
http://community.frontiersin.org/people/JochenWeber/45732
http://community.frontiersin.org/people/KevinOchsner/7395
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Zaki et al. Task dependent effects of target expressivity

However, perceivers do not always devote their full atten-
tion to understanding targets’ thoughts and feelings; they are
often distracted, otherwise occupied, or unmotivated to do so.
Although this prevents perceivers from engaging in “top down”
inferences, it nonetheless leaves room for a number of “bottom
up” information processing mechanisms that draw on a system
of brain regions almost wholly distinct from those accompany-
ing explicit social inference (Whalen et al., 1998). For example,
perceivers detect faces in their environment—a process drawing
on the fusiform face area (FFA; see Kanwisher et al., 1997)—and
vicariously share social targets’ sensorimotor or visceral states—a
process drawing on motor and somatosensory cortex (Rizzolatti
and Craighero, 2004; Keysers et al., 2010)—even in the absence
of explicit attention to targets’ states (Vuilleumier et al., 2001;
Winston et al., 2003; Chong et al., 2008; Spunt and Lieberman,
in press).

Differences between the characteristics and neural underpin-
nings of top down and bottom up social processing suggest
that target expressivity might affect perceivers’ information pro-
cessing, but in a manner that critically depends on task set.
Specifically, when perceivers are directly attending to targets’
internal states (e.g., emotions), expressive targets might provide
a stronger “signal” on which to base top down social inferences,
and increase perceivers’ brain activity in regions associated with
such inferences. By contrast, when perceivers are not explicitly
attending to targets’ states, expressive targets could nonetheless
produce more salient social cues (e.g., more intense emotional
facial expressions), which perceivers could evaluate using bottom
up processes instantiated in a separate set of neural structures
associated with perceiving faces or sensorimotor states.

The current study sought to test these possibilities. We pre-
sented perceivers with videos of social targets who varied in
their levels of emotional expressivity, both as assessed through
trait measures and through state ratings of their expressivity
on a video-by-video basis. As such, trait and state expressiv-
ity provided “naturalistic” variance in the intensity of social
cues produced spontaneously by social targets experiencing real
emotions, as opposed to pictures of posed expressions whose
intensity is manipulated by experimenters (Zaki and Ochsner,
2009). Perceivers viewed these targets in one of two conditions
(1) while explicitly attending to targets’ emotions, and (2) while
attending to eye-gaze, a more low level feature of target behav-
ior that is uncorrelated with the affect experienced or expressed
by targets. This allowed us to directly test the prediction that
target expressivity would modulate perceiver brain activity in a
task-dependent manner.

More broadly, this study took an explicitly interpersonal tack
toward the neural bases of social cognition. In part because of the
highly intrapersonal nature of scanner environments, extant neu-
roimaging research has been almost entirely “perceiver-centric”:
focusing on perceivers’ skills, task sets, and motivations as deter-
minants of judgment and predictors of neural activity. However,
both intuition and behavioral research clearly support a more
nuanced view of social information processing, in which per-
ceivers’ abilities and motivations interact with targets’ behaviors
and dispositions to produce interpersonal outcomes (Zayas et al.,
2002; Zaki et al., 2008; Zaki and Ochsner, 2011). By directly

examining such interactions at the level of the brain, the current
study sought to provide early steps toward more deeply character-
izing these “interactionist” (Mischel and Shoda, 1995) features of
social cognition.

METHODS
STIMULI
More detailed descriptions of the methods used here are avail-
able elsewhere (Zaki et al., 2008, 2009). In a stimulus collection
phase of the study, targets (N = 14, 7 female, mean age = 26.5)
were videotaped while talking about affective autobiographical
memories (e.g., proposing marriage or the death of a loved one).
Eighteen videos from 11 social targets were chosen for the final
stimulus set, on the basis of their self-rated emotional intensity,
and in order to balance the number of videos of each valence and
target gender. The mean video length was 125 s (range: 72–177 s).

We examined target expressivity in two ways. First, trait
expressivity was assessed through targets’ responses to the
Berkeley Expressivity Questionnaire (BEQ; see Gross and John,
1997; Gross et al., 2000). This measure captures targets’ self-
concept of how expressive they are (sample item: “when I’m
happy, my feelings show”), and produced significant variance
in our sample (mean BEQ score = 4.90, range = 3.69–6.47,
SD = 1.02). In order to code “state” expressivity in each video,
we used a behavioral coding system developed by Gross and
Levenson (1993), which uses rules developed by Ekman and
Friesen (1975/2003) to assess facial signs of emotion. We focused
on the coding system’s category: “affective intensity,” because it
provides a single global measure of the strength of targets’ non-
verbal emotional displays (see Zaki et al., 2009 for more details).
Two independent coders trained in the use of this system rated the
average emotional intensity of each video, producing reliable rat-
ings (Cronbach’s alpha: 0.85; mean intensity score = 2.21, range
= 1.17–4.02, SD = 0.61). As discussed elsewhere (Zaki et al.,
2009) and found by others (Gross and John, 1997), targets’ self-
perceived trait expressivity as measured by the BEQ was correlated
with the intensity of their non-verbal expressive behavior on a
video by video basis, as assessed by independent raters (r = 0.28,
p < 0.005).

PROTOCOL
Perceivers (n = 16, 11 female, mean age = 19.10, SD = 1.72) were
scanned using fMRI while they watched all 18 target videos. While
watching six of these videos, perceivers continuously inferred how
positive or negative they believed targets felt at each moment;
this will be referred to as the emotion rating condition. Under
this condition, videos appeared in the center of a black screen; a
cue orienting perceivers toward their task (e.g., “how good or bad
was this person feeling?”) was presented above the video, and a
nine-point rating scale (anchored at 1 = “very negative” and 9 =
“very positive”) was presented below the video. Perceivers were
instructed to change their rating whenever they believed target’s
emotional state changed in a perceptible way. At the beginning
of each video, the number 5 was presented in bold. Whenever
perceivers pressed the left arrow key, the bolded number shifted
to the left (i.e., 5 was unbolded and 4 was bolded). When per-
ceivers pressed the right arrow key, the bolded number shifted to
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the right. In this way, perceivers could monitor their ratings in the
scanner.

While watching six other videos, perceivers were instructed to
continuously rate how far to the left or right the targets’ eye-
gaze was directed; this will be referred to as the eye-gaze rating
condition. The protocol for this condition was identical to the
emotion rating condition, except that the task cue (“where is this
person’s eye gaze directed”) and Likert scale (1 = “far left,” 9 =
“far right”) oriented perceivers toward the target’s eye gaze. This
task allowed us to examine brain activity evoked by perceivers’
attending to targets, but not explicitly focusing on targets’ internal
states1.

Perceivers viewed videos under emotion rating and eye gaze
rating in a pseudorandomized order, designed to ensure that
(1) equal numbers of positive and negative videos were viewed
by each perceiver under eye-gaze and emotion rating conditions,
(2) equal numbers of videos featuring male and female targets
were viewed by each perceiver under eye-gaze and emotion rat-
ing conditions, (3) no more than two consecutive videos were
viewed under the same task (eye gaze or emotion rating), and
(4) a roughly equal number of perceivers viewed each video
under each task condition (e.g., a given video would be viewed
by eight perceivers under the eye gaze condition, and by eight
perceivers under the emotion rating condition). Finally, six addi-
tional videos were viewed under another condition not discussed
here (see Zaki et al. (2012) for details about this condition).

IMAGING DATA ACQUISITION
Images were acquired using a 1.5 Tesla GE Twin Speed MRI scan-
ner equipped to acquire gradient-echo, echoplanar T2∗-weighted
images (EPI) with blood oxygenation level dependent (BOLD)
contrast. Each volume comprised 26 axial slices of 4.5 mm thick-
ness and a 3.5 × 3.5 mm in-plane resolution, aligned along the
AC-PC axis. Volumes were acquired continuously every 2 s. Three
functional runs were acquired from each subject. Because stimu-
lus videos varied in length and were randomized across runs, the
length of each run varied across subjects (range = 345–406 TRs).
Each run began with five “dummy” volumes, which were dis-
carded from further analyses. At the end of the scanning ses-
sion, a T-1 weighted structural image was acquired for each
subject.

NEUROIMAGING ANALYSES
Images were preprocessed and analyzed using SPM2 (Wellcome
Department of Imaging Neuroscience, London, UK), and using
custom code in Matlab 7.1 (The Mathworks, Matick, MA). All
functional volumes from each run were realigned to the first
volume of that run, spatially normalized to the standard MNI-
152 template, and smoothed using a Gaussian kernel with a full

1Eye-gaze and eye-gaze direction are, at some level, social cues (Macrae et al.,
2002; Mason et al., 2005), which, in this case, might pertain to emotions
expressed by the individuals in the video, and attending to eye-gaze can engage
some neural structures commonly associated with social inference (Calder
et al., 2002). As such, comparing emotion rating with eye-gaze rating provided
an especially conservative contrast that focused specifically on explicit atten-
tion to emotion, as opposed to incidental processing of social information (see
“Discussion”) or attentional and motoric demands.

width half maximum (FWHM) of 6 mm. Mean intensity of all
volumes from each run were centered at a mean value of 100,
trimmed to remove volumes with intensity levels more than three
standard deviations from the run mean, and detrended by remov-
ing the line of best fit. After this processing, all three runs were
concatenated into one consecutive timeseries for the regression
analysis.

After preprocessing, we employed three analytic approaches
using the general linear model. Across all three approaches, videos
were modeled as blocks, in which the onset and duration of
each video was convolved with a hemodynamic function. Our
first analytic approach employed main effect contrasts to com-
pare brain activity during the emotion rating and eye-gaze rating
conditions; this served primary as a manipulation check, ensur-
ing that attention to targets’ emotion or to eye gaze preferentially
engaged regions involved in making attributions about mental
states and assessing low-level features of dynamic social stimuli
(e.g., biological motion), respectively.

The second analytic approach directly addressed our primary
hypotheses. Here, we used parametric analyses used to isolate per-
ceiver neural structures in which activity varied as a function of
target trait and state expressivity. In separate analyses, (1) tar-
gets’ BEQ scores and (2) the intensity of emotional cues in each
video were used as parametric modulators, providing regression
weights for each video block. Using this method, we searched
for clusters of activity that tracked—within perceivers—with the
expressivity of targets they were watching; that is, regions that
were more engaged when perceivers viewed a relatively expressive
target, and less engaged when they viewed a relatively inexpressive
target. These analyses were performed separately for the emotion
rating and eye-gaze rating conditions.

Finally, to more directly assess the task dependency of expres-
sivity related effects, we included two analyses aimed at isolating
differences and similarities across eye-gaze and emotion monitor-
ing. To examine differences across tasks, we computed a direct,
whole brain analysis contrasting BOLD signal related to target
expressivity (assessed at both state and trait levels) during emo-
tion rating vs. eye gaze rating, and visa versa. This allowed us
to directly assess an expressivity by task interaction in predicting
perceivers’ brain activity. To examine similarities across tasks, we
computed a conjunction including maps reflecting expressivity-
related activity in the eye-gaze rating and emotion-rating condi-
tions, using the minimum statistic approach (Nichols et al., 2005).
This analysis identifies clusters that were significantly engaged
at our threshold in not one, but both conditions. Both of these
analyses were performed separately for state and trait expressivity.

All analyses were thresholded at p < 0.005, with an extent
threshold of k = 30. This cluster size was selected to correspond
with a corrected threshold of p < 0.05, based on Monte Carlo
simulations implemented in Matlab (Slotnick et al., 2003).

RESULTS
BEHAVIORAL DATA
To assess participants’ engagement during the session, we mea-
sured response rates: the number of times that perceivers changed
their ratings per minute in each of the conditions. Individuals
made significantly more ratings during the eye-gaze rating
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(mean = 14.11 ratings/minute) condition than during emotion
rating (mean = 9.83 ratings/minute) condition, t(15) = 3.17,
p < 0.01. Across both conditions, participants on average made
ratings at least one rating per each 6.1 s, suggesting that they were
engaged in both tasks.

NEUROIMAGING DATA
Manipulation checks: neural bases of emotion rating vs. eye-gaze
rating
We first explored neural activity distinctly engaged when per-
ceivers explicitly attended to targets’ internal states (emotion
rating) and when they attended to lower-level features of target
behavior (eye-gaze rating). As predicted, emotion rating—when
compared to the eye-gaze monitoring—engaged brain regions
classically associated with drawing inferences about mental states,
including large clusters in MPFC, PCC, and precuneus (see

Figure 1 and Table 1), as well as a number of clusters in left
ventral and dorsal prefrontal cortex potentially related to the
cognitive components necessary to making high-level emotional
appraisals (Mitchell, 2009).

The opposite comparison revealed that monitoring and rating
targets’ eye-gaze, as opposed to their emotional states, recruited
a network of brain regions involved in monitoring motor inten-
tions, somatosensory states, and biological motion, including
bilateral pre-motor cortex, pre- and post-central gyrus, superior
temporal sulcus, and SII, as well as bilateral inferotemporal cortex
extending into the fusiform gyrus (see Figure 1 and Table 1).

Expressivity during emotion rating
When perceivers were tasked with explicitly rating affective states,
both targets’ trait and video-by-video expressive behaviors were
associated with increasing activity brain regions involved in

FIGURE 1 | Clusters more engaged during emotion rating than during

eye-gaze rating (in orange); clusters more engaged during eye-gaze
rating than during emotion rating (in blue). STS, superior temporal sulcus;
FFA, fusiform face area; MPFC, medial prefrontal cortex; PCC, posterior

cingulate cortex. All clusters exceed a significance thresholded of p < 0.005,
uncorrected, with an extent threshold of at least 30 voxels, corresponding
with a threshold of p < 0.05, corrected as computed using Monte Carlo
simulations.
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Table 1 | Main effects of condition.

Region Coordinates T-score Volume (vox)

x y z

EMOTION RATING > EYE-GAZE MONITORING

ACC/MPFC −2 24 42 6.2 1255

ACC/MPFC −6 18 12 5.25 485

MPFC −8 42 28 4.24 148

Middle Frontal Gyrus −26 44 34 3.94 147

Middle Frontal Gyrus −46 8 46 4.63 80

Middle Frontal Gyrus −34 26 46 4.14 122

Inferior Frontal Gyrus −46 40 −6 5.57 64

Inferior Frontal Gyrus −44 24 −6 4.18 72

Dorsolateral Prefrontal
Cortex

−46 26 26 4.48 45

Frontal Operculum −56 14 10 5.18 232

Caudate 12 8 10 4.1 58

Precuneus/PCC 0 −22 40 4.85 161

Precuneus/PCC −2 −64 40 3.66 175

Fusiform Gyrus 24 −76 −10 3.83 197

Striate Visual Cortex −16 −70 −10 5.47 355

Cuneus 2 −84 22 3.9 116

EYE-GAZE MONITORING > EMOTION RATING

Premotor Cortex −26 −6 46 6.15 577

Premotor Cortex −58 2 36 3.81 25

Premotor Cortex 54 0 36 5.65 1316

Supplementary Motor Area 8 −4 62 3.37 37

SII 64 −24 24 5.65 363

Superior Parietal Lobe 20 −62 56 5.59 770

Intraparietal Sulcus −32 −42 48 5.48 1219

Fusiform Gyrus/STS 54 −58 −10 5.10 729

Fusiform Gyrus −44 −48 −14 4.67 144

Extrastriate Visual Cortex −42 −80 −6 6.67 661

STS −51 −52 10 4.26 54

Note: Coordinates are in MNI space. ACC, Anterior Cingulate Cortex; MPFC, Medial Prefrontal Cortex; PCC, Posterior Cingulate Cortex; SII, Secondary Sensory

Cortex.

mental state inference, including dorsal and rostral MPFC, PCC,
and lateral temporal cortex (see Figure 2A and Table 2).

Eye-gaze rating
When perceivers were instructed to monitor and rate eye-gaze
direction—a more “low level” feature of target behavior—targets’
trait and state expressivity tracked parametrically with activity
in a set of brain regions involved in monitoring sensorimotor
states and perceiving faces, including pre- and post-central gyri
and left inferotemporal cortex spanning the fusiform gyrus (See
Figure 2B and Table 2).

Direct comparisons across conditions
In order to compare expressivity related activity across eye gaze
and emotion rating conditions, we computed a contrast isolating
brain activity that was more responsive to target trait and state
expressivity in the emotion rating, as compared to eye-gazing
condition, and visa-versa. Broadly, the results of this analysis were

consistent with the single-condition analyses. Critically, MPFC
and several temporal lobe clusters originally identified as tracking
expressivity during emotion rating were also significantly more
responsive to target expressivity during emotion rating, as com-
pared to eye gaze rating, regardless of whether expressivity was
operationalized as a state or trait. The reverse analysis—isolating
brain regions that respond to target expressivity more during
eye-gaze rating than emotion rating—similarly identified regions
found in the single-condition analysis, including the precentral
gyrus and extrastriate visual cortex (Table 3).

That said, this direct contrast did not entirely reproduce the
findings of our single-condition analyses. Specifically, whereas
activity in PCC was found to track expressivity during emotion
rating, but not eye-gaze rating, this region was not significantly
more responsive to expressivity under one condition, as compared
to the other. Similarly, whereas the fusiform gyrus (corresponding
to the so-called “face area”) was responsive to target expressivity
under the eye-gaze rating, but not emotion rating condition, this
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FIGURE 2 | (A) Clusters whose activity tracked with targets’ trait or state expressivity during emotion rating. (B) Clusters whose activity tracked with targets’
trait or state expressivity during eye-gaze rating. FFA, fusiform face area; MPFC, medial prefrontal cortex; PCC, posterior cingulate cortex.

region was not significantly more responsive to target expressiv-
ity under eye-gaze rating, as compared to emotion rating, under
a direct comparison.

Finally, to isolate any regions whose activity commonly tracked
expressivity across both tasks, we computed a conjunction anal-
ysis between both activation maps from our original paramet-
ric analysis (corresponding to expressivity-related activity under
each condition), separately for trait and state expressivity. This
analysis revealed very little common activation across tasks. In
fact, only one cluster survived either conjunction: during both
eye-gaze and emotion-rating, targets’ trait expressivity predicted
activity in the postcentral gyrus (xyz coordinates: −24, −40, 60,
t = 3.52, k = 41 voxels).

DISCUSSION
Perceivers do not employ social cognitive processes in a vacuum.
On the contrary, social cognition is deeply interpersonal, and
social psychologists have long studied the way that people’s traits
and states affect the cognitions, affect, and physiology of their
interaction partners (Snodgrass et al., 1998; Butler et al., 2003).
However, methodological constraints have often prevented neu-
roimaging researchers from studying the way that one person’s
traits or behaviors “get into perceivers’ heads,” and influence cog-
nitive and neural processes they engage (although newer methods
are increasingly circumventing these issues; see, for example
Wilms et al., 2010). Further, little work has examined how the
intensity of social stimuli (including social targets’ expressivity)
interacts with perceivers’ goals to affect information processing.

The current study addressed both of these gaps in knowledge.
Perceivers watching videos of naturally expressive, as opposed
to inexpressive, social targets demonstrated increased engage-
ment of several brain regions, regardless of whether expressivity
was measured as a trait (through self-report questionnaires) or
as a state (through coding of targets’ video-by-video emotional
behavior). However, the patterns of neural activity associated
with target expressivity depended on perceivers’ information
processing goals. If perceivers were actively evaluating targets’
emotions—a task drawing on areas involved in drawing top-
down inferences about internal states, such as the MPFC and
PCC—then expressivity modulated activity in these areas. If,
instead, perceivers were attending to targets’ dynamic shifts in
eye-gaze, then target expressivity correlated with activity in a
wholly separate set of brain regions, including areas associ-
ated with processing faces and biological movement, as well
as cortical regions involved in simulating targets’ sensorimotor
states.

The positive relationship between target expressivity and per-
ceivers’ engagement of key neural associated with social cognition
suggests that more expressive targets somehow “amplify” process-
ing related to decoding others’ internal states. This amplification
could reflect at least two separable effects. First, expressive targets
could produce clearer (i.e., more “readable”) social and affective
signal, which in turn allow perceivers to mentalize more effec-
tively. Second, expressive targets may produce the types of salient
signals (e.g., intense facial expressions) that spontaneously draw
perceivers’ attention, and thus cause those perceivers to engage
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Table 2 | Modulation of brain activity by target expressivity.

Region Coordinates T-score Volume (vox)

x y z

DURING EMOTION RATING (TRAIT EXPRESSIVITY)

MPFC 0 60 28 4.34 560

MPFC −10 38 62 4.91 118

PCC/Precuneus −4 −59 28 4.41 179

Superior Frontal Gyrus −38 10 44 4.12 94

Middle Temporal Gyrus 68 −24 −18 4.82 177

Middle Temporal Gyrus −60 −34 −22 3.59 106

DURING EMOTION RATING (STATE EXPRESSIVITY)

MPFC 18 57 28 4.73 541

MPFC 4 50 0 4.58 48

MPFC/ACC 2 36 42 4.13 31

PCC −2 −32 40 4.14 296

Inferior Temporal Gyrus 54 −30 −26 4.57 141

Posterior Parietal Lobe −48 −62 38 4.41 74

Posterior Parietal Lobe 34 −78 52 4.28 67

Superior Frontal Gyrus 42 16 44 5.54 217

Precentral Gyrus −42 −18 36 5.31 106

Inferior Temporal Gyrus −70 −24 −18 4.78 60

DURING EYE-GAZE RATING (TRAIT EXPRESSIVITY)

Premotor Cortex 18 −8 72 4.02 81

Precentral Gyrus −19 −28 68 4.95 302

Precentral Gyrus −36 −20 36 4.70 31

Fusiform Gyrus −49 −42 −22 4.98 50

Middle Frontal Gyrus 50 30 32 4.99 57

Extrastriate Visual Cortex −14 −82 30 3.68 71

Posterior Occipital Lobe −24 −100 −10 4.34 103

Angular Gyrus −52 −68 44 4.08 50

DURING EYE-GAZE RATING (STATE EXPRESSIVITY)

Premotor Cortex 20 6 64 4.07 59

Precentral Gyrus 18 −8 72 3.83 45

Pre/Postcentral Gyrus −20 −32 78 4.30 160

Fusiform Gyrus −52 −40 −24 3.84 55

Inferior Frontal Gyrus −24 20 −32 3.90 43

Caudate −14 0 −8 4.08 32

Posterior Parietal Lobe −50 −60 42 3.72 31

Note: Coordinates are in MNI space. ACC, Anterior Cingulate Cortex; MPFC, Medial Prefrontal Cortex; PCC, Posterior Cingulate Cortex.

more deeply in subsequent mentalizing and processing of senso-
rimotor social cues. Further research should examine the extent
to which expressivity-driven amplification reflects each or both
of these effects.

IMPLICATIONS AND FUTURE DIRECTIONS
Expressivity as a window into social cognitive “processing
streams”
Perhaps the most striking finding of the current study is that
perceivers’ task set strongly determined the neural correlates
of target expressivity, and that expressivity effects recapitulated
the main effect differences between top-down and bottom-up
social information processing. When perceivers attended to tar-
gets’ affect they preferentially drew on brain regions involved

in drawing explicit inferences about targets, whereas attention
to target eye gaze engaged regions involved in more auto-
matically processing faces, biological motion, and sensorimotor
cues.

Critically, this dissociation was broadly paralleled by the effects
of target expressivity, which drove activity in regions associated
with explicit mental state attribution or bottom up process-
ing of social stimuli when perceivers attended to targets’ emo-
tions or eye gaze, respectively. A direct comparison across tasks
revealed that activity in some of these key regions was signif-
icantly more related to target expressivity under bottom-up or
top-down social cognitive processing goals. MPFC and several
lateral temporal regions were more strongly engaged by target
expressivity during emotion rating, as compared to eye gaze
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Table 3 | Direct comparisons of expressivity related effects across conditions.

Region Coordinates T-score Volume (vox)

x y z

EMOTION RATING > EYE GAZE RATING (TRAIT EXPRESSIVITY)

MPFC −2 60 30 4.43 409

MPFC 0 36 48 3.49 39

Superior Frontal Gyrus −40 18 46 3.91 139

Superior Temporal Gyrus −60 −38 16 4.71 118

MTG/ATL −62 −14 −16 4.06 154

Precentral/Postcentral Gyri 48 −16 36 4.38 62

EMOTION RATING > EYE GAZE RATING (STATE EXPRESSIVITY)

MPFC −6 58 30 4.23 229

Middle Frontal Gyrus −42 10 44 4.8 171

Anterior Temporal Lobe 58 0 −36 4 41

Middle Temporal Gyrus 52 −4 −12 3.74 44

Inferior Temporal Gyrus −52 −24 −26 3.89 75

Precentral Gyrus 44 −18 36 3.86 55

EYE GAZE RATING > EMOTION RATING (TRAIT EXPRESSIVITY)

Precentral Gyrus 28 −22 64 6.17 36

Ventral Striatum 4 2 −2 4.56 117

Fusiform Gyrus 36 −78 −2 3.8 30

DURING EYE-GAZE RATING (STATE EXPRESSIVITY)

Cerebellum −2 −54 −42 4.78 148

Fusiform Gyrus 36 −76 2 4.6 123

Medial Occipital Lobe 16 −88 26 3.65 37

Note: Coordinates are in MNI space. MPFC, Medial Prefrontal Cortex; MTG, Middle Temporal Gyrus; ATL, Anterior Temporal Lobe.

rating, whereas the precentral gyrus and extrastriate visual cortex
demonstrated the opposite pattern. Other regions—such as the
PCC and fusiform gyrus (adjacent to the so-called “face area”)
tracked expressivity in only one of these conditions, but did not
significantly differentiate between conditions. These regions may
be somewhat engaged across both conditions, but fail to meet
a significance threshold under one condition. Consistent with
this idea, a conjunction analysis revealed that almost no clusters
of brain activity significantly tracked target expressivity across
both conditions. Together, these data suggest that the effects
of target expressivity on perceivers’ brain activity strongly—
but not entirely—depends on perceivers’ information processing
goals.

This finding lends converging support to the idea of separable
social cognitive “processing streams” (Zaki and Ochsner, 2012;
Zaki, under revision). The first, centered in midline and lateral
temporal cortex, is likely involved in perceivers’ ability to simu-
late targets’ experiences (Buckner and Carroll, 2007; Spreng et al.,
2009), and likely requires perceivers to explicitly attend to tar-
gets (de Lange et al., 2008; Spunt and Lieberman, in press). The
second, distributed among regions involved in processing low-
level social visual cues (e.g., faces and biological movement) and
engaging somatosensory states expressed by targets, is engaged in
a task-independent fashion (Chong et al., 2008), and deployed
whenever the environment contains relevant social cues (Spunt
and Lieberman, in press). In fact, this second processing stream is
sometimes most engaged when perceivers do not explicitly attend

to targets’ internal states (Lieberman et al., 2007). The dissocia-
tion between these social cognitive processing streams has now
been established across a number of studies (Brass et al., 2007;
Gobbini et al., 2007; Wheatley et al., 2007; Spunt and Lieberman,
in press), and meta-analyses (Van Overwalle, 2009; Van Overwalle
and Baetens, 2009). Here, we extend this finding by demon-
strating that not only are top down and bottom up processing
streams dissociable, but that identical variance in the intensity
of social cues (here instantiated through target expressivity) will
affect one of these processing stream or the other, indepen-
dently, as a function of perceivers’ current goals and cognitive
resources.

The relationship between target expressivity and perceiver
goals in predicting brain activity further bolsters an “interac-
tionist” (Mischel and Shoda, 1995) model of social cognition
as a fundamentally interpersonal phenomenon: depending on
the states and traits of not one person, but of both targets and
perceivers. This framework has been used to fruitfully capture
variance in social judgments and behaviors (Snodgrass et al.,
1998; Zayas et al., 2002; Zaki et al., 2008, 2009; Zaki and Ochsner,
2011). Here we extend this approach to modeling brain activ-
ity. Importantly, the paradigm used here was not “interactive,”
in that it did not include online interactions between—or record
brain activity from—both targets and perceivers (Schilbach et al.,
2006, 2011; Schippers and Keysers, 2011). However, interactionist
models of social cognition like the one supported here dove-
tail nicely with interactive paradigms to support more holistic
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models of social cognition and interaction (Zaki and Ochsner,
2009; Schilbach et al., 2012).

Stimulus intensity and naturalistic social cues
Although prior work has almost never focused on the neural bases
of processing information about expressive vs. inexpressive social
targets, a few prior studies have examined the effects of affec-
tive stimulus intensity on brain activity, in the domains of odor
(Small et al., 2003), words (Cunningham et al., 2007), and faces
(Winston et al., 2003). In all of these cases, stimulus intensity
predicted amygdala activity, whereas in the current study it did
not. One possibility is that our design—which employed a rela-
tively small number of stimuli and a parametric analysis—may
have been underpowered to detect effects in the amygdala. A sec-
ond possibility is that a lack of amygdala activity in our task
could reflect differences between the types of cues employed in
previous studies of emotion perception and more “naturalistic”
cues produced by real social targets (Zaki and Ochsner, 2009).
Even during the most intense emotional experiences (e.g., after
winning an Olympic gold medal) targets typically produce com-
plex, nuanced facial expressions that differ fundamentally from
the posed, canonical displays often used in research (Russell et al.,
2003). Thus, while the amygdala is clearly important to forming
fast and computationally efficient evaluations of many affective
stimuli, its role in reacting to and interpreting the more subtle
cues produced by social targets in many other situations may be
more limited.

More broadly, our data connect with the literature on process-
ing affective cues under different levels of attention. Specifically,
prior work has demonstrated that affective stimuli engage sev-
eral neural structures—including the amygdala and sensorimotor
cortex—when perceivers do not attend to target affect (Spunt
and Lieberman, 2012; Whalen et al., 1998; Winston et al., 2003),
attend to low-level target features including eye gaze (Adams and
Franklin, 2009), or draw inferences about targets based on non-
verbal cues (Kuzmanovic et al., 2011). Although researchers have
debated the extent to which neural responses to affective cues are
truly automatic (Pessoa et al., 2002; Pessoa, 2005), the modula-
tion of affect-related neural processing by, for instance, top down
vs. bottom up processing goals is rapidly becoming an estab-
lished feature of the neuroscientific literature. Here, we extend
this insight to demonstrate that naturally occurring variance in
target expressivity modulates neural activity in a manner broadly
consistent with such task dependency.

Target expressivity as a buffer against social cognitive dysfunction
One especially interesting application of the current approach
surrounds illnesses that involve social cognitive and behavioral
dysfunctions. Such difficulties characterize a raft of psychiatric
disorders, such as schizophrenia, borderline personality disor-
der, and social phobia. In almost all cases, social deficits in
these conditions are studied using standardized social stimuli and
paradigms. However, social deficits in these conditions could crit-
ically depend not only on the cognitive or affective characteristics
of affected perceivers, but also on the dispositions and behav-
iors of the targets they encounter. Consider a condition heavily
associated with social cognitive dysfunction: Autism Spectrum
Disorders (ASD). Individuals with ASD perform poorly on social
cognitive tasks such as mental state inference (Roeyers et al.,
2001), a deficit that has been tied to attenuated activation of sev-
eral brain regions including the MPFC and FFA (Schultz et al.,
2000, 2003; Wang et al., 2007). However, perceivers with ASD
perform as well as control participants at a social inference task
when social cues are presented in a clear and structured manner
(Ponnet et al., 2007). One intriguing possibility is that expressive
targets may provide exactly these types of clear social cues, and
perceivers with ASD may demonstrate more normative behavior
and patterns of brain activity when observing expressive targets
(Zaki and Ochsner, 2011). Such a finding would have implications
for potential intervention approaches focused on teaching care-
takers and peers of individuals with ASD to structure their social
cues in a manner that drives social cognitive processing and per-
formance in those individuals. Such an approach has the potential
to expand ASD interventions to encompass both perceivers’ and
targets’ roles in producing accurate and adaptive social cognition.

CONCLUSIONS
The current study demonstrates that the neural bases of social
inference are modulated by interpersonal factors. Social targets’
trait expressivity affected perceivers’ deployment of social cogni-
tive processing, but in ways that depended on the task perceivers
were performing. These data provide an early step toward using
neuroimaging to unpack the processes involved in fundamentally
interpersonal social cognition.
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