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Editorial on the Research Topic

The application of artificial intelligence in interventional

neuroradiology

Introduction

As editors of this Research Topic, it was our pleasure to introduce novel findings

and new achievements in the application of artificial intelligence (AI) in interventional

neuroradiology. Cerebrovascular disease is becoming an increasingly important cause

of death and intervention therapy has become the mainstay treatment for this disease.

However, there is a need to assess the efficacy and safety of endovascular therapy.

In recent years, AI technology has advanced rapidly and has shown great promise in

solving complicated problems. It also possesses strong potential to improve the clinical

application of cerebrovascular interventional therapy.

This Research Topic consists of 10 papers, including seven original research articles,

one system review, one mini review, and one commentary. The purpose of this

Editorial is to summarize the key findings and perspectives presented in each of the

accepted articles.

The basic work of applying the AI technology in practice is to design and establish a

database. So, You et al. introduced a protocol for constructing a multicenter database

based on CTA images of IAs. This protocol described how to collect research data,

conduct aneurysm segmentation, and annotation. This study exemplifies the paradigm

of building a big database for artificial intelligence.
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A similar study has been performed previously (1). From

such studies we know that a well-established database of the AI

model can directly improve the performance of the model.

Compared to statistical regression models, machine

learning (ML) models, which are part of AI technology, can

identify non-intuitive patterns in variables which might be

missed by statistical tests. Endovascular treatment strategies

can be optimized by employing ML models to predict

therapeutic outcomes.

However, clinicians lack the skills to handle ML data

scientific, which hinder the development of such models. Ou

et al. designed three models for predicting IAs endovascular

treatment outcome. They created an automated machine

learning (AutoML)-derived model which showed better

performance compared with the manually trained ML and

statistical models. The AutoML model has the advantage of

simplifying the process of building a ML model without relying

on experts. Therefore, it can be used by people without expertise

in artificial intelligence. However, these studies had several

limitations. For instance, they did not assess the calibration

of various algorithms as mentioned in the commentary by

Huber et al.

Assessment of clinical outcomes is essential for acute

ischemic stroke (AIS) patients. Jabal et al. built ML

models for pre-intervention prediction of the 90-day

dichotomized modified Rankin Scale (mRS-90) scores for

AIS patients who underwent thrombectomy, using clinical

and radiological information extracted from CTA and

CTA with the e-stroke software. The authors used various

ML algorithms including k-nearest neighbors, random

forests (RF), gradient boosting (GB), and Extreme Gradient

Boosting (XGBoost) and found that XGBoost was the best

performing classifier.

Although endovascular treatment has become the mainstay

treatment for IAs, its related complications should not

be ignored. Clinicians should balance between the risk

of complications from endovascular treatment and the

risk of IAs rupture. Tian et al. constructed several ML

prediction models to study endovascular procedure-related

complications of IAs and found that the ANN models

had the best performance. In the study, 443 patients were

enrolled, and the three most significant features were

distal aneurysm, aneurysm size, and treatment modality as

determined by the Shapely Additive explain (SHAP) and feature

importance analysis.

Pipeline embolization device (PED) is the most commonly

used flow diverter service for the treatment of IAs. In-

stent stenosis (ISS) is a common complication after PED

placement and might adversely affect long-term prognosis.

Wei et al. built ML prediction models using clinical,

laboratory, and imaging data obtained from 435 patients. They

compared the prediction performance of five ML algorithms

including elastic net (ENT), SVM, XGBoost, Gaussian Naïve

bayes, and random forest. Through SHAP analysis, they

found that internal carotid artery location was the most

important predictor.

Notably, AI prediction models cannot override traditional

statistical models totally because of the data and technology

limitations. The continuous advancement of AI and medical

image processing technology, is expected to provide multi-

dimensional information upon which precise AI prediction

models will be built. Similar opinions were held by Zeng

et al. In their systematic review, they enrolled 16 articles,

including 19ML and DL models for predicting prognosis

of stroke patients with large vessel occlusion (LVO). They

found that AI did not show an overall advantage over

existing prognostic scores. Therefore, whether ML and

DL methods can improve prediction of stroke outcomes

in LVO still need to be further clarified. Marasini et al.

reviewed AI methods applied in IAs detection, IAs screening,

IAs rupture prediction, IAs clinical decision support and

workflow enhancement of IAs. They reported that AI can

handle large numbers of variables and identify non-linear

relationships among them. However, despite significant

advances in the field of AI, its application in many areas,

particularly in non-imaging data is at the foundational stage.

Therefore, further studies are needed to improve the prediction

performance of AI for periprocedural complications related to

endovascular therapy.
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Background: The prediction of aneurysm treatment outcomes can help to optimize the

treatment strategies. Machine learning (ML) has shown positive results in many clinical

areas. However, the development of such models requires expertise in ML, which is not

an easy task for surgeons.

Objectives: The recently emerged automated machine learning (AutoML) has shown

promise in making ML more accessible to non-computer experts. We aimed to

evaluate the feasibility of applying AutoML to develop the ML models for treatment

outcome prediction.

Methods: The patients with aneurysms treated by endovascular treatment were

prospectively recruited from 2016 to 2020. Treatment was considered successful if

angiographic complete occlusion was achieved at follow-up. A statistical prediction

model was developed using multivariate logistic regression. In addition, two ML models

were developed. One was developed manually and the other was developed by AutoML.

Three models were compared based on their area under the precision-recall curve

(AUPRC) and area under the receiver operating characteristic curve (AUROC).

Results: The aneurysm size, stent-assisted coiling (SAC), and posterior circulation were

the three significant and independent variables associated with treatment outcome. The

statistical model showed an AUPRC of 0.432 and AUROC of 0.745. The conventional

manually trained ML model showed an improved AUPRC of 0.545 and AUROC of 0.781.

The AutoML derived ML model showed the best performance with AUPRC of 0.632 and

AUROC of 0.832, significantly better than the other two models.

Conclusions: This study demonstrated the feasibility of using AutoML to develop a

high-quality ML model, which may outperform the statistical model and manually derived

ML models. AutoML could be a useful tool that makes ML more accessible to the

clinical researchers.

Keywords: intracranial aneurysm, AutoML, endovascular treatment, machine learning, stroke
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Ou et al. AutoML for Treatment Outcome Prediction

INTRODUCTION

Endovascular therapy is widely used in the treatment of
intracranial aneurysms (1). Despite a remarkable advancement
of the endovascular coiling for intracranial aneurysms, there
still exists a high rate of recurrence and recanalization. It
has been reported that the recanalization rate for coiling
and flow diversion are 20.8 and 10.2%, respectively (2, 3).
Approximately up to 50% of patients who succumbed to
recurrence or recanalization necessitated further treatment,
which may place an additional financial burden on the
patients. Moreover, recanalization puts patients at increased
risk of a thromboembolic event or aneurysm rupture. Many
studies have tried to study the risk factors for recanalization.
The aneurysm size, morphologies, treatment strategies, and
hemodynamics have been found to be associated recanalization
(4–9). Some studies have tried to develop the models or
grading scales to predict treatment outcome (4, 10–12). However,
evaluation of some of the grading scales showed relatively poor
performance (13).

In recent years, the machine learning (ML) models, as an
alternative to the conventional statistical model, have shown
promise in many clinical areas (10, 14, 15). ML models can learn
complex relationships from a large amount of data. Compared
with a regression model that focus on statistically significant
variables, the ML models can discover non-intuitive patterns
from variables which may be overlooked by statistical test (16).

Although the ML models have shown outstanding
performance, the development of such models requires expertise
in ML. Despite the existence of open-source code libraries, such
as Scikit-Learn, PyTorch, and Tensorflow, their use still requires
significant experience in programming and knowledge of ML.
In addition, a high-quality model usually requires expertise to
tune and train. All these problems pose a great challenge for the
clinical researchers hoping to adopt ML in their research.

The recently emerged automated machine learning (AutoML)
has found a way to close the gap between ML and non-artificial
intelligence (non-AI) experts. The emergence of AutoML
automates the process of building anMLmodel which in the past
relied on data scientists. This lowers the learning threshold for
usingML and allows people without expertise in ML to apply ML
to their own area. It has recently been reported that AutoML has
helped the physicians to develop the ML models that achieved
good performance in the field of medical image analysis and
disease risk prediction (17, 18). However, such success has not
been reported in the field of stroke treatment.

Therefore, in this study, we aimed to evaluate the feasibility of
using AutoML to develop theMLmodels for aneurysm treatment
outcome prediction. Treatment was considered successful if
angiographic complete occlusion was achieved at follow-up.
We developed the prediction models for treatment outcome
using three different methods: a statistical multivariate regression

Abbreviations: AutoML, automatic machine learning; ML, machine learning;

AUPRC, area under precision-recall curve; AUROC, area under receiver-operating

characteristic curve; SAC, stent-assisted coiling; FD, flow diversion.

model, a manually derived ML model, and an AutoML derived
ML model, and compared their performance.

METHODS

Patient Cohorts
The patients were recruited according to the protocol of a
prospective cohort (19). The primary endpoints of the cohort
study are an evaluation of the safety and efficacy of interventional
treatment for 6 months after surgery, with each participant
completing at least 1 year of follow-up. Approval for this
study was obtained from the local Institutional Review Board.
The data used in the current study were anonymous and the
requirement for informed consent was therefore waived. From
the prospective cohort, we included the aneurysm cases treated
by endovascular treatment. Dissecting aneurysms and fusiform
aneurysms, aneurysms with prior treatment, or the cases with
missing clinical information were excluded. A total of 395
patients were identified from our center. However, due to loss
to follow-up or incomplete record, only 182 patients and 218
aneurysms with complete record of angiographic follow-up were
used in the current study.

Data Acquisition
The morphological parameters were measured and calculated
from three-dimensional digital subtraction angiography (DSA)
images prior to treatment. The measurements were done
by two independent neurosurgeons and the average of their
readings were used. The clinical symptoms, such as feeling
of headache, nausea, vomit, and dizziness were recorded. The
blood tests were also performed for the patients prior to
treatment to measure lipid level and blood clotting function.
Additionally, the patient demographics, medical history, and
lifestyle behaviors were recorded. Treatment related parameters,
such as treatment method, number of coils stent metal
coverage rage (MCR) were included. Immediate angiographic
outcome after treatment and follow-up angiographic outcome
were also recorded according to the Raymond–Roy Occlusion
Classification scale (20). Treatment was considered successful
if complete occlusion was achieved at follow-up. The average
follow-up time for the coiling and stent-assisted coiling
(SAC) cases is 9.4 and 14.2 months for flow diversion
cases. The complete list of collected variables is shown in
Table 1.

General Procedures of ML
The general procedures of ML include the following steps:
feature selection, feature engineering, ML model selection,
and hyperparameter tuning, as shown in Figure 1. In feature
selection, the features that are relevant to the prediction target
are selected based on various criteria, such as ANOVA F-
value, chi-squared statistics, univariate statistical significance P
value, and information gain. Feature selection help to identify
and focus on the useful features. In feature engineering,
raw features can be normalized, binarized, decomposed, or
combined to create new features, which might help to
better model the data. In model selection, various ML
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TABLE 1 | Result of univariate analysis.

Variable Occluded

(N = 194)

Recanalized

(N = 24)

P

Gender (Female) 127 15 0.748

Age 54.9 ± 10.9 54.4 ± 11.7 0.931

Dizzy 90 9 0.409

Headache 110 11 0.312

Nausea 159 15 0.025*

Vomit 161 15 0.016*

Alcohol 25 5 0.286

Smoking 26 4 0.661

Labor work 10 1 0.835

Lack of sleep 21 5 0.297

Height 161.7 ± 7.5 164.7 ± 7.4 0.137

Weight 59.7 ± 9.0 58.3 ± 9.6 0.586

Systole 130.6 ± 18.6 129.1 ± 20.1 0.766

Diastole 80.8 ± 10.1 79.3 ± 12.3 0.890

Glucose 5.5 ± 1.8 5.6 ± 1.6 0.455

GHb 5.8 ± 0.7 5.7 ± 0.6 0.571

WBC 7.3 ± 3.1 7.7 ± 3.3 0.378

Platelet 239.0 ± 57.9 261.6 ± 65.9 0.141

Triglyceride 1.4 ± 1.4 1.1 ± 0.6 0.144

Cholesterol 4.6 ± 0.9 4.4 ± 0.8 0.639

LDL 2.7 ± 0.8 2.9 ± 0.9 0.443

HDL 1.3 ± 0.3 1.3 ± 0.3 0.997

Fibrin 3.3 ± 0.8 3.6 ± 1.1 0.238

APTT 35.7 ± 3.5 36.9 ± 3.8 0.169

PT 12.9 ± 0.7 13.1 ± 0.9 0.771

Hcy 10.7 ± 3.9 11.1 ± 6.1 0.531

Multiple 74 10 0.738

Rupture 161 20 0.966

Hypertension 55 9 0.530

ICA 121 11 0.118

MCA 26 2 0.484

ACA and AComA 26 4 0.661

PComA 12 2 0.686

Posterior circulation 9 5 0.002*

Irregular shape 33 8 0.054

Aneurysm size 4.9 ± 3.2 7.8 ± 4.5 0.003*

Sac width 4.6 ± 3.2 7.0 ± 4.5 0.013*

Sac height 4.4 ± 2.9 6.9 ± 4.2 0.009*

Neck width 4.0 ± 1.8 4.6 ± 2.2 0.094

Vessel angle 100.1 ± 29.2 111.2 ± 36.0 0.232

Parent artery 3.1 ± 0.9 3.1 ± 0.8 0.699

Size ratio 1.7 ± 1.3 2.5 ± 1.5 0.006*

Aspect ratio 1.1 ± 0.6 1.5 ± 0.8 0.011*

Previous SAH 20 0 0.256

SAC 137 9 <.001*

FD 19 0 0.109

Neck metal coverage 17.5 ± 10.5 12.8 ± 5.7 0.161

Post-procedure Angiographic

Occlusion

30 4 0.023*

mRS 0.62 ± 1.01 0.51 ± 0.77 0.116

*indicates statistical significance, P < 0.05.

algorithms are evaluated on the dataset and the best is
selected. Common ML algorithms, to list a few, include
Support Vector Machine, K-Nearest Neighbors, Decision Tree,
Artificial Neural Network, Random Forest, and Naïve Bayes.
All these algorithms have a wide range of hyperparameters
that require careful adjustment to suit different tasks and
datasets. For example, Random Forest have more than a dozen
of hyperparameters, such as maximum number of tresses,
maximum tree depth, maximum number of features, and
minimum samples in leaf. In hyperparameters tuning, the
optimal hyperparameters are usually found using grid-search or
randomized grid-search over millions of possible combinations
of hyperparameters.

A pipeline consists of a combination of specific methods
for feature selection, feature engineering, ML algorithm, and a
specific set of hyperparameters. To build a good ML model,
one needs to identify an optimal pipeline that achieves best
performance on the dataset.

Automated Machine Learning
Automated machine learning automates the above pipelines and
explores different choices of algorithms, feature selection and
feature engineering technique, and hyperparameters. Since each
major step in the pipeline involves dozens to millions of choices,
complete exploration of all possible pipelines is inefficient and
impractical. To speed-up the search process, we employed an
algorithm called Tree-based Pipeline Optimization (TPOT) to
automate the pipeline search. TPOT is based on the evolutionary
algorithm which uses genetic programming to search for optimal
pipeline (21). Genetic programming mimics the way of natural
selection. Briefly, in each optimization run (generation), TPOT
randomly generates multiple pipelines (population). These
pipelines were evaluated based on their accuracy (fitness to
survive). The best few pipelines (scored by accuracy) were
selected into the next optimization run (selection). The selected
pipelines were then randomlymodified (mutation and crossover)
in which a few of the pipeline elements (e.g., ML models, feature
selection methods, and feature processing method) are changed.
Several generations are run and the pipeline that performed best
on the training set is selected as the optimal pipeline.

In the current study, AutoML was used on the training set to
obtain an optimal pipeline. To avoid overfitting, 10-fold cross-
validation was used. For the setting of AutoML, the number of
generations to run was set to 10 and the population size at each
generation was 100. Increasing the number of generations or the
population size can result in higher chance of discovering better
pipelines but at the cost of computational time. In the current
study, the program was run on a desktop computer (CPU: Intel
i7 8700) for∼1 h.

After obtaining the optimal pipeline, the derived model was
evaluated on the test set. To further avoid overoptimistic results
due to random split of the training and test set, the above
procedures were repeated 20 times and each time with a different
split of training and test set. The average performance from the
20 repeats was reported. The training and evaluation procedures
are shown in Figure 2.
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FIGURE 1 | General pipeline of training a machine learning (ML) model (left) and training using an automated machine learning (AutoML) (right).

FIGURE 2 | Training and evaluation procedures for manual ML (A) and AutoML (B).

Conventional ML
For comparison purposes, an ML model was trained manually
using a typical method found in the literature. Random forest
is one of the most popular algorithms used in the literature
and is often found to have better performance than logistic
regression (22–24). To represent a typical scenario in which
a non-ML-expert develops an ML model for clinical research,
we applied the same training procedures as described in the
work of Rubber et al. The manual pipeline started with feature
processing using normalization, and model building using the
random forest algorithm. The hyperparameter of the algorithm
(number of trees) was tuned between 5 and up to 5,000
(24). The hyperparameters were tuned using 10-fold cross-
validation on the training set and the model was tested on
the test set. The above procedures were repeated 20 times
and each time with a different split of training and test set.
The average performance of the 20 repeats was reported. The
training and evaluation procedures that were used are shown in
Figure 2.

Statistical Model Building
All variables of the successful and unsuccessful cases were
compared using the univariate analyses. For binary or categorical
variables, the Fisher’s exact test or chi-square test was performed.
For continuous variables, they were first examined with the
Shapiro–Wilk test to determine normality, followed by Student’s
t-test (for normally distributed variables) or Mann–Whitney
U-test (for non-normally distributed variables). The variables
with P < 0.05 in the univariate analysis were further selected
into multivariate analysis using a backward conditional stepwise
method. The statistical analyses were performed using SPSS (IBM
Corporation, NY, USA). The variables that remained statistically
significant (P < 0.05) in multivariate analysis were used for
the statistical model building. For a fair comparison with other
methods, a logistic regression model was fitted on the training
set and evaluated on the test set. The training and evaluation
procedures were also repeated 20 times and each time with a
different split of training and test set. The average performance
from the 20 repeats was reported.
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TABLE 2 | Result of multivariate analysis.

Variable OR P

Aneurysm size 1.242 (95% CI 1.090-1.416) 0.001

SAC 0.208 (95% CI 0.079-0.546) 0.001

Posterior circulation 4.383 (95% CI 1.046-18.370) 0.043

Aneurysm Recanalization Stratification
Scales (ARSS)
For comparison with the currently used method, we chose the
Aneurysm Recanalization Stratification Scales (ARSS) proposed
by Ogilvy et al. (25). The scale was calculated by assigning
different weights to different risk factors. Aneurysm-specific
factors include size (>10mm), 2 points; rupture, 2 points;
presence of thrombus, 2 points. Treatment-related factors
include stent assistance, −1 point; flow diversion, −2 points;
Raymond-Roy 2 occlusion, 1 point; Raymond-Roy 3 occlusion,
2 points. We evaluated the same test set used in the other three
methods for assessing the averaged performance in 20 repeats.

Model Comparison
Though unsuccessful cases only consist of a small portion (11%)
of the dataset, it is more important to identify the unsuccessful
cases than the successful cases. To avoid bias introduced by
imbalanced data, besides the commonly used receiver operating
characteristic (ROC) curve, we also used the precision-recall
curve (area under the precision-recall curve [AUPRC]) as the
evaluation metric, which is more informative than ROC when
evaluating classifier on imbalanced data (26). The precision-
recall curve plots precision, also termed as positive predictive
value (PPV), against recall (sensitivity). The AUPRC is a balanced
measure of the capability of a model to predict unsuccessful cases.
The comparison of the performances of three models in the 20
repeats was examined byWilcoxon signed ranks test as suggested
by a previous study (27).

RESULTS

A total of 182 patients with 218 aneurysms were included.
The average aneurysm size was 5.3mm. The majority of
them were located on the internal carotid artery (ICA),
followed by the middle cerebral artery (MCA) and anterior
communicating artery (AComA). At follow-up, only 24 cases
remained unoccluded. The baselines for the successfully treated
and unsuccessfully treated group are summarized in Table 1.
In the univariate analysis, aneurysm size, aneurysm width,
aneurysm height, presence of nausea, presence of vomit,
use of SAC, aneurysm location in the posterior circulation,
and the immediate post-procedure angiographic outcome
showed statistical significance. In the multivariate analysis, only
aneurysm size, use of SAC, and posterior circulation remained as
significant variables, as shown in Table 2.

The sensitivity, positive predictive value, area under the
receiver operating characteristic curve (AUROC), AUPRC, and

TABLE 3 | Summary of model performance.

Statistical Manual ML Auto ML ARSS

Sensitivity 1.000 1.000 1.000 1.000

PPV 0.167 0.342 0.408 0.142

AUROC 0.745 0.781 0.823 0.771

AUPRC 0.432 0.545 0.632 0.496

F1-score 0.286 0.508 0.578 0.378

F1-score of the three models are summarized in Table 3. The
statistical model achieved an AUPRC of 0.432 (95% CI 0.373–
0.491), as shown in Figure 3. The manually derived ML model
achieved better performance, with a value of 0.545 (95% CI
0.458–0.632). The ARSS model achieved an AUPRC of 0.496
(95% CI 0.418–0.574). The AutoML derived model achieved the
best performance with an AUPRC of 0.632 (95% CI 0.585–0.679).
The AUPRC of AutoML derived model was significantly higher
than that from the statistical model (P < 0.001) and that from
manual derived ML model (P = 0.021) and that from the ARSS
model (P = 0.011).

The procedures of applying AutoML in clinical settings are
shown in Figure 4. The surgeons first prepare data and then
run the few lines of code of AutoML and get an automatically
generated Python file that contains the optimal pipeline to
build a high-quality ML model. The surgeons can then use the
generated python code to train an ML model and predict the
risk of recanalization. In the current study, the optimal pipeline
obtained started with feature selection using recursive feature
elimination with Extra-Trees classifier, followed by feature
preprocessing using Normalization. The algorithm used to build
the model was the Gradient-Boosting classifier.

DISCUSSION

Recanalization and recurrence are the Achilles’ Heel of
endovascular treatment. This can only be confirmed by a long-
term follow-up study. Thus, the question is raised: are there
any methods to predict the long-term outcome of embolization?
Recently, the ML models have emerged as alternatives to
the traditional statistical models used to predict disease risk
and therapeutic effect. However, ML is often recognized as
complicated technology accessible only to a small fraction
of medical researchers and data scientists. The advantage of
AutoML is that it allows non-ML experts to utilize theMLmodels
without prior expertise. In this study, we found that AutoML,
with the only minimum amount of code, could develop an ML
model that performed significantly better than the commonly
used statistical model in predicting treatment success.

Comparison of the AutoML Model and
Statistical Model
While the statistical models are easy to derive and understand,
they have several limitations. They assume linear independence
between the variables which may fail to account for interactions
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FIGURE 3 | (A) Precision-recall characteristic curves of a statistical model (LR), manually derived ML model (Manuel), AutoML derived ML model (AutoML), and

Aneurysm Recanalization Stratification Scale (ARSS); (B) the receiver operating characteristic (ROC) curves of statistical model (LR), ManualML, AutoML, and ARSS.

FIGURE 4 | General procedures to apply AutoML in the clinical settings.

between the variables. The prescreening of variables using P
values may also miss important variables which may not appear
statistically significant in a univariate test (28). In contrast, the
ML models can learn nonlinear and interactive patterns between
variables and thus producing a more accurate prediction model.
Many studies have reported that an ML model outperformed the
statistical models (22–24). However, there are several drawbacks
that limit the use of the ML model in clinical research. One
is the black-box problem of an ML algorithm yet this can be
improved by applying model interpretation techniques, such as
SHAP (29) to explain the predictionmade by theMLmodels. The
other problem is that the development of the ML model requires
expertise in ML and usually requires the time-consuming tuning

of dozens of parameters.We have shown in the current study that
this can be improved by using the recently emerging AutoML
technique. AutoML canmakeMLmodel trainingmore accessible
to non-ML experts without compromise in model performance.

Comparison of an AutoML Model and
Manually Derived ML Model
We have demonstrated that an AutoML derived model can
achieve better performance than a manually derived ML model.
The MLmodels need a careful selection of algorithms and tuning
of hyperparameters to achieve their best performance. However,
in many clinical studies that apply ML, such tuning is usually
not carried out. Therefore, the developed model may not fully
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exploit the power of ML. In this study, we followed the same
procedures mentioned in the literature to manually develop an
ML model. This represented a typical scenario in which a non-
ML-expert used an open-source library to train an ML model.
As a result, the manually developed model is not optimal. In
contrast, AutoML can perform extensive searching of different
pipelines and tuning of hyperparameters, which resulted in a
better model. It has been reported that AutoML outperformed
a conventional ML model manually developed by a researcher
with a master’s degree in computer science. Moreover, AutoML
only took less than an hour to train but achieved similar or even
better performance than a manually derived ML model which
took days to tune (17). Another distinctive advantage of AutoML
compared with the conventional ML procedure is that it is much
easier to use for surgeons with limited background in ML. As we
have shown, the use of the AutoML model requires only a few
lines of code, which makes it more accessible to clinical doctors.

Limitations
In the current study, all the cases were from a single center
and the number of cases was relatively small. Nevertheless, we
have demonstrated that the use of AutoML can help clinical
researchers develop high quality ML models that outperformed
the statistical models and manually trained ML models. Though
the current study is a single-center study with limited cases
and follow-up time, the AutoML method presented in the
current study can be easily generalized to a study with a larger
sample size and longer follow-up time. In the current study,
the treatment strategies, such as clipping, liquid embolization, or
flow disruption were not assessed. To further test the applicability
of our model, more cases from multiple centers with longer
follow-up should be analyzed.

CONCLUSIONS

We have demonstrated the feasibility of using AutoML to
develop high quality MLmodel for aneurysm treatment outcome
prediction. The AutoML derived model accurately predicted the
outcome of treatment, which may facilitate treatment planning.
AutoML may outperform the conventional statistical model and

manually derived machine learning model. The emergence of
AutoML simplifies and automates the process of building an ML
model, which lowers the learning threshold of ML and allows
non-AI experts to apply ML to their research.
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A Commentary on

Automated Machine Learning Model Development for Intracranial Aneurysm Treatment

Outcome Prediction: A Feasibility Study

by Ou, C., Liu, J., Qian, Y., Chong, W., Liu, D., He, X., Zhang, X., and Duan, C.-Z. (2021). Front.
Neurol. 12:735142. doi: 10.3389/fneur.2021.735142

We read with great interest the article by Ou and colleagues (1) reporting on the application of
an automated machine learning (AutoML) approach to predict recanalization after endovascular
aneurysm occlusion. The authors are commended on accounting for key factors in outcome
prediction such as (i) imbalanced datasets (2) by considering both the area under precision-recall
curve (AUPRC) and the area under receiver-operating characteristic curve (AUROC), as well as
the F1-score, (ii) the risk of overfitting by performing repeated cross-validations of the training
and evaluation procedure, (iii) including graphical illustrations of the model building procedure
as suggested in the literature (3) and (iv) providing code examples (4). Their results underlines
the increased predictive performance of an AutoML approach compared to traditional logistic
regression and a typical machine learning algorithm (Random Forest). Given the high predictive
performance and the ease of using statistical software—as exemplified by the code and procedures
in the Python language—the AutoML tool might provide a tool to bridge the implementation gap
of such methods in medical practice (5).

From our own experience, we found the following points critical in applying ML models in
outcome prediction.

While the discriminatory ability of the AutoML approach is highest among the statistical
approaches in the study presented, the authors did not assess the calibration of the various
algorithms. Calibration gives an estimate of how well the observed outcomes and predictions
agree and are crucial in the clinical decision-making (6–8), thus we argue that an assessment of
the calibration could be a further step to both evaluate and compare classical statistical methods
with AutoML approaches to provide a more holistic estimate of the performance of various
classifiers. As it is argued that one of the main advantages of AutoML is the possibility for non-
ML experts to utilize ML models without prior know-how, we would like to point out that the
application of AutoML as exemplified in the software code in Figure 4 of the paper still requires
rather profound knowledge of the hyperparameters of the algorithm used in the model building
pipeline—in the present application more than a dozen parameters need to be set. Thus, while the
AutoML framework hides most of the parameter tuning and feature selection in a more easy-to-use
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software wrapper, a certain essential knowledge of ML—such
as the concept of hyperparameters and cross-validation—is
still required from the user to obtain robust and unbiased
results. The authors mention further drawbacks of an AutoML
approach, for example in terms of the black-box problems,
which could be tackled by novel interpretation techniques
such as SHAP values. However, while these techniques provide
information regarding the importance of individual predictors,
we argue that by considering the predictive performance of
an ensemble of classifiers for two performance metrics jointly
provides additional valuable information to compare different
algorithms (9). Thus, an illustration of the performance of
various algorithms within the search for the optimal pipeline
of an AutoML application might provide additional and helpful
information regarding the performance and robustness of
both standard statistical methods such as multivariable logistic
regression and modern machine learning methods.

From a clinical perspective, recanalization and recurrences
following endovascular therapy of intracranial aneurysms is not
infrequently encountered. The authors indeed list the number
of patients analyzed and the short-term follow-up as a study
limitation. However, the short follow-up time limits its validity.
Although it has been shown that coiled aneurysms that showed
complete occlusion at 6 months remained stable in most cases,

up to 6.5% of those aneurysm occluded completely at 6-month
later showed a recanalization (10). To evaluate recurrences rates

dictating the treatment effectiveness after coiling, long-term
follow-up is thus warranted (11). Although a low risk of rupture
of coiled aneurysms with a follow-up period of up to 20 years
have been described, larger aneurysms need to be followed for
a longer time period (10, 12), as do aneurysms with residual
filling after the initial treatment (13). Delayed recanalization,
although rare, and the possibility of de novo aneurysm
formation, however calls for continuous monitoring beyond 36
months (14).

We commend the authors on presenting an interesting and
important application of a novel ML approach applicable for
non-AI-experts that outperforms the commonly used statistical
methods in predicting treatment outcome, as the latter is
of utmost importance in any clinical practice evaluating its
treatment outcomes.
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of Neurointerventional Radiology, Upendra Devkota Memorial National Institute of Neurological and Allied Sciences,

Kathmandu, Nepal, 4Departments of Endovascular Neurosurgery and Stroke, St. Vincent Mercy Medical Center, Toledo, OH,

United States, 5Clinical Strategy, VeeOne Health Inc., Roseville, CA, United States, 6 neurologypocketbook.com, Dallas, TX,
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Intracranial aneurysms (IAs) are a significant public health concern. In populations without

comorbidity and a mean age of 50 years, their prevalence is up to 3.2%. An efficient

method for identifying subjects at high risk of an IA is warranted to provide adequate

radiological screening guidelines and effectively allocate medical resources. Artificial

intelligence (AI) has received worldwide attention for its impressive performance in image-

based tasks. It can serve as an adjunct to physicians in clinical settings, improving

diagnostic accuracy while reducing physicians’ workload. AI can perform tasks such

as pattern recognition, object identification, and problem resolution with human-like

intelligence. Based on the data collected for training, AI can assist in decisions in a semi-

autonomous manner. Similarly, AI can identify a likely diagnosis and also, select a suitable

treatment based on health records or imaging data without any explicit programming

(instruction set). Aneurysm rupture prediction is the holy grail of prediction modeling.

AI can significantly improve rupture prediction, saving lives and limbs in the process.

Nowadays, deep learning (DL) has shown significant potential in accurately detecting

lesions on medical imaging and has reached, or perhaps surpassed, an expert-level of

diagnosis. This is the first step to accurately diagnose UIAs with increased computational

radiomicis. This will not only allow diagnosis but also suggest a treatment course. In the

future, we will see an increasing role of AI in both the diagnosis and management of IAs.

Keywords: artificial intelligence, machine learning, aneurysm rupture, unruptured intracranial aneurysms (UIAs),

deep learning

INTRODUCTION

Intracranial aneurysms (IAs) are a significant public health concern. In populations without
comorbidity and a mean age of 50 years, their prevalence is up to 3.2% (1). With the development
and application of advanced imaging techniques worldwide, unruptured intracranial aneurysms
(UIAs) are being detected more frequently. Subarachnoid hemorrhage (SAH) owing to UIA
rupture accounts for 5–10% of all strokes in the United States (2) SAH may cause considerably
high mortality, and those who survive may endure chronic neuropsychological effects and
decreased quality of life (3). Whether detected incidentally or during screening, the management
of intracranial aneurysms (IA) is a challenge in itself for both the treating physician and patients.
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This challenge cannot be overcome easily by conventional
methodology because the decision to intervene involves weighing
the periprocedural risks innate to endovascular or surgical
methods and subarachnoid hemorrhage (4). Due to a lack of
clear understanding of the natural history of small UIAs and
the heterogeneity in the current guidelines and literature, there
is significant variability in the perceptions and surveillance
practices for small UIAs (<7mm). This was discussed in a survey
of 227 practicing neuroradiologists and neurointerventionalists.
Where there is clear variability in practice both in terms of
frequency and method of follow-up imaging. About 59% favored
indefinite, life-long follow-up for small unruptured intracranial
aneurysms, and favored non-contrast MR angiography for
aneurysm follow-up (5).

This heterogeneity and variability in practice necessitate tools
and models that can improve overall recommendations. More
recently AI has started to gain attention from researchers and
clinicians alike for this problem. Numerous researchers have been
exploring artificial intelligence (AI) and Deep Learning’s (DL)
ability in the field of aneurysm detection, rupture prediction, and
also improvement of workflow. AI can perform tasks such as
pattern recognition, object identification, and problem resolution
with human-like intelligence. Based on the data collected for
training, AI can make autonomous decisions. Similarly, in
medicine, AI can recognize a likely diagnosis and select a suitable
treatment based on health records or imaging data without any
explicit programming. Machine learning (ML) endows AI to
learn and train models to extract and memorize features and
related parameters. There are three types of ML: supervised
(training with specific labels or annotations), unsupervised
(training without specific labels and the algorithm clusters data
to reveal underlying patterns), and semi- or weakly supervised
learning (training with both labeled and unlabeled data to reduce
the annotation burden) (4).

Nowadays, deep learning (DL) has shown significant potential
in accurately detecting lesions on medical imaging and has
reached, or perhaps surpassed, an expert-level of diagnosis
(6). DL is a machine learning technique that directly learns
the most predictive features from a large data set of labeled
images (6). A deeper discussion on deep learning is beyond
the scope of this mini-review. Many introductions are written
on artificial intelligence; we recommend reading “High-
performance medicine: the convergence of human and artificial
intelligence” by Topol et al. (7). We also recommend Liu et al.
(8) guide to read articles that use machine learning. Briefly,
the technique primarily used in neuroimaging is convolutional
neural networks (CNN), a subset of Deep Learning. The visual
cortex inspires the algorithms based on CNN’s which closely
resemble human neurons. They are used extensively in image
feature selection, classification, and segmentation, etc., (9).

AI IN INTRACRANIAL ANEURYSM
DETECTION

CT-Angiography and MR-Angiography have been used widely
to screen for IAs. Manual detection of pathologies from images

is a laborious process and requires 3D modeling to accurately
depict vessel morphology. The process is time-consuming and
slow. With the advent of computer vision and deep learning,
we can have AI directly analyze images for the presence of IAs.
However, with newer imaging techniques and newer models, we
gradually saw the AI performance increase compared to human
counterparts and at times surpass it. This directly improves the
detection rate. As earlier detection allows closer monitoring and
eventually results in better patient selection for intervention.

In 2020, Zhao et al. (10) compared the performance of
their 3D CNN segmentation model DAResUNET trained on
1,117 Digital Subtraction Angiography (DSA) images against
six board-certified radiologists and two neurosurgeons. For
aneurysms> 5mm in size, theMLmodel had a superior accuracy
of 100%. However, four aneurysms < 3mm in size were missed
resulting in a sensitivity of 98.6% for aneurysms < 3mm in
size (10).

Aneurysms can bemissed due to the small size and complexity
of intracranial vessels. AI can be used to overcome this
complexity; as shown by Yuki et al. In their case series, their
AI model ResNet-18 detected 5 aneurysms < 2mm in size by
using maximum intensity projection (MIP), to analyze the image
in different rotational views. Unfortunately, two board-certified
radiologists initially had missed the same five aneurysms. While
a human operator can analyze different images, it is time-
consuming. ML models can assist in improving accuracy as now
we have higher computational power, thus decreasing the latency
in detection as these models can predict in near real-time (11).

This was rightly demonstrated by Yang et al. CNN-based
algorithm that detected cerebral aneurysms with a sensitivity
of 97.5% among 649 computational tomography (CT) images.
It also detected eight new aneurysms that were missed in the
initial reports, thereby improving the overall performance of
radiologists in terms of area under weighted alternative free-
response receiver operating characteristic from 0.60 to 0.61. The
study showed that AI has good potential when it comes to being
a supportive tool for radiologists rather than a replacement (12).

This potential was further explored by Faron et al. (13) who
compared the performance of a DEEPMedic CNN model to
detect aneurysms from clinical TOF-MRA data vs. two expert
human readers. No statistically significant difference was found
in the overall sensitivity (OS), showing that AI has now started to
reach human-level accuracy. However, when the human reader
and CNN’s detections were combined, the OS of both human
readers was improved (reader 1: 98 vs. 95%, P = 0.280; reader
2: 97 vs. 94%, P = 0.333). In fact, four previously undetected
aneurysms were detected with this combination, reinforcing the
fact that AI will continue to improve our diagnostic capabilities
and definitely improve patient outcomes (13).

AI IN INTRACRANIAL ANEURYSM
SCREENING

The burden of disability and mortality from UIAs is significant,
while routine screening is challenging because of financial
resources, logistical resources, contrast, and radiation load.
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Moreover, the growth of aneurysms can be non-linear, so the
timing of follow-up scans needs to be further personalized.
Health insurance-related implications can also arise due to the
detection of an IA. We need better guidelines for targeted
screening of high-risk individuals and more sophisticated tools
to time follow-up studies. These need to be evidence-based tools.
AI-based increase in detection of UIAs will help us improve
detection on individual patients and improve our detection
strategy at a population level.

AI and ML can help us better identify screening targets.
Current UIA screening guidelines in the United States and Korea
are limited to two categories: (1) patients with at least two family
members with UIA or SAH, and (2) patients with a history
of autosomal dominant polycystic kidney disease (ADPKD),
coarctation of the aorta, or microcephalic osteodysplastic
primordial dwarfism. Heo et al. (14) extracted data from the
National Health Screening Program in Korea containing general
health examinations from 2009 to 2013. Using 21 variables from
this data, Logistic Regression (LR), RandomForest (RF), eXtreme
Gradient Boosting (XGB), and Deep Neural Network (DNN)
were trained, among which the highest area under receiver
operating curve (AUROC) value was achieved by the XGB
algorithm (0.765) (95% CI 0.742–0.788). The authors stratified
the risk group into five categories. This risk stratification with the
help of AI models will help in improved targets for screening.
This targeted screening in the future with the use of multimodal
data: health status & history, family and similar population
imaging analysis, genetics will eventually create new guidelines
for us to follow (14).

AI IN INTRACRANIAL ANEURYSM
RUPTURE PREDICTION

Rupture prediction is the holy grail of prediction modeling. AI
can significantly improve rupture prediction, saving lives and
limbs in the process. Conventional logistic regression (LR) has
been one of the most studied statistical models to predict the
rupture status of unruptured intracranial aneurysms (UIAs). In
recent years, numerous studies have been done to develop and
compare the utility of ML in the prediction of aneurysm rupture
risk in the context of statistical models.

Multimodal data is needed for ML to improve its accuracy.
Data only limited to imaging does not perform as well in
prediction modeling. Chen et al. concluded that integrating
clinical, aneurysmmorphological, and hemodynamic parameters
improves rupture prediction (15).

Similarly, Detmer et al. also compared the logistic regression
probability model (LRM) to other ML classifiers by training
both the models with hemodynamic, morphological, and
patient-related information of 1,631 intracranial aneurysms. The
predictive performance of ML classifiers was comparable to the
group lasso model. They concluded that incorporating additional
information such as aneurysm vessel wall enhancement would
lead to better performance of the ML classifiers (16).

We have used scores in clinical practice to predict rupture—
one of the widely used includes the PHASES Score (17). Zhu

et al. compared MLmodels with statistical methods and PHASES
score in intracranial aneurysm stability assessment. Among the
authors’ three ML models [Artificial Neural Network (ANN),
RF and Support Vector Machine (SVM)], ANN showed the
best performance with an area under the curve (AUC) of 0.851
(95% CI 0.828–0.873). Interestingly, even the least performing
ML model, RF (0.832 (95% CI 0.809–0.855) significantly
outperformed the statistical models and the PHASES score (P
= 0.045 and P < 0.001, respectively). Thus implying that ML
models provide better accuracy when compared to commonly
used statistical tools such as logistic regression (LR). The
superiority of ML over traditional statistical methods can be
attributed to the fact that ML has the capacity to simultaneously
process massive numbers of variables and can model non-
linear relationships while LR and PHASES are limited to linear
relationships (18).

AI IN INTRACRANIAL ANEURYSM IN
CLINICAL DECISION SUPPORT

Therapeutic planning after detection of UIA is very complex
and depends on patient factors as well as the characteristics
of the aneurysm. Regarding the aneurysm, its location,
size, and feeding artery are a few parameters. Meanwhile,
a neurovascular multidisciplinary team must be involved
to analyze the risk of aneurysmal rupture, the risks of
endovascular and surgical treatment, and the predicted
outcome of treatment taking into account factors such as
the patient’s age, lifestyle, comorbid conditions, and personal
preferences (19).

Thus AI models that can analyze multiple parameters
simultaneously and work with large volumes of data can aid
this complex decision making. In addition, AI can enhance
the process by adding additional objective data of flow and
morphological characteristics of aneurysms. This will lead to an
improved occlusion rate of aneurysms and potentially decreased
recanalization rates.

In 2019, Bhurwani et al. (20) developed a DNN using
Keras to predict occlusion treatment outcomes as a binary
output: occluded or unoccluded using only intraoperative
information. They analyzed 190 CAs pre and post. This
feasibility study concluded with quantitative imaging
information that is normalized and improves prediction.
Also, shown parameters at an individual level can improve
accuracy (20).

As previously mentioned, we have used statistical modeling to
develop clinical scores to predict occlusion rates. One such score
DIANES score is being used. To predict occlusion success, they
used six features (IA diameter, indication, parent artery diameter
ratio, neck ratio, side-branch artery, and sex) (21). Williams
et al. (22) developed Aneurysm Occlusion Assistant (AnOA), a
platform approach is envisioned to assist in real-time decision
making. They developed models that can more reliably help
with therapeutic decision-making. They have envisioned a new
platform that would be able to bring the analytical frameworks
from the lab into clinical settings to guide real-time decision
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making; the Aneurysm Occlusion Assistant (AnOA), an AI
assistant based on Keras, Tensorflow, and skLearn that aims to
assist neurosurgeons intra-operationally in order to personalize
endovascular aneurysm treatments better. Although this has
not been tested clinically, the system used pre-and post-device
placement data as input and allowed for segmentation of IAs and
cranial vasculature with a dice index of ∼0.78 and was able to
predict aneurysm occlusion at 6 months with accuracy 0.84, in
6.88 (22).

This exemplifies the future of AI in clinical decision-
making, and these platforms will start integrating as
clinical evidence is accumulated. We will see similar
approaches being applied to therapeutic planning as we
have already seen in the field of cardiology (23, 24). In
the future, we will see these models tested in real-world
scenarios and give real-time automatic suggestions for
therapeutic planning.

DOCUMENTATION, QUALITY, AND
WORKFLOW ENHANCEMENT USING AI

There is a significant shortage of neuroradiologists, especially in
the developing world. In addition, there is an increasing burden
of newer forms of imaging data, including 2D and 3D imaging,
even in the developed world. AI can augment radiologists in
their workflow by decreasing latency, improving accuracy, and
automatically performing repetitive tasks like measurements to
save time. Dai et al. used modified 2D CTA images produced by
the nearby projection (NP) method to train a fast Region-Based
Convolutional Neural Network (RCNN) model. The model
automatically proposed rectangular areas on the images that may
contain aneurysms so that radiologists can easily find them and
check whether these proposals were correct or not. The model
was 91.8% sensitive in detecting aneurysms automatically. While
an experienced radiologist takes around 10 to 15min to complete
one aneurysm image diagnosis, the authors discuss that with
their model, it will only take a few minutes for a radiologist to
observe all the proposals so that they can save almost 10min
per case, thereby improving efficiency and significantly reducing
detection time.

One of themore explored aspects of AI in improving workflow
has to be automated note creation using speech recognition
software. This has allowed physicians to save time as machine
learning converts speech into text (25). An intelligent Electronic
Medical Record (EMR) can generate an automated summary
resulting in a timely wrap-up of the care process. In addition,
AI algorithms can be integrated into various steps in patient
management, thus streamlining this critical process. Recently,
Williams et al. have reported one of the first papers discussing
Aneurysm Occlusion Assistant (AnOA), a semi-autonomous
system that uses AI, which can predict the surgical outcome of an
IA immediately following device placement, allowing for therapy
adjustment. This study marks a crucial step toward incorporating
machine learning and data-driven algorithms into surgical suites
for better treatment outcomes.

CHALLENGES AND LIMITATIONS OF AI IN
INTRACRANIAL ANEURYSM

Despite significant advancements, this technology is still in its
infancy, and before deploying it in a clinical setting, it needs
to be thoroughly tested. Given that the majority of data will
be imaging-based, we will need faster bandwidth and more
processing with dedicated hardware built from the ground
up dedicated to processing AI-based tasks. Newer computer
chips are now aggressively integrating AI at the level of chip
design (26).

The continued biggest challenge in non-imaging data
(namely EHR-based data) remains a considerable bottleneck in
innovation in healthcare in general and AI in particular. We need
more and better standardization of data, improved data sharing,
and API-based integrations. The new Cures act has addressed a
few of these issues, but we still have a long way to go (27, 28).

CONCLUSION

Recent evidence shows that AI, especially Deep Learning, is
evolving as a promising aide in clinical decision making in
medicine. AI grants us the computational power to explore
complicated non-linear relationships in extensive amounts of
data, and its predictive power increases with the available datasets
for training. Thus the massive amount of data accumulating
in clinics, hospitals and stored in electronic medical records
through standard tests and medical imaging allows for more
applications of AI and high-performance data-driven medicine.
With the need for well-trained radiologists and the amount
of imaging data generated in healthcare settings worldwide,
AI-based CADs will be a tool that will help neuroradiologists
streamline clinical workflow while approaching clinical problem
solving efficiently and accurately. Our review explored the
frontier on how AI can detect aneurysms, evaluate rupture risk,
help in triaging clinical therapy strategies, predict treatment
outcomes and enhance workflow. Although we have not quite
yet reached the threshold for routine clinical application, we
believe that with the availability of larger datasets, AI has great
potential to solve intracranial aneurysm management issues in a
patient-centric manner. Evidence suggests that AI models have
started to match and even outperformed human readers on
numerous occasions while interpreting medical images. Thus, it
would not be an understatement to say that an AI-powered real-
time decision-making assistant software for clinics, hospitals, and
operating suites will be a norm in the coming years. Artificial
Intelligence in neuroradiology; the future is already here.

A GLIMPSE INTO THE
FUTURE-AI-ENHANCED INTRACRANIAL
ANEURYSM CARE

A 24-year-old female had a right-sided pounding headache with
left-sided weakness, numbness, and tingling. She was rushed
to the ER with concern for acute ischemic stroke however her
final diagnosis was hemiplegic migraine. A CTA was done in
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accordance with the standard of care for acute stroke. The
neurologist focused on stroke and then migraine. However,
a 4mm aneurysm was also detected in her internal carotid
artery with the help of an AI-based system and recommended
intervention. The system had evaluated patient rupture risk not
just on the size as previously thought to be the main criteria.
Rather using multimodal data including imaging; feeding artery,
diameters, ratios, radiomic; flow mechanics, genomics, and
metabolomics. On the day of the procedure, an AI-based software
analyzed real-time images of digital subtraction angiography
(DSA) and recommended the type and size of the stent to be
used. Post-procedure the appropriate choice of antithrombotics
was assisted by AI according to information of her genomics
on file. This added case went to a central registry which
helped identify two of her relatives for screening. One of

whom underwent an aneurysm occlusion procedure for her
undiagnosed 8 mm aneurysm.
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Background and Purpose: Mechanical thrombectomy greatly improves stroke

outcomes. Nonetheless, some patients fall short of full recovery despite good

reperfusion. The purpose of this study was to develop machine learning (ML) models

for the pre-interventional prediction of functional outcome at 3 months of thrombectomy

in acute ischemic stroke (AIS), using clinical and auto-extractable radiological information

consistently available upon first emergency evaluation.

Materials and Methods: A two-center retrospective cohort of 293 patients with

AIS who underwent thrombectomy was analyzed. ML models were developed to

predict dichotomized modified Rankin score at 90 days (mRS-90) using clinical and

imaging features, both separately and combined. Conventional and experimental

imaging biomarkers were quantified using automated image-processing software from

non-contract computed tomography (CT) and computed tomography angiography

(CTA). Shapley Additive Explanation (SHAP) was applied for model interpretability and

predictor importance analysis of the optimal model.

Results: Merging clinical and imaging features returned the best results for mRS-90

prediction. The best performing classifier was Extreme Gradient Boosting (XGB) with

an area under the receiver operating characteristic curve (AUC) = 84% using selected

features. The most important classifying features were age, baseline National Institutes

of Health Stroke Scale (NIHSS), occlusion side, degree of brain atrophy [primarily

represented by cortical cerebrospinal fluid (CSF) volume and lateral ventricle volume],

early ischemic core [primarily represented by e-Alberta Stroke Program Early CT Score

(ASPECTS)], and collateral circulation deficit volume on CTA.

Conclusion: Machine learning that is applied to quantifiable image features from CT and

CTA alongside basic clinical characteristics constitutes a promising automated method

in the pre-interventional prediction of stroke prognosis. Interpretable models allow for

exploring which initial features contribute the most to post-thrombectomy outcome

prediction overall and for each individual patient outcome.

Keywords: ischemic stroke, artificial intelligence, machine learning, prognosis, prediction model
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INTRODUCTION

Mechanical thrombectomy is currently the standard of care for
patients with disabling the stroke from large vessel occlusion.
Numerous trials have demonstrated its efficacy in improving
survival and functional outcome for these patients (1–3). In
addition, successful reperfusion does not translate into favorable
recovery for a substantial proportion of patients who are treated
with mechanical thrombectomy (4, 5). Thus, accurate and time-
efficient risk assessment remains crucial to optimize triaging
and outcomes of patients who may be candidates for stroke
reperfusion therapy (6).

Several prognostication scales have been proposed to predict
the functional outcome of patients with ischemic stroke (7–9).
However, these scores lack the ability to fully model the complex
and non-linear relationships between various prognostic factors
with functional outcomes and they depend mainly on categorical
rendering of clinical and few conventional imaging features.

Machine learning (ML) has emerged as a promising tool
for fitting and modeling complex and multidimensional data
patterns, leading to many potential applications in Medicine
(10). This is owing to its ability to incorporate a large number
of variables, extract nuanced information, and generalize the
acquired knowledge on new unseen cases in an efficient and
automatic manner, which could be particularly helpful in time-
critical situations, such as acute stroke. Artificial intelligence
(AI) algorithms could help to improve prediction methods by
providing immediate prognostic information. Few studies have
applied MLmodels on multimodal imaging features for modified
Rankin Score (mRS) prediction in ischemic stroke, however,
there still is ample room for refinement (11–13).

An important challenge for AI applications in healthcare is
to overcome the confidence barrier and ensure that physicians
trust the ensuing results. The black-box nature of ML algorithms
makes it difficult to interpret most complex models, significant
progress though has been made in the last few years in ML
interpretability. One particularly promising method is Shapley
Additive Explanations (SHAP), which to our knowledge has
not been previously explored in depth for ML prediction of
functional recovery after ischemic stroke.

The aim of this study was to develop an ML model and
assess its potential in pre-interventional prediction of functional
outcomes at 3 months of thrombectomy in acute ischemic stroke
(AIS) using clinical and auto-extractable radiological information
consistently available upon first evaluation in the emergency
department. In addition, to establish an automated end-to-end
system for streamlined patient triage and management decision
support in stroke.

Abbreviations: AIS, Acute Ischemic Stroke; ASPECTS, Alberta Stroke Program

Early CT Score; AUC, Area Under the Receiver Operating Characteristic Curve;

AI, Artificial Intelligence; CSF, Cerebrospinal Fluid; CT, Computed Tomography;

CTA, Computed Tomography Angiography; CTA-CS, CTA Collateral Score; XGB,

Extreme Gradient Boosting; GB, Gradient Boosting; IQR, Interquartile Range;

KNN, K Nearest Neighbor; ML, Machine Learning; mRS, modified Rankin Score;

mRS-90, modified Rankin Score At 90 Days; NIHSS, National Institutes of Health

Stroke Scale; RF, Random Forests; SHAP, Shapley Additive Explanations; TICI,

Treatment in cerebral infarction.

MATERIALS AND METHODS

Dataset
The study included 443 patients from two academic centers with
a confirmed diagnosis of AIS, due to large vessel occlusion in the
anterior circulation [internal carotid or middle cerebral artery
(MCA)] confirmed on computed tomography angiography
(CTA) who underwent mechanical thrombectomy between 2014
and 2020. All included patients underwent standardized acute
stroke imaging that includes non-contrast head CT and CTA of
the head and neck. Patients without CTA or with any missing
pertinent clinical or radiological data were excluded. The primary
clinical outcome of interest was the modified Rankin score at
90 days (mRS-90). The study protocol was approved by the
Institutional Review Board. The data that support the findings
of this study could be available from the corresponding author
upon reasonable request.

Feature Extraction
Collected clinical and demographic characteristics were age,
sex, baseline National Institutes of Health (NIH) Stroke
Scale (NIHSS), time from symptom onset to admission, and
comorbidities (diabetes, hypertension, hyperlipidemia, previous
stroke, and cardiovascular disease, such as myocardial infarction
and arrhythmia), in addition to blood glucose and blood
pressure levels. Interventional and post-interventional features,
such as modified treatment in cerebral infarction (mTICI) score
informing reperfusion status, were excluded from the models in
line with the main purpose of the study.

Quantitative imaging feature extraction was performed using
e-Stroke software (Brainomix, Oxford, UK) for automated
calculation of Alberta Stroke Program Early CT Score
(ASPECTS; e-ASPECTS) and estimated acute infarct volumes on
non-contrast CT (14–17). e-ASPECTS uses ML classification to
distinguish and segment regions that contain signs consistent
with the acute ischemic change in order to output both (total
and per ASPECTS region) and total e-ASPECTS volumes.
Additional novel features that were extracted using e-Stroke
software included non-acute infarct volume, total brain volume,
and atrophy, which were quantified using cerebrospinal fluid
(CSF) segmentation volumes in both the lateral ventricles and
the cortical sulci separately and expressed as percentages. e-CTA
(Brainomix, Oxford, UK) identifies large vessel occlusion site
and quantifies the volume of collateral circulation deficit both as
a percentage of the total volume and using the CTA collateral
score (CTA-CS) (18–20). Novel experimental outputs from
e-CTA included the absolute volume of the vessel density deficit
in MCA territory relative to the contralateral hemisphere.

Feature Pre-processing
Baseline features were categorized into clinical and imaging
feature groups. Standardization scaling of continuous and
ordinal feature values was applied to obtain a mean of zero
and a standard deviation (SD) of 1, in order to facilitate the
algorithm learning process and improve the prediction results.
Random splitting of the datasets into a training set and a
testing set was applied with a ratio of 75–25%, respectively. The
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mRS-90 was dichotomized with mRS 0–2 representing a good
functional outcome.

The features were divided into four subsets, which are as
follows: (1) clinical features, (2) imaging features, (3) combined
clinical and imaging features, and (4) selected features. A
model-based approach was applied using sequential backward
feature selection with a bagging classifier, where an algorithm
sequentially removes features from the full feature set until the
removal of further features decreases the classifier performance.

Statistical Analysis
Statistical assessment of each clinical and image-based feature
in relation to mRS-90 was assessed using the chi-square test for
the categorical variables, Wilcoxon Rank-Sum test, and t-test for
the ordinal and continuous variables depending on the normality
of their distributions. Statistical analysis was done using Python
(version 3.9) and the SciPy library. Values of p < 0.05 were
considered statistically significant.

ML Model Development and Testing
For the purpose of mRS-90 prediction, supervised ML
classification methods were deployed. The ML algorithms
used were as follows: k-nearest neighbors, random forests
(RF), gradient boosting (GB), and Extreme Gradient
Boosting (XGBoost). The models were constructed using
the Scikit-learn library.

As a first step, k-fold cross-validation of 10-folds was
performed during the training for each model, which divides the
training set into 10 subsets (9 for training and 1 for validation),
where the training and validation sets change and iterate over the
10-folds. The model hyperparameters were optimized by means
of a grid search approach, where for every model and for each
hyperparameter a set of possible values was manually defined
and evaluated exhaustively in every iteration to determine the
values corresponding to the model’s highest performance, with
an area under the receiver operating characteristic curve (AUC)
as scoring metric. The ML models were trained using each of
the 4 different feature categories. Subsequently, for every feature
group, we tested the models’ performance on the testing set
of patients.

From the output of the grid search, the best performing model
was chosen. Finally, automatic Bayesian hyperparameter tuning
with the Optuna framework was used on the best performing
model to boost its performance and achieve finer tuning. The
evaluation metrics used were accuracy, F1 score (for mRS-90≤ 2
and mRS-90 > 2 predictions), and AUC.

To enhance the model’s explainability and perform a feature
importance analysis, we used the method SHAP, which is based
on game theory and consists of computing Shapley values
reflecting the contribution of each feature in the predictions of
the model (21–23). The method allows for the identification of
features with the most influence on model output and measures
the impact if each variable was to be removed while taking into
account the interaction with other variables that provide insight
on the relative importance of the features used by the model for
its prediction decision process.

An illustrative summary of the methods is provided in
Figure 1.

RESULTS

Patient Population
Of 443 total patients (266 from the first center and 177 from
the second center), 293 patients met the study inclusion criteria.
The remainder of the patients were excluded for lacking relevant
variables mainly CTA images. In total, 101 patients had a
favorable functional outcome (mRS-90 ≤ 2), while 192 patients
had unfavorable functional outcomes (mRS-90> 2). The median
age of included patients was 71 years and 49% (n = 143) were
women (Table 1).

Univariate Statistical Analysis
Favorable clinical outcome was significantly associated with
younger age (p < 0.0001), female sex (p = 0.016), and lower
baseline NIHSS score (p < 0.0001). Patient comorbidities
were not significantly different between outcome groups
(Supplementary Table S1) and therefore were not included in
the development of ML models.

Non-contrast CT imaging features associated with favorable
outcomes included greater e-ASPECTS (p = 0.002), larger brain
volume (p = 0.043), smaller cortical CSF volume (p < 0.0001),
smaller lateral ventricle volume (p < 0.0001), smaller acute
ischemic volume (p = 0.047), and non-acute ischemic volume
(p = 0.040). Collateral circulation deficit volume on CTA was
significantly lower in the favorable outcome group (p = 0.001;
Table 1).

ML Model
Performance evaluation of each ML model following grid
search optimization is presented in Supplementary Table S2.
The selected features were as follows: baseline NIHSS, age,
occlusion side, local M5 infarct volume, local lentiform infarct
volume, brain volume, percentage of lateral ventricle volume,
collateral vessel deficit volume, and the time interval from
symptoms onset to admission.

We calculated accuracy and AUC for each of the feature
groups on the training data set. For clinical data, the model with
the highest AUC score was the XGBoost classifier (XGB) with
an AUC of 81%. For imaging features, the best model was XGB
at 79% AUC. For combined clinical and imaging features, the
best model was also XGB with an AUC of 80%. Selected features
yielded an AUC of 84% (Figures 2A–D).

The XGB model was selected for further optimization as it
consistently achieved a high performance in the four feature
groups and had the highest overall AUC scores. Using Bayesian
hyperparameter tuning with a stratified cross-validation of 10-
folds to refine the XGB model, the final performance metrics on
the testing set of patients were AUC= 84%, accuracy= 77%, F1-
score (mRS ≤ 2) = 67%, and F1-score (mRS > 2) = 82% for the
selected features. The final results are shown in Figures 2E,F.

Following prediction modeling of mRS-90, a feature
importance rank for the patient cohort was established by
calculating SHAP values for XGBoost which revealed that
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FIGURE 1 | Automated pipeline system for stroke functional outcome prediction at the emergency imaging providing artificial intelligence (AI) decision support for

mechanical thrombectomy.

the top indicators of clinical outcome prediction for the
model were by order of importance, i.e., age, baseline NIHSS,
occlusion side, cortical CSF volume percentage, lateral ventricle
volume percentage, e-ASPECTS, and circulation deficit volume
(Figure 3E). The overall impact of each feature is represented by
feature SHAP general values as shown in Figure 3F and model
predictions were able to be reviewed and assessed regarding
each predictor for each patient instance. The SHAP force plot
allows for an interactive visualization of all the study populations
clustered by their feature value similarity and ranging according
to their specific model output (Figures 3A,B). Individual
patient predictions can be extracted to visualize which features
played a role in their classification and what their feature
values were. Examples of predictions for a patient with poor
outcomes and a patient with favorable outcomes are shown in
Figures 3C,D, respectively.

DISCUSSION

In this study, we have developed and tested MLmodels to predict
the 3-month functional outcome of patients with AIS and large
vessel occlusion treated with mechanical thrombectomy using
only clinical and imaging features available in the emergency
department. Employing very simple baseline clinical information
and automatically extracting quantitative imaging features from

the baseline CT and CTA, our final model achieved very good
predictive accuracy. Some of the features incorporated into our
predictive model had not been previously examined, such as
radiological markers of brain atrophy (brain volume, cortical
CSF volume, and ventricular volume). In addition, we presented
the feasibility of building interpretable ML models for stroke
outcome prediction. The reporting of our prediction model
includes information on what features weighed more heavily on
the prediction that the algorithm utilized to construct the model.

The high evaluation metrics results in our study could be
attributed to the newly introduced quantifiable features from
automated image post-processing technology and the use of
Bayesian hyperparameter tuning. Although all the included
features contributed to the model performance, the most
important features for the final model outcome prediction
were as follows: age, baseline NIHSS, occlusion side, degree of
brain atrophy (primarily represented by cortical CSF volume
and lateral ventricle volume), early ischemic core (primarily
represented by e-ASPECTS), and circulation deficit volume on
CTA. This demonstrates the opportunity for multiple automatic
imaging biomarkers extractable from routinely acquired imaging
modalities (CT and CTA) to improve the precision of patient
profiling for AIS management.

The complexity of ML models leads to challenges in defining
the reasoning behind their predictions, thus potentially
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TABLE 1 | Statistical feature comparison between the two outcome groups.

Features mRS-90 ≤ 2 (n = 101) mRS-90 > 2(n = 192) P-value

Clinical features

Age, median (IQR) 63 (51–74) 75 (63–84) <0.0001

Sex 0.016

Female, n (%) 39 (39%) 104 (54.2%)

Male, n (%) 62 (61%) 88 (45.8%)

NIHSS score, median (IQR) 13 (7–18) 18 (13–22) <0.0001

Time to admission, median (IQR) 107 (68–186) 135 (68–302) 0.107

Imaging features

Occlusion side 0.017

Right, n (%) 57 (56%) 79 (41%)

Left, n (%) 44 (44%) 113 (59%)

Occlusion location 0.280

ICA Terminus, n (%) 25 (25%) 55 (29%)

M1, n (%) 50 (49%) 99 (51%)

M2, n (%) 25 (25%) 34 (18%)

M3, n (%) 1 (1%) 4 (2%)

e-ASPECTS, median (IQR) 9 (8–10) 9 (7–10) 0.002

Acute ischemic Volume (mL), median (IQR) 9.14 (5–20) 12.52 (5–28) 0.047

Non-acute ischemic volume (mL), median (IQR) 0.39 (0–0) 0.50 (0–1) 0.040

Local acute ischemic volume

M1 (mL), median (range) 0.0 (0.0–9.5) 0.0 (0.0–13.7) 0.006

M2 (mL), median (range) 0.3 (0.0–8.8) 0.8 (0.0–18.8) 0.005

M3 (mL), median (range) 0.0 (0.0–12.5) 0.4 (0.0–20.2) 0.002

M4 (mL), median (range) 0.0 (0.0–7.5) 0.0 (0.0–11.7) 0.004

M5 (mL), median (range) 0.8 (0.0–17.9) 1.3 (0.0–32.0) 0.034

M6 (mL), median (range) 0.1 (0.0–23.0) 0.8 (0.0–25.3) 0.012

Caudate (mL), median (range) 0.0 (0.0–2.6) 0.0 (0.0–2.6) 0.540

Insula (mL), median (range) 0.0 (0.0–8.0) 4.7 (0.0–8.0) 0.201

Internal capsule (mL), median (range) 0.0 (0.0–4.7) 0.0 (0.0–4.8) 0.744

Lentiform (mL), median (range) 2.3 (0.0–5.8) 2.6 (0.0–5.8) 0.679

Brain volume (L), mean (±SD) 1.30 (±0.16) 1.26 (±0.15) 0.043

Cortical CSF volume (%), median (IQR) 6.16 (4–9) 8.7 (6–10) <0.0001

Lateral ventricle volume (%), median (IQR) 2.4 (1–3) 3.4 (2–5) <0.0001

Circulation deficit volume, median (IQR) 15.8 (1–36) 30.42 (6–54) 0.001

CTA CS score, median (IQR) 3.0 (2–3) 2.0 (1–3) <0.001

hampering clinical adoption. In this study, the SHAP
methodology provided explicability to the ML model at the
cohort level and for each individual patient prediction with
user-friendly visualization tools for demonstration purposes.
These types of approaches have the potential for resolving
the “trust barrier” between clinicians and AI algorithms and
could help to increase clinical engagement with ML as future
practice tools.

Our work results are consistent with and validate findings
from previous studies, which have evaluated ML models for
outcome prediction after AIS. Jiang et al. illustrated that ML
applied to clinical and advanced imaging features had superior
performance in binary mRS-90 prediction when compared to
the Stroke Prognostication using Age and NIHSS (SPAN-100)

scale (12). They reported the best model AUC of 80% using the
6 best performing features that include CT perfusion features
(baseline NIHSS, age, glucose at admission, ischemic core volume
on CT perfusion, penumbra volume on CT perfusion, and
CTA-clot burden score) (12). Brugnara et al. reported a model
for predicting mRS-90 after endovascular treatment for AIS
that achieved an AUC of 74% using just baseline clinical and
radiological features (13). The incorporation of features from CT
perfusion did not improve the predictive performance of their
model, but the inclusion of angiographic and post-interventional
features significantly improved the predictive performance with
an AUC of 85%. The most important parameters for their mRS-
90 prediction were NIHSS after 24 h, pre-morbid mRS, and
volume of final infarction volume on post-interventional CT (13).
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FIGURE 2 | Receiver operating characteristic curves (ROCs) with areas under curves for modified Rankin score at 90 days (mRS-90) prediction after grid-search

optimization using baseline clinical features (A), imaging features (B), all features (C), and selected features (D), the orange-dashed line represents random guessing

with an area under the receiver operating characteristic curve (AUC) of 0.5. The AUC (E) and confusion matrix (F) of the best performing model following Bayesian

hyperparameter tuning using the selected features.

FIGURE 3 | Shapley Additive Explanation (SHAP) force plot of the testing set with the vertical axis representing model outcome and the horizontal axis representing

the testing population sample ordered by feature similarity (A) and by model output (B). Examples of the model output for an individual patient with the determining

feature values that influenced the classification decision from the poor outcome group (C) and the favorable outcome group (D). SHAP summary plot showing the

distribution of each patient feature and how it affects the model outcome through its SHAP value (E). Absolute mean SHAP values for the global effect of every feature

effect on the model output (F).
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During model development, we experimented with
incorporating features related to the endovascular intervention
and post-interventional clinical and radiological features, such
as TICI score, which as expected did increase the performance
of the predictive models. However, the goal of the study was not
just to merely develop a prognostic tool or achieve the highest
prediction metrics possible but also to explore how the potential
of ML models for decision supports in the setting of initial
screening at the emergency department prior to the intervention
and to identify the patients who would highly benefit if a
mechanical thrombectomy procedure was to be performed. For
that purpose, we intentionally chose to restrict the features to
only those readily available at first scan and evaluation upon
urgent patient arrival and excluded the post-interventional
features from our final analysis. This interpretable approach
could have promising applications and provide helpful service
for stratifying patients with large vessel occlusion stroke prior
to the endovascular procedure, leading to enhanced acute
management decision-making.

Limitations
Limitations to our study may relate to the population size,
which is although relatively large as a two-center study,
similar to most ML studies, it could benefit from a larger
cohort size for ML purposes. Datasets with diverse origins
and a higher number of participants are warranted to
further validate the robustness of the models for future
generalizability on independent cohorts. In addition, with the
absence of consistent information on pre-morbid functional
status, we have not included this variable. Future planned
steps exist for validating these tools prospectively and
on larger multi-center datasets for further optimization of
this approach.

CONCLUSION

Automated approaches could help to streamline and inform
the decision-making process prior to thrombectomy in AIS
at the emergency department. Our study highlights the value

and accuracy of ML approaches integrating basic clinical
information and automated imaging features in the pre-
interventional prediction of functional outcomes 3 months from
mechanical thrombectomy and the role of AI in both extracting
useful information from routine imaging and individualizing
prognostication and management decision-support systems in
AIS. Progress made in ML interpretability is paving the way for
more transparent modeling, which is becoming essential in the
medical realm and for identifying important new predictors of
stroke outcome.
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Background and Purpose: Unruptured intracranial aneurysms (UIAs) are increasingly

being detected in clinical practice. Artificial intelligence (AI) has been increasingly used

to assist diagnostic techniques and shows encouraging prospects. In this study, we

reported the protocol and preliminary results of the establishment of an intracranial

aneurysm database for AI application based on computed tomography angiography

(CTA) images.

Methods: Through a review of picture archiving and communication systems, we

collected CTA images of patients with aneurysms between January 2010 and March

2021. The radiologists performed manual segmentation of all diagnosed aneurysms on

subtraction CTA as the basis for automatic aneurysm segmentation. Then, AI will be

applied to two stages of aneurysm treatment, namely, automatic aneurysm detection and

segmentation model based on the CTA image and the aneurysm risk prediction model.

Results: Three medical centers have been included in this study so far. A total of

3,190 cases of CTA examinations with 4,124 aneurysms were included in the database.

All identified aneurysms from CTA images that enrolled in this study were manually

segmented on subtraction CTA by six readers. We developed a structure of 3D-Unet

for aneurysm detection and segmentation in CTA images. The algorithm was developed

and tested using a total of 2,272 head CTAs with 2,938 intracranial aneurysms. The recall

and false positives per case (FP/case) of this model for detecting aneurysms were 0.964

and 2.01, and the Dice values for aneurysm segmentation were 0.783.

Conclusion: This study introduces the protocol and preliminary results of the

establishment of the intracranial aneurysm database for AI applications based on CTA
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images. The establishment of amulticenter database based on CTA images of intracranial

aneurysms is the basis for the application of AI in the diagnosis and treatment of

aneurysms. In addition to segmentation, AI should have great potential for aneurysm

treatment and management in the future.

Keywords: intracranial aneurysm, database, artificial intelligence, computed tomographic angiography, deep

learning

BACKGROUND

Saccular unruptured intracranial aneurysms (UIAs) are
pathological artery dilation that occurs in major cerebral
arteries branch and affects 3–5% of the adult population (1).
Approximately 20–30% of patients with intracranial aneurysms
harbor more than one aneurysm (2). With the improvement
in the quality of intracranial imaging techniques over the past
20 years and the more widespread application of magnetic
resonance imaging (MRI) and computed tomography (CT) as
diagnostic tools (3), UIAs are increasingly being detected in
clinical practice. A recent cross-sectional study showed that
the prevalence of UIA is as high as 7% among individuals aged
35–75 years in China (4). Subarachnoid hemorrhage caused by
aneurysm rupture has serious consequences, with the mortality
rate of early hemorrhage being 40%, and the rate of rebleeding
being as high as 60–70% (5). Surgical clipping or interventional
therapy for aneurysms is associated with an inherent risk of
invasions, with a 4.3–4.6% incidence of post-operative morbidity
and a 10–24.6% incidence of new neurological deficits following
treatment (6). Clinicians are increasingly faced with the
dilemma of choosing appropriate clinical management, either
prophylactic treatment (endovascular or aneurysm clipping)
with an inherent risk of complications or conservative treatment
that leaves patients at risk of aneurysm rupture. Establishing a
reliable model to determine the stability of UIAs is important for
therapeutic decisions in unruptured aneurysms.

IMAGING DIAGNOSTIC TOOLS FOR
INTRACRANIAL ANEURYSMS

The detection and risk assessment of intracranial aneurysms
is critical due to their low rupture rate and high rates of
disability and mortality after rupture. IAs are most often
detected incidentally after the rupture of aneurysms or during
the evaluation of systemic symptoms, such as headache, neural
paralysis, and ischemic cerebrovascular disease. At present,
computed tomography angiography (CTA), magnetic resonance
angiography (MRA), and digital subtraction angiography (DSA)
are the main imaging diagnostic tools for intracranial aneurysms.
Each tool has advantages and disadvantages, and different
individual practitioners use them variably at various stages in the
evaluation of an aneurysm.

As the “gold standard” for aneurysm diagnosis, DSA has
shown greater sensitivity, especially in aneurysms smaller than
3mm (7, 8). However, it is difficult to become a large-scale disease
screening method due to its inherent invasiveness. MRA for

aneurysm imaging uses contrast methods or time-of-flight (TOF)
sequences. In general, MRA has been reported to have a detection
sensitivity ranging from 74 to 98% (9). However, a study showed
that the sensitivity of MRA can be significantly affected by the
aneurysm size. Therefore, magnetic resonance was suggested as
a primary method of screening for UIAs and can be very useful
for aneurysms larger than 3mm. Possible complications for DSA
include contrast agent allergy events, IA rupture, brain infarction,
and arterial injury (10). With the development of multidetector
scanners, CTA is frequently added to assist in the diagnosis of the
aneurysm. In general, the sensitivity, specificity, and accuracy of
aneurysm detection are very high compared with DSA with the
3D rotational acquisition, with 1 report indicating values of 96.3,
100, and 94.6%, respectively (11). Even for smaller aneurysms
(typically for those <3mm), there was a comparable sensitivity,
specificity, and accuracy (81.8, 100, and 93.3%, respectively).
Therefore, with its high sensitivity and specificity, CTA can be
considered an initial diagnostic test for aneurysm detection and
screening (12).

Management of UIAs and Predictors of
Rupture
After a UIA is detected, several factors must be considered to
determine the appropriate management approach. Despite the
continuous improvement of surgical clipping and endovascular
treatment techniques, the therapeutic effect of the intracranial
aneurysm has been gradually improved, but there are still certain
complications and morbidity mortality in various treatment
methods. There are no randomized clinical trial data that define
the optimummanagement of a UIA. The available natural history
studies provide both retrospective and prospective data. The
risk of aneurysm rupture without any intervention should be
compared with the risk of surgical clipping or endovascular
treatment. The need for preventive treatment of unruptured
aneurysms is controversial, especially considering the low
rupture rate of intracranial aneurysms, which is only 0.25%
(12). Therefore, determining its stability is important to make
therapeutic decisions for unruptured aneurysms (13, 14). The
most reasonable treatment strategy for intracranial aneurysms
may be to screen patients with a high risk of rupture and carry
out active intervention treatment and to carry out conservative
and follow-up treatment for patients with a low risk of rupture.

Many studies have identified important clinical factors for
aneurysm rupture. Size is proposed as the most important factor
for predicting aneurysm stability in previous studies. Up to 85–
90% of ruptured intracranial aneurysms are<10mm in diameter
(15–17). According to the International Study of Unruptured
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intracranial aneurysms, aneurysms of <7mm in the anterior and
posterior circulation have a cumulative 5-year risk of rupture of 0
and 2.5%, respectively (18). However, a published lifelong follow-
up study that smoking and female gender were more severe
prognostic factors than aneurysm size (19). Old age was also
determined as a risk factor for aneurysm rupture in a prospective
study (20). As growing aneurysms are at high risk for rupture
compared with stable size and stable shape (21), discriminating
aneurysm stability is meaningful. In addition to size and patient’s
baseline information, the morphology of the aneurysm is closely
related to the stability of the aneurysm (13, 14). Some studies have
found that various morphological features of aneurysms, such
as size ration, flow angle, height/width ratio, aspect ratio, and
deviated angle, are associated with their rupture. However, these
parameters aremainly measured in a two-dimensional projection
and may differ among different angle projections or measurers.

It is well-known that three-dimensional images contain
primitive and comprehensive morphological information, and
radiomics and machine learning studies based on these images
have attempted to identify important morphological features
associated with aneurysm stability. In a study containing
719 aneurysms, the researchers used radiomics to find that
SphericalDisproportion, Maximum 2D diameter slice, and
surface area were the most important morphological feature
to predict aneurysm stability (22). However, the research on
these complex three-dimensional parameters is still incomplete,
and there are obvious problems, such as insufficient scientific
research data and inconsistent experimental results. Their values
of aneurysm rupture risk assessment and prediction need to be
further verified (14, 23).

Therefore, it is urgent to explore the risk factors closely
related to intracranial aneurysm rupture that is convenient for
quantitative analysis and to establish an accurate and effective
risk assessment system for intracranial aneurysm rupture on this
basis, providing a reliable basis for treatment decisions, which has
great clinical and social value.

Electronic Medical Data
At present, almost all tertiary medical centers in China use
electronic medical record systems and picture archiving and
communication system (PACS). Digitization of the medical
records and the storage of image data in the “DICOM”
format provides an opportunity to utilize medical data for
standardization and analysis in unique ways. In addition, modern
tools used for extraction from electronic medical records and
image data from PACS can be used to develop a database that can
be used for retrospective studies and registry studies and can even
be used for establishing stratified disease models. Digitization
of medical data makes it possible to analyze imaging data of a
large number of patients based on medical records. Although
there are a large number of patients with intracranial aneurysms
and a large amount of relevant medical data in medical centers
in China, there are currently data barriers between hospitals,
making data sharing difficult. The establishment of a multicenter
database is the foundation for high-quality, large-scale disease
research in the future.

Artificial Intelligence
The promise of artificial intelligence (AI) in medicine and
healthcare is widely discussed at present, just as it was when
the concept was first proposed in the late 1960s. AI focuses
exclusively on the use of algorithms and the software that
implements them to approach human cognition abilities to
analyze complex observations and data. AI works by modeling
and extracting information from various data sources and then
processing it, with the goal of being able to provide a well-
defined, ideally understandable, and interpretable output to
the practicing medical professional. It encompasses different
analytical methods, such as machine learning (ML), natural
language processing, and computer or machine vision (24). ML,
represented by deep learning, represents the most successful
branch of AI, focusing on the development of programs with the
ability to learn from data (25).

It has recently been used to aid in diagnostic techniques,
and several studies have attempted to apply ML methods to
neuroimaging data to assist in stroke diagnosis (26). The relevant
published literature has focused on several disease types, namely,
cancer, neurological diseases, and cardiovascular diseases (26).
The application of AI relies on massive amounts of medical data
being collected and stored in the form of electronic medical
records, especially including rich medical imaging information.
A major advantage of deep learning is the convolutional neural
network (CNN), which analyzes pixel-level information in
images and is able to interpret the orientation of pixels, which
allows them to identify lines, curves, and even objects in images.
A study shows that the applications of AI in precision oncology
are due in large part to its remarkable ability to classify imaging
data across different clinical domains (25). Data mining has
great significance for identifying new diagnostic markers that
can precisely diagnose and classify diseases, such as intracranial
aneurysms, based on information about them.

METHODS AND DESIGN

Building an IA Database Based on the CTA
Image for AI
We aim to apply the full advantage of AI to the diagnosis
and treatment of aneurysms, including automatic diagnosis of
aneurysms, automatic segmentation, and risk assessment of
aneurysms. Therefore, we will establish a multicenter database
based on CTA images of intracranial aneurysms, which is the
basic work of automatic aneurysm diagnosis, segmentation,
and aneurysm rupture risk prediction based on AI technology.
To construct the database, previous retrospective data and
prospective data enrolled during the registration of studies will
be included.

The reason why we are willing to explore this issue is due to
the urgent clinical needs: (1) compared with the limited physician
resources, there are a large number of aneurysm images to be
diagnosed; (2) more reliable aneurysm risk assessment methods
are needed to develop reasonable treatment strategies. Also at the
technological frontier, we are seeing clear reasons, including data
availability and expert opinion, that this exploration is feasible.
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FIGURE 1 | The process of multicenter data inclusion.
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FIGURE 2 | The standard procedure for manual aneurysm segmentation.
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This study was approved by the medical ethics committee of
Tiantan Hospital, Beijing, China. Through a review of the picture
archiving and communication system in Tiantan hospital, we
collected CTA images of all patients with aneurysms treated in
our hospital between January 2010 and March 2021. In addition,
CTA data of patients with aneurysms from two other Chinese
medical centers were also collected. Furthermore, on the basis
of all enrolled patients with aneurysms with CTA images, the
corresponding clinical data were collected through the electronic
medical record systems, including basic clinical characteristics,
relevant data concerning personal and family history, relevant
laboratory findings, and follow-up information. Figure 1 shows
the multicenter data inclusion process. Data continue to be
added through observational registries (registration number:
ChiCTR2100054564). Patients’ treatment was not affected by
their participation in this study.

Recruitment of Participants
Collection Criteria

At least one UIA that has not been treated and has been
confirmed by imaging: CTA, MRA, and/or DSA.

Complete CTA image sequence and clinical data.
Patients or relatives agreed to participate in this study.

TABLE 1 | The overview of the characteristics of the database.

Characteristic Total

No. of patients, n 3,190

No. of IAs, n 4,124

Male, n (%) 1,219 (38.2)

Age, years 56.7 ± 11.0

Male, years 55.8 ± 11.5

Female, years 57.2 ± 10.6

Aneurysm size, mm 2.3 ± 0.5

<3mm, n (%) 1,540 (37.3)

3–7mm, n (%) 2,035 (49.3)

>7mm, n (%) 545 (13.2)

Aneurysm’s location

ICA, n (%) 2,384 (57.8)

ACA, n (%) 227 (5.5)

ACoA, n (%) 403 (9.8)

MCA, n (%) 696 (16.9)

PCA, n (%) 89 (2.2)

PCoA, n (%) 28 (0.7)

BA, n (%) 151 (3.7)

VA, n (%) 109 (2.6)

Other, n (%) 37 (0.9)

Scanners

GE healthcare, n (%) 2,699 (84.6)

Philips scanners, n (%) 482 (15.1)

Other scanner, n (%) 9 (0.3)

ICA, internal carotid artery; ACA, anterior cerebral artery; ACoA, anterior communicating

artery; MCA, middle cerebral artery; PCA, posterior cerebral artery; PCoA, posterior

communicating artery; BA, basilar artery; VA, vertebral artery.

Exclusion Criteria

Computed tomography angiography with arteriovenous
malformation, arteriovenous fistula, or Moyamoya disease.

Post-traumatic or infectious pseudoaneurysm.
Previous surgical clipping or endovascular treatment for

the aneurysm.
Non-diagnostic image quality with severe artifacts as judged

by an attending neuroradiologist.
Incomplete or missing CTA imaging data and clinical data.

Manual Segmentation of Aneurysm for
Model Training
A standard procedure for manual aneurysm segmentation
(Figure 2) was developed through consultation between doctors
and technical engineers, and the test of the standard was
completed through a small amount of data. All operators
were trained in a standardized manner prior to formal
manual segmentation of aneurysms. Eligible CTA data will be
grouped on each slice on the basis of aneurysm characteristics.
Identified aneurysms were manually segmented on subtraction
CTA by radiologists using 3D Slicer (version 4.10.1). Each
data will be randomly assigned to two readers at the

TABLE 2 | The overview of the characteristics of each dataset.

Characteristic Training set Validation set Test set Total

No. of patients, n 1,606 314 352 2,272

No. of IAs, n 2,078 414 446 2,938

CTA with single IA, n 1,233 237 283 1,753

CTA with multiple IAs, n 373 77 69 519

Female, n (%) 1,008 (62.8) 183 (58.3) 216 (61.4) 1,407 (61.9)

Age, years 56 ± 10 57 ± 12 55 ± 10 56 ± 11

Male 56 ± 11 57 ± 11 53 ± 10 56 ± 11

Female 57 ± 10 57 ± 12 56 ± 10 57 ± 10

Aneurysm size, mm 4.2 ± 3.4 3.6 ± 2.5 6.0 ± 4.6 4.4 ± 3.6

<3mm, n (%) 880 (42.3) 209 (50.5) 94 (21.1) 1,183 (40.3)

3–7mm, n (%) 982 (47.3) 174 (42) 242 (54.3) 1,398 (47.6)

>7mm, n (%) 216 (10.4) 31 (7.5) 110 (24.7) 357 (12.2)

Aneurysm’s location

ICA, n (%) 1,344 (64.7) 258 (62.3) 171 (38.3) 1,773 (60.3)

ACA, n (%) 98 (4.7) 21 (5.1) 30 (6.7) 149 (5.1)

ACoA, n (%) 143 (6.9) 23 (5.6) 65 (14.6) 231 (7.9)

MCA, n (%) 299 (14.4) 65 (15.7) 136 (30.5) 500 (17)

PCA, n (%) 50 (2.4) 7 (1.7) 6 (1.3) 63 (2.1)

PCoA, n (%) 13 (0.6) 2 (0.5) 10 (2.2) 25 (0.9)

BA, n (%) 66 (3.2) 20 (4.8) 11 (2.5) 97 (3.3)

VA, n (%) 53 (2.6) 17 (4.1) 14 (3.1) 84 (2.9)

Other, n (%) 12 (0.6) 1 (0.2) 3 (0.7) 16 (0.5)

Scanners

GE healthcare, n (%) 1,601 (99.7) 314 (100) 352 (100) 2,267 (99.8)

Philips scanners, n (%) 5 (0.3) 0 (0) 0 (0) 5 (0.2)

ICA, internal carotid artery; ACA, anterior cerebral artery; ACoA, anterior communicating

artery; MCA, middle cerebral artery; PCA, posterior cerebral artery; PCoA, posterior

communicating artery; BA, basilar artery; VA, vertebral artery.
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FIGURE 3 | Receiver operating characteristics (ROC) of different size aneurysms for the test dataset.

same time for segmentation using the same threshold. Dice
similarity coefficient (DSC) was used to evaluate the annotation
performance of two readers. For the aneurysm sizes >7, 3–7, and
<3mm, the DSC criteria for segmentation were>0.9,>0.85, and
>0.75, respectively. If the DSC does not meet the criteria, it will
be returned for re-annotation until meets the requirement.

Aneurysm Detection and Segmentation
Model
All data included in this study were divided into training,
validation, and test datasets in a ratio of 7:1.5:1.5. The training
dataset was used to develop the 3D-Unet model, the validation
dataset was used to validate the algorithm and adjust the model

hyperparameters, and the test dataset was used to evaluate the
generalization ability of the model. Manual aneurysm detection
and segmentation were used as the reference standard to evaluate
the performance of the final model.

For the study on algorithm development, we developed a
structure of 3D-Unet for aneurysm segmentation in CTA images.
The network takes CTA as input and outputs a probability mask,
which contains the probability of whether each voxel belongs
to the aneurysm. Each CTA image was cropped into patches
with the same size of (32, 224, 224) for training the 3D-Unet.
Hounsfield units of each patch image were normalized to (0, 1).
Data augmentations methods, such as random crop and random
zoom, were used for robust training of the network. The total loss
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was the sum of the losses of the main output and module and
minimized using the Adam Optimizer.

The development of automated detection models for
aneurysms has the potential to reduce reading time and
increase radiologists’ performance in laboratory and clinical
environments. The detection model may also benefit patients
undergoing CTA (those with a headache or acute ischemic
stroke) because it may reduce the likelihood of an incidental
aneurysm being undetected. Additionally, the realization of
automatic segmentation of aneurysms will establish a good
foundation for the risk prediction model in the next stage. It
can provide a large amount of learnable data for risk prediction
models in learning aneurysm morphological features in a short
time, breaking through the limitation of the high labor cost
of manual segmentation. Furthermore, it can reduce observer
variability and avoid bias between observers.

Risk Prediction Models for Aneurysms
The risk of IA can be divided into three stage-related factors:
the risk of aneurysm development, the risk of growth or
morphological changes, and the risk of rupture. Among them, we
focused on the risk of growth and rupture following aneurysm
development. We divided all aneurysm data into the stable
group and unstable group based on morphological changes
of aneurysms under multiple imaging follow-up examinations
and aneurysm hemorrhage. Aneurysm data in the unstable
group included ruptured and growing aneurysms, which are
at high risk. The risk prediction of aneurysms is a complex
problem, and the related predictive factors reported in the
literature mainly include patient clinical factors, aneurysm
morphological parameters, and hemodynamic parameters. Using
statistical models to build a multidimensional model for UIA
risk prediction that integrates clinical, image, and hemodynamic
data is urgently needed in clinical practice. In this process, the
deep involvement of AI is the key to the effective use of massive
data and the establishment of efficient and accurate models.
AI technology will be used for the automatic calculation of
morphological parameters based on the automatic segmentation
of aneurysms. AI can also use to automatically extract valuable
clinical information from a large amount of chaotic clinical
data. Additionally, it can realize the rapid and automatic
extraction of the hemodynamic parameters of the aneurysm
through a large amount of learning of the computational fluid
dynamics (CFD) analysis data of the aneurysm. The availability of
expert annotations makes this a classic supervised ML problem,
although we will also consider exploring semi-supervised and
unsupervised learning methods as we continue to add data.

Statistical Analysis
Normality assumptions were assessed using the Kolmogorov-
Smirnoff test. Data are presented as frequencies for categorical
variables and means and ranges for continuous variables.
Pearson’s chi-square test or Fisher’s exact test were used
to evaluate the differences between ordinal and categorical
variables. Independent sample tests were used to examine
group differences of continuous variables. A two-sided P-value
<0.05 was considered statistically significant. To evaluate the

performance of the automatic segmentation model, results
were expressed as Dice values. To evaluate the performance
of automatic detection, the recall and false positives per case
(FPs/case) of all aneurysms were evaluated in the test dataset.
Multiple regression analysis will be used to calculate OR value for
high-risk factors or significant parameters. A multidimensional
model for UIA risk prediction will be used to assess the risk of
aneurysm rupture and growth in the prospective cohort group
and thus determine the model’s accuracy and efficacy. Statistical
analysis was performed using SPSS 22 (IBM, Chicago, IL, USA),
and figures were generated using GraphPad Prism (GraphPad
Software, San Diego, CA, USA).

RESULTS

Data Inclusion
Three medical centers, including Beijing Tiantan Hospital, have
been included in this study so far. In a retrospective review
of the picture archiving and communication systems at Beijing
Tiantan Hospital from January 2010 to March 2021, CT data of
a total of 7,855 patients with radiologically reported intracranial
aneurysms were obtained. Among 2,896 CT without CTA, 1,671
CT was not from the head scan, 66 CTA was with arteriovenous
malformation, fistula, and moyamoya disease, 230 CTA showed
with previous treatment, and 11 CTA was with poor image
quality with severe artifacts, thus excluded from this database. A
total of 2,981 cases of CTA examinations with 3,872 aneurysms
were included from Tiantan Hospital in the database. In the
same way, a total of 209 CTA examinations with 252 aneurysms
enrolled the database from the two other medical centers. In the
end, a total of 3,190 CTA examinations with 4,124 aneurysms
included in the database. The overview of the characteristics of
the database is shown in Table 1. All identified aneurysms from
CTA images that enrolled in this study were manually segmented
on subtraction CTA by 6 readers, and the results met the criteria
for segmentation. Additional medical centers and aneurysms
data will continue to be added to the database in the future
through the registry study.

Algorithm Development
At present, we have applied deep learning methods to the
diagnosis and segmentation of aneurysms on CTA images.
In this part, a total of 2,272 CTA examinations with 2,938
aneurysms were enrolled in this algorithm development. The
training dataset contained 1,606 CTA examinations with
2,078 aneurysms, the validation dataset contained 314 CTA
examinations with 414 aneurysms, and the test dataset contained
352 CTA examinations with 446 aneurysms. It should be noted
that all cases from the test dataset underwent CTA examinations
verified by DSA examination within 1 month. The characteristics
of each dataset are shown in Table 2.

The 3D-Unet algorithm was developed with the training
and validation datasets. After the training procedure, the
hyperparameters with the best sensitivity on the validation
dataset were chosen. For the test dataset, the recall and FP/case
of the model to detect aneurysms were 0.964 and 2.01 (Figure 3).
For the aneurysm sizes<3, 3–7, and>7mm, the recall was 0.894,
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0.983, and 0.982, respectively. The Dice similarity coefficient was
used to evaluate the model performance of IA segmentation. For
the test dataset, the Dice values are 0.783. For the aneurysm
sizes <3, 3–7, and >7mm, the Dice values are 0.635, 0.796, and
0.868, respectively.

DISCUSSION

Patient’s clinical data and relevant image data house the most
original and important data.With the improvement of the quality
of intracranial imaging technology and the wide application of
CT as a diagnostic tool, the clinical radiological examination
for neurologic diagnoses is increasing, which requires human
expertise in image interpretation. However, there is a relative
shortage of experienced radiologists due to the increased demand
for imaging diagnoses (27). As a result, there can be uncertainty
and inevitable mistakes when making diagnoses and decisions.
Large volumes of medical and imaging data are particularly
suitable for the application of advanced computing technologies,
especially AI and the related field of machine learning. With its
high sensitivity and specificity and less invasiveness, CTA has
been considered an initial diagnostic test for aneurysm screening
and has generated a large amount of data in clinical practice, thus
especially suitable for the development of an automatic diagnosis
model of the aneurysm.

Our goal is to apply the full advantage of AI to the diagnosis
and treatment of aneurysms. Therefore, the establishment of
a multicenter database based on CTA images of intracranial
aneurysms is the basis for the application of AI in the diagnosis
and treatment of aneurysms. The reason why we are willing
to explore this issue is due to the urgent clinical needs: (1)
compared with the limited physician resources, there are a
large number of aneurysm images to be diagnosed; (2) more
reliable aneurysm risk assessment methods are needed to develop
reasonable treatment strategies. Also at the technological frontier,
we are seeing clear reasons, including data availability and expert
opinion, that this exploration is feasible.

In addition to segmentation, AI should have great potential for
aneurysm treatment and management in the future. Quantitative
measurement of aneurysm morphological parameters and
prediction of treatment risk and post-operative complications
are potential image-based AI applications. In addition to the
image data, this study also discusses the clinical baseline data
and hemodynamic factors with the aim of making them more
applicable to the clinical situation. Additionally, since the study
only included Chinese individuals, the results will be more

applicable to Chinese people, and the applicability to other
populations is unknown.

CONCLUSION

A representative database comprising of multicenter based
on CTA images of intracranial aneurysms is developed and
presented in this work. The database developed comprises
the results of segmentation performed by radiologists for
each aneurysm, corresponding to the anatomical location and

morphological characteristics of the aneurysm. Based on the
database, the 3D-Unet algorithm was developed with the recall
and FP/case of 0.964 and 2.01 to detect aneurysms and with the
Dice values of 0.783 for aneurysm segmentation. In addition to
automatic segmentation, AI should have great potential for future
aneurysm treatment and management, such as aneurysm growth
and rupture risk prediction.
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Machine learning to predict
in-stent stenosis after Pipeline
embolization device placement

Dachao Wei1†, Dingwei Deng1†, Siming Gui1†, Wei You1,

Junqiang Feng1, Xiangyu Meng1, Xiheng Chen1, Jian Lv1,

Yudi Tang1, Ting Chen2 and Peng Liu1,3*

1Department of Interventional Neuroradiology, Beijing Neurosurgical Institute, Capital Medical

University, Beijing, China, 2School of Biomedical Engineering, Capital Medical University, Beijing,

China, 3Department of Interventional Neuroradiology, Beijing Tiantan Hospital, Beijing, China

Background: The Pipeline embolization device (PED) is a flow diverter used to

treat intracranial aneurysms. In-stent stenosis (ISS) is a common complication

of PED placement that can a�ect long-term outcome. This study aimed to

establish a feasible, e�ective, and reliable model to predict ISS using machine

learning methodology.

Methods: We retrospectively examined clinical, laboratory, and imaging

data obtained from 435 patients with intracranial aneurysms who underwent

PED placement in our center. Aneurysm morphological measurements were

manually measured on pre- and posttreatment imaging studies by three

experienced neurointerventionalists. ISS was defined as stenosis rate >50%

within the PED. We compared the performance of five machine learning

algorithms (elastic net (ENT), support vectormachine, Xgboost, Gaussian Naïve

Bayes, and random forest) in predicting ISS. Shapley additive explanation was

applied to provide an explanation for the predictions.

Results: A total of 69 ISS cases (15.2%) were identified. Six predictors of

ISS (age, obesity, balloon angioplasty, internal carotid artery location, neck

ratio, and coe�cient of variation of red cell volume distribution width)

were identified. The ENT model had the best predictive performance with a

mean area under the receiver operating characteristic curve of 0.709 (95%

confidence interval [CI], 0.697–0.721), mean sensitivity of 77.9% (95% CI,

75.1–80.6%), and mean specificity of 63.4% (95% CI, 60.8–65.9%) in Monte

Carlo cross-validation. Shapley additive explanation analysis showed that

internal carotid artery location was the most important predictor of ISS.

Conclusion: Ourmachine learningmodel can predict ISS after PED placement

for treatment of intracranial aneurysms and has the potential to improve

patient outcomes.

KEYWORDS

machine learning, flow diverter, Pipeline embolization device, complication,

endovascular treatment, intracranial aneurysm
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Introduction

Flow diversion are widely used in the treatment of

intracranial aneurysms. Among the various available devices, the

Pipeline embolization device (PED; Medtronic, Dublin, Ireland)

is the most widely studied. The PED was initially developed and

approved for treatment of large and giant aneurysms located on

the internal carotid artery (ICA) from the petrous to the superior

hypophyseal segments (1). Owing to its high occlusion rate and

satisfactory safety profile, PED use has been expanded to treat

ruptured and unruptured saccular and non-saccular aneurysms

of the anterior communicating, middle cerebral, vertebrobasilar,

and posterior inferior cerebellar arteries (2–8). In-stent stenosis

(ISS) is a common complication of PED placement and has been

defined as intimal hyperplasia within the stent that appears as an

unfilled contrast space between the contrast filled vascular cavity

and stent on digital subtraction angiography (7). However, long-

term complications of PED placement are not well understood.

Previous studies have reported that most patients with ISS are

asymptomatic and that ISS usually gradually improves; however,

it may worsen (8–14). In addition, ISS may result in hemiplegia

(14, 15) or even death (11) and cause decreased blood flow

velocity (16). Considering that severe stenosis can progress

to vascular occlusion and weaken the compensatory ability of

the cerebral vasculature, its potential harm cannot be ignored.

Therefore, the pathogenesis and predictors of ISS should be

studied to improve long-term outcomes.

Previous retrospective studies have shown that balloon

angioplasty (17), current smoking (18), prior cerebrovascular

stenosis (18), dual antiplatelet therapy non-compliance (13),

and anterior circulation location (13) are risk factors for ISS.

Increasing year of treatment within the study period was also

a risk factor in one study (17). Protective factors include

increasing age (17), previous endovascular treatment (17), and

statin use (11). However, a comprehensive ISS prediction model

has not been developed for patients undergoing PED placement.

This study aimed to establish a feasible, effective, and reliable

ISS prediction model based on patient clinical and imaging

characteristics using machine learning methods. Application of

such a model can identify patients at high risk for ISS and enable

close follow-up, which should improve long-term outcomes.

Materials and methods

Study population

Data for patients treated with flow diverters in the

Department of Interventional Neuroradiology, Beijing Tiantan

Hospital between January 2015 and October 2020 were

retrospectively collected. Only patients treated using the PED

who had at least one angiographic follow-up were eligible

for study inclusion. In our center, patients scheduled for

implantation of PED was administered with aspirin (100mg)

and clopidogrel (75mg) for at least 5 days prior to the procedure.

And the duration of dual antiplatelet therapy ranged from 3

to >6 months after procedure, and a combination of aspirin

(100 mg/day) and clopidogrel (75 mg/day) was the most

common antiplatelet regimen. We excluded patients who had

experienced subarachnoid hemorrhage within 1 month prior

to PED placement and those whose imaging studies before or

after treatment were not available. Institutional review board

approval was obtained. The requirement for informed consent

was waived because the study was retrospective in nature and all

data were deidentified. A study flow chart of patient selection is

illustrated in Figure 1.

Data collection

We collected and recorded clinical and laboratory

data from the electronic medical records and reviewed

imaging studies (digital subtraction angiography, computed

tomography angiography, magnetic resonance angiography)

performed before and after treatment. Perioperative laboratory

data included data from 14 days before to 14 days after

treatment. Imaging follow up was performed 6 and 12

months after treatment and every year thereafter for 5

years. If a laboratory parameter had multiple recordings,

the mean value was recorded. Aneurysm morphological

parameters, including maximum diameter, neck diameter,

maximum height, perpendicular height, aneurysm width,

aspect ratio, size ratio, height/width ratio, neck ratio, and

bottleneck factor, were manually measured by three experienced

neurointerventionalists according to previously published

studies (19, 20) (Supplementary Table 1). Parent artery

diameter, proximal parent artery diameter, and distal parent

artery diameter (defined as the minimum diameter of the parent

artery at the aneurysm neck, 1.5 × parent artery diameter

upstream from the neck, and 1.5 × parent artery diameter

downstream from the neck, respectively) were measured

manually at the same point in the imaging studies before and

after treatment (21). Stenosis rate was calculated according to

the formula:

Stenosis Rate (SR) =

1 −
parent artery diameter at certain follow up (Dx)

intraopeartive parent artery diameter (D0)

ISS was defined as stenosis rate >50% within the PED. ISS

was graded as mild (50–74%), severe (75–99%), or occlusion

(100%). Aneurysm occlusion was graded according to the

O’Kelly-Marotta (OKM) grading scale (22), which is based on

the degree of aneurysmal filling: Total filling, subtotal filling,

entry remnant, or no filling.
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FIGURE 1

Study flow chart of patient selection and establishment of the machine learning model. RFE, recursive feature elimination; SHAP, Shapley

additive explanation.

Data preprocessing

Among the 122 variables recorded, 92 were included for

analysis after excluding those in which >30% of values were

missing (Supplementary Table 2). Missing values were imputed

using the random forest method in the missingpy package

(version 0.2.0). Continuous variables were standardized using

z-score transformation. Categorical variables were binarized.

Multicategorical variables were converted into binary variables

using one-hot encoding.

The processed dataset was randomly stratified into training

(80%) and test (20%) sets. A bias toward negative cases was

present because of the scarcity of patients with ISS. Therefore,

borderline-SMOTE was applied to the training set using the

imblearn package (version 0.8.0). This technique can generate

synthetic data from the minority class (patients with ISS)

to achieve balance of negative and positive cases (23). After

application of borderline-SMOTE, the training set was expanded

to 614 cases (307 stenosis cases).

Feature selection and model training

We applied and compared five popular machine learning

models: elastic net (ENT), support vector machine (SVM),

Xgboost (XGB), Gaussian Naïve Bayes (GNB), and random

forest (RF) with traditional logistics regression (LR) using

the open-source machine learning library scikit-learn (version

0.24.1). Before model training, genetic algorithm (GA) and

recursive feature elimination (RFE) were each applied to the

training set to identify the best combination of features. Then,

10-fold cross validation and grid search were used in model

training to determine the optimal hyperparameters of each

model. The performance of the machine learning models was

evaluated using sensitivity, specificity, and area under the

receiver operating characteristic curve (AUC-ROC) in the test

set. The flow chart for model training and testing is shown in

Figure 1.

After model training and testing, we applied Monte Carlo

cross-validation (MCCV) to verify the efficacy of the machine

learning model again. The dataset was randomly divided into

test and training sets and the training and testing were repeated

100 times. Sensitivity, specificity, AUC-ROC, maximumYouden

index, and threshold at maximum Youden index in each loop

were recorded. Mean sensitivity, mean specificity, and mean

AUC-ROC were calculated to determine model performance.

Mean value of maximum Youden index in each loop was

calculated and determined as the optimal threshold.

Model explanation

The Shapley additive explanation (SHAP) algorithm

(version 0.39.0) was used to address interpretability problems

associated withmachine learningmodels. Based on game theory,

SHAP connects optimal credit allocation with local explanations
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using the classic Shapley values. SHAP can simultaneously

provide local and global model interpretation (24).

Statistical methods

Statistical analyses were performed using Python (version

3.8.8). Categorical variables are expressed as numbers with

percentage. Continuous variables with normal distribution are

expressed as means ± standard deviation; those with skewed

distribution are expressed as medians with interquartile range

(IQR). Normality was tested using the Shapiro–Wilk test. One-

way analysis of variance was used to compare Monte Carlo

cross-validation between the machine learning models. The post

hoc Tukey honestly significant difference (HSD) test was applied

to identify where the differences lay. The highest Youden’s index

was used to define the optimal cut-off value. The mean value of

the optimal cut-off value was used to differentiate low and high

stenosis risk. The association between stenosis risk and time after

procedure was assessed using Cox regression. The log-rank test

was then used to compare Kaplan–Meier curves. Two-tailed P≤

0.05 was considered significant.

Results

Study population and stratified random
sampling

Based on our inclusion criteria, 435 patients were finally

enrolled. Two hundred and eighty-nine (66.4%) were female.

Median age was 54 years (IQR, 47–61). Average body mass

index (BMI) was 24.9 (IQR, 22.7–26.7). Sixty-seven patients

had BMI >28. One hundred and eighty-four patients (42.3%)

had a history of hypertension; 19 (4.4%) had a history of

subarachnoid hemorrhage. Seventy-one patients were current

or former smokers. Ninety-three aneurysms were non-saccular.

Aneurysm location was ICA in 335, vertebral artery in 86,

basilar artery 12, middle cerebral artery in 10, and other in 10.

Average aneurysm size and neck width were 12.97 ± 8.17mm

and 8.98 ± 6.24mm, respectively. As of July 2021, 69 ISS

cases (15.2%) had been identified; follow-up was available in

66. Among these, 20 (30.3%) were symptomatic. Symptoms

included moderate to severe headache (9/20), dizziness or

vertigo (5/20), contralateral limb movement disorder (3/20),

visual impairment (2/20), neurological deficit (1/20), visual field

defect (1/20), and cognitive impairment (1/20). Poor outcome

(modified Rankin scale score ≥3) was experienced by five

patients (7.6%): one ocular motility disorder, two ISS-related

deaths, and two deaths unrelated to ISS (one aneurysm rupture

and one acute myocardial infarction).

Random stratification of the cohort resulted in placement of

614 patients (307 stenosis cases) in the training set and 91 (14

stenosis cases) in the test set.

Feature selection

To find the best combination of characteristics, a GA-

based program was developed and used; three iterations were

performed over the 92 variables in the training set to yield

nine predictors (age, obesity, balloon angioplasty, operation

duration, size ratio, neck ratio, ICA location, platelet-large

cell ratio, and red cell volume distribution width [RDW-

CV]). Then we applied the RFE algorithm to the training

set and identified 12 predictors (age, height, weight, BMI,

obesity, recurrent aneurysm, balloon angioplasty, aneurysm

morphology, bifurcation location, ICA location, neck ratio,

RDW-CV). Finally, we used the six common features (age,

obesity, balloon angioplasty, ICA location, neck ratio, and

RDW-CV) in GA and RFE to train the model.

Cross validation and hyperparameter
tuning

After 10-fold cross validation and hyperparameter tuning,

the best hyperparameters were identified. Model performance

is illustrated in Figures 2A,B. In the training set, the XGB

model had the highest mean AUC-ROC (0.899; 95% confidence

interval [CI], 0.897–0.902), followed by the RF model (0.870;

95% CI, 0.868–0.871), SVMmodel (0.778; 95% CI, 0.775–0.780),

ENT model (0.773; 95% CI, 0.769–0.776), and GNB model

(0.772; 95% CI, 0.768–0.775). In the validation set, the XGB

model also had the best mean AUC-ROC (0.881; 95% CI, 0.861–

0.900), followed by the RF model (0.852; 95% CI, 0.831–0.874),

SVM model (0.769; 0.742–0.797), ENT model (0.761; 95% CI,

0.733–0.790), and GNB model (0.761; 95% CI, 0.736–0.785).

Then, we tested the models in the test set (Figure 2C). We also

tested the performance of logistics regression (LR) (Figure 2D).

Though the performance was inferior in cross validation, the

ENT model had the highest AUC-ROC in the test set (0.740),

followed by the RF model (0.709), SVM model (0.664), XGB

model (0.630) and GNB model (0.582). LR had an AUC-ROC

of 0.697, which was lower than ENT and RF. The confusion

matrix was shown in Table 1. ENT model is a combination

of lasso regression and ridge regression, which add regular

terms to logistics regression to avoid overfitting. Given that, we

believed that ENTmodel is better than LR and can represent the

performance of LR.

To exclude the influence of randomness in the process

of assigning patients to the training and test sets, we applied

Monte Carlo cross-validation and recorded the AUC-ROC,

best Youden index, thresholds at best Youden index, and
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FIGURE 2

Evaluation of machine learning model performance in the training, validation, and test sets. (A) Comparison of the area under the receiver

operating curve of di�erent models in the training set. (B) Comparison of the area under the receiver operating curve of di�erent models in the

validation set. (C) Comparison of the area under the receiver operating curve of di�erent models in the test set. (D) The receiver operating curve

of logistics regression. (E) Box plot of model area under the receiver operating curves in each loop. *Tukey honestly significant di�erence (HSD)

test p < 0.05 between the models; ***Tukey HSD test p < 0.005 between the models; nsTukey HSD test p > 0.05 between the models. (F)

Kaplan–Meier curves of in-stent stenosis rates for high-risk patients (predicted value > optimal threshold) and low-risk patients (predicted value

< optimal threshold). ENT, elastic net; SVM, support vector machine; XGB, Xgboost; GNB, Gaussian Naïve Bayes; RF, random forest; LR, logistics

regression.
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corresponding sensitivity and specificity in each loop. The ENT

model remained the optimal model (0.709; 95%CI, 0.697–0.721)

with a mean sensitivity of 77.9% (95% CI, 75.1%−80.6%) and

specificity of 63.4% (95% CI, 60.8%−65.9%), followed by the

RF model (0.687; 95% CI, 0.674–0.700), XGB model (0.680;

95% CI, 0.668–0.693), GNBmodel (0.675; 95% CI, 0.661–0.689),

and SVM model (0.670; 95% CI, 0.657–0.683; Table 2). One-

way analysis of variance and Tukey HSD multiple comparison

showed that the ENT model’s mean AUC-ROC significantly

outperformed the SVM model, XGB model, and GNB model

(p = 0.001, p = 0.018, p = 0.003, respectively); however, the

mean AUC-ROC did not significantly differ between the ENT

and RF models (p= 0.131; Figure 2E).

Model explanation

Spearman correlation testing showed a significant positive

correlation between the predicted scores and degree of stenosis

(r = 0.418, p < 0.001). The ENT model was applied to all

patients to obtain predicted scores. All patients were grouped

according to risk (low-risk and high-risk groups) according

to the optimal threshold determined in Monte Carlo cross-

validation of Cox regression analysis. Cox regression showed

that ISS risk was significantly higher in the high-risk group than

the low-risk group (hazard ratio 3.41; 95% CI, 2.03–5.73, p <

0.001; Figure 2F).

Next, we used SHAP analysis to interpret the ENT model.

Figure 3A shows the importance of the different variables. ICA

location had the greatest influence on the model, followed by

balloon angioplasty, neck ratio, obesity, RDW-CV, and age.

Figure 3B shows the influence of feature values on model

prediction. The X-axis represents the influence on the model

(SHAP value), the right of the X-axis represents the positive

influence, and the left of the X-axis represents the negative

influence. The color of the point represents the value of the

feature: red represents high feature value and blue represents

low feature value. Therefore, balloon angioplasty and increasing

neck ratio are risk factors for ISS, while ICA location, obesity,

increasing RDW-CV, and increasing age are protective factors.

Figure 3C shows the interpretation of SHAP analysis for two

individual patients. Case 1 is a patient without ISS in whom the

model correctly predicted no stenosis. The influence of various

factors on model prediction is shown in the figure. Case 2 is a

patient with ISS in whom the model correctly predicted stenosis.

Discussion

We developed a machine learning-based prediction

model that can predict ISS in intracranial aneurysm patients

who undergo PED placement. Six factors predict ISS: ICA T
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location, balloon angioplasty, neck ratio, obesity, RDW-

CV, and age. Among the five machine learning models,

the ENT model had best performance as measured by

AUC-ROC, sensitivity, and specificity. Moreover, the result

of Monte Carlo cross-validation strongly demonstrated

the efficacy and robustness of the machine learning

model. We also found a positive correlation between

predicted scores and ISS grade. Using the optimum

threshold from Monte Carlo cross-validation, we stratified

patients according to risk of ISS and showed that the

model’s risk stratification was accurate. Finally, we utilized

SHAP analysis to perform explanations for the machine

learning model.

To our knowledge, this is the first prediction model to

predict ISS in patients with intracranial aneurysms treated using

a flow diverter. ISS is a common complication of flow diverter

placement. Sweid et al. reported a 6.3% incidence and noted

that ISS was the most common complication (17). A meta-

analysis reported an 8.8% incidence (8). In our study, ISS caused

symptoms in 30.3% of affected patients and 7.6% experienced a

poor outcome. However, most had a good outcome and most

patients with ISS were asymptomatic. In addition, ISS in most

patients remain stable or even improved. These findings are

consistent with previous studies (8–14). Reversible stenosis may

be associated with thrombosis (25). Flores-Milan et al. reported

an ISS-related death from a stroke secondary to cerebral artery

occlusion (11). It remains unclear whether delayed thrombosis,

ISS, and patient symptoms are related.

In view of the high incidence and potential harms of ISS,

predicting its occurrence, identifying risk factors, and stratifying

patients according to risk are necessary to enable better patient

care and prevent complications. The ability to predict ISS

would enable preoperative evaluation of postoperative risk,

which would assist treatment decision making. Furthermore,

in patients with low risk of ISS, unnecessary follow-up

could be avoided, while high-risk patients would be closely

observed and treated appropriately to reduce the risk of acute

ischemic complications.

In contrast with the traditional and regular machine-

learning based prediction models, our model has several

advantages, namely identification of six ISS predictors, use

of Borderline-SMOTE in model training, and use of feature

selection. We identified six predictors of ISS: ICA location,

obesity, increasing RDW-CV, and increasing age were protective

factors, while balloon angioplasty and increasing neck ratio

were risk factors. Predictors found in previous studies are

consistent with ours. Brinjikji et al. (26) found a trend toward

higher ISS rates among younger patients; all ISS cases in their

study occurred in patients under 50 years of age (2/793).

Sweid et al. (17) reported that increasing age is negatively

associated with ISS (odds ratio 0.9; p = 0.02). Higher rates of

ISS in younger individuals have also been reported in stent-

assisted coiling and coronary artery stenting studies (27–29);

Frontiers inNeurology 07 frontiersin.org

4748

https://doi.org/10.3389/fneur.2022.912984
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Wei et al. 10.3389/fneur.2022.912984

FIGURE 3

Shapley additive explanation (SHAP) analysis of the elastic net (ENT) model. (A) Association between the SHAP value and feature value. (B)

Feature importance (mean |SHAP value|) of each predictor. (C) Two ENT model prediction examples. ICA, internal carotid artery; NR, neck ratio;

RDWCV, coe�cient of variation of red cell volume distribution width.

these higher rates have been attributed to more intense intimal

hyperplasia within the device in younger individuals. Sweid

et al. (17) also reported balloon angioplasty as an ISS predictor

(odds ratio 4.2; p = 0.03). John et al. (9) found a higher

rate of balloon angioplasty in ISS patients (40 vs. 2%), but

they did not conduct statistical inference because of the small

number of cases. Balloon angioplasty may result in endothelial

damage that induces intimal hyperplasia. This hyperplasia may

then progress and eventually cause ISS. In our study, ICA

position was negatively associated with ISS, which contradicts

the results of Chalouhi et al. (13). The inconsistency may be

due to confounding factors. In our cohort, aneurysms in the

posterior circulation were mostly fusiform, and those located

on the ICA were saccular. Therefore, confounding of location

and morphology may have been present. Notedly, Potts et al.

(14) reported that fusiform morphology is an ISS predictor
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for aneurysms in the anterior circulation. Srinivasan et al. (10)

reported similar findings. The fact that fusiform aneurysms may

need a longer construct or placement of multiple overlapping

devices may explain this, as either may cause more damage to

the vascular endothelium. Moreover, fusiform aneurysms tend

to have a larger neck width, which take longer to completely

endothelialize. Increasing neck ratio was an ISS risk factor in

our study, which is in agreement with the findings of Potts

et al. (14) Interestingly, obesity (BMI>28) was protective against

ISS. In a previous percutaneous coronary intervention meta-

analysis, West et al. (30) reported that lower BMI (p = 0.04)

was associated with restenosis, which is in accordance with our

findings. Although obese patients in our study had larger artery

diameter than patients with BMI < 28, the difference was not

significant (3.90 vs. 3.69mm; p = 0.10, Mann–Whitney U-test).

Future studies should elucidate the reason for this finding and

explore the relationship between BMI, arterial diameter, and

ISS risk. Our study found increasing RDW-CV was a protective

factor, which has not been previously reported. We do not yet

know the exact mechanism linking RDW-CV and ISS; however,

removing RDW-CV from the model will cause a 0.02–0.05

decrease in AUC-ROC. Further work is required to establish the

validity of RDW-CV in ISS prediction.

Datasets in classification of diseases or complications

are often imbalanced between the numbers of negative and

positive cases. Because models based on such datasets may

be inaccurate, balancing methods should be implemented.

The application of Borderline-SMOTE in our study

significantly improved model performance in predicting

positive cases; however, it “forged” some positive cases

in the strive to balance, which could be controversial in

medicine. Therefore, we only used Borderline-SMOTE in the

training set; real test data was used to validate the model in

model testing.

Feature selection is an important process in machine

learning. Selecting the proper combination of features to

achieve a balance between model performance and efficiency is

difficult but of great significance. Classical methods of feature

selection, such as filter-based methods, which include univariate

regression, variance threshold, and maximal information

coefficient, have difficulty solving multicollinearity. Therefore,

we developed a GA-based feature selection program. A GA

simulates the progress of biological evolution. It starts with

some chromosomes and individuals (representing a possible

combination of features), evaluates the fitness of individuals

(AUC-ROC of the validation set), and selects individuals with

better fitness to survive, while others will be mutated or

crossed over. This process continues until fitness improvement

is below the threshold or the maximum number of iterations

is reached. In principle, a GA is a random search algorithm.

It is possible that it finds a solution that is optimal locally

but not globally that is adequate for predicting. We entered

92 variables, iterated over them, and obtained a combination

of nine variables. RFE was further used to validate the genetic

algorithm results. RFE is a greedy algorithm in essence. It

can also achieve a locally optimal solution by removing the

most unimportant features repeatedly until the desired number

of features is reached. After RFE, there were 12 remaining

features, some of which coincided with the GA algorithm,

thus verifying the reliability of the GA algorithm. Finally, we

used six common features of RFE and GA results to train

the model.

Our study has several limitations. First, the study was

retrospective in design and conducted in a single center, which

may limit the generalizability of our model. A multicenter

prospective study is needed in the future for model validation.

Second, our dataset had a relatively low number of ISS patients.

Although we used Borderline-SMOTE to address this problem,

better model performance could be achieved if more ISS cases

were available. Third, stenosis measurement was manual and

based on different angiographic imaging modalities; therefore,

measurement error may have been introduced. However, the

mean values of measurements obtained by three different

neurointerventionalists were used. In the future, application

of deep learning to aneurysm morphology measurement may

reduce such errors. Fourth, because of the large number of

missing values, we removed all variables in which >30% of the

values were missing and used the random forest method to

impute missing values in the remaining variables. Fifth, machine

learning models are difficult to interpret, which limits their

application in medicine. We used SHAP to further illustrate

our results. SHAP analysis can provide an explanation for

every prediction, which can help clinicians understand model

decision making and facilitate application of machine learning

models. Sixth, we did not include the length and the diameter

of PED in the model because of data deficiency. Longer stent

has larger area of contact between the stent and the blood

vessels which may result in more damage to the vascular

endothelium. Seventh, Exclusion of patients with subarachnoid

hemorrhage may weaken the generalization of the results. A

subgroup analysis between ruptured aneurysms and unruptured

ones may help solve the problem, but we did not have

sufficient data.

Conclusion

Our machine learning model can predict ISS after PED

placement for treatment of intracranial aneurysms and has the

potential to improve patient outcomes.
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Introduction: Machine learning (ML) methods are being increasingly applied

to prognostic prediction for stroke patients with large vessel occlusion (LVO)

treated with endovascular thrombectomy. This systematic review aims to

summarize ML-based pre-thrombectomy prognostic models for LVO stroke

and identify key research gaps.

Methods: Literature searches were performed in Embase, PubMed, Web of

Science, and Scopus. Meta-analyses of the area under the receiver operating

characteristic curves (AUCs) of ML models were conducted to synthesize

model performance.

Results: Sixteen studies describing 19 models were eligible. The predicted

outcomes include functional outcome at 90 days, successful reperfusion,

and hemorrhagic transformation. Functional outcome was analyzed by 10

conventional ML models (pooled AUC=0.81, 95% confidence interval [CI]:

0.77–0.85, AUC range: 0.68–0.93) and four deep learning (DL) models (pooled

AUC=0.75, 95% CI: 0.70–0.81, AUC range: 0.71–0.81). Successful reperfusion

was analyzed by three conventional ML models (pooled AUC=0.72, 95%

CI: 0.56–0.88, AUC range: 0.55–0.88) and one DL model (AUC=0.65, 95%

CI: 0.62–0.68).

Conclusions: Conventional ML and DL models have shown variable

performance in predicting post-treatment outcomes of LVO without generally

demonstrating superiority compared to existing prognostic scores. Most

models were developed using small datasets, lacked solid external validation,

and at high risk of potential bias. There is considerable scope to improve
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study design and model performance. The application of ML and DL methods

to improve the prediction of prognosis in LVO stroke, while promising,

remains nascent.

Systematic review registration: https://www.crd.york.ac.uk/prospero/

display_record.php?ID=CRD42021266524, identifier CRD42021266524

KEYWORDS

ischemic stroke, large vessel occlusion, endovascular thrombectomy, prognostic

prediction, machine learning, deep learning

Introduction

Ischemic stroke caused by large vessel occlusion (LVO)

accounts for 24–46% of ischemic stroke cases (1). Endovascular

thrombectomy (EVT) is currently the standard care for ischemic

stroke patients with occlusion in the anterior cerebral circulation

and salvageable brain tissue within 24 h of symptom onset

(2). However, despite advances in stroke treatment, the rate of

long-term disability/dependency is up to approximately 50%

in LVO patients (3). Further, EVT is resource intensive. Better

identification of the risks and benefits of intervention may be

valuable to optimize patient outcomes and reduce healthcare

and societal costs.

To help improve treatment strategies and clinical decision-

making, prior studies have investigated pre-treatment predictors

of key clinical outcomes following LVO stroke, including

comorbidities, clinical examination, and neuroimaging findings

(4). A number of prognostic scores using simple linear

combinations of these predictors, such as ASPECTS, HIAT,

and MR PREDICTS, have been constructed and validated

in LVO cohorts treated with EVT (4). However, they may

have low clinical utility due to their modest performance in

practice (4). Other barriers of their clinical implementation

include complexity of scoring and the subjective nature of data

acquisition, which are time-dependent with concomitant high

inter-observer variability (5, 6). There is a need for amore robust

and clinically useful prognostic tool.

Machine learning (ML) techniques are being increasingly

applied to clinical tasks (7). These techniques have the potential

to handle a large quantity of data and identify latent patterns and

complex relationships (8). Deep learning (DL), a newer type of

ML technique, can automatically learn useful features at the pixel

or voxel level, which is particularly powerful in processing raw

medical images (9). DL has shown substantial promise in clinical

prognostic prediction based on raw image data (10, 11), and,

therefore, may play a role in predicting stroke outcomes—an

area characterized by rich neuroimaging datasets.

This systematic review aimed to evaluate the performance,

validity, and clinical applicability of published ML-based pre-

thrombectomy prognosticmodels for LVO stroke and to identify

key research gaps.

Methods

This systematic review was registered on PROSPERO (12)

(ID: CRD42021266524) and conducted in line with the PRISMA

guidelines (13).

Eligibility criteria

Publications were eligible for inclusion if the study applied

ML and/or DL algorithms to predict clinical outcomes following

EVT treatment of LVO stroke. Specifically, the studies were

included if: 1) the prediction models were applied to LVO

stroke patients treated with EVT; and 2) the study employed

ML-based algorithms, such as random forest analysis, naive

Bayes classifiers, support vector machines, regression models,

and/or various DL algorithms such as convolutional neural

networks. Standard regression models without penalization

(such as simple logistic regression, linear regression, and cox

regression models) were not considered within the scope of

this review.

Studies were excluded if: 1) the prediction models included

patients with non-LVO stroke such as intracerebral hemorrhage

or lacunar stroke; 2) assessment of the model performance

was not performed; or 3) the prediction models involved post-

EVT information. Conference abstracts, review articles, letters,

comments, editorials, and erratum were excluded due to limited

information contained.

Search strategies

Full details of the search strategies are shown in

Supplementary Table S1. A variety of keywords were selected for

literature search after consultation with an academic librarian.

Systematic searches were conducted in four databases—

PubMed, Embase, Scopus, and Web of Science, from inception

until the 18th February 2022. These databases included related

computer science conferences and journal papers, except the

International Conference on Medical Imaging with Deep

Learning (MIDL), so manual searches in MIDL were conducted
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to supplement the searches in online databases. Searches were

limited to studies published in English.

Study selection

Two reviewers (MZ and ZW) independently conducted

study selection and review. After removing duplicates,

conference abstracts, narrative reviews, comments, letters,

editorial and erratum, the records were screened based on

the titles and abstracts, and subsequently assessed by full-text

reading. Discrepancies between the two reviewers were resolved

by discussion and consultation with a third reviewer (LJP).

Data extraction

Relevant data from the eligible studies were extracted into

a pre-specified form independently by two reviewers (MZ

and ZW). The data extracted were: 1) year of publication; 2)

sample sizes of the training, testing, and external validation

cohorts if applicable; 3) demographic characteristics of the study

population (age, gender, and ethnicity/place of recruitment);

4) vessel occlusion sites; 5) clinical outcomes assessed; 6)

imaging modality used for model development; 7) specific

algorithms used; 8) model performance; and 9) model

validation. Information related to model development and

model performance was restricted to that pertaining to the

“best-performing” model. A third reviewer (LJP) resolved any

disagreements regarding the extracted information between the

two reviewers.

Data synthesis

The model performance was quantified by area under the

receiver operating characteristic curve (AUC), an estimation for

the discriminative capacity of a model. The AUCs and 95%

confidence intervals (CIs) of relevant models were extracted and

synthesized. The standard error of each AUC was calculated

using the actual positive endpoint and actual negative endpoint

based on formula provided in Bradley et al. (14). To make

analyses consistent, 95% CIs were calculated based on the

information available in the reports using the statistical formula

(15): 95% CI = effect size (AUC) ± 1.96 × standard

error. “Significant” statistical heterogeneity was defined using

the Cochran’s Q-test (P ≤0.10) and the I2 statistic (>50%)

(16). AUCs were pooled in a random-effects model if there

was significant heterogeneity suggested by the Q-test or I2.

Otherwise, the AUCs were pooled using a fixed-effects model.

For adequate statistical power, we used Egger’s test with a

funnel plot to detect publication bias only when a meta-analysis

included more than 10 AUCs and had no statistically substantial

heterogeneity suggested by the I2 or Q-test (17, 18). The meta-

analyses were conducted using the MedCalc Statistical Software

(version 20.0.3).

Risk of bias and reporting quality

Assessment of risk of bias was conducted using the

Prediction Model Risk of Bias Assessment Tool (PROBAST)

(19). This tool contains 20 questions covering four domains,

including participants, predictors, outcomes, and analysis.

Assessment of the adherence to reporting standards was

conducted using the Transparent Reporting of a Multivariable

Prediction Model for Individual Prognosis Or Diagnosis

(TRIPOD) protocol (20). This checklist contains 22 items (37

points) covering multiple aspects, including title and abstract,

backgrounds and objectives, methods, results, discussion,

supplementary and funding. In TRIPOD and PROBAST, items

related to the details of predictors were not applicable for studies

using DL models. This was because “predictors” in DL models

are usually each pixel or voxel of an image, which are less likely

to be reported in DL models (21). The modified TRIPOD and

PROBAST are shown in Supplementary Tables S2, S3.

Results

Search results

A total of 4,116 records were identified in the initial search.

After the review of titles and abstracts and the screening of full

texts, 16 studies met the inclusion criteria and were included in

the systematic review (Figure 1).

Basic characteristics

The basic characteristics of the eligible studies (22–37) are

summarized in Supplementary Table S4. The mean or median

ages of the study participants ranged from 64.0 to 86.0 years, and

the proportion of male participants ranged from 35.0 to 65.9%.

Only one US study (24) specifically described the self-reported

ethnicity of the patients (63.0–69.0% European ancestry); the

other studies reported the place of patient recruitment [USA: 1

(32); Europe: 10 (22, 23, 26–29, 31, 33–35); Asia: 4 (25, 30, 36,

37)]. The training sample sizes ranged widely, from 109 to 1,401.

Regarding the testing sample, two studies used hold-out test

sets, respectively containing 208 patients (30) and 100 patients

(35). The remaining studies performed cross-validation (23–

26, 28, 29, 31–34, 36, 37) or bootstrap approach (22, 27). The five

studies (23, 29, 31, 34, 35) used data obtained from MR CLEAN

Registry (38). Fifteen studies reported the occlusion sites, of

which 14 studies (22, 23, 25–36) included patients with anterior
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FIGURE 1

Flow chart of study selection.

circulation occlusion and one (24) further included patients with

occlusion in the posterior circulation.

Model development

Conventional machine learning algorithms

Details of model development in 12 studies using

conventional ML algorithms are shown in Table 1. Tree models

(22, 24, 31), random forests (23, 26, 27), and support vector

machines (28, 30, 33) were each proposed by three studies,

regularized logistic regression by two studies (25, 32), and

artificial neural networks by one study (29). To accommodate

missing values, two studies used multiple imputation (23, 29)

and one used singular imputation (31), while other studies

excluded participants with missing data in either predictive

or outcome variables (complete-case analysis) (22, 24–

28, 30, 32, 33). The number of predictive variables used for

model construction varied from 4 (32) to 53 (23). The National

Institutes of Health Stroke Scale and age were commonly ranked

as the important predictors. All studies conducted internal

validation, either by bootstrapping (22, 27), hold-out validation

(30), or k-fold cross-validation (23–26, 28, 29, 31–33).

Deep learning algorithms

Table 2 summarizes the model development of DL

algorithms in four studies. All studies conducted skull stripping,

augmentation, normalization, and imaging resampling (34–37).

Two studies (36, 37) additionally labeled regions of interest in

the scans. All studies used DL algorithms based on supervised

learning (34–37), with one study also using unsupervised

learning (auto-encoder) for model pre-training (34). Regarding

model architectures, Hilbert et al. (34) used a convolutional

auto-encoder to obtain representative imaging features and

applied a 2-D ResNet for fine-tuning in successful reperfusion

prediction, while the auto-encoder was not used in the best

model for functional outcome prediction. The authors utilized

structured receptive field kernels (as opposed to learned

convolutional kernels) to help prevent overfitting. Samak et al.
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TABLE 1 Model development using conventional machine learning algorithms.

References Model Outcomes Missing value Features Important feature identified Validation

Brugnara et al. (22) Tree model:

Gradient

boosting

decision trees

Good functional

outcomes (mRS≤2)

Patients with missing

data were excluded

16 Premorbid mRS, baseline acute ischemic volume, NIHSS, onset to imaging time, baseline

eASPECTS

Bootstrapping (25 bootstrap

sample)

Van et al. (23) RFA a. Good functional

outcomes (mRS≤2)

b. Successful reperfusion

(TICI score≥2b)

Patients with missing

data of main outcomes

were excluded; other

variables, multiple

imputations

53 Age, NIHSS at baseline, duration of onset to groin puncture, Glasgow Coma Scale, systolic BP at

baseline, CRP, creatinine, thrombocyte count, diastolic BP at baseline, baseline ASPECTS,

glucose, clot burden score; feature importance for good functional outcomes only: baseline mRS,

presence of leukoaraiosis, collateral score; feature importance for successful reperfusion only:

occlusion site, hyperdense artery sign, history of AF

Nested cross-validation: 100

repeated random splits;

10-fold cross validation

Alawieh et al. (24) Tree model

(regression tree)

Good functional

outcomes (mRS≤2) *

Patients with missing

data were excluded

12 Age, gender, race, diabetes, hypertension, hyperlipidemia, arterial fibrillation, preceding

intravenous thrombolysis, onset to groin puncture time, NIHSS, baseline mRS, ASPECTS**

10-fold cross-validation

Nishi et al. (25) RLR Good functional

outcomes (mRS≤2)

Patients with missing

data were excluded

16 Care-dependent, age, premorbid mRS, ASPECTS, NIHSS 10-fold cross-validation

Hamann et al. (26) RFA Good functional

outcomes (mRS≤2)

Patients with missing

data were excluded

10 Age, NIHSS at baseline, systolic blood pressure, risk factors (hypertension, diabetes, smoking,

previous ischemic event), preceding intravenous thrombolysis, onset to groin puncture time,

collateralization status, perfusion value of the medial MCA territory, volume of core, and

volume of tissue at risk**

5-fold cross validation

Kerleroux et al. (27) RFA Good functional

outcomes (mRS≤3)

Patients with missing

data were excluded

32 Receiving mechanical thrombectomy, the absence of ICA occlusion, lower HE-I, decreasing age,

and the presence of eloquent mismatch within the following regions: the right thalamus, the left

thalamus, the left superior longitudinal fasciculus, the left post central gyrus, the left

retro-lenticular part of internal capsule, and the left supra marginal gyrus

Bootstrapping

Xie et al. (28) SVM Good functional

outcomes (mRS≤2)

Patients with missing

data were excluded

4 Age, baseline NIHSS score, lesion volume, ischemic percentage in each brain region Nested cross-validation: 100

repeated random splits;

10-fold cross validation

Ramos et al. (29) ANN Poor functional

outcomes (mRS≥5)

Multiple imputation 51 Age, collateral, glucose level, NIHSS, and pre-stroke mRS Nested cross-validation: 10

equally sized splits;

5-fold cross validation

Ryu et al. (30) SVM Poor functional outcome

(mRS≥4)

Patients with missing

data were excluded

6 Age, NIHSS, hypertension, diabetes mellitus, AF, and poor collateral* Hold-out validation

Kappelhof et al. (31) Tree model

(Decision tree)

Poor functional outcome

(mRS≥5)

Singular imputation 6 Age, pre-stroke mRS, start of endovascular thrombectomy, NIHSS at baseline, history of

diabetes mellitus, duration of CTA in first hospital to groin puncture*

5-fold cross-validation

Patel et al. (32) RLR Successful reperfusion at

the first attempt (TICI

score≥2b)

Patients with missing

data were excluded

4 Clot length, clot perviousness, distance from internal carotid artery, angle between the

aspiration catheter and the clot

Nested cross-validation: 100

repeated random splits;

10-fold cross validation

Hofmeister et al.

(33)

SVM Successful reperfusion at

the first attempt (TICI

score≥2b)

Patients with missing

data were excluded

9 Large area low gray level emphasis, gray level variance, large dependence emphasis, short run

emphasis, entropy, maximum, run percentage, coarseness, and gray level nonuniformity

normalized*

10-fold cross-validation

AF, atrial fibrillation; ASPECTS, The Alberta stroke program early CT score; BP, blood pressure; CRP, C-reactive protein; HE-I, high-eloquence infarct; MCA, middle cerebral artery; mRS, Modified Rankin Scale; ICA, internal carotid artery; NIHSS, The

National Institutes of Health Stroke Scale; RFA, random forest analysis; RLR, regularized logistic regression; TICI, thrombolysis in cerebral infarction score; n.a., not available; ANN, artificial neural networks; CTA, computed tomography angiography;

mRS, Modified Rankin Scale; SVM, support vector machine; TICI, thrombolysis in cerebral infarction score. *Study used regression tree model to predict continuous multiclass mRS (0, 1, 2, 3, 4, 5, 6) and also dichotomized multiclass mRS (“good” vs.

“poor” function) for model prediction and comparison. **Features used in final model were listed here as feature importance ranking analysis was not conducted in the included study.
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(35) and Jiang et al. (37) both used a 3-D CNN feature encoder

and incorporated imaging and clinical data using metadata

fusion technique. The former additionally used self-attention

technique (squeeze and excitation modules) in their encoders,

while the latter is based on pre-trained Inception V3 encoders.

Additionally, the latter built the encoder individually on

multiple imaging modalities (Diffusion Weight Imaging [DWI],

Mean Transit Time map, and Time To Peak map). Nishi

et al. (36) used a U-net for predicting ischemic core lesion

segmentation to derive feature representations and used a

2-layer neural network on top of feature representations for fine

tuning. Two studies used saliency c-map for imaging feature

visualization (34, 36). All four studies excluded patients with

missing values in either imaging data or outcome measures.

Three studies conducted k-fold cross-validation (34, 36, 37) and

one used hold-out validation (35).

Model performance

Conventional machine learning algorithms

Model performance of the 13 conventional ML models was

summarized in Table 3. Ten models predicted the functional

outcome at 90 days post-stroke defined by the mRS (39)

(pooled AUC=0.81, 95% CI: 0.77–0.85, AUC range: 0.68–

0.93, Figure 2A). Seven of these models used imaging features

selected from computed tomography (CT) (pooled AUC=0.82,

95% CI: 0.78–0.86), and three involved features identified in

magnetic resonance imaging (MRI) (pooled AUC=0.77, 95%CI:

0.70–0.85) (Supplementary Figure S1). Three models predicted

successful reperfusion defined by the Thrombolysis in Cerebral

Infarction Score (pooled AUC=0.72, 95% CI: 0.56–0.88, AUC

range: 0.55–0.88; Supplementary Figure S2). Three models were

validated (24, 25, 33) in external datasets.

Deep learning algorithms

The six DL models were summarized in Table 4. Good

functional outcome defined as mRS≤2 was analyzed in three

models (pooled AUC=0.75, 95% CI: 0.70–0.81; Figure 2B),

among which two were CT-based (AUC range: 0.71–0.75)

and one was MRI-based (AUC: internal, 0.81; external, 0.73).

The outcomes predicted in the other three models include:

each of the seven mRS points (accuracy=0.35), successful

reperfusion (AUC=0.65, 95% CI: 0.62–0.68), and hemorrhage

transformation (AUC=0.95, 95% CI: 0.87–1.00). Two models

conducted external geographic validation (36, 37).

Risk of bias

Three ML-based studies (23, 29, 31) and one DL-based

study (34) were considered at low risk of bias in all domains

(Supplementary Table S5). The remaining studies were at high

risk of bias in at least one domain (22, 24–28, 30, 32, 33, 35–37).

Risk of bias mostly occurred in handling missing data. Risks of

bias in other items, including standard outcome definition and

internal validation techniques, was also identified.

Reporting quality

All studies were rated as “good” in terms of overall

adherence (>70% items reported) (Supplementary Table S6).

However, several items remained rarely reported, including

sample size calculations, how risk groups were defined, the

detailed parameters of the prediction models and how to use the

prediction model.

Discussion

The application of ML techniques in prognostic prediction

for LVO stroke is evolving. CT images have been more

commonly used than MRI images in model development. Most

studies used short-term reperfusion and functional outcomes at

90 days post-stroke as the prognostic endpoints. Conventional

ML and DL models showed similar performance, but neither

significantly outperformed existing prognostic scores. Also,

many studies exhibited a high risk of potential bias and few

studies adequately reported details of the models developed.

Image data

Most studies selected CT over MRI as the imaging modality,

in keeping with clinical practice (40). MRI may offer superior

outcome prediction because of more precise measurement of

early stroke damage, but its availability, acquisition speed and

frequent contraindications have proven formidable barriers to

routine use (41). Meanwhile, the performance of CT imaging has

been improving over time, reducing the diagnostic precision gap

(41). Indeed, our review suggests thatMRI did not show superior

performance to CT in prognostication, bolstering the rationale

for developing CT-based prognostic models.

Predicted outcomes

Our review identified clear gaps regarding the outcomes

investigated. The only “long-term” outcome investigated was the

mRS score at 90 days. This outcome was analyzed as a binary

variable in all studies (dichotomized at two or three for good

vs. moderate-to-poor outcome; or at four or five for poor vs.

moderate-to-good outcome). However, such dichotomization

might be arbitrary and inconsistent, which may have introduced

Frontiers inNeurology 06 frontiersin.org

5758

https://doi.org/10.3389/fneur.2022.945813
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Z
e
n
g
e
t
a
l.

1
0
.3
3
8
9
/fn

e
u
r.2

0
2
2
.9
4
5
8
1
3

TABLE 2 Model development using deep learning algorithms.

References Outcomes Missing value Major imaging pre-processing Model architecture Feature

visualization

Validation

Hilbert et al. (34) a. Good functional

outcome (mRS≤2)

b. Successful

reperfusion

(TICI score≥2b)

Patients with

missing data were

excluded

a. Brain extraction (50–400 HU)

b. Rigid registration to a template

c. Computing maximum intensity

projection from 3D to 2D scans

d. Normalization

e. Imaging resampling (368× 432)

a. Functional outcome: supervised

2D-ResNet architecture with structured

receptive field kernels model

b. Successful reperfusion: a stacked

denoising convolutional auto-encoder

(2D-ResNet architecture with structured

receptive field kernels) and fine-tuned

model

Gradient-weighted

Class Activation

Mapping

4-fold cross

validation

Samak et al. (35) a. Good functional

outcome (mRS≤2)

b. Individual mRS

scores (0–6)

Patients with

missing data were

excluded

a. Brain extraction (40–100 HU)

b. Data augmentation (flip, rotations,

elastic deformations, Gaussian noise)

c. Normalization

d. Imaging resampling (192x192x32)

a. Multimodal model: image feature

encoder, clinical metadata encoder,

image and clinical metadata fusion

b. 3D-convolutional kernels, attentional

block

n.a. Hold-out validation

Nishi et al. (36) Good functional

outcome (mRS≤2)

Patients with

missing data were

excluded

a. Brain extraction

b. Data augmentation (rotations,

translation, spatial scaling)

c. Normalization

d. ROIs labeling (ischemic core lesion)

e. Imaging resampling (128× 128× 32)

a. Multi-output model: A U-net

segmentation task for imaging feature

derivation, a 2-layer neural network for

fine-tuning

b. 3D-convolutional kernels

Gradient-weighted

Class Activation

Mapping

5-fold cross

validation

Jiang et al. (37) Hemorrhagic

transformation

(including HI1,

HI2, PH1, and

PH2)

Patients with

missing data were

excluded

a. Brain extraction

b. Data augmentation (rotations,

spatial scaling)

c. ROIs labelling

d. Imaging resampling (randomly

cropped from ROIs)

a. Multimodal model: multiple imaging

feature encoders (DWI, MTT, and

TTP), clinical metadata encoder, image

and clinical metadata fusion

b. 3D-based convolutional kernels,

Inception V3 architecture

n.a. 5-fold cross

validation

mRS, Modified Rankin Scale; HI, hemorrhagic infarction; HU, Hounsfield Units; PH, parenchymatous hematoma; DWI, diffusion-weighted imaging; MTT, mean transit time; ROI: regions of interest; TTP, time to peak; TICI, thrombolysis in cerebral

infarction score; n.a., not available.
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TABLE 3 Model performance of conventional machine learning algorithms.

Clinical outcome Imaging

modality

Clinical

variable

Model References Sample size

(T/EV)

Model performance Validation

AUC (95% CI) Others Internal External

Good functional

outcome at 90 days

(mRS≤2 or mRS≤3)

NCCT and CTA Yes Gradient boosting

decision trees

Brugnara et al. (22) 246 0.74 (0.73–0.75) ACC,0.71 Yes No

Yes RFA Van et al. (23) 1,383* 0.79 (0.79–0.79) n.a. Yes No

NCCT Yes Regression trees Alawieh et al. (24) 110/36 Internal: 0.93 (0.85–1.00)†

External: n.a.

Internal: n.a. External:

PV+: 0.60, NV-: 0.95

Yes Yes

Yes RLR Nishi et al. (25) 387/115 Internal: 0.86 (0.78–0.94)†

External:0.90 (0.83–0.97)†

Internal: ACC,0.75;

SEN,0.59; SPE,0.86;

External: n.a.

Yes Yes

MRI (DWI and

PWI)

Yes RFA Hamann et al. (26) 222 0.68 (0.61–0.76) n.a. Yes No

Yes RFA Kerleroux et al. (27) 133 0.83 (0.74–0.92)† ACC,0.73; SEN,0.69;

SPE,0.76

Yes No

MRI(DWI) Yes SVM Xie et al. (28) 143 0.82 (0.75–0.89)† ACC,0.77 Yes No

Poor functional outcome

at 90 days (mRS≥5 or

mRS≥4)

NCCT and CTA Yes ANN Ramos et al. (29) 1,401* 0.81 (0.79–0.83) ACC, 0.65; SEN, 0.53;

SPE,0.89; PV+, 0.69;

NV-,0.80

Yes No

CTA Yes SVM Ryu et al. (30) 482 (hold-out

testing: 208)

0.82 (0.76–0.87) n.a. Yes No

n.a. Yes Decision trees Kappelhof et al. (31) 1,090* n.a ACC,0.72 Yes No

Successful reperfusion

(TICI score≥2b)

NCCT and CTA Yes RFA Van et al. (23) 1,383* 0.55 (0.55–0.56) n.a. Yes No

Successful reperfusion at

the first attempt (TICI

score≥2b)

NCCT and CTA No RLR Patel et al. (32) 119 0.77 (0.54–0.90) ACC, 0.74 Yes No

NCCT and CTA No SVM Hofmeister et al.

(33)

109/47 External: 0.88 (0.75–1.00)† External: ACC, 0.85;

SEN, 0.50; SPE, 0.97,

PV+, 0.86; NV-,0.85

Yes Yes

ANN, artificial neural networks; AUC, area under the Receiver Operating Characteristic curve; ACC, accuracy; CTA, computed tomography angiography; DWI, diffusion weighted imaging; EV, external validation dataset; MRI, magnetic resonance

imaging; NCCT, non-contrast computed tomography; NV-, negative predictive value; PWI, perfusion weighted imaging; PV+, positive predictive value; RFA, random forest analysis; RLR, regularized logistic regression; SVM, support vector machine;

SEN, sensitivity; SPE, specificity; T, training dataset; n.a., not available/not applicable. Note: *model derived from patients registered in MR CLEAN Registry (38). †95% CI was estimated based on normal distribution.
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FIGURE 2

Meta-analysis of the area under the receiver-operating characteristics (ROC) curves (AUC) of models predicting functional outcome: (A)

conventional machine learning models (pooled AUC = 0.81, 95% confidence interval: 0.77–0.85); (B) deep learning models (pooled AUC = 0.75,

95% confidence interval: 0.70–0.81). Note: Meta-analysis did not include the model developed by Kappelhof et al. (31), as the AUC was not

reported.

a biased assessment of model performance if different thresholds

were testedmultiple times to obtain the “best” performance (19).

Two studies (24, 35) also predicted each mRS point without

dichotomizing the score, which may address a broader spectrum

of functional status. On the other hand, a key outcome of clinical

interest that remains un-investigated is futile recanalization,

defined as poor functional outcomes at 90 days despite successful

recanalization after EVT (42). Identification of those at high

risk of futile recanalization is clinically and economically

important, as an accurate prediction of this outcome would

help avoid needless treatment and contribute to better resource

allocation (42).

Accurate prediction of surrogate short-term outcomes

may also help balance risk and benefit, and guide treatment

approaches. There are two short-term outcomes investigated in

the included studies—successful reperfusion and hemorrhagic
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TABLE 4 Model performance of deep learning algorithms.

Clinical outcome Imaging

modality

Clinical

variable

Model References Sample size

(T/EV)

Model performance Validation

AUC (95% CI) Others Internal External

Good functional

outcome at 90 days

(mRS≤2)

CTA No DL (RFNN) Hilbert et al. (34) 1,301 0.71(0.68–0.74)† n.a. Yes No

NCCT Yes DL (CNN) Samak et al. (35) 400 (hold-out

testing: 100)

0.75 (0.63–0.87)† ACC,0.77 Yes No

MRI (DWI) No DL (CNN) Nishi et al. (36) 250/74 Internal: 0.81

(0.70–0.92)†

External:0.73

(0.61–0.85)†

Internal: SEN,0.76;

SPE,0.76; ACC,0.72;

External: SEN,0.72;

SPE,0.60; ACC,0.65

Yes Yes

Multiclass mRS (0, 1, 2,

3, 4, 5, 6) at 90 days

NCCT Yes DL (CNN) Samak et al. (35) 400 (hold-out

testing: 100)

n.a. ACC, 0.35 Yes No

Successful reperfusion

(TICI score≥2b)

CTA No DL (RFNN) Hilbert et al. (34) 1,301 0.65 (0.62–0.68)† n.a. Yes No

Haemorrhagic

transformation

(including HI1, HI2,

PH1, and PH2)

MRI (DWI and

PWI)

Yes DL (CNN) Jiang et al. (37) 338/54 Internal: 0.95

(0.87–1.00)†

External:0.94

(0.85–1.00)†

Internal: SEN, 0.86;

SPE,

0.90; ACC,0.89;

External: SEN,0.86;

SPE,0.89; ACC,0.88

Yes Yes

ANN, artificial neural networks; AUC, area under the Receiver Operating Characteristic curve; ACC, accuracy; CTA, computed tomography angiography; CNN, convolutional neural network; DWI, diffusion weighted imaging; EV, external validation

dataset; HI, hemorrhagic infarction; PH, parenchymatous hematoma; MRI, magnetic resonance imaging; NCCT, non-contrast computed tomography; NV-, negative predictive value; PWI, perfusion weighted imaging; PV+, positive predictive value;

RFA, random forest analysis; RLR, regularized logistic regression; RFNN, receptive field neural networks; SVM, support vector machine; SEN, sensitivity; SPE, specificity; T, training dataset; n.a., not available/not applicable. Note: *model derived from

patients registered in MR CLEAN Registry (38). †95% CI was estimated based on normal distribution.
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transformation (HT). The model predicting HT (37) labeled all

classes of HT as one category. However, it did not differentiate

the symptomatic HT classes (i.e., PH2) from those classes

without substantive mass effect (i.e., HT1 and HT2), and

therefore may be of limited clinical utility. Also, there remains

a gap in other relevant early outcomes. For example, occlusion

at 24 h post-stroke, due to persistently failed recanalization or re-

occlusion, has shown to be a predictor of longer-term outcomes

in LVO patients (43) and may warrant investigation.

Missing data

Missing data has been a general problem in medical

datasets and was the most common potential cause of bias in

the reviewed studies. Potential bias may be introduced when

data are missing conditional on the observed data (44), so a

systematic approach to dealing with missing data will improve

the quality of a study, and hence should be considered. For a

MLmodel, data may be missing in outcomes (labels), covariates,

and medical images. For the former two, there is substantial

knowledge regarding how to deal with missing data (45).

Multiple imputation is generally recommended, as it leads to

minimum bias by imputing missing values while preserving the

original data characteristics (19, 44). In terms ofmissing imaging

data, there are currently no generally accepted mitigatory

methods, although this is an area of active methodological

research (46).

Model performance and limitations

Although conventional ML models can utilize a large

quantity of clinical information, they have so far not

demonstrated significant advantages against pre-treatment

prognostic scores in predicting LVO outcomes (prognostic

scores, AUC range: 0.61–0.80) (4). In contrast, a larger

number of variables required in these models may limit the

flexibility of their application in different clinical settings.

Several conventional ML models achieved high performance

values (AUCs: 0.86–0.93) (24, 25), but they were developed

and validated in small datasets (sample size: development, 109–

387; validation, 36–115) drawn from similar sampling frames

(i.e., patients recruited in the same hospital at different time

periods). ML models developed using small samples tend to be

unstable and are likely to demonstrate substantially degraded

predictive performance when applied to independent clinical

populations (47). Overall, conventional ML models did not

exhibit significant superiority when compared with prognostic

scores for LVO outcome predictions.

Unlike conventional ML models that require variable

selection, DL models are capable of analyzing raw imaging data

in a “hypothesis-free” framework (9). However, the DL models

in this review did not show superior performance to prognostic

scores either. Most of these models were developed using small

datasets, which may fail to capture the diverse features required

to develop an accurate prognosis prediction model (48). This

may also be one possible reason for the underwhelming

performance. A few training schemes that suit clinical logics

may help mitigate this issue (9). For example, augmenting

data by mirroring CT images and inputting mirrored images

with non-mirrored images enables the comparison between

the affected side and the contralateral normal side, providing

added information for model learning. Transfer learning from

a clinically relevant task could also be a useful training scheme,

e.g., pre-training the main task on an auxiliary task such as

predicting occlusion of the left or right hemisphere. Further,

multimodal data with richer information allows a model to

capture diverse features and therefore may augment model

performance. For example, multiple imaging modalities can

provide diverse information, such as spatial information of

hyperdense arteries, abnormal gray-white matter differentiation

region and collateral supply (49). Similarly, non-imaging data

can provide clinical-pathological features (i.e., blood glucose)

that are associated with infarct progression and poor stroke

outcomes (50). However, using multimodal imaging requires

more computational resources, which may be a limiting factor

for some research groups. Moreover, leveraging expert clinical

knowledge is important to help augment model performance.

For example, segmentation of hyperdense arteries or lesion and

penumbra regions by experts allows additional information to be

utilized in model development so that models can be trained to

learn not only global features (i.e., location) but also fine details

of the abnormal regions (i.e., boundary and shape).

Barriers to real-world implementation

There are several barriers currently that may impede

the clinical utilization of the models described in the

current review. Firstly, only five models (26.3%) reviewed

were validated externally. External validation in an out-of-

distribution population tests the robustness and stability of

model performance across different populations. For example,

model performance may be impacted when the imaging data

for model development have certain characteristics derived from

different scanners and image acquisition protocols. Indeed,

a study focusing on predicting retinopathy showed that the

model performance degraded significantly when images were

taken under poor lighting conditions and with lower imaging

resolution (51). External validation can help verify that model

performance is not impacted by unexpected factors and

can identify models that are more generalizable to diverse

populations of LVO patients—this is critical information for

implementation in a local clinical setting (21, 52). Conversely,

it is not sufficient to demonstrate performance without external
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validation (including prospective external validation) in a

similar patient cohort. Over time, there are likely to be shifts

in demographic composition and disease characteristics, as

well as changes in new types of imaging scanners and image

acquisition methods, even in the same center where that model

was developed. A model tested only on an internal dataset may

be brittle to these kinds of changes and see a drop in performance

when used clinically. Secondly, only one study (32) published

sufficient details of the models, including hyperparameters,

coefficients (weights) and model equations, and only three

studies (23, 26, 29) made the codes available online. Without

the publication of sufficient details for independent model

validation, it is difficult to directly implement publishedmachine

learning models in either validation studies or pre-clinical

evaluation in local clinical environments. Current guidelines

recommend the publication of “sufficient” details for validation,

such as model structure, components, and values that used

to control the learning process (hyperparameters) with code

(19, 20, 53). For a deep learning model, it is difficult to publish

millions of internal parameters in the paper, while it could be

valuable to save files containing these parameters for future

tasks as pre-trained weights. Thirdly, DL algorithms are usually

described as “black box,” which may limit their explainability

and acceptability for patients, clinicians, and policymakers (54).

Visualization techniques such as saliency maps (55, 56) are

used to aid in model interpretability in two included studies

(34, 36) and do so by highlighting the regions of an image

that contribute most to a classification decision. However,

these techniques themselves require cautious interpretation as

they can highlight portions of an image with both clinically

relevant and irrelevant information, and an image can still be

misclassified based on such information (54). Explainability

techniques are prone to offer false reassurance that a model

is behaving in an appropriate manner, and we should instead

depend on thorough performance evaluation to engender trust

in DL systems (54).

Limitations and strengths

There are several limitations of our review. Firstly, we only

included studies looking at LVO ischemic stroke treated with

EVT treatment and did not examine studies including EVT for

distal occlusion. However, as EVT is currently not a proven

treatment for distal occlusion, any assessment of outcome

prediction in this cohort is premature. Secondly, we have utilized

re-calculated CIs for model comparisons and meta-analysis to

ensure the similarity of the methods used. While most of the re-

calculated 95% CIs are close to the original 95% CIs reported

by included studies, we did note a significant deviation in the

95% CIs of two models (22, 32). We believe it is reasonable to

rely on our wider estimate of CI compared to that provided in

Brugnara et al. (22), as this original CI was extremely narrow

based on a bootstrapping method and was much narrower than

other 95% CIs reported on similar sized datasets. For the re-

calculated CI that was narrower than the original report in

Patel et al. (32), we again feel that the re-calculated version

is more comparable to other studies as the small sample size

resulted in less than 15 patients for the validation set, likely

exaggerating the variability across cross-validation samples. This

is the first comprehensive systematic review of ML and DL

studies designed to predict clinical outcomes in LVO patients

following EVT. Strengths of this review include a comprehensive

literature search, independent screening and data extraction,

as well as detailed quality assessment, all following PRISMA

guidelines. More importantly, we conducted meta-analyses to

quantitatively synthesize model performance, which has not

been done in previous research that focused on ML and/or DL

models for stroke prognostic prediction.

Conclusions

ML and DL algorithms have been evolving rapidly and

are being increasingly applied to prognostic prediction of LVO

patients treated with EVT. However, the application of ML and

DL to this field is at an early stage. The outcomes investigated

so far are limited, and further studies may consider additional

clinically important outcomes, such as futile recanalization and

post-treatment complications. High risk of potential bias due

to missing data and lack of reporting details of prediction

models were seen in most studies. Following PROBAST and

TRIPOD guidelines can help improve study quality and

reporting transparency. The performance of conventional ML

and DL models did not substantially differ from each other or

from the performance of pre-existing simple prognostic scores.

Although a few ML models achieved high performance, most

were developed using small datasets and lacked solid external

validation. There is potential for ML outcome prediction

techniques to be superior to conventional techniques, though

larger/diverse datasets, more rigorous data preprocessing, and

solid external validation, are required before incorporation into

clinical practice.
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Background and purpose: The relationship between the tortuosity of the

parent artery and treatment outcomes is not well established. We investigate

the association between parent artery tortuosity and flow diverter (FD)

treatment outcomes in patients with internal carotid artery aneurysms in

this study.

Methods: A retrospective review study was conducted to identify all

patients with internal carotid artery aneurysms who were implanted with

Pipeline embolization device (PED) between 2016 and 2020. The relationship

between parent artery tortuosity and aneurysm complete occlusion (CO) and

in-stent stenosis (ISS) was analyzed. Themathematical parameters “Curvature”,

“torsion”, and “DM” extracted from the parent artery were utilized to quantify

the parent artery tortuosity. A vascular narrowing of greater than 25% was

categorized as ISS. Logistic regression analysis was used to identify significant

independent predictors. Furthermore, we compared the performance of four

machine learning algorithms and Logistic Regression model in predicting ISS.

Results: This research included 62 patients who with internal carotid

artery aneurysms. In 49 (79%) cases, follow-up angiography (mean follow-up

duration 11.7 ±7.3 months) revealed CO of the aneurysm. ISS was detected in

22 (35.5%) cases. According to univariate analysis, parent artery tortuosity and

other variables were not associated with CO (p > 0.1). Maximum curvature

(OR = 1.084; 95% CI, 1.008–1.165; p = 0.03) and DM (OR = 0.01; 95% CI,

0–0.488; p = 0.02) exhibited strong independent associations with ISS in

multivariate analysis. The SVM model is superior to the conventional Logistic

Regression model and the other models in predicting ISS.

Conclusions: The tortuosity of the parent artery may a�ect the treatment

outcome of FD stenting. We found that parent artery tortuosity was associated

with ISS, but not with aneurysm complete occlusion following PED stenting
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for internal carotid artery aneurysms in this study. Parent arteries with higher

maximum curvature and lower DM were more likely to develop ISS.

KEYWORDS

Intracranial Aneurysms, Pipeline embolization device (PED), vascular tortuosity, in

stent stenosis, internal carotid artery (ICA)

Introduction

Having gained widespread global acceptance, flow diverters

(FD) have ushered in a paradigm shift in the treatment of

IAs (1). The Pipeline embolization device (PED) is one of the

earliest and most widely used FD and was initially approved

for the treatment of internal carotid artery aneurysms (ICA)

(2). A total of 83.6% of PED stents were used to treat internal

carotid artery aneurysms, mostly located in the carotid siphon

and carotid supraclinoid (3). Despite its short length, this

segment of the artery exhibits complex morphology and marked

population variation.

Tortuosity of vessels is a common angiographic finding

that can be associated with vascular pathologies and may

suggest systemic diseases, such as hypertension or diabetes

mellitus (4–6). In terms of intracranial vasculature, tortuosity is

associated with aneurysms, Moyamoya disease, and the presence

of atherosclerosis (7–9). Furthermore, vascular tortuosity

is associated with hemodynamic changes and vessel wall

remodeling in coronary and peripheral artery studies (10, 11).

Hemodynamic changes are the main mechanism of

PED stent treatment of aneurysms. ISS is a wellknown

but understudied consequence after endovascular stents

implantation, and was assumed to be associated with an

inflammatory response due to hemodynamic status and intimal

injury (12, 13). Little is known about the relationship between

the degree of tortuosity of the parent artery and treatment

outcomes after the PED stenting for the aneurysm. This

study aimed to investigate the correlation between parent

artery tortuosity and aneurysm complete occlusion (CO) and

in-stent stenosis following Pipeline Flow-Diverter Stenting for

Intracranial Aneurysms.

Methods

Study population

We retrospectively reviewed the consecutive patients with

internal carotid artery aneurysms who received PED treatment

at the Interventional Neuroradiology Department of our

hospital from 2016 to 2020. The inclusion criteria for the study

population were as follows: (1) Patients with sufficient quality

of pre-stenting 3D rotational angiography (3DRA) imaging

for the 3D artery model reconstruction and the analysis of

tortuosity without incomplete and missing image sequence,

non-standardized protocol, and severe motion artifact. (2)

Patients with at least one digital subtraction angiography

(DSA) follow-up for angiographic evaluations. (3) Patients

who had successfully received PED implantation, while the

target aneurysm without received any previous stenting and

coiling before visiting our hospital. (4) Patients presenting

with ideal results of parent artery reconstruction evaluated

by neurosurgeons.

A total of 226 consecutive patients with internal carotid

artery aneurysm who were treated with a PED stent and

underwent at least one digital subtraction angiography (DSA)

follow-up were retrospectively reviewed in the present study.

After excluding patients without the adequate quality of pre-

stenting 3D rotational angiography (3DRA) imaging (n =

143), 7 patients who received the previous stenting and

coiling (n = 7) and those without idealized 3D model

reconstruction of the parent artery (n = 14) were enrolled

in this study. Patient demographics, aneurysm characteristics,

procedural information, and clinical and angiographic outcomes

were reviewed. This retrospective study was approved, and

patient’s written consent was waived off by our institutional

review board.

Endovascular procedure

The patients’ treatment was started by receiving dual

antiplatelet medication with aspirin 100 mg/day and clopidogrel

75 mg/day for 7 days before the implantation. Routine

preoperative platelet function tests were performed, and the

patients who were identified as clopidogrel non-responders

received either prasugrel or ticagrelor. All PED implantations

were performed under general anesthesia through a femoral

approach. According to the aneurysm anatomy and based on

the operator’s experience, the treatment strategy was formulated

to decide whether PED was to be used alone or with coiling.

For patients with incomplete release of stent or incomplete

stent apposition, the stent was massaged using a wire or with

a balloon angioplasty. After the procedure, dual antiplatelet

therapy wasmaintained for 6months, and aspirin was continued

indefinitely thereafter.
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Assessment of aneurysm CO and ISS

Aneurysm occlusion was determined using follow-up digital

subtraction angiography, and grading was established based on

two angiographic views using the O’Kelly-Marotta grading scale

(14). Follow-up DSA images were referred to assess the loss rate

of the parent artery diameter, as shown in the DSA images, as the

gap between the lumen vessel was filled with contrast material

and the stent strut. ISS was defined as vessel narrowing of>25%.

The loss rate of the parent artery diameter was calculated as

follows: 1 – (vessel diameter/stent diameter)× 100% (Figure 1).

The measurement of ISS was performed by

neuroradiologists with at least 3 years of experience and

then reviewed by a senior neuroradiologist.

Assessment of artery tortuosity

The tortuosity analysis was based on the vessel centerline

that was considered to represent the main geometric attribute

of the vessel. In this study, we selected the stent implantation

segment of the parent artery based on pre-stenting 3DRA

imaging for artery tortuosity analyses. The mathematical

parameters “Curvature”, “torsion”, and “DM” were extracted

from the center line and then used to quantitatively evaluate the

parent artery tortuosity (Figure 2).

Idealized 3D model of the parent artery

Based on the raw 3D acquisition data, the 3D model

was extracted by segmentation and surface reconstruction

tools based on thresholding in Mimics 19.0 (Materialize,

Belgium). Smoothing operations and removal of the unrelated

branching were then conducted on the 3D surface, and the

domain inlets and outlets were truncated perpendicular

to the centerline using the Geomagic Studio 2012 (North

Carolina). The VMTK software was applied to automatically

remove the aneurysm on the 3D model so as to achieve

the reconstruction of the parent artery. The reconstructed

3D model was then evaluated by 2 senior interventional

neuroradiologists with >5 years of experience for the successful

reconstruction. Cases wherein the two neuroradiologists

evaluated the results of reconstruction inconsistently were

excluded from this study. The stent implantation segment

of the parent artery was then identified and segmented

based on the proximal and distal positions of the implanted

PED stent.

Centerline extraction and tortuosity metrics
calculation

The centerline was defined as the locus of the centers

of the maximal-inscribed spheres along the vessel itself (15).

The centerlines of the reconstructed 3D model were calculated

automatically in the Aneufuse software as a set of discrete 3D

points, which was used as an input to obtain an analytical

representation through 3D freeknots regression splines (16, 17).

The curvature and torsion of each discrete 3D point and the

distance metric (DM) of the parent artery were calculated using

a customized working program. The curvature of a curve at a

point was defined geometrically as the inverse of the radius of

the osculating circle at that particular point. Torsion was defined

as a measure of how sharply a curve twisted out of the plane of

the curvature (18). The DMquantifies the “lengthening effect” of

tortuosity and was calculated as follows: DM= l/L, where l is the

straight-line distance from the beginning point to the end point

of the segment and L is the total path length of the centerline. For

each parent artery, the mean curvature, maximum curvature,

and range curvature were calculated. Using the same logic, the

values of mean torsion, maximum torsion, and range torsion

were calculated.

Establishment of machine learning model

A total of 75 variables were included in the model

establishment. Continuous variables were standardized with z-

score transformation. In order to avoid class imbalance, the

Boardline SMOTE algorithm was applied to the dataset. After

preprocessing, the dataset was randomly split into training set

(80%) and test set (20%).We used Recursive Feature Elimination

(RFE) to select the best combination of ISS predictors. Then

traditional Logistic Regression and four machine learning

algorithms (elastic net [ENT], support vector machine [SVM],

Xgboost [XGB], and random forest [RF]) were developed to

predict the occurrence of ISS with the open-source machine

learning library scikit-learn (version 0.24.1). Then in model

training, 10-fold cross-validation and grid research were used

to determine the optimal hyperparameters of the models. We

compared accuracy, sensitivity, specificity, and area under the

receiver operating characteristic curve (AUC-ROC) in the test

set to find the best prediction model. Finally, we use the

Shapley additive explanation (SHAP) algorithm (version 0.39.0)

to calculate the feature importance.

Statistical analysis

Data were presented as the frequency for categorical

variables and as the mean with range for continuous variables.

The Chi-square test or Fisher’s exact test was applied to analyze

the categorical variables, and the independent samples t-test

was applied to analyze the continuous variables. Univariate

and multivariate analyses were used to analyze the relationship

between tortuosity of the parent artery and the occlusion

of aneurysm and in-sent stenosis. Binary logistic regression
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FIGURE 1

Demonstration of quantitative determination of stent stenosis. (A) A case of a right carotid ophthalmic aneurysm treated with a PED stent and

coiling. (B). The follow-up angiography showed in-stent stenosis at the distal end of the stent. D1 is the narrowest vessel diameter and D2 is the

stent diameter in the same position confirmed by the mask image. The stenosis was calculated as follows: 1 – [D2/D1] × 100%.

FIGURE 2

3D reconstruction of the parent artery and extraction of the vessel centerline. (A) A case with a right carotid ophthalmic aneurysm was treated

with a PED stent. (B) The 3D vessel model was extracted from the raw 3D acquisition data using segmentation and surface reconstruction tools.

(C) The aneurysm and irrelevant branch vessels were removed to get the idealized 3D reconstruction model of the parent artery, and the stent

implantation segment was then identified and segmented. (D) Aneufuse software was used to determine the centerlines of the reconstructed 3D

model. The curvature and torsion of each discrete 3D point and distance metric (DM) of the parent artery were then calculated. (l is the

straight-line distance and L is the total path length)

analysis was used to identify significant independent predictors.

Variables that were found to be significant at the level of

0.1 under univariate analysis or based on clinical relevance

were subjected to binary logistic regression analysis. The

results are presented in the form of an odds ratio (OR)

and a corresponding 95% confidence interval (CI). p < 0.05

was considered to indicate statistical significance. A receiver

operating characteristic (ROC) curve was used to analyze the

performance of the logistic regression classification model.

Accordingly, we performed the statistical analysis and plotted

the figures using SPSS and GraphPad software.

Results

Patient demographics, aneurysm
characteristics, procedure details, and
clinical outcomes

Table 1 shows the demographics, aneurysm characteristics,

and angiographic outcomes of the patients. The PED stent was

used on 62 patients (mean age of 54.2 ±9.2 years; 47 females,

75.8%) with 62 targeted internal carotid artery aneurysms. All

cases were saccular side-wall aneurysms, with the majority
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TABLE 1 Univariate analysis in association with CO of aneurysm.

Variables All (n = 62) nCO (n = 13) CO (n = 49) p

Baseline demographics and clinical characteristics

Female, no. (%) 47 (75.8) 9 (69.2) 38 (77.6) 0.716

Age, y (mean± SD) 54.2±9.2 52.5±9.1 54.7±9.3 0.468

BMI 25.1±3.7 26.5±4.7 24.8±3.3 0.13

Co-morbidity

Hypertension, no. (%) 27 (43.5) 6 (46.2) 21 (42.9) 1

Diabetes, no. (%) 5 (8.1) 0 (0) 5 (10.2) 0.574

Hyperlipidemia, no. (%) 24 (38.7) 3 (23.1) 21 (42.89) 0.222

History of allergies, no. (%) 7 (11.3) 1 (7.7) 6 (12.2) 1

Smoking, no. (%) 13 (21.0) 4 (30.8) 9 (18.4) 0.444

Alcohol abuse, no. (%) 9 (14.5) 3 (23.1) 6 (12.2) 0.381

Symptomatic presentation of IA, no. (%) 36 (58.1) 10 (76.9) 26 (53.1) 0.205

Ruptured (history of SAH), no. (%) 3 (4.8) 2 (15.4) 1 (2) 0.109

Aneurysm characteristics

Aneurysm neck size (mm) 6.2±2.8 6±2.6 6.3±2.9 0.705

Maximum diameter (mm) 9.4±4.7 9.3±3.7 9.4±4.9 0.928

Parent artery diameter (mm) 3.8±0.7 3.7±1 3.8±0.6 0.73

Associate with parent artery stenosis, no. (%) 3 (4.8) 1 (7.7) 2 (4.1) 0.513

Procedure characteristics

PED plus coiling, no. (%) 30 (48.4) 4 (30.8) 26 (53.1) 0.215

PED Flex, no. (%) 37 (59.7) 10 (76.9) 27 (55.1) 0.21

Multiple PED implantation, no. (%) 8 (12.9) 3 (23.1) 5 (10.2) 0.347

Balloon angioplasty, no. (%) 14 (22.6) 4 (30.8) 10 (20.4) 0.466

Tortuous parameters of parent artery

Mean curvature 0.6±0.5 0.5±0.3 0.6±0.5 0.564

Maximum curvature 5.3±8.9 4.1±4.8 5.7±9.7 0.579

Range curvature 5.3±8.9 4.1±4.8 5.6±9.7 0.579

Mean torsion 12.4±4.2 11.8±4.1 12.6±4.3 0.563

Maximum torsion 45.4±16.2 43.4±15.3 45.9±16.5 0.625

Range torsion 0.1±0.2 43.4±15.3 45.8±16.6 0.635

DM 0.5±0.2 0.5±0.2 0.5±0.2 0.823

L (total path length) 23.9±9.5 25.5±9.2 23.5±9.7 0.507

l (straight line distance) 12.1±6.2 13.5±8.3 11.8±5.5 0.368

of the aneurysms found in the C6 segment (39/62, 62.9%),

11 (17.7%) in the C7, 6 (9.7%) in the C5, and 6 (9.7%) in

the C4. The mean aneurysm maximum length and neck size

were 9.4 ±4.7mm and 6.2 ±2.8mm, respectively. Ruptured

aneurysms accounted for 4.8% (3/62) of cases. There were 32

(51.6%) cases treated with PED alone and 30 (48.4%) cases

treated with PED plus coiling. PED Flex was used in 37

(59.7%) cases, whereas PED classic was used in the remaining

cases. Multiple PED implantation was used in 8 (12.9%)

procedures, while balloon angioplasty was administered in 14

(22.6%) procedures. The mean procedure duration was 121.2

±59.5min.

In 49 (79%) cases, follow-up angiography (mean follow-

up duration 11.7 ±7.3 months) revealed CO of aneurysms.

ISS was detected in 22 (35.5%) lesions with a mean follow-

up time of 7.8 ±4.4 months. ISS with > 50% vessel

narrowing in 3 cases. There were no symptomatic cases of

ISS. Treatment-related complications were observed in 3 (4.8%)

cases during the periprocedural period, with one case of

aneurysm rupture during the treatment procedure, one case of

parenchymal hemorrhage, and one case of infarction occurring

after the treatment procedure (< 24 h). There were two-

thirds of cases (mRS<2) with transient deficits and none with

permanent deficits.
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TABLE 2 Univariate and multivariate logistic analysis in association with ISS.

Variables ISS (n = 40) ISS (n = 22) Univariate Multivariate

p p OR (95%CI)

Baseline demographics and clinical characteristics

Female, no. (%) 31 (77.5) 16 (72.7) 0.76

Age, y (mean± SD) 54.1±8.8 54.4±10.2 0.923

BMI 25.1±3.8 25.2±3.6 0.906

Co-morbidity

Hypertension, no. (%) 14 (35) 13 (59.1) 0.067 0.065 —

Diabetes, no. (%) 2 (5) 3 (13.6) 0.337

Hyperlipidemia, no. (%) 18 (45) 6 (27.3) 0.188

History of allergies, no. (%) 4 (10) 3 (13.6) 0.989

Smoking, no. (%) 9 (22.5) 4 (18.2) 0.756

Alcohol abuse, no. (%) 6 (15) 3 (13.6) 1

Symptomatic presentation of IA, no. (%) 20 (50) 16 (72.7) 0.109

Ruptured (history of SAH), no. (%) 2 (5) 1 (4.5) 1

Aneurysm characteristics

Aneurysm neck size (mm) 6.4±2.8 5.9±2.8 0.567

Maximum diameter (mm) 9.9±4.7 8.5±4.6 0.275

Parent artery diameter (mm) 3.8±0.6 3.7±0.8 0.594

Associate with parent artery stenosis, no. (%) 1 (2.5) 2 (9.1) 0.59

Procedure characteristics

PED plus coiling, no. (%) 22 (55) 8 (36.4) 0.192

PED Flex, no. (%) 27 (67.5) 10 (45.5) 0.09 0.288 —

Multiple PED implantation, no. (%) 4 (10) 4 (18.2) 0.438

Balloon angioplasty, no. (%) 9 (22.5) 5 (22.7) 1

Tortuous parameters of parent artery

Mean curvature 0.5±0.3 0.8±0.7 0.054 0.549 —

Maximum curvature 3.4±6 8.8±11.9 0.021 0.03 1.084 (1.008–1.165)

Range curvature 3.4±6 8.8±11.9 0.021

Mean torsion 11.8±3.7 13.5±4.9 0.138

Maximum torsion 43.8±16.5 48.2±15.6 0.312

Range torsion 43.7±16.5 48.2±15.6 0.308

DM 0.6±0.2 0.5±0.1 0.021 0.02 0.01 (0–0.488)

L (total path length) 23.7±10.8 24.3±6.9 0.814

l (straight line distance) 12.9±7.1 10.7±3.8 0.12

Assessment of artery tortuosity

Table 1 summarizes the findings of the examination of

parent artery tortuosity. The mean, maximum, and range

curvatures of the parent arteries were 0.6 ±0.5, 5.3 ±8.9, and

5.3 ±8.9, respectively. Parent artery mean torsion, maximum

torsion, and range torsion were 12.4 ±4.2, 45.4 ±16.2, and

45.3 ±16.2, respectively. The “L” and “l” of parent arteries

were 23.9 ±9.5 and 12.1 ±6.2mm, respectively, and the DM

was 0.5±0.2.

Parent artery tortuosity with CO and ISS

The relationship between parent artery tortuosity and the

CO of aneurysm and ISS was analyzed (Tables 1, 2). Univariate

analysis showed that parent artery tortuosity and other variables

were not associated with CO (p> 0.1). The maximum curvature

of the parent artery was significantly higher in individuals with

ISS than in those without ISS (8.8 ±11.9 vs. 3.4 ±6; p = 0.021).

The DM of the parent artery with ISS was significantly smaller

than those without ISS (0.5 ±0.1 vs. 0.6 ±0.2; p = 0.021).
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FIGURE 3

The receiver operating characteristic (ROC) curve of a logistic

regression classification model. At the cuto� value, the area

under the curve (AUC) was 0.764, with sensitivity and specificity

of 0.82 and 0.68, respectively.

Baseline demographics and clinical characteristics, aneurysm

characteristics, and procedure characteristics did not differ

significantly between patients with ISS and without ISS (p >

0.1). Significant variables in the univariate analysis that met the

threshold of 10%were subjected tomultivariate regression. After

variables with collinearity were excluded from the collinearity

test findings, mean curvature, maximum curvature, DM, and

hypertension were included in the multivariate regression. In

the multivariate analysis, the maximum curvature (OR = 1.084;

95% CI, 1.008–1.165; p= 0.03) and DM (OR= 0.01; 95% CI, 0–

0.488; p = 0.02) exhibited strong independent associations with

ISS. Specifically, parent arteries with higher maximum curvature

and smaller DM were more likely to develop ISS. ROC curve

was used to analyze the performance of the logistic regression

classification model and the area under the curve (AUC) was

0.764 (Figure 3).

ISS prediction using machine learning

In order to explore the predictive value of parent artery

tortuosity on ISS, we built machine learning models. After RFE,

6 predictors (height, DM, maximum curvature, aneurysm neck,

hypertension and dyslipidemia) were identified. In the training

set, the RF model had the highest mean AUC-ROC (0.956; 95%

confidence interval [CI], 0.951–0.961), followed by the XGB

model (0.951; 95% CI, 0.943–0.959), the SVMmodel (0.883; 95%

CI, 0.874–0.893), the ENT model (0.793; 95% CI, 0.775–0.811)

and the LR model (0.789; 95% CI, 0.770–0.808) (Figure 4A). In

the validation set, the SVM had the best mean AUC-ROC (0.762;

95% CI, 0.626–0.899), followed by the ENT model (0.725; 95%

CI, 0.562–0.888), the LR model (0.721; 95% CI, 0.563–0.878),

the XGB model (0.661; 95% CI, 0.461–0.860), the RF model

(0.659; 95%CI, 0.514–0.805) (Figure 4B). In the test set, the SVM

model had the best performance (0.891), with an accuracy of

87.5%, a sensitivity of 100% and a specificity of 75%, followed by

the XGB model (0.875), the RF model (0.859), the ENT model

(0.797) and the LRmodel (0.734) (Figure 4C). In SHAP analysis,

DM had the greatest impact on prediction model, followed by

height, hypertension, aneurysm neck, maximum curvature, and

dyslipidemia (Figure 4D). Height, hypertension, and maximum

curvature are the risk factors of ISS, while DM, aneurysm neck

and dyslipidemia are the protective factors of ISS.

Discussion

In the present study, we investigated the correlation

between vessel tortuosity of the parent artery, in-stent stenosis,

and aneurysm complete occlusion following PED Stenting

for internal carotid artery aneurysm. To the best of our

knowledge, this is the first study to analyze the impact of parent

artery tortuosity on FD treatment results using a quantitative

measurement method. “Curvature” is a parameter describing

geometric curvature, “torsion” is a parameter describing the

degree to which the curve torsion deviates from the osculating

plane, and DM is a parameter describing the degree to which the

curve deviates from the straight line. In general, more tortuous

vessels have higher curvature, higher torsion, and lower DM.

We discovered that vessel tortuosity was associated with ISS,

but not with CO in our research. The multivariable analysis

determined that highermaximum curvature and lower DMwere

independent predictors of in-stent stenosis. The SVM model is

superior to the conventional Logistic Regression model and the

other models in predicting ISS.

Previous literature has reported significant disparities in the

incidence of ISS after PED implantation, which may be due

to different definitions of ISS (18, 19). Some authors (20–22)

considered vessel narrowing of <25% as intimal hyperplasia

or vessel narrowing of >25% as in-stent stenosis, which

was consistent with our study’s definition of ISS. ISS is a

wellknown issue of endovascular stent implantation, although

the underlying cellular mechanisms of ISS have not been

welldescribed. We hypothesize that ISS formation is related

to complex relationships between hemodynamics, vascular

biology, and mechanical properties of the parent vessel and the

stent. Previous research has revealed that abnormal vascular

remodeling and neointimal hyperplasia are potential causes of

ISS (23). Endothelial dysfunction caused by vascular endothelial

injury leads to the proliferation of local smooth muscle cells,

the formation of neointimal tissue, and eventually ISS (13).
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FIGURE 4

Evaluation of the machine learning models in the training set, validation set and test set. (A) Comparison of mean area under the receiver

operating curve (AUC-ROC) in five prediction models in the training set. (B) Comparison of AUC-ROC in five prediction models in the validation

set. (C) Comparison of AUC-ROC in five prediction models in the test set. (D) Feature importance (mean |SHAP value|) of each predictor. LR,

Logistic regression; ENT Elastic net regression; Xgb, Xgboost; RF, random forest. The red or blue color of the points represents high or low

feature value and the left or right of the X-axis represents positive or negative influence on the model, respectively.

The arterial wall is invariably damaged during endovascular

procedures, causing local inflammation and smooth muscle

cell proliferation, leading to intimal hyperplasia and stenosis.

Compared to straight arteries, stent implantation may cause

greater damage to the tortuous region, resulting in fibroblastic

and neointimal hyperplasia (24), leading to ISS. Additionally,

the forces between the stent and the vessel wall are more

complex and unstable in curved vessels than in straight vessels,

which may lead to more severe vascular endothelial injury and

inflammatory response.

Coronary and peripheral artery studies have shown that

vascular tortuosity can affect arterial hemodynamics. Increased

arterial tortuosity decreases perfusion pressure, wall shear

stress, and prolonged relative residence time (25). Lowering

wall shear stress can contribute to matrix metalloproteinase

activation (26), leading to arterial wall remodeling (27).

According to hemodynamic simulations, a curved bend

disturbs the constant flow characteristic of straight vessels,

resulting in complex and heterogeneous flow patterns (28, 29),

which may reduce arterial endothelial function and trigger

pathological degeneration of the arterial wall, which favors ISS

formation (30–32).

In order to further explore the predictive value of parent

artery tortuosity on ISS, we developed ISS prediction models.

Frontiers inNeurology 08 frontiersin.org

7374

https://doi.org/10.3389/fneur.2022.1034402
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Gao et al. 10.3389/fneur.2022.1034402

In contrast with traditional LR model, machine learning models

can solve non-linear problem and multicollinearity, which may

improve the prediction performance of the model. Therefore,

we compared the performance of four popular machine learning

models and LR model. The results indicate that the SVM model

is superior to the conventional Logistic Regression model and

the other models in terms of AUC-ROC, accuracy, sensitivity,

and specificity. In SHAP analysis, DM is the most important

predictor of ISS. Height, hypertension, and maximum curvature

are the risk factors of ISS, while aneurysm neck and dyslipidemia

are protective factors of ISS, which is consistent with the results

of multivariable analysis.

The effect of FD is dependent on the induced hemodynamic

changes that trigger the process of thrombosis and endothelial

remodeling and ultimately seal the aneurysm. Szikora et al.

(33) pointed out that the angle between the aneurysm and the

parent vessel was the most important determinant of blood flow

pattern in the sac. Furthermore, Xu et al. (34) showed that the

hemodynamic changes of aneurysms after FD implantation were

strongly dependent on the curvature of the parent artery. They

found that as the curvature of the parent artery increased, the

pressure, inflow velocity, and inflow volume rate also increased,

while the aneurysm sac’s relative residence time decreased.

However, we did not find an association between parent artery

tortuosity and aneurysm occlusion in this study, but this does

not prove that the morphology of the parent artery does not

affect the outcome of aneurysm occlusion. The arterial tortuosity

parameters in this study reflect the overall tortuosity evaluation

of the parent artery and may be incapable of assessing the

tortuosity characteristics of specific regions, whichmight explain

the unfavorable results.

Various methods have been proposed for the analysis

of vascular tortuosity in two-dimensional (2D) and three-

dimensional (3D) (10, 35). Lang and Reiter examined 89

head halves in 1984 and determined three patterns of carotid

siphon morphology based on the curve angle of the artery

bend (36). In 1965, Weibel and Fields proposed a classification

method of internal carotid artery morphology based on the

degree of vessel angulation in 2D angiography images (37).

They classified the internal carotid artery vascular tortuosity

patterns as Kinking, Looping, and Coiling. Many studies have

examined vascular tortuosity using mathematical metrics in

addition to the aforementioned assessment methods based

on global vessel morphology (9, 38). To quantify vascular

tortuosity, they employed parameters including the sum of

angle metrics, product of angle distance, triangular index,

and inflection count metrics obtained from 2D angiographic

images. To evaluate vascular tortuosity, recent studies have used

quantitative mathematical parameters such as tortuosity and

tortuosity based on vascular reconstruction images (18, 39). In

this study, 3D analysis was employed since it is more accurate

and has higher consistency and accuracy than 2D analysis.

This research has certain drawbacks. First, since this

is a retrospective study, it does not imply that ISS and

parent artery tortuosity are causally related. To investigate the

mechanism of their association, further prospective studies and

laboratory evidence are needed. Second, this was a single-

center retrospective study that only included patients who

underwent 3D rotational angiography, which may have limited

the study sample size and increased the risk of selection bias.

The relatively small number of study sample may also weaken

the generalization of machine learning models. Third, this study

focused on the association between global vessel tortuosity and

treatment outcomes, and future studies should focus on better

assessing vessel tortuosity in specific regions. Despite these

limitations, this is the first study to analyze the FD treatment

results on parent artery tortuosity using a quantitative 3D

analysis method.

Conclusion

The tortuosity of the parent artery may affect the

treatment outcome of FD stenting. We discovered that

parent artery tortuosity was associated with ISS, but not

with complete aneurysm occlusion after PED stenting for

internal carotid artery aneurysms in this study. ISS was

more common in parent arteries with higher maximum

curvature and lower DM. To corroborate the current

study’s findings, larger cohort prospective studies and a

more comprehensive assessment of vascular tortuosity

are needed.
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Prediction and analysis of
periprocedural complications
associated with endovascular
treatment for unruptured
intracranial aneurysms using
machine learning

Zhongbin Tian1†, Wenqiang Li2†, Xin Feng1, Kaijian Sun1 and

Chuanzhi Duan1*

1National Key Clinical Specialty, Engineering Technology Research Center of Education Ministry of

China, Guangdong Provincial Key Laboratory on Brain Function Repair and Regeneration,

Neurosurgery Institute, Department of Neurosurgery, Zhujiang Hospital, Southern Medical

University, Guangzhou, China, 2Department of Neurosurgery, The First A�liated Hospital of

Zhengzhou University, Zhengzhou, China

Background: The management of unruptured intracranial aneurysm (UIA)

remains controversial. Recently, machine learning has been widely applied

in the field of medicine. This study developed predictive models using

machine learning to investigate periprocedural complications associated with

endovascular procedures for UIA.

Methods: We enrolled patients with solitary UIA who underwent endovascular

procedures. Periprocedural complications were defined as neurological

adverse events resulting from endovascular procedures. We incorporated

three machine learning algorithms into our prediction models: artificial

neural networks (ANN), random forest (RF), and logistic regression (LR).

The Shapley Additive Explanations (SHAP) approach and feature importance

analysis were used to identify and prioritize significant features associated with

periprocedural complications.

Results: In total, 443 patients were included. Forty-eight (10.83%) procedure-

related complications occurred. In the testing set, the ANN model produced

the largest value (0.761) for area under the curve (AUC). The RF model also

achieved an acceptable AUC value of 0.735, while the AUC value of the

LR model was 0.668. SHAP and feature importance analysis identified distal

aneurysm, aneurysm size and treatment modality as most significant features

for the prediction of periprocedural complications following endovascular

treatment for UIA.

Conclusion: Periprocedural complications after endovascular treatment for

UIA are not negligible. Prediction of periprocedural complications viamachine

learning is feasible and e�ective. Machine learning can serve as a promising

tool in the decision-making process for UIA treatment.

KEYWORDS

intracranial aneurysm, endovascular treatment, periprocedural complication,

machine learning (ML), feature importance analysis
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Introduction

The prevalence of unruptured intracranial aneurysm (UIA)

in the adult population is about 3–7% (1, 2). The rupturing

of UIAs usually results in subarachnoid hemorrhage, which

is associated with a high rate of mortality and morbidity

(3). In recent decades, endovascular treatment has become

the first-line of treatment for intracranial aneurysm and has

achieved satisfactory outcomes (4). However, most UIAs have

a low annual risk of rupture, and complications related to the

endovascular treatment of UIAs should not be neglected (5, 6).

It remains controversial whether UIA should be treated or not.

For these reasons, the risk of complications from endovascular

treatment should be carefully weighed against the risk of UIA

rupture. Establishing a method to identify factors associated

with procedure-related complications, and to predict risk from

such complications, could provide critical reference guidelines

to physicians.

Recent studies have applied machine learning (ML) to

the prediction of intracranial aneurysm rupture and outcome

after endovascular treatment (7–9). When challenged with

complex non-linear relationships across large datasets, ML

can generate automated decisions that often outperform

conventional statistical methods. Liu et al. and Zhu et al.

reported promising results from the application of ML

techniques to the prediction of aneurysm stability (10, 11).

Paliwal et al. and Guédon et al. developed ML models to predict

occlusion outcomes from aneurysms following flow diverter

deployment (12, 13). However, research on the prediction of

periprocedural complications from endovascular treatment is

still scarce.

In this study, we exploited three ML algorithms to

develop predictive models for periprocedural complications

after endovascular treatment: artificial neural networks

(ANN), random forest (RF), and logistic regression (LR).

We then compared their prediction performance. To

improve model interpretability and identify significant

factors associated with periprocedural complications,

we applied the Shapley Additive Explanations (SHAP)

method and feature importance analysis. Our results provide

physicians with reference guidelines for the management

of UIAs.

Methods

Patient selection

This retrospective study was approved by the relevant

institutional ethics committee, and written informed

consent was obtained from patients or their relatives during

hospitalization. We included patients with solitary unruptured

saccular intracranial aneurysm that were treated endovascularly

between January 2016 and December 2019. We adopted the

following exclusion criteria: dissecting aneurysm, previous

treatment, covered stent deployment, treatment performed

by parent artery occlusion, and the existence of a brain

arteriovenous malformation. On the basis of these criteria, we

retained 443 cases for this study.

Endovascular procedures

The specific strategy for endovascular treatment was

determined by a neurovascular team and was individually

tailored to each case. Following general anesthesia, the

endovascular procedure was performed. All patients received

systemic intravenous heparin. If the team determined that

it was necessary to deploy a conventional stent or a flow

diverter, the endovascular procedure was preceded by a 5-day

dual antiplatelet therapy (100 mg/d of aspirin and 75 mg/d

of clopidogrel). If the team opted for a conventional stent,

patients were advised to take clopidogrel (75 mg/d) for 6 weeks

and aspirin (100 mg/d) for 6 months. If the flow diverter was

deployed, the patient would take clopidogrel (75 mg/d) for 3

months and aspirin (100 mg/d) on a permanent basis thereafter.

Outcome measures

We recorded periprocedural complications that occurred

within 30 days of the endovascular procedure. We divided the

443 cases into two groups: complication group and control

group. Patients with periprocedural complications were assigned

to the complication group. Periprocedural complications were

defined as any neurological adverse event (increase in modified

Rankin Scale score) resulting from the endovascular treatment.

An adverse event was defined as major if the associated

neurological deficit lasted longer than 7 days, otherwise it was

defined as minor (14).

Clinical and morphological features

We analyzed the following factors: age, elderly status (>65

years of age), gender, potential risk factors (history of cigarette

smoking and alcohol intake, hypertension, cardiovascular

disease, hyperlipidemia, diabetes, and previous cerebral

ischemic comorbidities), treatment modality (coiling only,

stent-assisted coiling, or flow diverter treatment), aneurysm

size (maximum size), presence of large aneurysm (size ≥

10mm), aneurysm neck size, presence of wide-neck aneurysms

(≥4mm or dome-neck ratio ≤2), location (anterior/posterior

circulation), shape (defined as irregular if presenting blebs,

nipples, or multiple lobes), and presence of distal aneurysm

(distally to the Circle of Willis).
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Machine learning model development

We randomly divided data samples into training set (310

cases) and testing set (133 cases) with a 7:3 ratio. Because

the dataset was imbalanced between complication and control

groups, we applied an adaptive synthetic (ADASYN) sampling

method to generate more synthetic data for the minority

class (complication group) in the training set (15). After

application of ADASYN, the training set was expanded to

553 cases (280 complication cases). We then trained three

ML algorithms (ANN, RF, and LR) on the training set

with ten-fold cross validation and grid search to optimize

hyperparameters for each model. Details of the ML models

are provided in Supplementary material. The testing set was

used to estimate model performance. Model performance was

evaluated via receiver operating characteristic (ROC) analysis.

To improve model interpretability and investigate important

features associated with perioperative complications, we used

the SHAP method and feature importance analysis (16). We

used the SHAP method to explore important features in ANN

models. We used feature score/coefficient to evaluate feature

importance in RF and LR models.

Statistical analysis

We performed statistical analyses using version 22.0 of

SPSS (IBM Corp., Armonk, NY, USA). Data are presented

as mean and standard deviation for quantitative variables,

and as frequency for qualitative variables. We used univariate

logistic analysis to analyze risk factors related to periprocedural

complications after endovascular procedure for UIA. Statistical

significance was defined as p<0.05.

Results

Patient and aneurysm characteristics

We enrolled a total of 443 patients (281 females and 162

males) for this study. Mean age was 55.97 ± 11.41 years. Mean

aneurysm size was 6.92 ± 5.08mm. Of the 443 cases, 75 cases

were treated with coil embolization only, 270 with stent-assisted

coiling, and 98 with flow diverter therapy.

Periprocedural complications

In total, 48 (10.83%) procedure-related complications

occurred: 4 intraprocedural aneurysm ruptures (0.90%), 2

postprocedural aneurysm ruptures (0.45%), 2 cases of cranial

nerve palsy (0.45%), and 40 ischemic events (9.03%). The

40 ischemic events included 26 ischemic strokes, 7 transient

ischemic attacks, 4 intra-stent thrombosis and 3 thrombosis

resulting from coil migration. Of these 48 procedure-related

complications, 27 cases (6.09%) were associated with minor

adverse events that resolved on discharge, and 21 (4.74%) were

associated with major adverse events.

Risk factors for periprocedural
complications

Table 1 shows results from univariate logistic regression

analysis of risk factors for periprocedural complications. The

age of the complication group was significantly older than

that of the control group (59 ± 12 vs. 56 ± 11, p = 0.043),

and the complication group included a higher proportion of

elderly patients than the control group (35.4% vs. 16.2%, p =

0.002). Patients with hypertension and distal aneurysm showed a

tendency toward more periprocedural complications (p= 0.006

and p = 0.045, respectively). Aneurysm size was significantly

larger in the complication group than in the control group

(8.67 ± 5.54mm vs. 6.71 ± 4.98mm, p = 0.014), and the

complication group had larger aneurysms than the control

group (31.3% vs. 16.7%, p = 0.016). Moreover, the incidence

of periprocedural complications was higher in cases treated by

flow diverter therapy (13.3%) or stent-assisted coiling (11.1%)

than cases treated by coiling only (6.7%), although this difference

did not reach statistical significance (p = 0.167 and p = 0.265,

respectively).

Model performance and identification of
important features

With relation to the training set, the area under the curve

(AUC) value for the ANN model [0.993; 95% confidence

interval (CI) 0.985–0.999] was similar to the AUC value for

the RF model (0.999; 95% CI 0.998–1.000), followed by that

associated with the LR model (0.768; 95% CI 0.729–0.808).

When applied to the testing set, the ANN model produced

the highest AUC value (0.761; 95% CI 0.634–0.888; Figure 1).

The RF model also achieved an acceptable AUC value (0.735;

95% CI 0.616–0.854), while the AUC for the LR model was

0.668 (95% CI 0.480–0.857).

As shown in Figure 2, SHAP analysis on the ANN model

showed that presence of a distal aneurysm and treatment

modality were the most important features associated with

periprocedural complications. These were also identified as

important features for the RF model by feature importance

analysis. Aneurysm size was one of the top features for all three

ML models. Overall, we identified distal aneurysm, aneurysm

size, and treatment modality as important features associated

with endovascular treatment.
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FIGURE 1

Receiver operating characteristic (ROC) curves for the three machine learning models (ANN, RF, and LR) on the testing set. ANN, artificial neural

network; RF, random forest; LR, logistic regression.

FIGURE 2

Identification of important features for the three machine learning models. (A) SHAP analysis for the ANN model. (B) Feature importance analysis

for the RF model. (C) Feature importance analysis for the LR model. ANN, artificial neural network; RF, random forest; LR, logistic regression. For

categorical variables, gender (male), potential risk factors (≥2), location (posterior circulation), and shape (irregular) were analyzed as potential

risk factors. Receiver operating characteristic (ROC) curves for the three machine learning models (ANN, RF, and LR) on the testing set. ANN,

artificial neural network; RF, random forest; LR, logistic regression.
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TABLE 1 Results from univariate logistic regression analysis for all

variables.

Characteristics Control group

(N = 395)

Complication

group (N = 48)

P-value

Age (y) 55.59± 11.25 59.13± 12.28 0.043

Elderly 64 (16.2) 17 (35.4) 0.002

Gender (%) 0.276

Male 141 (35.7) 21 (43.8)

Female 254 (64.3) 27 (56.3)

Cigarette smoking

(%)

41 (10.4) 6 (12.5) 0.653

Alcohol intake (%) 36 (9.1) 7 (14.6) 0.232

Hypertension (%) 195 (49.4) 34 (70.8) 0.006

Hyperlipidemia 108 (27.3) 13 (27.1) 0.970

Cardiovascular

disease

17 (4.3) 2 (4.2) 0.965

Diabetes 35 (8.9) 2 (4.2) 0.279

Previous ischemic

stroke

106 (26.8) 17 (35.4) 0.212

Potential risk factors

(≥2)

165 (41.8) 27 (56.3) 0.058

Aneurysm size (mm) 6.71± 4.98 8.67± 5.54 0.014

Large aneurysm (%) 66 (16.7) 15 (31.3) 0.016

Neck size (mm) 5.21± 3.82 5.80± 2.61 0.301

Wide-neck aneurysm 349 (88.4) 47 (97.6) 0.075

Shape (%) 0.731

Regular 305 (77.2) 36 (75.0)

Irregular 90 (22.8) 12 (25.0)

Location (%) 0.906

Anterior

circulation

364 (92.2) 44 (91.7)

Posterior

circulation

31 (7.8) 4 (8.3)

Distal aneurysm 109 (27.6) 20 (41.7) 0.045

Treatment modality

(%)

Coiling 70 (17.7) 5 (10.4) Ref

Stent-assisted

coiling

240 (60.8) 30 (62.5) 0.265

Flow diverter 85 (21.5) 13 (27.1) 0.167

Discussion

Periprocedural complications associated with endovascular

treatment for UIA represent a source of serious concern

for practitioners. In the current study, we developed three

ML models to predict these events and investigate risk

factors associated with periprocedural complications. First and

foremost, our results demonstrate that it is feasible to predict

periprocedural complications associated with endovascular

treatment using ML. Distal aneurysm, aneurysm size, and

treatment modality may be key risk factors associated with

endovascular treatment. Our findings may serve as a reference

for physicians, and aid their decision-making process prior to

UIA treatment.

ML is advantageous in exploring complex non-linear

relationships across large datasets, and is a promising tool

for clinical decision-making (17). Although many studies

have reported successful ML prediction of risk for aneurysm

rupture, there is little research on the application of ML to

the prediction of periprocedural complications associated with

endovascular treatment (18, 19). Ji et al. developed a scoring

system for predicting the risk of neurological complications

after endovascular treatment of UIAs, but their system was

based on only three key factors (aneurysm size, aneurysm

location, and cerebral ischemic comorbidity). Their approach

may therefore be unsuitable for real-world applications (20).

Staartjes et al. explored the feasibility of predicting neurological

deficits after microsurgery for UIAs via application of ML

techniques, and found that these methods support adequate

prediction of early clinical endpoints after microsurgery for

UIAs (21). However, their study did not include endovascularly

treated UIA patients, and their models may therefore perform

poorly when applied to such cases. In this study, we developed

three ML models to predict perioperative complications

associated with endovascular treatment for UIAs. Our results

show that the ANN and RF models deliver satisfactory

performance, indicating that ML is a valuable tool for prediction

of perioperative complications after endovascular treatment

for UIAs.

Distal aneurysm is an important predictor of periprocedural

complications. In distal aneurysms, diameter of the parent

artery and aneurysm size are often relatively small (22). In

addition, the parent artery often presents several anatomical

variants with numerous perforators or important small vessels

that cannot be displayed on digital subtraction angiography.

At the same time, sacrificing such vessels can result in

neurological deficits (20), and distal location can increase

arterial tortuosity. These factors pose serious challenges for

successful endovascular treatment. Furthermore, they restrict

the movement of endovascular devices, thus resulting in a

higher rate of periprocedural complications. In this study, distal

aneurysm was the most important feature for both ANN and

RF models.

The modality of endovascular treatment has been

demonstrated to be closely associated with periprocedural

complications. Piotin et al. reported results from 1137

patients treated by coiling only or stent-assisted coiling (23).

These authors found that stent-assisted coiling caused more

permanent neurologic complications than coiling only (7.4 vs.

3.8%, p= 0.64) and a higher procedure-related mortality (4.6 vs.

1.2%, p = 0.006). Algra et al. reported that stents are associated

with a higher complication risk than coiling (24). Naggara
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et al. found that the use of a flow-diverter device doubled

the risk of unfavorable outcomes compared with simple coil

placement (25). In accordance with these previous studies, we

found that coiling was the safest treatment modality. Compared

with coiling only, both flow-diverter devices and stent-assisted

coiling resulted in more periprocedural complications. We

also found that treatment modality was one of the most

important features for both ANN and RF models, although

this result did not reach statistical significance after univariate

logistic regression analysis. This apparent discrepancy may

be due to the advantage of ML over conventional statistical

methods in dealing with complex non-linear relationships

across large datasets.

Larger aneurysm size has been reported to be associated

with increased risk of periprocedural complications after

endovascular treatment (26). Larger aneurysm size increases

the complexity of endovascular procedures, and impedes good

wall apposition for stent deployment (27). Furthermore, the

embolization rate of intracranial aneurysm decreases with

increasing aneurysm size, which means that larger aneurysms

are more likely to carry residual flow within the coil mass

(28–30). Our results confirm and extend these findings by

demonstrating that aneurysm size is larger in the complication

group compared with the control group. Furthermore, we found

that aneurysm size was an important feature for all three

ML models.

Limitations

Our study presents several limitations. Our dataset is

relatively small and may involve patient selection bias.

Therefore, our results may not generalize well to other patients

and settings. Moreover, the synthetic data generated by the

ADASYN procedure may not adequately represent less frequent

cases. Future verification of our findings and validation of our

models will require larger datasets from multiple centers.

Conclusion

Periprocedural complications after endovascular treatment

for UIA can carry substantial consequences for patients. We

show that these complications can be successfully predicted

using ML models. These models represent promising tools for

aiding decision-making prior to UIA treatment.
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Virtual simulation with
AneuShapeTM software for
microcatheter shaping in
intracranial aneurysm coiling: a
validation study

Zeng-Bao Wu1, Ying Zeng1, Hua-Qiu Zhang1, Kai Shu1,

Gao-Hui Li2, Jian-Ping Xiang2*, Ting Lei1* and Ming-Xin Zhu1*

1Department of Neurosurgery, Tongji Hospital, Tongji Medical College, Huazhong University of Science

and Technology, Wuhan, Hubei, China, 2ArteryFlow Technology Co., Ltd., Hangzhou, Zhejiang, China

Background: The shaping of an accurate and stable microcatheter plays a vital

role in the successful embolization of intracranial aneurysms. Our study aimed to

investigate the application and the role of AneuShapeTM software in microcatheter

shaping for intracranial aneurysm embolization.

Methods: From January 2021 to June 2022, 105 patients with single

unruptured intracranial aneurysms were retrospectively analyzed with or without

AneuShapeTM software to assist in microcatheter shaping. The rates of

microcatheter accessibility, accurate positioning, and stability for shaping were

analyzed. During the operation, fluoroscopy duration, radiation dose, immediate

postoperative angiography, and procedure-related complications were evaluated.

Results: Compared to the manual group, aneurysm-coiling procedures involving

the AneuShapeTM software exhibited superior results. The use of the software

resulted in a lower rate of reshaping microcatheters (21.82 vs. 44.00%, p = 0.015)

and higher rates of accessibility (81.82 vs. 58.00%, p = 0.008), better positioning

(85.45 vs. 64.00%, p= 0.011), and higher stability (83.64 vs. 62.00%, p= 0.012). The

software group also requiredmore coils for both small (<7mm) and large (≥7mm)

aneurysms compared to the manual group (3.50 ± 0.19 vs. 2.78 ± 0.11, p = 0.008

and 8.22 ± 0.36 vs. 6.00 ± 1.00, p = 0.081, respectively). In addition, the software

group achieved better complete or approximately complete aneurysmobliteration

(87.27 vs. 66.00%, p= 0.010) and had a lower procedure-related complication rate

(3.60 vs. 12.00%, p = 0.107). Without this software, the operation had a longer

intervention duration (34.31 ± 6.51 vs. 23.87 ± 6.98min, p < 0.001) and a higher

radiation dose (750.50 ± 177.81 vs. 563.53 ± 195.46 mGy, p < 0.001).

Conclusions: Software-based microcatheter shaping techniques can assist in

the precise shaping of microcatheters, reduce operating time and radiation dose,

improve embolization density, and facilitate more stable and e�cient intracranial

aneurysm embolization.

KEYWORDS

virtual simulation, microcatheter shaping, cerebral aneurysm, coil embolization,

treatment outcome
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1. Introduction

The precise insertion and stabilization of a microcatheter

within an aneurysmal sac are crucial for a successful interventional

embolization procedure (1–3). Therefore, it is essential to properly

shape the microcatheter to achieve optimal navigation and stability

(4). Inappropriate microcatheter shaping can cause the tip to

rebound from the aneurysmal sac prematurely, obstructing further

packing of the coil. Microcatheter shaping is not an easy process

for neurosurgeons, even though it is a routine technique for the

interventional embolization of intracranial aneurysms. Currently,

microcatheter shaping mainly relies on the individual experience

and estimation of operators and the visualization of the path

of the microcatheter in the aneurysmal cavity and the parent

artery according to digital subtraction angiography (DSA) (5).

However, for aneurysms located in tricky areas or with intricate

anatomical morphology, even sophisticated neurosurgeons may

need to reshape the microcatheter or make multiple attempts to

achieve the right shape to access the aneurysm sac (6). Some

new methods of microcatheter formation have been reported in

the literature; however, there are different limitations (6–8). The

AneuShapeTM software is a real-time planning tool that provides

the microcatheter shaping template before the operation and

simulates the path of the shaped microcatheter in the aneurysm

sac and the parent artery with high accuracy, assisting neuro-

interventionalists with accurate microcatheter shaping. In this

research, we investigated the safety, accuracy, and effectiveness

of using AneuShapeTM software for microcatheter shaping during

the endovascular embolization of intracranial aneurysms and also

whether they were superior to traditional manual shaping methods.

2. Methods

2.1. Study participants

This was a retrospective single-institution series that was

authorized by the institutional medical ethics committee. From

January 2021 to June 2022, 105 consecutive patients with 105 single

unruptured intracranial aneurysms in the anterior cerebrovascular

circulation underwent endovascular therapy in our center.

Neuro-interventionalists with 3–5 years of interventional surgery

experience were in charge of the entire procedure. Software-based

microcatheter shaping was applied in 55 cases, while conventional

manual microcatheter shaping was applied in 50 cases. Collected

data included demographics, aneurysm characteristics, treatment

duration, radiation dose, and complications. The rates of

microcatheter reshaping and accessibility, accurate positioning,

and stability for shaping were also analyzed. All interventional

therapies utilized coiling embolization. Meanwhile, the size of

the aneurysm and personal intraoperative conditions determined

whether stent-assisted coiling embolization was necessary.

2.2. Inclusion criteria

The inclusion criteria were as follows: (1) the presence

of unruptured aneurysms specifically located in the anterior

cerebrovascular circulation, (2) the absence of any surgical-related

contraindications, and (3) the patient’s voluntary consent to use

AneuShapeTM software.

2.3. Exclusion criteria

The exclusion criteria for this study comprised the following

parameters: (1) giant aneurysms, ruptured aneurysms, and

aneurysms located in the posterior cerebrovascular circulation and

(2) the use of double or multiple microcatheter coiling technology.

2.4. Endovascular procedure

Before the endovascular procedure, the related clinical data

were obtained from the patient’s medical records, and all patients

provided written informed consent. General anesthesia was used

in all patients. The femoral sheath was the site of catheter

placement. To maintain an active clotting time of ≥250 s, the

patients were given one dose of standard heparin (70–100 IU/kg),

which was subsequently administered in additional hourly doses

(1,000 IU). A 6 French Navien (Stryker, USA) or guiding catheter

(Envoy; Johnson & Johnson Health Care Systems Inc., USA)

was advanced to the petrous horizontal segment of the internal

carotid artery. Afterward, the shaped microcatheter was inserted

into the aneurysm sac through a guiding catheter or Navien with

microguidewire guidance. Then, the aneurysm sac was densely

embolized with coils. For cases requiring stent assistance, the

endovascular procedure utilized the “coil-through” or “stent semi-

jailing” technique.

2.5. Antiplatelet therapy protocol

Before the unruptured aneurysm was treated with a stent, dual

antiplatelet treatment with aspirin (100 mg/d) and clopidogrel

(75 mg/d) was administered for 3–5 days. In addition, tirofiban

(Gland Pharma Limited, China) at 0.1 µg/kg of body mass/min

was administered by continuous intravenous infusion pump for

12 h. After the embolization procedure, patients who received stent

assistance were advised to maintain dual antiplatelet therapy daily

for at least 3 months and 100mg of aspirin for a minimum of

6 months.

2.6. Virtual simulation with AneuShapeTM

software for microcatheter shaping

AneuShapeTM (ArteryFlow Technology, Hangzhou, China)

is a real-time planning tool to assist neuro-interventionalists

in microcatheter shaping. The workflow of AneuShapeTM

begins with reading the preoperative 3D rotational angiography

(3DRA) images (Figure 1A). Based on level-set segmentation,

the intracranial vasculature is then reconstructed, and a region

of interest (ROI), for example, the left paraclinoid aneurysms of

the internal carotid artery and parent artery, can be manually
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FIGURE 1

Workflow of virtual shaping of microcatheter with AneuShapeTM. (A) Reading of 3D RA images. (B) Segmentation and reconstruction of intracranial

vessels. (C) Generation of the centerline, and the picking of three key points. (D, E) Visualization of anticipated microcatheter after removal of the

mandrel (cyan) and that with mandrel inserted after shaping (purple). (F) The microcatheter was shaped manually using a template generated by the

software. (G) The aneurysm sac was successfully catheterized through the shaped microcatheter. (H) Satisfactory aneurysm embolization.

extracted with a cropping sphere (Figure 1B). To determine

the direction of the virtual catheter, a centerline starting from

the proximal inlet to the aneurysm sac should be generated

(Figure 1C), which is accomplished by clicking at the proximal

inlet and the aneurysm dome. Then, doctors need to pick two

points on the centerline representing the proximal location

and the tip of the anticipated microcatheter pathway, as well

as a third point that corresponds to the first contacting point

between the virtual microcatheter and the vessel wall along the

distal-to-proximal direction from the tip (Figure 1C). The virtual

microcatheter will then appear in cyan in only a few seconds

(Figure 1D). If the surgeon defines the shaping factor (which

describes the blunting behavior of the microcatheter after shaping,

e.g., a 90◦-shaping angle with an inserted mandrel turning to 45◦

after the removal of the mandrel if this factor equals 2.0) and a

shaping length, a purple tube will appear in real-time, showing

the shaped path of the microcatheter after inserting the mandrel

(Figure 1E).

The principle of virtual microcatheter simulation includes a

collision detection algorithm and a direction correction algorithm.

At first, the virtual microcatheter “grows” from the tip location

(usually at the centroid of the sac) and is picked up on the

centerline toward the first contacting point. The “growing” process

indicates that trial points are generated one by one along

the direction defined by the previous two points. Meanwhile,

collision detection is performed for each trial point, which is

based on the widely used ray-casting algorithm. If the current

trial point is outside the vessel wall, then its nearest neighbor

on the centerline is located. The connecting line between the

current trial point and its nearest neighbor intersects with the

vessel wall, and the former is then moved to this intersecting

location (and the “growing” direction is corrected correspondingly)

to keep it inside the vessel wall. Then, a new trial point is

generated along the new direction, and the aforementioned

process repeats until the trial point reaches the proximal location

picked on the centerline. Finally, all the points are connected

sequentially. The virtual microcatheter is a set of adjacent

line segments and is visualized as a winding tube in the

vessel lumen.

To convert the microcatheter pathway in the vessel to its

shaped pathway, we calculated the rotation matrix between each

two adjacent line segments. The rotation matrix maps a vector

rigidly to a new vector by taking a rotating axis and a rotating angle

as inputs. The rotating axis between two line segments is the cross-

product of their direction vectors. The rotating angle is obtained

by multiplying the angle between the direction vectors of the two

adjacent line segments with a coefficient (which equals the shaping

factor minus one). Based on the rotation matrix, each line segment

is rotated one by one with respect to its proximal neighbor until the

desired shaping length is reached.

2.7. Manual microcatheter shaping

By utilizing a template generated by software, the microcatheter

was manually molded and steamed for 60 s to complete the shaping

(Figure 1F). The crawling path of the virtual microcatheter and

the shaped path together facilitated the neuro-interventionalists in

optimizing the surgical plan. The aneurysm sac was catheterized

in one attempt by the shaped microcatheter (Figure 1G). The

aneurysm was embolized with coils until satisfactory saccular

obliteration was accomplished (Figure 1H).
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2.8. Microcatheter evaluation and data
collection

Two experienced neuro-interventionists determined whether it

was “good” or “poor” in assessing the accessibility, the in-position

condition, and the stability of each shaped microcatheter during

procedures (9). Whether the microcatheters needed reshaping

was also recorded. If the aneurysm sac was catheterized in 5m,

the accessibility of the microcatheter was defined as “good.” The

position was defined as “poor” if themicrocatheter tip was adherent

within the intracranial aneurysm sac. However, if the microcatheter

prematurely retreated out of the aneurysm sac and affected the

further packing of the coil, stability was defined as “poor.” The

fluoroscopy duration was measured in minutes and was defined as

the time required from the beginning, when the microcatheter was

out of the guiding catheter, to successful entry into the aneurysm

sac and the time taken to release all coils. However, the time

required to deploy the guiding catheter and stent was excluded.

If there were multiple attempts at microcatheter delivery, the time

for all attempts was recorded. The radiation dose was defined as

the dose generated over the duration of treatment in terms of

air kerma in mGy. We defined paraclinoid artery and posterior

communicating artery aneurysms as proximal and middle cerebral

artery bifurcations and anterior communicating artery aneurysms

as distal aneurysms. The difference in efficiency between the distal

and proximal aneurysms using software-assisted microcatheter

shaping was also compared.

The aneurysm embolization rate and complications were also

evaluated and noted by two independent neuro-interventionists.

We applied the modified Roy-Raymond classification (MRRC) to

assess the immediate angiographic results, and the classification

criteria include (9): Class I (complete obliteration), Class II

(neck residual), and Class III (non-complete occlusion). Our

research designated Class I and Class II as successful intracranial

aneurysm embolization.

2.9. Statistical analysis

Continuous data were expressed as the mean ± standard

deviation (SD) and compared using the t-test, which conformed to

a normal distribution, while the Mann–Whitney U-test was used

for data that no longer fit the normal distribution. Categorical data

were expressed as numbers (percentages) and compared using the

chi-squared test. A p-value of <0.05 was defined as statistically

significant. The SPSS 22.0 software (IBM, USA) was used for

statistical analysis.

3. Results

3.1. Patients

A total of 105 cases involved 50 patients who were not

treated with software-assisted technology and 55 patients treated

with software-based technology. Table 1 shows the baseline

characteristics of cases treated with and without software-based

technology. The mean age of patients was 56.71± 8.95 years. There

TABLE 1 Baseline clinical data and aneurysm characteristics in the

software and manual groups.

Factor With
software

Without
software

p-value

n = 55 n = 50

Age, years mean± SD 57.16± 9.30 56.22± 8.63 0.592

Male sex, n (%) 15 (27.27) 16 (30.0) 0.596

Dmax, mmmean±

SD

4.58± 2.64 4.21± 1.88 0.89

Neck, mmmean±

SD

5.23± 2.05 5.27± 1.95 0.90

Size (%) 0.194

Small (<7mm) 46 (83.60) 46 (92.00)

Large (≥7mm) 9 (16.40) 4 (8.00)

AR 0.80± 0.35 0.78± 0.41 0.579

SR 1.57± 1.03 1.38± 0.88 0.49

Sidewall/bifurcation
aneurysm (%)

0.937

Sidewall, n (%) 37 (67.27) 34 (68.0)

Bifurcation, n (%) 18 (32.73) 16 (32.0)

Location (%) 0.983

Paraclinoid

aneurysms, n (%)

20 (36.30) 19 (38.00)

PcomA aneurysms, n

(%)

17 (30.90) 15 (30.00)

AcomA aneurysms, n

(%)

9 (16.40) 7 (14.00)

MCA-Bifurcation

aneurysms, n (%)

9 (16.40) 9 (18.00)

Treatment therapy (%) 0.678

Coiling, n (%) 14 (25.50) 11 (22.00)

Stent-assisted coiling,

n (%)

41 (74.50) 39 (78.00)

SD, standard deviation; AR, aspect ratio; SR, size ratio; PcomA, posterior communicating

artery aneurysm; AcomA, anterior communicating artery aneurysm; MCA, middle

cerebral artery.

were 71 (67.62%) sidewall aneurysms and 34 (32.38%) bifurcation

aneurysms, which were all located in the anterior circulation. The

mean maximum diameter, neck width, and dome/neck ratio of all

aneurysms were 4.40 ± 2.30, 5.25 ± 1.99, and 0.79 ± 0.36mm,

respectively. Moreover, there were no statistical differences in

morphological parameters between the two groups (p > 0.05;

Table 1).

3.2. Initial outcomes

In the software group, three aneurysms required an adjunctive

procedure in which the microcatheter was discarded and a new

one was reshaped for replacing the old one. However, in the group
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TABLE 2 Number of coils used.

Small aneurysms <7 mm Large aneurysms ≥7 mm

With software Without
software

p-value With software Without
software

p-value

n = 46 n = 46 n = 9 n = 4

Dmax, mmmean±

SD

3.59± 0.20 3.86± 0.21 0.419 9.63± 0.55 8.22± 0.94 0.178

Coils (n) 3.50± 0.19 2.78± 0.11 0.008 8.22± 0.36 6.00± 1.00 0.081

without software, 12 aneurysms required a manual procedure in

which the microcatheter was discarded and a new one was shaped.

For both small (<7mm) and large (≥7mm) aneurysms, the

software group used more coils than the manual group (3.50± 0.19

vs. 2.78± 0.11, p= 0.008 and 8.22± 0.36 vs. 6.00± 1.00, p= 0.081,

respectively; Table 2).

In comparison with the manual group, the software group

gained a shorter fluoroscopy duration (23.87 ± 6.98 vs. 34.31 ±

6.51min, p< 0.001) and a lower radiation dose (563.53± 195.46 vs.

750.50± 177.81 mGy, p< 0.001) in terms of the univariate analysis

(Table 3). In the coil-only group, the fluoroscopy duration and

radiation dose were 16.88 ± 0.75 vs. 28.50 ± 1.16min, p < 0.001,

and 381.00± 18.83 vs. 597.27± 33.32 mGy, p < 0.001, respectively

(Table 4). Software-based microcatheter shaping techniques also

reduced operating time and radiation dose in the stent-assisted

coiling group, which were 26.25 ± 0.99 vs. 35.95 ± 0.99min, p

< 0.001 and 625.85.00 ± 28.93 vs. 793.72 ± 27.19 mGy, p <

0.001, respectively (Table 4). Meanwhile, we found that there was a

linear correlation between fluoroscopy duration and radiation dose

(Spearman’s correlation coefficient= 0.944, p < 0.001).

In addition, the software group gained a lower reshaping rate

for microcatheters (21.82 vs. 44.00%, p = 0.015) and a higher

rate of accessibility (81.82 vs. 58.00%, p = 0.008) and achieved

a better positioning (85.45 vs. 64.00%, p = 0.011) and higher

stability (83.64 vs. 62.00%, p = 0.012; Table 3). Compared with

the proximal aneurysms, the efficiency of using software-assisted

microcatheter shaping was not reduced, and the difference between

the two groups was not statistically significant (Table 5).

Post-embolism angiograms showed that the software group

gained a higher rate of complete occlusion (Raymond-Roy Grade

Scale I [RRGS I]: 74.54 vs. 48.00%, p = 0.005), a lower rate of neck

remnant (RRGS II: 12.73 vs. 18.00%, p= 0.453), and non-complete

occlusion (RRGS III: 12.73 vs. 34.00%, p= 0.010; Table 3), as well as

a greater degree of complete or approximately complete aneurysm

occlusion (87.27 vs. 66.00%, p= 0.010).

3.3. Perioperative complications

In the manual group, six patients (12.00%) experienced various

complications: three minor strokes with mild motor symptoms

degenerating, one small frontal hematoma with a mild headache,

one asymptomatic internal carotid artery dissection, and one

regional obliteration of the right middle cerebral artery with

partly resolved hemiparesis. In the group with software, two

patients (3.60%) experienced complications: one patient had a

TABLE 3 Outcomes and assessment of microcatheter shaping.

With
software

Without
software

p-value

n = 55 n = 50

Outcomes

Need for reshaping, n

(%)

12 (21.82) 22 (44.00) 0.015

Duration of the

intervention, mean± SD

(min)

23.87± 6.98 34.31± 6.51 <0.001

Radiation dose, mean±

SD (mGy)

563.53±

195.46

750.50±

177.81

<0.001

Postoperative angiography

Raymond grade 1, n (%) 41 (74.54) 24 (48.00) 0.005

Raymond grade 2, n (%) 7 (12.73) 9 (18.00) 0.453

Raymond grade 3, n (%) 7 (12.73) 17 (34.00) 0.010

Complication, n (%) 2 (3.60) 6 (12.00) 0.107

Microcatheter shaping

Accessibility, good, n (%) 45 (81.82) 29 (58.00) 0.008

Positioning, good, n (%) 47 (85.45) 32 (64.00) 0.011

Stability, good, n (%) 46 (83.64) 31 (62.00) 0.012

mild ischemic stroke with transient muscle weakness of the lower

limbs, and another had a stroke with mild right hemiparesis and

dysarthria. All complications except one (the middle cerebral artery

partial occlusion in the manual group that caused permanent

weakness of the upper limbs) completely reverted without sequelae.

4. Discussion

The optimal microcatheter shape has a significant impact

on retaining the accuracy and stability of the microcatheter

during embolization, enabling safe, and effective treatment of

intracranial aneurysms (1, 2). In our series, the manual and

software groups were compared. Microcatheter shaping based on

the AneuShapeTM software had reliable stability and accuracy

in endovascular treatment and played a significant role in the

successful embolization of intracranial aneurysms. Besides, the

use of the real-time preoperative virtual shaping technique was

associated with a significant reduction in the intervention duration
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TABLE 4 Software-based microcatheter shaping techniques reduce operating time and radiation dose both in coiling-only group and stent-assisted

coiling group.

Coiling Stent-assisted coiling

With software Without
software

p-value With software Without
software

p-value

n = 14 n = 11 n = 41 n = 39

Dmax, mmmean±

SD

2.20± 0.12 2.25± 0.14 0.766 5.39± 0.40 4.76± 0.28 0.45

Duration of the

intervention, mean±

SD (min)

16.88± 0.75 28.50± 1.16 <0.001 26.25± 0.99 35.95± 0.99 <0.001

Radiation dose, mean

± SD (mGy)

381.00± 18.83 597.27± 33.32 <0.001 625.85.00± 28.93 793.72± 27.19 <0.001

TABLE 5 Comparison of microcatheter shaping e�ciency of proximal

and distal aneurysms by software-assisted.

With software Proximal
aneurysms

Distal
aneurysms

p-value

n = 37 n = 18

Duration of the

intervention, mean±

SD (min)

23.18± 6.39 25.28± 8.08 0.300

Radiation dose, mean

± SD (mGy)

552.70±

190.60

585.78±

209.00

0.531

Accessibility, good, n

(%)

31 (83.78) 14 (77.78) 0.866

Positioning, good, n

(%)

32 (86.49) 15 (83.33) 1

Stability, good, n (%) 31 (83.78) 15 (83.33) 1

and the radiation dose in both the coiling-only group and the

stent-assisted coiling group.

Currently, most neuro-interventionalists use 3D-DSA images

to evaluate the anatomy of aneurysms and their correlation to the

parent artery before manually shaping the microcatheter. While

microcatheter shaping is an essential technique for interventional

treatment, it is sometimes difficult to obtain a satisfactory shape.

One reason is that 3D imaging technology lacks depth information;

hence, neuro-interventionalists cannot accurately perceive the

3D cerebrovascular morphology and the spatial position of

microcatheters in that parent artery (4, 6). Second, it is hard

for neuro-interventionalists to accurately identify the real route

of the microcatheter into the parent artery, making them rely

solely on their imagination. According to the characteristics of the

microcatheter, neuro-interventionalists can adjust it into different

shapes, but exaggerating the mandrel shape during the operation

still depends on personal experience (6, 10). However, even

experienced surgeons cannot guarantee that the shaping of the

microcatheter is always appropriate, and sometimes reshaping

is needed.

Furthermore, a recent multicenter study has shown that

interventionists often use animal models for simulation training,

and there is a lack of standardized training in neurological

interventions (11). Hence, there is a need to develop a new

artificial method that meets the training requirements of alternative

animal models, which can increase the experience of neuro-

interventionists faster. Software-based technology provides a

promising method for interventional surgery simulation training

and direct utilization of software-based technology during surgery.

Unlike conventional manual shaping processes that rely

primarily on personal experience, the software can input DICOM

data directly from 3D-DSA images during operation to generate

microcatheter shaping templates. This makes it more accessible

and convenient for doctors to mold the microcatheter at once and

avoids repeated manual shaping, especially for less experienced

neurosurgeons. In addition, software-based technology also offers

a standardized manual training system for beginners, allowing

neurosurgeons to quickly obtain intuitive experience and skills

(12). In related research (12, 13), some researchers have proposed

that the use of software-based technology to help surgeons

shape the mandrel in the process of embolization of intracranial

aneurysms achieves good clinical results. Liu et al. (12) reported

that during endovascular surgery, the software-based simulation

template entered the aneurysm sacs accurately and without any

complications. Software-based microcatheter shaping was stable

and accurate. However, these studies lacked a control group

to assess the technical and clinical outcomes of software-based

technology vs. traditional manual microcatheter shaping.

In our study, software-based microcatheter shaping was more

accurate and stable compared with the manual shaping process.

Therefore, we observed a higher rate of accessibility, achieving a

better position and higher stability. In addition, the use of software-

based technology reduced the need for reshaping the microcatheter

or deploying a second one because of fatigue caused by repeated

use. These findings were seldom quantified and reported in past

research. These factors not only resulted in longer operating

times and unproductive costs but also posed potential risks for

procedural complications.

The reduction in duration with the software-based technology

is likely related to the precise shaping of the microcatheter. As for

complicated structures, neuro-interventionalists should perhaps

remodel the microcatheter and make multiple attempts during the

procedure to adapt the structural characteristics of the aneurysm

sac and the parent artery. These procedures can prolong the

procedural duration and raise the risk of aneurysm rupture and

ischemic events (14–16). Software-based technology can reduce the

need for repeated and inefficient maneuvers, making the procedure
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smoother and more efficient. Surgeons can obtain the template

for microcatheter shaping with pivotal data, such as the angle

and length of the microcatheter tip, in ∼10min. In our research,

the operating time of the software-based group was reduced by

about 30.43% compared to the manual group. Despite the reduced

duration of the intervention, we found an increase in the number

of coils used with the help of software-assisted shaping, implying

denser aneurysm embolisms and lower recurrence rates. Our

research results also showed that the software-based group achieved

more complete or approximately complete aneurysm occlusions.

Longer operative times may be related to higher ischemic

stroke rates during endovascular therapy (14, 15) or diagnostic

angiography (16). It has been reported that the intervention

treatment over 100–120min was significantly associated with the

risk of ischemic stroke events (14, 15). Similar results were shown in

our study. Compared with the manual group, the complication rate

in the software-based technology group was lower. Although the

difference in the complication rate between those two groups was

not significant, it appears plausible that a shorter operation time

might reduce the risk of silent or symptomatic ischemic events.

Another focus of our research was the reduction in radiation

dose, which is linearly related to the duration of fluoroscopy.

Appropriate software-based microcatheter shaping reduces

procedure time and, thus, facilitates a lower radiation dose. This

is beneficial in reducing radiation-related risks for both patients

and neuro-interventionalists.

This study has several limitations. First, this study used a

retrospective design, which may have cause an introduced bias.

Second, the shaping of the microcatheter by the surgeon according

to the software-based template could still be subject to personal

biases. Third, the number of cases was not large enough, and the

data represented the limited experience of our institution. Fourth,

due to the absence of randomization between the groups, the

uniform distribution of aneurysms could not be ensured. Five,

the impact of software-based techniques on clinical outcomes

could not be better compared due to the lack of long-term

follow-up. Six, software-based technology can improve the success

rate of microcatheter shaping for low- and mid-level neuro-

interventionists with 3–5 years of experience, but it is not clear

whether it will assist the success rate of senior doctors (more than

5 years of experience). Therefore, further research is needed to

investigate the use of the software by senior neuro-interventionists.

Finally, multicenter randomized controlled trials are required to

verify the effectiveness of this technology in the future.

5. Conclusions

In our experience, software-based technology is a beneficial

tool that can assist neuro-interventionists in accurately shaping

microcatheters. The use of this software improved embolization

density, increased the rate of successful aneurysmal occlusion, and

reduced the need for rectification procedures, fluoroscopy time,

and radiation dose.
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