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Editorial on the Research Topic

Imaginative culture and human nature: Evolutionary perspectives on

the arts, religion, and ideology

Imagination

In the overview describing this Research Topic and soliciting participants, we said

that the Research Topic encompassed four main areas in the evolutionary human

sciences: evolutionary behavioral science, gene-culture coevolution, emotions, and

“cognitive neuroscience, which has identified the Default Mode Network as the central

neurological location of the human imagination.” The 20 articles accepted for publication

fulfilled our expectations for the first three of these Research Topics. All the articles

make extensive reference to research in the evolutionary behavioral sciences. Many of the

articles discuss the evolved cognitive dispositions that make cumulative culture possible.

Several articles make emotions a salient part of their arguments. Only one article gives

serious attention to the Default Mode Network (DMN) (Newberg et al., “Orgasmic

Meditation”). Over the past two decades, a rapidly expanding body of research has

revealed that the DMNmakes it possible to abstract away from the immediate present, to

think about past and future, to enter into other minds, and to construct fictional worlds

(Buckner and DiNicola, 2019; Carroll, 2020; van Mulukom, 2020).

Though not referencing the DMN, several articles in this Research Topic invoke

its functions. The defining characteristic of the DMN is the brain’s ability to turn

inward to mentally generated representations decoupled from the immediate external

environment. Kapitany et al. point toward “counterfactual thinking,” the “ability to

imagine things that are not real,” and the ability to construct a “fictional reality”

(“Pretensive Shared Reality”). Yang et al. focus on pretend or imaginary domains (“Why
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iPlay”). Teasdale et al. invoke the “capacity to step back from

the immediacy of the present world to consider an alternative

parallel world (whether fictional or a real world elsewhere in

space or time)” (“Drama”). Flinn says that we humans have

“a theater in our minds” (“The Creative Neurons”). Steen and

Chakraborty describe the imagination building “scenarios” of

possible future states (“Exploring the Possible”). Several articles

focus not just on imagination but on shared or collective

imagination (Lauer, “Language, Childhood, and Fire”). Three

articles work out mathematical models for analyzing the

transmission of cultural artifacts across populations (Ganesh

and Gabora, “Discontinuous Cultural Evolution,” Martins and

Baumard, “Reliable Instruments,” and Tran et al., “Kolam Art”).

The adaptive functions of
imaginative culture

All the articles in this Research Topic agree that imaginative

activity is a pervasive feature of human life, but they do not

agree on whether it is adaptive, or if adaptive, what its adaptive

functions are. Dubourg and Baumard argue that creating

narrative fictions is a byproduct of other adaptive cognitive

capacities but also identify various secondary adaptive functions

narrative fictions could serve: signaling mate value, gaining

social status, transmitting knowledge, communicating social

norms, or selling products (“Entertainment Technologies”). All

those functions can be attributed to forms of imaginative activity

other than creating narrative fictions, and the list of possible

functions can be expanded. Mendoza Straffon isolates and

emphasizes gaining social status (“The Peacock Fallacy”). Larsen

examines the functional effects of internalized religious norms

in Scandinavian social democracy (“The Lutheran Imaginary”).

Steen and Chakraborty argue that the imagination functions

adaptively for individuals by building scenarios to test possible

future courses of action. Flinn argues for a group-level adaptive

function: the ability of “collective imaginations” to generate

innovations. McCrae discusses various hypotheses for the

adaptive function of music and supports Perlovsky’s idea that

“that music co-evolved with language to compensate for the

hypertrophy of cognition that language facilitated.... Music and

musical emotion evolved because it restores the unity of the self

and thus the will to live” (“Music Lessons”). Gabriel suggests a

similar existential function: the arts equip us with “a motivated

understanding of ourselves” (“Affect, Belief, and the Arts”).

The existential functions suggested by McCrae and Gabriel

can be generalized beyond the arts or any specific art. If we

identify the imagination with the DMN, we can characterize

the adaptive function of the imagination as an activity of

synthesis. In “The Creative Neurons,” Flinn says, “It seems

unlikely that there are singular ‘creative neurons’ or even

localized modules for imagination; these abilities instead result

from complex systems involving interaction among many

parts of the brain.” The DMN is the central organizing

network for those interactions. In their neuroimaging study

of orgasmic meditation, Newberg et al. describe some of

the neural regions that coactivate within the DMN. “The

DMN is characterized by the synchronous activation of several

separated regions in the brain, including the medial prefrontal

cortex, posterior cingulate cortex, precuneus, inferior parietal

lobule, and inferolateral temporal cortex.” The DMN is the

most widely connected network in the brain. It integrates

information from diverse sources and uses that information

to construct an emotionally and aesthetically modulated

model of the world (Margulies et al., 2016; Buckner and

DiNicola, 2019). What Flinn calls a “theater in the mind” is

a simulation, a virtual reality, that directs human behavior.

As McCrae and Gabriel contend, the emotional and aesthetic

modulations in imaginative constructs provide people with a

sense of “meaning.”

The scope of Research Topics

Articles in this Research Topic take in macro-narratives

of religion and ideology, intimate personal relationships, and

self-images in individuals. Gabriel focuses on religion, Larsen

and Martins and Baumard on ideology. Newberg et al. discuss

a meditative practice that involves a male stimulating a

partner’s clitoris. Yang et al. discuss sex differences in video-

gaming. Luoto mines literary texts for differences in gendered

linguistic usage (“Sexual Dimorphism”). McCrae concentrates

on qualities of emotion in the individuals who create and

listen to music. Barrett discusses the emotional richness

of experience provided by all forms of imaginative culture

(“Positive Experience”).

Articles discussing the arts encompass music (McCrae), the

verbal arts (Dubourg and Baumard; Lauer; Luoto; Martins and

Baumard; Teasdale et al.), the visual arts (Coss and Charles,

“Prehistoric Art,” Tran et al.), and dance (Dobrowolski and

Pezdek, “Movement”). Kozbelt discusses multiple arts and

identifies a host of cross-modal evolved cognitive dispositions

that help to explain the formal organization of specific

arts and the way the arts change over historical time

(“The Aesthetic Legacy of Evolution”). Multiple arts are

also mentioned by Gabriel, Ganesh and Gabora, and Steen

and Chakraborty.

Disciplinary orientation

Contributors to this Research Topic include psychologists,

anthropologists, biologists, neuroscientists, philosophers, art

historians, media specialists, literary scholars, and experts in

physical education. Eight of the 20 articles are empirical studies

(Coss and Charles; Ganesh and Gabora; Kapitany et al.; Luoto,

Newberg et al.; Teasdale et al.; Tran et al.; Yang et al.). Three
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articles offer innovations in mathematical modeling of cultural

transmission (Martins and Baumard). The remaining articles

are classified in Frontiers in Psychology as “conceptual analysis,”

“hypothesis and theory,” and “opinion.”

All the articles cite research from the evolutionary human

sciences. One can nonetheless distinguish between articles

for which evolutionary biology provides a conceptual matrix

and those for which some speculative philosophical system

provides the matrix. Barrett’s frame of reference is primarily in

philosophy, that of Dobrowolski and Pezdek in phenomenology

(Husserl and Heidegger) and Lacanian psychoanalysis.

Rough distinctions can be drawn among three groups

of articles: (a) those that use the evolutionary human

sciences to study some particular kind of cultural artifact

(Lauer; Larsen; Kapitany et al.; Newberg et al.; Tran

et al.); (b) those that use cultural artifacts to study some

particular feature of human nature or human behavior

(Coss and Charles; Ganesh and Gabora; Luoto; Martins

and Baumard; Teasdale et al.; Yang et al.); and (c) those

that construct some general theory about the psychological

and/or anthropological basis of imaginative culture (Barrett;

Dubourg and Baumard; Dobrowolski and Pezdek; Flinn;

Gabriel; Mendoza Straffon; Steen and Chakraborty). Two

articles, those by Kozbelt and McCrae, could be placed

in both of the first two categories. They aim to use the

evolutionary human sciences to further their understanding

of music (McCrae) or of the arts in general (Kozbelt), and

they also aim to use the arts to improve their knowledge of

human psychology.

We shall give just one example each of articles that more

unambiguously exemplify the three categories. Kapitany et al.

cite much research on childhood play and on adult pretend play,

but they are aiming less at altering the structure of knowledge in

these fields than in using these fields to illuminate one particular

kind of cultural practice—adult participation in Dungeons and

Dragons (a fantasy role-playing game). Luoto, in contrast, is

using large databases of digitized literary works to examine sex

differences in linguistic usage. The focus is not on the literature

itself but on evolved sex differences. Flinn can serve to illustrate

the third category. He focuses on no one particular kind of

cultural artifact or cultural practice. He is concerned rather to

construct a conceptual model of human life history phases and

relationships and to explain how human reproductive and social

practices generate cumulative culture.

Basic concepts in imaginative culture

Several of the articles can be used to illuminate basic

concepts in imaginative culture. Flinn lodges the evolved

systemic logic of human life history and social organization

in fundamental principles of reproduction and natural

selection. He also makes it clear that imaginative culture

is an integral part of that systemic logic. Lauer and

Kapitany et al. emphasize the way the specifically human

life history feature of extended childhood has evolved to

accommodate the peculiarly human needs of imagination.

Gabriel evokes the pervasive presence of imaginative culture

in all aspects of human life, from the most individual need

for purpose and meaning to the religious rituals in which

individuals are submerged within a collective social identity.

By concentrating on a single form of public folk art in a

South Indian community, Tran et al. give readers a concrete

feeling for the way the arts are both intimately personal

and socially communicative. McCrae and Kozbelt cogently

demonstrate that the finest, most subtle aspects of artistic

form and meaning can be explained by evolved affective and

cognitive features of the human mind. Larsen extends an

evolutionary conception of human nature to complex historical

developments in religious, ideological, and political structures

in a distinct population.

Conclusion

These articles go a long way toward identifying evolutionary

studies in imaginative culture as a distinct field. They also

suggest ways in which the field could be more fully integrated

and conceptually coherent. Flinn’s outline of human life history

offers a sound evolutionary framework for life phases and

social and reproductive relationships, but other articles rightly

point toward adaptive functions of imagination that are not

exclusively social. A more complete understanding of the

adaptive functions of imagination can be derived from research

on the DMN. Research on the DMN can and should replace

speculative and impressionistic views of the imagination with a

precise and illuminating set of neurological facts. Most of the

contributors to this Research Topic seem to register, even if only

casually, how important emotion is to imaginative experience.

The next step for many scholars and scientists should be to

inform themselves about the most advanced research in emotion

theory—findings and theory that go far beyond Ekman’s ideas

about “basic emotions” or Panksepp’s ideas about conserved

mammalian neurological systems (Cowen et al., 2019; Carroll,

2022). Life history theory can provide a framework for basic

subjects or themes in literature; emotion theory can provide

a framework for emotional tone; and cognitive science can

provide a framework for formal structures (Carroll, 2018).

Accordingly, Flinn’s work on life history, McCrae’s work on

emotions in music, and Kozbelt’s work integrating evolved

cognitive dispositions with formal aesthetic structures can help

point the way toward a unified conception of imaginative

artifacts. That unified conception is a necessary prerequisite to

a unified understanding of imaginative culture.
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Psychological sex differences have been studied scientifically for more than a century,
yet linguists still debate about the existence, magnitude, and causes of such differences
in language use. Advances in psychology and cognitive neuroscience have shown
the importance of sex and sexual orientation for various psychobehavioural traits, but
the extent to which such differences manifest in language use is largely unexplored.
Using computerised text analysis (Linguistic Inquiry and Word Count: LIWC 2015),
this study found substantial psycholinguistic sexual dimorphism in a large corpus
of English-language novels (n = 304) by heterosexual authors. The psycholinguistic
sex differences largely aligned with known psychological sex differences, such as
empathising–systemising, people–things orientation, and men’s more pronounced
spatial cognitive styles and abilities. Furthermore, consistent with predictions from
cognitive neuroscience, novels (n = 158) by lesbian authors showed minor signs
of psycholinguistic masculinisation, while novels (n = 167) by homosexual men had
a female-typical psycholinguistic pattern, supporting the gender shift hypothesis of
homosexuality. The findings on this large corpus of 66.9 million words indicate how
psychological group differences based on sex and sexual orientation manifest in
language use in two centuries of literary art.

Keywords: sex differences, sexual orientation, psycholinguistics, personality, cognition, computerised text
analysis, LIWC, evolutionary psychology

INTRODUCTION

Psychological sex differences are perennially interesting to both scientists and laypeople.
Psychological differences such as men’s higher systemising and women’s higher empathising, or
men’s higher things orientation and women’s higher people orientation, have been reported in a
variety of domains (Greenberg et al., 2018; Archer, 2019; Luoto, 2020b), with some psychologists
arguing that the true extent of sex differences in human personality has been consistently
underestimated (Del Giudice et al., 2012). Advances in cognitive neuroscience and evolutionary
science have increased our knowledge of mammalian sexual differentiation of the brain and how
this process creates sex differences and sexual orientation differences in various psychobehavioural
traits in humans (Archer, 2019; Luoto et al., 2019a; Arnold, 2020; Luoto and Varella, 2021),
but the way in which such differences may be reflected in language use is not well known. To
broaden the current understanding of sex differences (Archer, 2019; Luoto and Varella, 2021)
and sexual orientation differences (Xu et al., 2017; Luoto et al., 2019a; Luoto, 2020a), it is
valuable to also broaden the material in which predictions from prevailing hypotheses on sex
differences/similarities and sexual orientation differences/similarities are tested. In this article,

Frontiers in Psychology | www.frontiersin.org 1 May 2021 | Volume 12 | Article 6398879

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2021.639887
http://creativecommons.org/licenses/by/4.0/
http://orcid.org/0000-0002-3904-3994
https://doi.org/10.3389/fpsyg.2021.639887
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2021.639887&domain=pdf&date_stamp=2021-05-31
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.639887/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-639887 May 27, 2021 Time: 14:23 # 2

Luoto Sexual Dimorphism in Language

those predictions are brought to bear on language use in literary
art spanning more than 200 years.

One outcome of the sexual differentiation of the mammalian
brain is variation in sexual orientation (Luoto et al., 2019a,b;
Swift-Gallant et al., 2019; Bogaert and Skorska, 2020).
Neurodevelopmental mechanisms underlying sexual orientation
also lead to variation in a number of psychobehavioural traits
(Xu et al., 2017; Luoto et al., 2019a; Luoto, 2020b). Therefore,
sexual orientation tends to covary on a masculinity–femininity
continuum with other psychobehavioural traits such as self-
ascribed masculinity–femininity, occupational preferences,
sociosexuality, personality traits, mental rotation, and verbal
fluency (Rahman et al., 2003; Luoto et al., 2019a; Lippa, 2020; Xu
et al., 2020) (though for some exceptions, e.g., bisexual women’s
higher male-typicality relative to lesbian women on some
psychobehavioural measures, see Luoto et al., 2019b; Luoto and
Rantala, 2021). The biological mechanisms underlying variation
in male (Bailey, 2018; Swift-Gallant, 2019; Swift-Gallant et al.,
2019) and female sexual orientation (Luoto et al., 2019a,b) are
becoming increasingly well understood, and such mechanisms
also elucidate the existence of psychobehavioural sex differences
in humans (Beltz et al., 2011; Berenbaum and Beltz, 2018; Archer,
2019; Arnold, 2020; Luoto, 2020a; Luoto and Varella, 2021).

Linguists, however, still debate about the magnitude of such
differences in language use, and the study of sex differences and
sexual orientation differences in language use has made very
limited use of advances in other fields. One notable exception
is a study that found sex differences and sexual orientation
differences in verbal fluency, whereby homosexual individuals
had shifted toward levels of fluency found in heterosexual
members of the opposite sex (Rahman et al., 2003). Such findings
support the gender shift hypothesis of homosexuality, which
posits that homosexual men and women will be similar in certain
neurobehavioural and psychological traits to their opposite-sex
heterosexual counterparts (Bailey et al., 2016; Xu et al., 2017;
Luoto et al., 2019a; Luoto, 2020a; Abé et al., 2021). However, not
all language-based studies support the gender shift hypothesis:
a study on personal ads found that homosexuals’ ads did not
show the expected shift toward the opposite sex (Groom and
Pennebaker, 2005). The 1,586 ads in that study were very short,
only 171 words on average, providing a much weaker signal
than novels which often comprise around 100,000 words each (in
the current sample: M = 96,442 words per novel, SD = 52,838
words, total word count: 66.9 million). Thus, low statistical power
may have explained the previous null results. Another small-scale
study that compared 34 heterosexual men and 33 heterosexual
women with 29 homosexual men and 29 homosexual women
reported no significant differences in mean voice pitch between
heterosexual and homosexual men or between heterosexual and
homosexual women (Rendall et al., 2008). However, there were
significant differences in the formant frequencies of vowels
in homosexuals compared to their heterosexual counterparts
(Rendall et al., 2008), lending some support for the gender shift
hypothesis despite the low statistical power of the study.

The current study was designed to test whether known
psychological sex differences and sexual orientation differences
also manifest in language use. Personality researchers have

highlighted the critical task of comparing self-reported
personality with observer ratings and other, more objective
evaluation methods (Del Giudice et al., 2012), making language
use, particularly novels, a suitable complementary domain for
cognitive and personality research (Tausczik and Pennebaker,
2010; Pennebaker and Ireland, 2011). While a great deal of
research on gendered language is conducted by linguists, that
research hardly ever seeks to understand linguistic findings in
a broader context of psychological sex differences (e.g., Archer,
2019; Luoto and Varella, 2021), not to mention the predictions
that can be made on sexual orientation differences in a cognitive
neuroscience framework (Xu et al., 2017; Luoto et al., 2019a,b;
Swift-Gallant et al., 2019). Fifteen predictions, summarised in
Table 1 and presented in detail in Supplementary Table 1, were
made based on relevant literature from psychology, linguistics,
and cognitive neuroscience to guide this confirmatory research.

Unlike most evolutionary scientists (e.g., Archer, 2019; Luoto
and Varella, 2021), linguists tend to view sex differences in
language use as caused by social stereotypes, researcher bias
(Koolen, 2018, p. 137), or gender roles, with men being recorded
more in workplace contexts and women more in domestic
contexts (Baker, 2014). By “recording” males and females in
largely similar contexts—at home, writing novels—the research
design of this study can help evaluate whether these kinds
of contextual factors may drive, or in this case eliminate, sex
differences in language use. This study controls for contextual
differences in language use because canonical and prize-winning
male and female authors are presumed to write novels in similar
settings in which they explore the contours of their creative
minds: the contents of novels, by and large, reflect the products
of authors’ imaginations, life experiences, and personal interests
rather than what is present in their immediate environments.

As a fictional form of self-expression, novels provide a
different kind of access into human minds than linguistic
or psychological data collected using traditional psychological
methods. Psychologists are able to use literary fiction as a point
of entry into human minds (and linguists into human language
use) that are far removed both in time and in space from the
investigator. The authors of literature generally choose their
own topics and go to great pains to select the words that best
convey their stories, sentiments, and narrative visions. Consider,
for example, Gustave Flaubert’s metacognitive reflection on the
nature of writing literary fiction:

It is a delicious thing to write, to be no longer yourself but
to move in an entire universe of your own creating. Today, for
instance, as man and woman, both lover and mistress, I rode in a
forest on an autumn afternoon under the yellow leaves, and I was
also the horses, the leaves, the wind, the words my people uttered,
even the red sun that made them almost close their love-drowned
eyes (Flaubert, 1980).

Novels, therefore, are not strictly comparable with
other linguistic corpora but offer an alternative, perhaps
psychologically more accurate, or at least complementary,
linguistic access point into human minds, enriching the ways
in which psychological science is conducted whilst broadening
its reach.
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MATERIALS AND METHODS

Materials
A power analysis was conducted to evaluate the required sample
size for the study. It was initially decided that the sample
size should be large enough to detect effect sizes of at least
moderate magnitude (d > 0.35). The power analysis indicated
that the sample size of each group of novels (male/female,
heterosexual/bisexual/homosexual) should be 99 to be able to
detect statistically significant effects of d > 0.36 with a power
of 0.8 and p < 0.05 considered as a threshold for statistical
significance. Thus, 99 novels was kept as a minimum target
for each group of novels. As the data collection progressed, it
became possible to acquire a larger sample of novels for each
group, with the exception of bisexual novelists, who were more
difficult to identify. The target sample size for each group was
set as 150 novels with the intention of being able to detect
group differences of approximately d > 0.29, which was a
compromise between the availability of digitised novels and
statistical power.

As shown in Supplementary Table 7, the heterosexual male
sample comprised 151 novels with a total word count of 16.8
million words by 86 novelists. The heterosexual female sample
comprised 153 novels with a total word count of 15.9 million
words by 85 novelists. The homosexual male sample included
167 novels with a total word count of 15.7 million words by 55
novelists. The homosexual female sample included 158 novels
with a total word count of 13 million words by 54 novelists.
In addition, a sample of 65 novels (word count 5.5 million
words) by 22 bisexual female authors was used when calculating
estimated marginal means for the different groups of authors (see
section “Estimated Marginal Means” below). For comparison, a
corpus size of 200,000 words is deemed reasonably large for a
discourse study (Friginal and Hardy, 2014, p. 220). Therefore,
the samples collected for this study were very large by corpus
linguistics standards. The total sample comprised 694 novels by
302 authors, totalling c. 66.9 million words. The details of the
samples of novels are given in Supplementary Tables 2–6. The
novels were written mainly by British, Irish, and North American
authors. The novels included in the study were published
mainly between 1800 and 2018 (see Supplementary Table 7
for descriptive statistics on the sample).1 The psycholinguistic
data of the sample of novels used in this study are available in
Luoto and van Cranenburgh (2021).

The novelists whose works were selected for this study were
identified using literary anthologies (Kermode and Hollander,
1973; Gilbert and Gubar, 1985; Abrams, 1993; McCordick, 1996;
Stavans and Acosta-Belén, 2011), biographical guides (Bloom,
1997; Griffin, 2003; Miller, 2006; Schmidt, 2014), and online
lists of LGBT writers (Libraries, 2018; Wikipedia, 2018a,b).
Additional novels were collected using literary awards to identify
notable contemporary authors who may not yet be anthologised.

1The only exceptions to this publication range were three novels by Aphra Behn,
a bisexual female author whose three novels included in this study were published
in 1688–1689. These novels were included to increase the sample size of novels
written by bisexual female authors.

Pulitzer Prize winners and National Book Award winners were
added to the sample from 1965–2018 subject to availability of
electronic versions of their novels. Booker Prize winners from
1969 to 2018 were also added to the sample. As the availability
of novels authored by prize-winning authors was insufficient
to reach the target sample size of 150 novels in each group
of authors (male/female, heterosexual/bisexual/homosexual), the
sample was broadened to include Booker prize and Pulitzer
prize finalists (e.g., Lydia Millet, C. E. Morgan, and Lore Segal)
to reach the target sample size.2 Canonical and prize-winning
novelists were chosen partially because such works are more
readily available in electronically readable form, partially because
they represent culturally esteemed creative expressions of human
existence, and partially because canonical books from the 19th
and 20th centuries provide a larger temporal scope with which
to test hypotheses, and thus to explore the extent to which
psychological findings from contemporary populations replicate
when analysing literary fiction written decades and centuries ago.

Since language use varies according to an individual’s age, with
increasing age being characterised, for example, by more positive
and fewer negative affect words, fewer self-references, more
future-tense and fewer past-tense verbs, and increasing cognitive
complexity (Pennebaker and Stone, 2003; Newman et al., 2008),
age differences between authors—especially between different
groups of authors compared in the analyses—may constitute a
confounding variable for which adequate controls need to be
introduced. Information on authors’ age at publication of each
of their novels was recorded alongside the corpus collection
and subsequently controlled for in the statistical analyses by
including author’s age as a control variable in multilevel models.
Pre-emptive elimination of age as a confounding variable was
conducted by using a sampling protocol that focussed primarily
on novels that each author wrote in their 30s and 40s. More
specifically, the sampling protocol was designed so that two
novels by each author were chosen for the sex difference analyses:
one novel closest to author’s age of 35 at publication; the other
closest to author’s age of 45 at publication (subject to availability).
This protocol was also used with the prize-winning and finalist
authors. Thus, the novels for which the literary awards were
originally given were not always chosen for the analysis if,
for instance, the prize-winning novel was published when the
author was much older than 45 years. In such situations, another
novel by the prize-winning or finalist author was chosen, subject
to availability.

Authors’ sexual orientation was recorded using biographical
information, including information on the sex of any partners
(married or otherwise) that the authors had had or any self-
identification related to sexual orientation that the authors may

2A note on a few novelists and novels that were preliminarily chosen from the
literary anthologies and biographical guides but finally excluded from the study:
Ernest Dowson was excluded because he wrote collaborative novels; Lewis Carroll
was excluded because of a substantial divergence from realism in his novels;
William Morris’s novels were excluded because they were published when he was
significantly older than the age of 45 used in the selection criteria; although several
novels by Jeanette Winterson were included, The Battle of the Sun and Weight were
omitted because they are primarily children’s literature which may have slightly
confounded the results because of a different writing style.
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have made publicly known.3 Any author whose biographical
information did not contain indications about their sexual
orientation and/or behaviour were excluded from the study.
Because of the difficulty of identifying a sample of homosexual
and bisexual authors large enough to acquire the desired sample
size of novels, more than two novels were collected from
homosexual and bisexual authors when these were available.
That way, the number of novels by homosexual authors reached
a sample size similar to that of the heterosexual authors.
Bisexual male authors were not included in the study because
few authors could be identified as such. This is consistent
with the generally low prevalence of bisexuality in men
(Bailey et al., 2016).

Digitised versions of the novels were extracted from online
databases, including Project Gutenberg, Project Gutenberg
Australia, and Internet Archive,4 as well as two libraries.
The novels extracted from Internet Archive had to be
manually cleaned since they contained several copying errors
and words that were hyphenated at line break. Linguistic
Inquiry and Word Count (LIWC) does not recognise words
hyphenated at line break, and so the results would have been
inaccurate for the novels extracted from Internet Archive if
the texts had not been manually cleaned. Novels collected
from Project Gutenberg and Project Gutenberg Australia, as
well as those collected from the two libraries, were subjected
to a visual check for spelling errors and inappropriately
hyphenated words, but no manual modifications were necessary
in novels collected from these sources. Nevertheless, all
novels were cleaned manually of prefaces, introductions,
content tables, postscripts, biographical notes, author notes,
footnotes, and publishers’ additional commercial material
included at the end of many novels to prevent them from
affecting the psycholinguistic analysis of the literary data
(Luoto and van Cranenburgh, 2021).

The sample of novels by heterosexual authors included
canonical works such as James Joyce’s Ulysses, Jane Austen’s
Sense and Sensibility, and Herman Melville’s Moby Dick, as
well as works by contemporary bestselling authors such as
Ian McEwan and Kazuo Ishiguro. The homosexual samples
included classics such as John Rechy’s City of Night from
1963 and Radclyffe Hall’s The Well of Loneliness from
1928 (see Supplementary Tables 2–6 for details of the
novels). The homosexual and bisexual samples included many
novels from authors who may be less well known: the
sampling protocol for homosexual and bisexual authors was
not based on literary prizewinners or finalists, because it was
difficult (if not impossible) to obtain samples that were large
enough that way.

3In some instances, an author was married to an opposite-sex partner but was still
coded as homosexual. This was the case for example with Virginia Woolf, who
reportedly felt no physical attraction for her husband, and many biographers agree
that it was essentially a sexless marriage. Her most notable affair was with Vita
Sackville-West.
4URLs respectively: http://www.gutenberg.org/
http://gutenberg.net.au/
https://archive.org/

Methods
Linguistic Inquiry and Word Count (LIWC)
A suitable research design for a large-scale corpus analysis
includes the greatest degree of automatisation that is possible
without jeopardising the integrity of the results. LIWC was
deemed the most appropriate research tool as it provides
insight into a range of psychological processes and individual
differences in language use (Tausczik and Pennebaker, 2010;
Lanning et al., 2018). Tracking language use with psycholinguistic
tools such as LIWC is similar to tracking a person’s gaze: it
gives us natural clues on where people’s attention is focussed
(Tausczik and Pennebaker, 2010).

Linguistic Inquiry and Word Count has an in-built English
dictionary which categorises text into approximately 90
psycholinguistic output variables (Pennebaker et al., 2015).
For each text file, LIWC reads one word at a time and
compares it with the in-built dictionary file, creating an output
which shows the relative frequency of words tagged for each
psycholinguistic variable. Each of the output variables is
written as one column of data to an output file; each text file
is written as a row. The data output in columns includes the
file name and word count, four summary language variables
(analytical thinking, clout, authenticity, and emotional tone),
three general descriptor categories (words per sentence, percent
of target words captured by the dictionary, and percent of
words in the text that are longer than six letters), 21 standard
linguistic dimensions (e.g., percentage of pronouns, articles,
and verbs), 41 psychological construct categories (e.g., affect,
cognition, biological processes, and drives), six personal concern
categories (e.g., work, home, and leisure activities), five informal
language markers (assents, fillers, swear words, netspeak, and
non-fluencies), and 12 punctuation categories (e.g., periods,
commas, and semicolons) (Pennebaker et al., 2015). The four
summary variables (analytical thinking, clout, authenticity,
and emotional tone) are the only non-transparent dimensions
in the LIWC2015 output: all the other LIWC variables are a
percentage of total words in each category per text (Luoto and
van Cranenburgh, 2021). Table 1 shows a summary of the 24
LIWC categories and predictions; for details on the predictions
and the 24 LIWC categories used in the analyses, see the
Supplementary Materials.

Statistical Analyses
As indicated in the preregistration, available at https:
//aspredicted.org/5hg8z.pdf, independent samples t-tests
were used in SPSS version 26 to compare the means of each
variable between different groups of authors (Supplementary
Table 9). These tests were conducted to determine whether there
is statistical evidence showing that the means are significantly
different between novels written by authors in the different
sex/sexual orientation groups.

Although multilevel analysis was not included in the
preregistration, the need to use multilevel modelling became
apparent during the data collection when more than one novel
was collected for most of the authors included in the study.
Multiple novels from one author had to be included because
of the difficulty, first, of identifying suitable novelists (finding
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a large sample of lesbian authors, for example, turned out
somewhat challenging), and second, lack of availability of novels
in electronically readable form. The fact that more than one
novel was often included by authors leads to data that are
“clustered” within a study subject: observations from the same
study subject are likely to be more highly correlated with one
another than with observations from another participant. Thus,
the total sample size does not provide an accurate reflection
of the information/level-of-evidence in the data (Moen et al.,
2016). The data will be incorrectly analysed if the correlation
of observations from the same participant is ignored and each
such observation is treated as an independent observation. Sex
was a fixed variable with fixed effects in this study, while author
was a random variable with random effects. All multilevel models
and estimated marginal means controlled for potential confounds
arising from differences in publication year and authors’ age
between the samples (see Supplementary Tables 8, 10, 11 and
Figures 4–6). Author’s country was not included as a separate
level in the multilevel model because of the low number of
countries included in the sample. The majority of the authors in
this study were either American, British, Irish, or Canadian (see
Supplementary Tables 2–6 for details on the novels and authors
used in this study).

Mahalanobis Ds were calculated using multilevel univariate ds
(acquired with SPSS version 26, see Supplementary Tables 8, 10,
11) controlling for publication year and author’s age at
publication. Mahalanobis D calculations were done using
the supplementary material provided in Del Giudice (2019).
Estimated marginal means (see section “Estimated Marginal
Means”) were calculated using a multilevel model which adjusts
the means based on variation in publication year and author’s
age at publication. There is no consensus among statisticians on
which effect size to use in multilevel modelling (Garson, 2014).
Some authors have suggested that the unstandardised beta can be
used to calculate d in multilevel models using pooled standard
deviation and the following formula: d = b/SDpooled (Baguley,
2009; Feingold, 2015). This protocol was followed in this study.

Alpha level adjustments were not performed because the
tests reported in this study were conducted on different null
hypotheses. Alpha adjustment is only necessary when different
tests are conducted on the same null hypothesis (Rubin, 2017).
The different predictions tested here pertained to differences
in each psycholinguistic domain separately rather than testing
the simple general hypothesis of the existence of sex differences
and/or sexual orientation differences. Because the analyses
were aimed at testing specific predictions that pertain to
different psycholinguistic traits, each prediction can be either
supported or not supported by the data, and therefore it is not
necessary to adjust alpha value for multiple comparisons (cf.
Rubin, 2017).

RESULTS

Sex Differences
Figure 1 summarises the sex difference effect sizes from
a multilevel model which included sex as a fixed variable

with fixed effects, author as a random variable with random
effects, and authors’ age and publication year as covariates
(Supplementary Table 8).

Articles, Social Words, and Personal Pronouns
In line with prior psychological and linguistic research,
heterosexual female authors showed a substantially higher focus
on people than heterosexual male authors. Female authors used
significantly more personal pronouns (d = −0.66) and social
words (d = −0.74) than male authors, while male authors used
significantly more articles (d = 1.05) than female authors. To
the extent that article frequency indexes higher focus on objects
(rather than on people) (Newman et al., 2008), male authors’
language use reflected a higher salience of objects, which would
also be consistent with findings on psychological sex differences
in things and people orientation (Archer, 2019; Luoto, 2020b) as
well as with the lower frequency of social words and personal
pronouns in male authors’ language. These effect sizes are much
larger than previously reported when Linguistic Inquiry and
Word Count (LIWC) has been used to analyse sex differences in
language use (Newman et al., 2008), possibly because this study
introduced stricter controls (domain of writing, publication year,
authors’ age, authors’ sexual orientation) than prior studies have
(Newman et al., 2008). This suggests that prior estimates about
the magnitude of sex differences in language use (Newman et al.,
2008) may have been underestimated.

Emotion Words
Consistent with prior research and with predictions
(Supplementary Table 1), female authors used language
that was significantly more emotionally laden than male authors’
language. This was true with both positive and negative emotion
words, with the exception of anger-related words, which were
used more frequently by male authors (Figure 1), as predicted.

Analytical Thinking
Heterosexual male authors were predicted to score slightly
higher than heterosexual female authors on the factor-analytically
derived composite score ‘analytical thinking,’ calculated by LIWC
based on eight function word categories (Pennebaker et al., 2014).
Male authors had a substantially higher analytical thinking score
than female authors, resulting in a large effect size of d = 0.68.
This finding is consistent with the hypothesis that psychological
sex differences in systemising–empathising (Greenberg et al.,
2018; Archer, 2019) are also reflected in language use. The effect
size of d = 0.68 for analytical thinking falls within the typical
range of sex difference effect sizes reported for systemising, with
Cohen’s ds ranging between 0.31 and 1.21 (Greenberg et al., 2018;
Archer, 2019), although analytical thinking as measured by LIWC
and systemising quotient as measured in psychological research
(e.g., Greenberg et al., 2018) may not be exactly equivalent
psychological constructs.

Cognitive Processes and Cognitive Complexity
Male authors were expected (Supplementary Table 1) to use
more differentiation words, cognitive words, and words with six
or more letters—LIWC categories which have been previously
associated with cognitive complexity (Tausczik and Pennebaker,
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FIGURE 1 | A summary of sex difference effect sizes (Cohen’s ds) with 95% confidence intervals (CI) on 24 psycholinguistic variables. The sample comprised 304
novels by 86 heterosexual male novelists and 85 heterosexual female novelists, published between 1800 and 2018. Cohen’s ds for each psycholinguistic variable are
depicted as filled circles, which are scaled to reflect the prevalence of each word category in the overall sample: the larger the circle, the more frequently do words in
that category occur in the overall sample. Positive ds represent male advantage; negative ds indicate female advantage. Psycholinguistic categories that are used
more frequently by male authors appear on the right side of the figure, and psycholinguistic categories favoured by female authors appear on the left side of the
figure. Error bars represent 95% confidence intervals. The effect sizes and CIs are calculated based on a multilevel model which controls for variation in publication
year and author’s age at publication (Supplementary Table 8).

2010). There were no significant sex differences in the use of
words longer than six letters or conjunctions, although the small
differences that did exist (d = 0.20 and d = −0.20, respectively)
were both in the predicted direction.

Female authors had significantly higher frequencies of words
related to cognitive processes (insight, causality, discrepancies,
tentativeness, certainty, and differentiation). Female authors’
higher use of cognitive process words could, in part, reflect
psychological sex differences in theory of mind, whereby women
are better than men at interpreting others’ intentions and
actions, demonstrating an improved domain-specific ability
to read others’ minds (Ibanez et al., 2013). Psychologically,
this sex difference is mediated by empathy (Ibanez et al.,
2013) for which sex differences are well known (Archer,
2019); developmentally, theory of mind is affected by prenatal
androgen exposure (Khorashad et al., 2018), which is an
important neurodevelopmental mechanism giving rise to
many psychobehavioural sex differences and sexual orientation
differences (Luoto et al., 2019a; Arnold, 2020; Bogaert and
Skorska, 2020; Luoto and Varella, 2021). The sex difference in
cognitive process words could therefore be mediated by women’s

higher focus on people and on emotions. To test this hypothesis,
I ran a post hoc analysis with social words, positive emotion
words, anxiety words, and sadness-related words added as
covariates in the multilevel model on sex differences in cognitive
process words (Supplementary Text). These post hoc analyses
indicated that female authors’ higher cognitive process ratings
pivot on the heightened psycholinguistic salience of people and
emotions for women (Supplementary Text), which is consistent
with known psychological sex differences in emotionality and
people orientation (Archer, 2019; Luoto, 2020b). Female authors’
higher psycholinguistic salience of people and emotions also
reduces female authors’ analytical thinking scores relative to
male authors (Supplementary Text). In other words, on average,
female authors appear to show more complex cognitive processes
about emotions and people, which reduces female authors’
analytical thinking (as measured by LIWC).

Numerical Words
Male authors used significantly more numbers and numerical
words than female authors (Figure 1). This psycholinguistic
finding may reflect the sex difference whereby mathematics is
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much more likely to be an academic strength for boys than it is for
girls (Stoet and Geary, 2018; Eriksson et al., 2020) and whereby
women may be intrinsically less interested in mathematics-
intensive subjects than men (Thelwall et al., 2019; Luoto, 2020b).

Spatial Words
Male authors used more spatial words than female authors
(d = 0.29), consistent with predictions (Supplementary Table 1)
as well as with other research in cognitive science, which has
reported better mental rotation skills (d = 0.66), visuospatial
abilities (d = 0.48), and spatial visualisation (d = 0.23) in men
relative to women (Archer, 2019).

Swearing and Sexual Words
Swearing showed an intermediate sex difference in the predicted
direction: male authors used swear words significantly more than
female authors (Figure 1). Expected sex differences in sexual
words were not fully borne out by the data. The frequency
of sexual words was almost equally low in male-authored
and female-authored novels (0.13% and 0.11%, respectively,
Supplementary Table 9). The sex difference effect size was non-
trivial though statistically non-significant (d = 0.22, p = 0.109,
Supplementary Table 8), and a larger sample size would
be needed to reliably detect effects of this magnitude. Since
the current finding is aligned with the theoretical prediction
(Supplementary Table 1), it does provide tentative support to
the hypothesised higher salience of sexual motivation in male
authors, which remains to be confirmed in future research.
Nevertheless, the relatively low frequency of sexual words in
canonical and prize-winning novelists’ works may also represent
a psycholinguistic floor effect driven by the literary prestige of
the sampled texts.

Death
Relative to female authors, male authors employed language that
had a significantly higher frequency of words related to death
(Figure 1). Psychological research has not found any significant
sex differences in mortality salience (Burke et al., 2010). However,
there is a substantially greater likelihood for males to suffer
death from external causes at a young age (Gottschall, 2008;
Archer, 2019), while sex differences in longevity, favouring the
homogametic sex, are well-known across countries, time periods,
and even species (Austad, 2006; Austad and Fischer, 2016;
Xirocostas et al., 2020). These factors, including significantly
higher male mortality in wars throughout the study period,
may partially account for male authors’ higher use of death-
related words.

Work and Risk
Contrary to the prediction, there was no sex difference
in work-related words or risk-related words (Figure 1 and
Supplementary Table 8). Although there is a moderate
behavioural sex difference in risk-taking in general (Archer, 2019;
Luoto and Varella, 2021), this was not reflected in the language
used in the novels. A potential explanation for this null finding
is that even though men take more risks, women, by virtue of
their higher neuroticism, anxiety, and harm avoidance (Archer,
2019), could perceive more risks in their environment than men

(Luoto and Varella, 2021), thus attenuating any sex differences in
manifest risk-related language use in novels.

Time Orientation and Verbs
Female authors’ word use showed a higher present focus as
well as future focus than male authors’ word use (Figure 1 and
Supplementary Table 8). Female authors’ higher focus on the
present was contrary to predictions but consistent with prior
research (Newman et al., 2008). Female authors’ higher focus on
the future was consistent with predictions. Past focus showed
only a small, non-significant sex difference (Figure 1). Since verb
conjugations are a key indicator of past/present/future focus,
higher absolute verb use by female authors could have spuriously
caused a part of the sex differences in present focus and future
focus. I therefore ran a further post hoc analysis on verb use.
Although sex differences in verb frequency have been reported
in prior research (Johannsen et al., 2015; Rybicki, 2016), sex
differences in verb use were not included in the list of predictions
(Supplementary Table 1) because existing psychological theory
does not clearly lead to any predictions on such differences.
Nevertheless, female authors had a substantially higher use
of verbs than male authors (Figure 1). Additional analyses
(Supplementary Materials) revealed that female authors’ higher
focus on present and future was indeed almost fully driven by
female authors’ higher verb use.

Sexual Orientation Differences in Males
Figure 2 summarises the male sexual orientation
(homosexual/heterosexual) effect sizes from a multilevel
model which included sexual orientation as a fixed variable
with fixed effects, author as a random variable with random
effects, and authors’ age and publication year as covariates
(Supplementary Table 10).

Homosexual male authors showed a clear pattern of
psycholinguistic feminisation (Figure 2). The male-typical traits
(blue symbols, Figure 2) cluster in the upper right-hand corner,
which reflects the fact that homosexual male authors tended
to score low on these male-typical traits. The female-typical
traits (magenta symbols, Figure 2) cluster in the lower left-
hand side of the figure. This reflects the high scores that
homosexual male authors had on those traits. The three traits—
work-related words, risk-related words, and past focus—that did
not show any clear sex differences in Figure 1 (marked as black
symbols in Figure 2) cluster in the middle of Figure 2, showing
no significant differences between males differing in sexual
orientation.5 Overall, the results demonstrate that homosexual
male authors’ psycholinguistic profiles were highly feminised on
most of the psycholinguistic variables (Figure 2).

5There were four other psycholinguistic categories (sexual, ≥6 letters,
conjunctions, and negative emotions) in which sex differences were not
statistically significant (see Figure 1 and Supplementary Table 8). However, the
sex difference effect sizes (0.20 ≤ d ≤ 0.24) for these variables were non-trivial,
which is why they are not indicated with black bars in Figures 2, 3. With this
in mind, I emphasise the need for future research with adequately powered
and focussed samples to further explore whether sex differences in those word
categories that were non-trivial but statistically non-significant in the current
study (i.e., sexual words, words with ≥6 letters, conjunctions, and negative
emotions) can be reliably found in other larger samples.
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FIGURE 2 | A summary of multilevel sexual orientation effect sizes (Cohen’s ds) with 95% confidence intervals (CI) on 24 psycholinguistic variables. The sample
comprised 318 novels by 86 heterosexual male novelists (n = 151 novels) and 55 homosexual male novelists (n = 167 novels). Cohen’s ds for each psycholinguistic
variable are depicted as filled circles, which are scaled to reflect the prevalence of each word category in the sample: the larger the circle, the more frequently do
words in that category occur in the sample. Positive ds represent higher scores in heterosexual male authors’ novels; negative ds indicate higher scores in
homosexual male authors’ novels. Error bars represent 95% confidence intervals. The effect sizes and CIs presented here are calculated based on a multilevel model
which includes publication year and author’s age at publication as covariates. The symbols are colour-coded based on the sex difference results (Supplementary
Table 8) so that blue = male-typical; magenta = female-typical; black = no sex difference.

Sexual Orientation Differences in
Females
Figure 3 summarises the female sexual orientation
(homosexual/heterosexual) effect sizes from a multilevel
model which included sexual orientation as a fixed variable
with fixed effects, author as a random variable with random
effects, and authors’ age and publication year as covariates
(Supplementary Table 11).

Only three psycholinguistic categories showed statistically
significant differences between female authors differing
in sexual orientation (Figure 3 and Supplementary
Table 11). Lesbian authors’ novels had a hyperfeminine
pattern of a higher frequency of positive emotion
words (d = 0.24) relative to heterosexual female
authors’ novels. Though the effect was small and only
marginally significant (Supplementary Table 11), this
finding contradicted the prediction of psycholinguistic
masculinisation in lesbian authors (Supplementary
Table 1). Anger-related words and sexual words indicated
a significantly masculinised pattern in novels by lesbian
authors (Figure 3).

Summary
Table 1 collates the predictions and the empirical support
provided for them in these samples of novels.

Mahalanobis D: Multivariate Effect Sizes
I calculated estimates of multivariate effect size Mahalanobis
Ds (Del Giudice, 2013, 2019) to further analyse the magnitude
of sex differences and sexual orientation differences in this
sample. To reduce bias in the calculations, it is recommended
that the number of variables which Mahalanobis D calculations
are based on are relative to the sample size: Del Giudice
(2013) recommends having at least 100 cases per variable as a
reasonable rule of thumb in most research contexts. Most of
the LIWC categories analysed in this study have some overlap
between one another: analytical thinking overlaps with articles
and conjunctions; the negative emotions category overlaps with
anger, anxiety, and sadness; verbs overlap with several categories,
as do sexual words and social words. Therefore, it may be
problematic to make Mahalanobis D calculations on univariate
ds based on all of the 24 categories used in this study, as there can
be some overlap between many of the categories. To avoid this
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FIGURE 3 | A summary of multilevel sexual orientation effect sizes (Cohen’s ds) with 95% confidence intervals (CI) on 24 psycholinguistic variables. The sample
comprised 311 novels by 85 heterosexual female novelists (n = 153 novels) and 54 homosexual female novelists (n = 158 novels). Cohen’s ds for each
psycholinguistic variable are depicted as filled circles, which are scaled to reflect the prevalence of each word category in the sample: the larger the circle, the more
frequently do words in that category occur in the sample. Positive ds represent higher scores in homosexual female authors’ novels; negative ds indicate higher
scores in heterosexual female authors’ novels. Error bars represent 95% confidence intervals. The effect sizes and CIs presented here are calculated based on a
multilevel model which includes publication year and author’s age at publication as covariates. The symbols are colour-coded based on the sex difference results
(Supplementary Table 8) so that blue = male-typical; magenta = female-typical; black = no sex difference.

problem, Mahalanobis D calculations were based on three basic
non-overlapping linguistic LIWC categories: articles, personal
pronouns, and numbers (including numerical words).

Using only three LIWC variables—articles, personal
pronouns, and numbers—the multivariate effect size for
sex differences was D = 1.13 (while controlling for variation in
publication year and authors’ age at publication). A multivariate
effect size of D = 1.13 means that there is only a 57% overlap
between the heterosexual male and female distributions,
signifying a very large multivariate difference between the
groups. A multivariate effect size of this magnitude yields
a probability of correct classification (by sex) of about 72%
(Del Giudice, 2019).

Calculating Mahalanobis D for the multivariate difference
between homosexual male and heterosexual male samples using
the same three variables—articles, personal pronouns, and
numbers—results in D = 1.02. This very large multivariate
difference means that the overlap between the samples in the
multivariate space of these three variables is 61%. The probability
of correct classification (by sexual orientation) is about 69%,
meaning that, using these three variables alone, homosexual
men are psycholinguistically almost as distinguishable from
heterosexual men as heterosexual women are.

Using these three variables yields Mahalanobis D = 0.34
when comparing the homosexual and heterosexual female
samples. This relatively small multivariate difference between
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TABLE 1 | A summary of predictions for this study and empirical support from the
analyses.

LIWC
category

Prediction in
heterosexual

authors

Empirical support
for predicted sex

difference

Empirical support
for gender shift

hypothesis

Analytical
thinking

Men > women Yes Homosexual men

Conjunctions Women > men Limited, ns No

Personal
pronouns

Women > men Yes Homosexual men

Differentiation Men > women Opposite Homosexual men

Cognitive
words

Men > women Opposite Homosexual men

≥6 letters Men > women Limited, ns No

Social words Women > men Yes Homosexual men

Articles Men > women Yes Homosexual men

Positive
emotions

Women > men Yes Homosexual men

Negative
emotions

Women > men Limited, ns Limited, ns

Sad Women > men Yes Homosexual men

Anger Men > women Yes Homosexual women

Anxiety Women > men Yes Homosexual men

Death Men > women Yes Homosexual men

Sexual words Men > women Limited, ns Homosexual women

Present
orientation

Men > women No No

Future
orientation

Women > men Yes Limited, ns

Swear words Men > women Yes Limited, ns

Numerical
words

Men > women Yes Homosexual men

Work Men > women No No

Risk Men > women No No

Space Men > women Yes Homosexual men

Opposite = findings opposite to what was predicted. Ns, non-significant.

heterosexual and homosexual female authors indicates that the
overlap between the samples in the multivariate space of these
three variables is relatively large, 86.5%. The probability of
correct classification is approximately 57%. It would therefore
be relatively unreliable to distinguish lesbian authors from
heterosexual female authors based on these three variables.

Estimated Marginal Means
Figures 4–6 show estimated marginal means for articles, personal
pronouns, and numbers that are adjusted for differences in
publication year and author’s age at publication. The figures
include pairwise comparisons between five groups of authors
differing in sex and sexual orientation. Besides the four samples
discussed above, a smaller sample of novels by bisexual female
authors (n = 65 novels, totalling 5.5 million words by 22
novelists) was also added to these analyses to show how
bisexual female authors may differ from the other groups of
authors. The three Figures 4–6 indicate that the only statistically
significant differences on these three variables occurred between
heterosexual male authors and the four other groups.

DISCUSSION

A corpus of 694 novels comprising 66.9 million words spanning
more than two centuries of literary art was compiled to determine
the extent to which heterosexual male and female authors, and
homosexual male and female authors as well as a small sample
of bisexual female authors, produced psycholinguistic outputs
that differed in predictable ways. The results indicated significant
sexual dimorphism6 in the language used in literary fiction
written by heterosexual male and female authors, consistent
with predictions based on cognitive neuroscience, psychology,
and evolutionary science, while also providing support for the
gender shift hypothesis of homosexuality (Abé et al., 2021; Luoto
et al., 2019a; Luoto, 2020a). The gender shift hypothesis of
homosexuality was strongly supported in homosexual males—
who produced female-typical psycholinguistic outputs—whereas
the evidence among homosexual female authors was substantially
weaker, as they showed only a minor psycholinguistic shift in the
heterosexual male direction.

While writers and readers, and speakers and listeners,
have long been interested in how men and women may use
language in slightly-to-vastly different ways, this study helps
to clarify the existence, magnitude, and possible psychological
underpinnings of sex differences in language use, which appear
in areas over which writers would not be exercising sex-
conscious psycholinguistic control. It would be difficult to
conceive, for instance, how male authors might consciously
increase the frequency with which they use articles (‘a,’ ‘an,’
and ‘the’) because they associate such language use with some
nebulously “desirable” characteristics related to their ideas of
“masculinity.” It is difficult, in other words, to explain the
findings with the social role theory of gender roles, which
would further struggle to provide a plausible explanation
for homosexual male authors’ female-typical language use. If
homosexual males were socialised into the male gender role,
why do they use language in a way that resembles heterosexual
women’s language use? To the extent that these findings represent
non-conscious, natural ways of using language, they also suggest
that homosexuality is not a conscious choice (Luoto et al.,
2019a; Swift-Gallant et al., 2019; Bogaert and Skorska, 2020).
It is highly unlikely, after all, that homosexual male authors
have consciously chosen to write in a more female-typical way,
of which they could have had limited notion at the level of
psycholinguistic minutiae.

While some people argue that socialisation into gender roles
underlies sex differences in humans, this hypothesis becomes
implausible when considering the biological, developmental,
neuroscientific, and cross-cultural evidence more broadly
(Christov-Moore et al., 2014; Schmitt, 2015; Janicke et al.,
2016; Archer, 2019; Del Giudice, 2019; Luoto et al., 2019a;
Atari et al., 2020; Stoet and Geary, 2020; Luoto and Varella,
2021). Most sex differences in personality are of a higher
magnitude in more gender-egalitarian countries than in less

6I use the term ‘sexual dimorphism’ in the traditional evolutionary biological
sense of referring to sexually differentiated traits which may nevertheless have
overlapping distributions between the sexes.
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FIGURE 4 | Estimated marginal means and standard errors for article frequency in each group of authors. The estimated marginal means are adjusted for differences
in publication year and author’s age at publication. ∗∗∗p < 0.001. ns, non-significant.

FIGURE 5 | Estimated marginal means and standard errors for personal pronoun frequency in each group of authors. The estimated marginal means are adjusted
for differences in publication year and author’s age at publication. ∗∗∗p < 0.001, ∗∗p < 0.01. ns, non-significant.

gender-egalitarian countries, which is the opposite of what the
gender role hypothesis would predict (Schmitt et al., 2008;
Falk and Hermle, 2018; Atari et al., 2020; Stoet and Geary,
2020). Furthermore, since evolutionary processes pre-date social

conceptualisations of gender roles by millions of years, a full
explanation of socialisation into gender roles and the effects it
has on sexually differentiated traits and behaviours would need
to account for how evolutionary processes act as precursors to
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FIGURE 6 | Estimated marginal means and standard errors for frequency of numbers and numerical words in each group of authors. The estimated marginal means
are adjusted for differences in publication year and author’s age at publication. ***p < 0.001, **p < 0.01. ns, non-significant.

gender roles (Janicke et al., 2016; Archer, 2019; Luoto and Varella,
2021; Luoto et al., 2021).

Ultimately, psychobehavioural sex differences arise from
sexual selection, sexual differentiation of the mammalian brain,
sexual division of labor, and their interactions (Figure 7) (Luoto
and Varella, 2021). Sexual selection and sex differences in parental
investment have exerted and currently exert selection pressures
on status-striving and power-seeking among men more than in
women (Luoto, 2019), contributing to men’s higher competition,
aggression, risk-taking, sociosexuality, and men taking on
more leadership positions than women, particularly at higher
organisational and societal levels (Luoto and Varella, 2021).
Sex differences in parental investment and mating competition
coevolve with parental care specialisation, which can partially
contribute to such psychobehavioural sex differences as found
in empathising, people orientation, risk-taking, neuroticism,
mate choice, sociosexuality, aggression, violence, leadership, and
dominance (Archer, 2019; Henshaw et al., 2019; Luoto et al.,
2019a; Luoto and Varella, 2021). Sexually dimorphic ultimate
evolutionary functions exert an influence on psychobehavioural
sex differences via various biological mechanisms, leading to
sexually dimorphic language use which, further down the
evolutionary–developmental trajectory, also reflects other known
psychobehavioural sex differences (Figure 7).

Comparative research provides further evidence against social
role theories of human sex differences. Evidence of sex-biassed
treatment by others (equivalent to what proponents of social
constructionist hypotheses think of as socialisation into gender
roles in humans) is lacking in non-human animals. Behaviours
of mothers toward female and male offspring show little to no
difference in the few species that have been studied (Lonsdorf,

2017), yet such species show sex differences in behavioural,
physical, and social development that resemble those found in
infant humans (Christov-Moore et al., 2014; Lonsdorf, 2017;
Archer, 2019). These include sex differences in species-typical
behaviours such as grooming, playing, object manipulation,
and extractive foraging (Lonsdorf, 2017). Immature chimpanzee
males, for instance, engaged in more object-oriented play than
females (Koops et al., 2015). Under 5-week-old newborn rhesus
macaque females that were raised in a controlled postnatal
environment looked more at computer-generated faces of other
rhesus macaques and engaged in more affiliative behaviour with
a human caregiver than newborn rhesus macaque males did
(Simpson et al., 2016). Similar findings have been reported in
humans: 12-month-old female infants showed a higher relative
preference for a moving face over a moving car than males
did (d = −0.64) (Lutchmaya and Baron-Cohen, 2002). In
humans, vervet monkeys, and rhesus macaques, females have
been observed playing longer with dolls and plush toys, while
males play longer with wheeled toys (Christov-Moore et al.,
2014). Asian elephant females have a tendency to be more
social and gregarious than males (Seltmann et al., 2019). In
humans and non-human primates, females engage in social
grooming more often than males (Lonsdorf, 2017). In hamsters
and humans, females find same-sex social interactions more
rewarding than males do. Oxytocin plays a similar mechanistic
role in social reward processing in a number of species, suggesting
that sociality and sex differences in sociality may arise from a
common evolutionary origin (Feng et al., 2015; Hung et al., 2017;
Borland et al., 2018).

Furthermore, evolutionarily conserved hormonal
mechanisms, such as testosterone, are associated with language
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FIGURE 7 | The evolutionary–developmental origins and proximate mechanisms underlying psychobehavioural sex differences, including those in language use.
Figure adapted from Luoto and Varella (2021).

use and other sexually dimorphic phenotypes (Hoskin and
Meldrum, 2018; Mascaro et al., 2018; Archer, 2019; Luoto
et al., 2019a), providing a biological basis for the emergence of
sexually differentiated traits. Many lines of research, including
longitudinal research in humans, support this theory. While
hormone exposure significantly predicted gender development
in girls, mothers’ socialisation to feminise the daughters had
negligible effects: women exposed to more testosterone in
prenatal development showed masculinised behaviours in
adulthood despite parents’ socialisation efforts to have the
daughters behave in a more feminine way (Udry, 2000).

Evidence for the relationship between testosterone and many
sexually dimorphic phenotypes spans several different areas of
research (Björkqvist, 2018; Hoskin and Meldrum, 2018; Luoto
et al., 2019a; Muñoz-Reyes et al., 2020). It is noteworthy
that psychological research has not found reliably occurring
differences in anger frequency; instead, sex differences have
been found in verbal and physical aggression, both being higher
in men (Archer, 2019). Thus, the slightly higher frequency
of anger-related words in male authors’ novels (d = 0.32,
Figure 1) does have some equivalents in psychological research.
The use of anger-related words is positively correlated with
circulating testosterone levels and with polymorphisms in the
androgen receptor gene (Mascaro et al., 2018), which make cells
more susceptible to the masculinising influence of testosterone.
These findings indicate the existence of a plausible biological
mechanism (Geniole et al., 2019; Luoto et al., 2019a) which
creates sex differences in anger-related language use as well

as other psychobehavioural sex differences, including people–
things orientation, risk-taking, and theory of mind (Khorashad
et al., 2018; Luoto, 2020b; Vaskinn et al., 2020; Luoto and
Varella, 2021). Furthermore, the finding of higher anger-
related words and sexual words in lesbian authors relative to
heterosexual women is consistent with existing findings on
psychobehavioural masculinisation in non-heterosexual women,
including higher sociosexuality, sensation-seeking, psychopathy,
and incarceration rates compared with heterosexual women
(Luoto et al., 2019a,b) (though see Gil-Llario et al., 2015 who
reported lower sexual sensation seeking in self-identified lesbians
than in heterosexual women).

An important contribution of this study was the ability
to predict and explain sexual dimorphism in language using
psychology and cognitive neuroscience. A related major result
is that prior research on sex differences and sexual orientation
differences in these fields have clear equivalents in the
psycholinguistic outputs of authors writing literary fiction
decades and centuries ago, suggesting that psychological
sex differences may be relatively stable across time and
across different domains—that is, they manifest not only via
questionnaires, psychological tests, and behavioural measures,
but also in the artistic and linguistic forms of imaginary self-
expression enabled by literary fiction; and they manifest not
only in contemporary population-based samples, but also in
the highly specialised sample of writers of canonical literary
fiction from decades and centuries ago. This coherence across
different areas of research and across different time periods allays
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concerns that could be raised about the generalisability of the
current findings.

Limitations
A clear limitation of this study was that the analyses were
conducted only on English-language material. Future studies
are therefore encouraged in other languages to provide
an estimate of the generalisability of these findings across
other languages. Corresponding results have, however, been
reported in a number of languages using various literary and
non-literary sources, though few studies have distinguished
between writers of different sexual orientations (cf. Argamon
et al., 2009; Johannsen et al., 2015; Chen et al., 2018;
Koolen, 2018).

Another potential limitation of this study is that effect sizes
can become biassed because of range restriction, which refers
to a process in which the participants of a study are, directly
or indirectly, selected from the original population on the basis
of their personal characteristics (Del Giudice, 2019). In the
current case, all samples of novels are likely to suffer from
range restrictions as the novels were not sampled at random
from all novels ever written by heterosexual or homosexual
men and women; rather, canonical and prizewinning novels
were mostly used, although the non-heterosexual samples also
included less well-known novels because of the necessity to
reach a large enough sample size. What is more, it may not
be possible to directly extrapolate these findings on novelists to
the respective groups of all lesbian women or all gay men or
all heterosexual women and men. That is because only a small
subset of each of these groups is likely to write and publish
novels, particularly novels that reach a canonical status; thus,
the sampling of such individuals may not be generalisable to
the full sample of non-novelists in each group. This limitation
can be addressed by comparing the present findings with
existing findings on similar group differences that have been
acquired using other kinds of methodologies and sampling
protocols on non-novelists. Thus, to the extent that the current
findings are consistent with the findings of other sex difference
and sexual orientation difference studies (which they generally
tended to be), the sampling problem of focussing only on
novelists is mitigated.

This study was also limited in the sense that the heterosexual
sample was drawn from canonical and prize-winning authors’
works: these culturally esteemed works may not generalise
to the other 99% of literature ever written (Moretti, 2005,
2013). Furthermore, as most of the non-heterosexual sample
comprised works that were not canonical nor prize-winning
(necessarily so because of the difficulty of obtaining such
samples that would have been large enough for adequate
statistical power), I cannot rule out the possibility that the
psycholinguistic differences observed in this study between
authors of different sexual orientation could have been partially
driven by the differences in canonicity and/or literary prestige
between the samples. Nevertheless, the likelihood of this
possibility is somewhat attenuated as the findings largely
aligned with predictions which arose from existing psychological
and linguistic research as well as theory from evolutionary

human science. To explain the findings as resulting from
differences in canonicity, it would be necessary to posit how
the sampling strategy used for homosexual male and female
authors biassed language use in opposite directions in each
sample in a manner which is consistent with the theoretical
hypotheses and predictions. Although the non-heterosexual
samples comprised novels that were published much more
recently than the novels in the heterosexual samples, those
differences in publication year were controlled for in all analyses.
Correlations between publication year and all psycholinguistic
outcome variables are available in the Supplementary Materials,
as are correlations between authors’ age at publication and
all the psycholinguistic outcome variables (Supplementary
Tables 8, 10, 11).

The group differences reported in the study could be
somewhat attenuated because of the diversity of author
demographics included in the samples of novelists. For example,
authors were sampled from more than five countries. Authors’
age in the heterosexual sample of 304 novels varied from
24 to 68, while year of publication varied from 1801 to
2017 (Luoto and van Cranenburgh, 2021). Likewise, although
the sample comprised mainly Caucasian authors, the full
sample included authors whose racial backgrounds were
Latino, African–American, Asian, Native American, and mixed
(see Supplementary Tables 2–6 for details). Though making
the sample more representative of the respective authors’
populations, this sample diversity may have caused more
variation in the psycholinguistic outcome variables than studying
more homogenous author populations, and this higher variation
could have resulted in smaller effect sizes (as in Newman
et al., 2008). Thus, the effect sizes reported in this study could
be underestimates, and having less variation in publication
year, age, race, ethnicity, and nationality can lead to detecting
larger effect sizes.

The authors’ sexual orientation was determined based on
biographical information, including information on the sex of
any partners (married or otherwise) that the authors had or any
self-identification related to sexual orientation that the authors
may have made publicly known (Luoto and van Cranenburgh,
2021). The authors’ sexual orientation for the purposes of this
study is therefore based on both manifest sexual behaviour
as well as self-identification; however, both sexual behaviour
and sexual orientation may undergo various changes over time,
especially in non-heterosexual women (Luoto et al., 2019a,b),
which is why the use of an aggregate measure of lifetime sexual
behaviour and sexual orientation may not accurately track a
person’s sexual behaviour or sexual orientation at any single
point in time. Sexual orientation is used in this study as an
instructive overall indicator of an author’s sexual behaviour and
attractions over their lifetimes, and as such may be limited
by the availability of such information in biographical material
(Luoto and van Cranenburgh, 2021).

One reason why the gender shift hypothesis was not strongly
supported in homosexual female authors could have been because
it was not possible to control for butch/femme differences
in the sampled authors. This would have been an important
addition to the study. After all, there can be significant variation
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in the masculinity/femininity of non-heterosexual women,
and research on non-heterosexual women should take this
variation, conceptualised, e.g., via butch/femme categories, into
account by analysing different groups of non-heterosexual
women separately (Luoto et al., 2019a,b). However, in this
research on literary fiction, it would have been difficult (if not
impossible) to study women’s self-identification as masculine
butches or feminine femmes because many of the authors had
passed away.

CONCLUSION

These findings add to prior psychobehavioural and linguistic
research in four main ways: (1) the results show the
existence of psycholinguistic sex differences and, for the
first time, psycholinguistic sexual orientation differences
on a greater temporal continuum, in a way that reflects
existing findings from cognitive and behavioural sciences
in contemporary populations; (2) the findings are derived
from culturally esteemed material which has hardly been
touched by psychologists and evolutionary scientists working
on sex differences and sexual orientation differences; (3) the
findings build on a theoretical framework from evolutionary
life sciences and cognitive neuroscience, which is seldom
utilised by linguists or literary scholars; and (4) the
findings are derived using a psycholinguistic methodological
approach on literary Big Data which taps into the study of
language and literary art as windows into the intricacies of
human minds.
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Movement as a Somaesthetic Source
of Subjectivity
Robert Dobrowolski* and Krzysztof Pezdek
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The paper discusses two opposite understandings of how the kinaesthetic experience
of movement translates into the development of subjectivity. One of them, in which
somatically experienced movement is regarded as a positive source of authentic self-
fashioning, will be described within the framework of phenomenology. The other,
which emphasises the inauthentic nature of movement, will be described in term
of psychoanalysis. Subsequently, the two opposite interpretations will be discussed
in the conciliatory perspective of aesthetic experience, in which the contradiction of
spontaneity and conformity will be shown as a quasi-artistic factor which bolsters the
dynamics of subjectivity development.

Keywords: body, movement, phenomenology, psychoanalysis, aesthetics

INTRODUCTION

The philosophical imperative of seeking fully rational knowledge is usually associated with an utter
repudiation of the body; allegedly, the thinking subject must first shake off the yoke of the senses
and go out of the Platonic cave of appearances into the full light of abstract reason in order to
eventually perceive the unchangeable truth of him/herself and the world in the environment of
pure concepts, which is uncontaminated by mutability. If “in the beginning was the Word,” there
is no point looking for a different path to the source of knowledge than the one which the logos of
language charts amidst the murky realm of nature.

In ancient Greece, contempt for the sensory doxa – for the erroneous belief engendered in
the chaos of empiricism – reached its apex in the teachings of Zeno of Elea. In their aversion
to corporally engendered knowledge, Zeno and his followers, referred to as the Eleatics, did not
hesitate to negate movement as a sensory illusion which contravened the rational unchangeability
of truth. An oft-repeated anecdote of old has it that instead of engaging in a protracted discussion
with Zeno, one of his opponents began to pointedly walk to and fro in front of him. While he was
totally silent, he embodied the living truth in an eloquent and uncontestably visible manner.

This dispute has been rehearsed till the present day. The difference is that today it unfolds
as rivalry between “anachronistic” experiences of the analogue body and knowledge produced
by cybernetic simulations. We can see that on the daily basis, for example when we find it
increasing difficult to meander our way through a growing crowd of spectral strollers who are
entirely immersed in their smartphones. This forces the realisation that in the confrontation is
commandingly won by the digitally disembodied utopia, which promises an ultimate liberation
from this mortal coil in virtual paradises which proliferate at a staggering pace. We hold a grudge
against these strollers, not only because they can no longer move like humans among other humans,
but also because their virtual separation fosters a narcissistic incapacity to think properly and to
experience things in the first place. Their flawed manner of moving appears to be a symptom and
simultaneously a cause of their mental deformity.

Apparently, the deficit of right movement is not only a reason behind the commonly diagnosed
and discussed obesity epidemic, but also a cause of uniquely mental underweight. Namely, a
cybernetically mediatised individual is emptied of the weight of psychosomatic being, as his/her
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virtual “lightness of being” dissolves his/her capacity to respond
to and act in conformity with the tough rules of tangible reality,
which results in the subject becoming a foreign body in the
universe of Nature. Increasingly disoriented and confused in the
virtual, contemporary people probably owe it to their natural
bodiliness that they have not lost ground beneath their feet
yet. Admittedly, Foucault insisted that “[n]othing in man –
not even his body – is sufficiently stable to serve as the basis
for self-recognition or for understanding other men” (Foucault,
1977, p. 153), but mindful receptivity to body awareness does
not have to degenerate into a perennially suspect cult of
natural bodiliness. Does the tactile–kinaesthetic body itself not
encourage us to adopt a more flexible attitude, warning us against
fundamentalism as a leaning that in the long run produces the
hazard of crippling rigidity?

This paper discusses two opposite understandings of how
the kinaesthetic experience of movement translates into the
development of subjectivity. One of them, in which somatically
experienced movement is treated as a positive source of authentic
self-fashioning, will be discussed within the framework of
phenomenology and phenomenologically inspired neurology.
The other, which emphasises the inauthentic and unconsciously
imitative nature of both experienced and represented movement,
will be described in terms of Jacques Lacan’s psychoanalytical
model, primarily referring to his concept of the “mirror
stage,” whose relevance extends beyond psychoanalysis and
which has been appreciatingly adopted in multiple theories of
individual development. The two opposing interpretations will
then be discussed from the conciliatory perspective of aesthetic
experience, where the contradiction between spontaneity and
conformity invigorates the dynamics of quasi-artistic subjectivity
development, adding up to a somaesthetic game. As this game
is not played for any mythical essence of personality, what
is really at stake in it is a harmoniously and completely
embodied existence.

MOVEMENT AS A NATURAL SOURCE
OF SUBJECTIVITY

If we explore the world from an ego-centric perspective and
equate its emergence with our own birth, we can certainly
conclude that movement lay at its very beginning. It is from this
primal movement that everything that exists has arisen. Similarly,
the soulful homo sapiens first experiences him/herself and the
world as a body-in-motion. Goethe’s Faust was broadly off the
mark as his assertion that “in the beginning was the deed” failed
to capture the actual chronology of things. It is only the sensation
of movement that brings forth the subject of the “deed,” and it is
from this subject’s bodily activity that the subject of the “word”
is subsequently formed. This was exactly what Edmund Husserl
concluded from his phenomenological analyses: “Originally the ‘I
move’ [. . . ] precedes the ‘I can do”’ (Husserl, 2000, p. 273).

However, before we consciously begin to move ourselves
and objects of the external world, our primal sensibility is first
engrossed by movement as such, in its sheer manifestation, by
the yet un-subjected motion-in-self, an element from which a
future subject will soon arise as if from a dynamic matrix. This

yet un-subjected movement is by no means perceived as objective
movement. It is by no means about any objectively observable
change in space, but about bodily movement experienced by
the lived body, such as when in the kinaesthetic process of self-
cognisance, an infant of and by itself begins to move its eyes, even
though its sight does not follow any particular object.

Clearly, our first consciousness is a tactile-kinesthetic
consciousness that arises on the ground of movement that comes
to us spontaneously, indeed, on the ground of fundamental and
invariant species-specific kinetic acts that we simply “do” in
coming into the world, acts such as kicking, stretching, sucking,
swallowing, and so on. Such acts happen to us before we make
them happen. In just this sense, movement is there prior to “I
move.” Kicking, for example, is there before I kick; stretching is
there before I stretch. In effect, movement forms the I that moves
before the I that moves forms movement. (Sheets-Johnstone, 2011,
pp. 118–119)

Studies on infants have found that infants aged between 6 and
22 weeks old are “not affected by feature differences. For them
movement is predominant. They respond to a change in motion
but not to a change in size, shape, or colour” (Bower, 1971, p. 37).
Bower adds that it means that very young babies “ignore features
to such an extent that I would suggest they respond not to moving
objects but to movements” (Bower, 1971, p. 37).

Developmental psychology research indicates that we already
sense ourselves as really acting agents in early infancy. We turn
to what is outside, we twist toward objects, reach for them, push
them away, touch them, etc. We move inside with equal energy as
well, when crying, swallowing, sucking, chewing, etc.

As observed by infant psychiatrist Daniel N. Stern, over the
first 2 months of infants’ lives, when they are in “some kind
of presocial, precognitive, preorganised life phase” (Stern, 1985,
p. 37), processes unfold in which they acquire a sensory self-
awareness.

Highlighting the meaning-producing role of the body and its
primary semantics, from which the metaphors and metonymies
of later language ensue, some theorists of the sensorimotor
origin of subjectivity even insist that there is a “muscle sense.”
They recognise muscle contractions and relaxations as the most
elementary aspects of self-knowledge and the knowledge of
the external world.

In his history of the muscle sense and of innervation
feelings, historian of science Eckart Scheerer points out the
central (and largely overlooked) role of nineteenth-century
philosopher Johann Jakob Engel who, as Scheerer notes, may
be properly regarded “the father of the muscle sense.” [. . . ]
Scheerer emphasizes Engel’s critical point that “feelings of
innervation” – will, volition, and the like – are not ideas,
as Locke and Hume affirm, but incipient bodily tensions. He
furthermore calls attention to Engel’s insight – that “muscles
are organs by which we acquire ideas about external objects.”
(Sheets-Johnstone, 2011, p. 399)

The kinaesthetic apperception of movement is also a
prerequisite for acquiring linguistic competences. A child must
first recognise him/herself as an active source of sound and as
a physical agent; otherwise, s/he will not be able to develop
the skill of speaking or even the very wish to use speech.
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Early on, s/he effectively experiences him/herself as a corporally
competent manipulator to later develop a related desire to
capture the world even more powerfully, i.e., by means of
aptly and accurately selected words. The primary awareness
of one’s own power is not a linguistic achievement; on the
contrary, it is a direct bodily sensation which is the source from
which even the most basically conceived subject derives his/her
elementary meaning.

How an increasing deficit of proprioception and kinaesthesia
leads to an exacerbating feeling that one’s own being is becoming
unreal was suggestively described as early as in the 1970s.
Olivier Sacks’s “neurological bestseller” described a “disembodied
lady” to illustrate such an existential degradation (Sacks, 1998,
pp. 43–54). Sacks augmented the neurological diagnosis with
Wittgenstein’s insights about the corporeal basis of certainty:

“If you do know that here is one hand, we’ll grant you all the
rest.” But then, in the same breath, on the same opening page:
“What we can ask is whether it can make sense to doubt it . . . ”;
and, a little later, “Can I doubt it? Grounds for doubt are lacking!”
(Sacks, 1998, p. 43)

Body awareness not only precedes the later development
of language skills, but also makes it possible. It enables us
to somatically feel how we co-ordinate the perceptual input
all by ourselves into a volitionally directed output, a response
whose extralinguistic meaning is conveyed by motor actions. In
this way, the tactile–kinaesthetic body is realised, while mental
agency is recognised, as the co-ordination and direction of
our actions in the world afford it opportunities for asserting
itself in this world.

We discover that we exist not through thinking, or through
acts of disembodied self-reflection, but through self-motion,
which helps us differentiate ourselves from environmental
motion. Given the fundamental relevance of this primal
experience, we should rephrase the Cartesian “cogito ergo sum”
into “I move therefore I am.”

Furthermore, it is through experiencing our own mobility that
we develop a propensity for perceiving external moving objects
as living entities. I and my world – a couple grappling with each
other – begin their life affair without words.

When first words eventually appear, they will not come out
of the blue; their meaning will first be forged in the corporeally
experienced metaphorics of movement itself. Without the natural
semantics of the body in motion without its sensual symbolism,
the abstract speech of the intellect could not possibly take shape.

Our conceptual system is grounded in, neurally makes use of,
and is crucially shaped by our perceptual and motor systems;
moreover, major forms of rational inference are instances of
sensorimotor inference. (Lakoff and Johnson, 1999, p. 555)

Even the most formal and sublime language resonates
with tactile–kinaesthetic experiences. A considerable amount of
movement and sensory phrasings can be found, for example, in
the lofty pronouncements of mathematics and logic. A theorem
is equivalent1; a given proof sequence leads to the following

1Though this may not be immediately recognisable to modern speakers, equivalent
is derived from valere and valentia (Latin: to be strong, strength).

conclusions; a mode of reasoning surmounts another one; and the
edge that yet another one has over them is that it takes fewer steps
to clarify and disentangle a problem. The body-language relations
are so far-ranging that even:

[t]he rhythmicity of one’s movements, the alternation of muscular
tension and relaxation in movement, go together with the
capacity for linguistic modulation and general musicality.
(Reich, 1945–1972, p. 345)

If a foreign language is not kinaesthetically entrenched in a
listener’s linguistic sensorimotor system, it will not be a language
to him/her at all, merely coming across as a series of meaningless
sounds. It can concern even apparently well-known texts, as was
the case, for example, in the 1960s, when African singer Miriam
Makeba’s “The Click Song” was a frequently played international
hit. Makeba performed a traditional song of the Xhosa people of
South Africa, in which some words or sounds, such as “x” and
“q,” were replaced by specific deep-throat “clicks,” consistently
with the Xhosa linguistic rules. Most of those who listened to
this song back then are probably still unaware of their symbolic
linguistic meanings. This is how foreign the kinaesthetics of the
“click-words” is to them.

The kinaesthetic genesis of language and thinking is borne out
even by such an intellectually inflected word as “concept,” which
has retained its tactile–kinetic legacy in many languages (e.g.,
German Begriff, which is etymologically associated with greifen –
to reach out, to grab; or Polish pojêcie, which is derived from
pojmaæ, schwytaæ – to capture, to catch)2. This implies that even
the most abstract articulations harbour distinctive traces of bodily
influences. In order to grasp the world in thought and word, one
must first capture it directly, physically and palpably. Hence, even
when we think and talk about high-brow themes, we follow a
certain line of reasoning, crack problems and chew thoughts over
and over again until we reach the gist of the matter and nail the
essence of it, by striking at the core and weighing each word not
to let the best solution slip us.

That movement fascinates is nothing random. If living itself is
the most important part of life, it should not come as a surprise
that we are captivated by what is its most real and most genuine
manifestation, that is, by movement. Inanimate things are like a
dead stone – incapable of self-motion, completely inert, and non-
sentient. As the developmental psychology of young children
confirms, this is how our inborn, intuitive identification of life
and movement works. This is also the reason why, as adults, we
tend to thoughtlessly stare at a flickering TV screen for hours
on end. Nailed to the “motion pictures,” entranced viewers fall
victim, so to speak, to paradoxical escapism; specifically, they
flee from so-called life in order to contemplate its primordial
essence – incessantly pulsating movement.

Besides the perceptual privileging of objects in motion, the
special link between perception and movement is rendered in the
determination of our sensorics by the motor system of our bodies.

This is how this connection is expressed in contemporary
enactivist theory:

2Though less directly noticeable, this linguistic kinship is also intrinsic to the
English word “concept,” which stems from Latin concipere – to take in and hold, to
become pregnant.
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[. . . ] the cognitive activity depends on the possibilities of action of
the body because the mind is inherent in the active body. Sensory
and motor processes, perception and action, are inseparable in
cognition. [. . . ] Cognitive structures emerge from the recurrent
sensorimotor patterns that enable action to be perceptually
guided. The mind, one’s knowledge about the world and linguistic
meaning emerge as part of this activity. (Scarinzi, 2015, p. 266)

In his Noë (2004, pp. 7–11), eminent enactivist Alva Noë
describes an experiment which powerfully corroborates the
central tenet of enactivism, i.e., a strong interdependence between
perception and the sensorimotor system. Participants in the
experiment were given purpose-designed left–right reversing
goggles, which inverted their field of vision. While initially
their perception was disturbed due to incongruities between
the sensory knowledge generated by respective individuals’
experiences and the visual effects of inversion, eventually the
image became stabilised and, which surprised many, ultimately
conformed to non-visual modalities of sensory experience,
for example, to the proprioceptive input. The sensorimotor
exploration of the setting contributed to eliminating the illusory
effects of the optic inversion: despite the “reversed” retinal
stimulation, both sides – left and right – returned to their
proper, objective positions. The body-in-motion restored reality
to its proper place.

MOVEMENT AS A MEDIUM OF
ALIENATION

However, it is not through its direct link to the visual
perception that movement is manifest in us as the source
and a symptom of all subjective aliveness. Movement which is
visually perceived as an external change of location is merely
a mimetic opportunity for its tactile–kinetic reproduction. This
primarily involves the capacities to identify with movement
discerned outside and then to fully absorb the experience
of it. These capacities are described in the theory of mirror
neurons, which holds that watching somebody else’s movement
is enough to activate the observer’s neurons that are involved in
generating this movement.

Long before the concept of mirror neurons was developed,
philosopher Merleau-Ponty (1964) had inquired, for
example, how it was possible for infants, who had neither
self-awareness nor capability of recognising their faces,
to anyway reciprocate a smile. How do children so
young know which facial muscles to move in order to
produce such a mimetic effect. Tellingly, as established
by Meltzoff and Moore (1983, pp. 702–709), infants are
able to imitate adults’ tongue and facial motions a mere
42 min after birth.

Described by phenomenology and confirmed by neurological
research, the identification with a moving body is also
explored in an entirely different theoretical framework,
namely, in psychoanalysis (De Preester and Knockaert,
2005; Weigel and Scharbert, 2016). In his elaboration on
the psychoanalytical approach, Jacques Lacan developed
the concept of the “mirror stage” (Lacan, 2006, pp. 75–81),

i.e., a phase in which children between 6 and 18 months
of age become fascinated with their mirror reflections and
adopt these images as an ideal of their psychosomatic
selves. This is a turning point in any individual’s subjective
development. It can be briefly characterised in terms of
the distinction between “body schema” and “body image,”
notions from outside the typical psychoanalytical lexicon.
While the distinction was admittedly made by Austrian
psychoanalyst and neurologist Paul Ferdinand Schilder, today
it is far more frequently applied in phenomenology and
phenomenologically inspired neurological research. Among
the multiple differing definitions coined in the field, the
most useful and most distinctive one says that the body
schema is understood as a sensitive awareness of one’s own
body as a set of possibilities. For example, although we have
not measured the distance between our right hand resting
on the desktop and a waste paper basket standing next to
the desk, we feel that without moving and bending over,
we cannot touch this basket. For its part, the body image
denotes both the current visual perception of one’s own
body and one’s knowledge of it. For example, even if we
are completely anaesthetised and blindfolded, our “body
image” will anyway contain our knowledge that, for instance,
we have two arms.

Relying on this terminology, we can say that in the mirror
stage, a child’s body schema is confronted with his/her body
image for the first time, and that his/her further development
depends on the outcomes of this confrontation. In this
confrontation, the body schema corresponds to the Lacanian
Real, while the body image to the Lacanian Imaginary.

Lacan added the Symbolic to the Real and the Imaginary,
insisting that these three orders together constituted the
whole of reality that we experienced. In broad lines,
the Symbolic, which is represented by the so-called Big
Other3, is the linguistically formed sphere of the Law that
is valid in a given culture. The Imaginary is founded on
the identificatory relations of the ego and its “specular”
equivalents. Characterised by a narcissistic mixture of
fascination and aggression, these relations produce an
illusion of mutual resemblance and reciprocity, as well as
rivalry and the desire to fully master the imaginary other
(Lacan, 1988). At the level of perception, the Imaginary
works like Photoshop: it disguises all unsettling imperfections
and makes perception familiar and tailored for us. The
imaginary correction only fails when it encounters too
strong a resistance from the Real. The point is that the Real
cannot find its own place in the symbolically structured
Imaginary and explodes its coherence as a foreign body,
triggering anxiety and an acute sense of insecurity. The Real
defies any complete symbolic integration into the imaginary
field of perception.

In the mirror stage, a child feels his/her body in the
dimension of the Real as an animation evading his/her

3The Big Other is capitalised in order to emphasise that it is distant and inaccessible
and to differentiate it from “others” that are basically “the same” as us. For example,
for a believer God is the Big Other and other people are others.
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control, which fragments his/her tactile–kinaesthetic body into
chaotic sensations and uncoordinated motorics. Experienced in
this way, the body schema aggravates the child’s frustration
caused by the separation from the “maternal” body4. This
is the reason why the specular body image makes such a
powerful impression on the child: a clear-cut figure emphasising
his/her independence from the environment, and especially
the view of this figure in motion which the child seems
to have in control as a completely integrated unity. As
a result, the palpably felt “body-in-pieces” of a child who
is fascinated with his/her mirror reflection is ousted by
the ideal of bodily autonomy. The other perceived in the
mirror becomes an imaginary prop for turning the child’s
own body into a “live” symbol of separateness, and thus
the body becomes his/her first “own” signifier for his/her
future, linguistified “Self.” This is how the somatic begins
to align with the symbolic. In this way, the subject’s real
body undergoes spectacular idealisation, for as “Lacan argues
[. . .] it is through the Imaginary register that we idealise
particular bodies over others, and because the Imaginary
is the register of spectacle and display, the visual field
is thus where idealisations are formed” (Alpha and Hurst,
2018, p. 187).

Besides providing a sensory integration model which kindles
hope for filling the gap left by the maternal body and for regaining
control of the self and the surrounding world, the specular other
also triggers aggression resulting from the inability of the still
fragmented and non-autonomous narcissus to fully assimilate
it. Both specular-imaginary stimuli – fascination and fear –
contribute to the process in which the prior “body-in-pieces”
schema is suffused with and taken over by the mirror image of
the ideal body:

The imaginary exerts a captivating power over the subject,
founded in the almost hypnotic effect of the specular image.
The imaginary is thus rooted in the subject’s relationship to
his own body (or rather to the image of his body). This
captivating/capturing power is both seductive [. . . ] and disabling:
it imprisons the subject in a series of static fixations [. . . ].
(Evans, 2006, p. 84)

In the typical course of psychosomatic development,
the imaginarily and symbolically specified body eventually
transforms into the phallic signifier of self-mastery and
mastery of the world. As its realness is appropriated by the
imaginary-symbolic coloniser, the body becomes an object of
total surveillance and training and begins to move like a puppet
manipulated by the Big Other. Thus it is not the spontaneously
acting subject, but rather the subject-impersonating spirit of the
symbolic law that is the primary mover of such a body:

In other words, the idea of a presumed correspondence between
body and soul is nothing but a philosophical implementation
of the mirror stage, by which the infant acquires a supposed
identity and unity that originates in the Other of the signifier, the
dit-manche. (Verhaeghe, 2002, p. 126)

4Of course, it is not only about the separation from the biological mother; this role
can be played by another caregiver as well.

Psychoanalysis reveals that the allegedly most natural fact –
the human body – is to a considerable extent an outcome
of primary socialisation and initially imaginary-narcissistic and
then imaginary-symbolic identifications. Lacan has convincingly
shown the paradox of the alienation-bound production of
our psychosomatic identities, whose meanings emerge in a
masquerade of imaginary and symbolic masks. The “mirror
stage” concept explains how we become somebody by adopting
externally imposed ideal images. Without this necessary self-
alienation and the ousting of the “body-in-pieces,” our egos would
not find in our bodiliness a foundation stable and integrated
enough to ensure their correct development.

The analysis of the mirror stage thus leads Lacan to restate the
function of the Ego. It is the instance that serves both to hold the
subject together and provide that centred consistency necessary
to subjective life. But it is also what hides the subject’s original
splitting. Hence misrecognition “constitutes the ego, the illusion
of autonomy to which it entrusts itself ” so as to become an
autonomous subject [. . . ]. But Lacan goes further. This founding
misrecognition is in fact the condition of possibility of the
subject’s being able to grow into and know the world. Knowledge
(connaissance) is predicated on misrecognition (méconnaissance),
on mis-knowing oneself (me-connaissance in French: knowledge
of self). Thus as Lacan firmed up in his 1951 restatement of his
initial 1949 lecture, misrecognition, the alienation of the subject
into imaginary identifications pinned onto the body, is nothing
short of the condition of possibility for human knowledge.
(Epstein, 2016, pp. 20–21)

Therefore, the external image, in the semblance of which
our body schema changes, is primarily outlined by the social
environment, meaning that not only our minds but also “our”
bodies are produced by others and the Other.

This reversal of perspective takes us beyond anthropology and
extends the exploration field onto the social behaviour of animals.
In conjunction with this, Lacan drew on experiments with
female pigeons which found an evident interdependence between
an individual’s biological development and the arrangement
or its interindividual life. These experiments showed that
without a visual reference to other members of its species, an
identification-deprived female pigeon was unable to develop
mature gonads. However, as soon as its species-image – its
photographed or drawn “alter ego” – was placed within its
sight, the situation changed diametrically and its body followed
regular development.

Phenomenologically and enactivistically inspired neurology
offers similar conclusions. Such research has shown that
modifications of the subjectively recognised or unconsciously
experienced body image not only trigger changes in the sensory,
proprioceptive body schema but also transform its materiality by
charting a new map of neurological relations between the brain
and the entirety of the knowing and experiencing body. As Nicola
Diamond noticed:

The brain-body map is “normally” influenced by sensory input
derived from the interaction between body and environment.
However, in cases where there is a loss of a limb, and therefore
fresh sensory input is lacking, treatment using artificial limb and
trickery with mirrors can activate the action–body memory and
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the mirror neurons, thereby creating a “corrective” corporeal
image-sensory feedback mechanism which can reduce lower
limb phantom pain and thus alter sensory perception of pain
[. . . ]. This illustrates how the visual image derived from the
environment can influence the construction of the brain–body
map. (Diamond, 2013, p. 22)

To return to Lacan’s psychoanalysis, despite its moments
of alienation, the narcissism of primary identification with the
imaginary ideal of the Self, which takes place in the “mirror stage,”
exerts an extraordinary influence on a developing individual.
First and foremost, it prevents the emerging subject from
instinctual regression, protects it against the lethal return of
the body-in-pieces and shields it against excessive, perverse
pleasure (jouissance), in which the Ego can be disintegrated by
the overpowering Id.

Hardly coincidentally, it is after the identification with the
specular illusion of complete self-mastery that muscle co-
ordination dynamically develops in a child’s body. Still, in this
subject-forming process, it is crucial that the development of
libidinal “anatomy” and instinctual expression comply with the
body ideals endorsed in a given culture. In case of misalignment,
the subject is prone to serious psychosomatic disorders, as
external acceptance and the sense of abiding by the rules of the
symbolic order are utterly indispensable to it.

Narcissistic admiration alone is not enough; a child seeks
acceptance form Others and turns his/her head away from the
mirror toward adults in an attempt to make sure that his/her
bodiliness, which is shaping up so tempestuously, looks and
moves correctly. Briefly, s/he expects a symbolic anointment. In
this way, “wound up” by the Big Other, we start to move in
compliance with its will.

THE AESTHETICISATION OF
MOVEMENT AS THE SOURCE OF FREE
AND FLEXIBLE SELF-DEVELOPMENT

An immovable environment rather quickly ceases to be an
object of our conscious perception; however, as soon as a
new wave of motion rises in it and rushes toward us, this
re-invigorated environment opens up to our interiority as a
strange and untamed exteriority which may become our world.
For this to indeed come to pass, the subject must become
psychophysically synchronised with the disparate rhythms and
the surprising expression of that which is happening around,
the way a brilliant artist does. The subject must perform
properly matched movements to respond to the surrounding
motions, whether those of an animal dashing by, a whizzing ball
flung apparently from nowhere, or a dazzlingly flamboyant pas
performed by his/her dancing partner; the subject’s e-motion will
develop correctly if, and only if, s/he manages to harmonise with
external movements. This ontological choreography is always
based on anticipation, in which we take the risk and attempt
to guess the intentions of the other party. Of course, in the
case of moving objects, this is happens by virtue of naive
personification or deification, where we attribute – as a rule

unwittingly and against critical rationalism – intentional action
to these things. In a sense, absolutely passive objects – that
is, those devoid even of the illusion of movement that our
imagination can ascribe on them, or, in other words, objects
which do not “attract” our sight altogether, do not “radiate”
through us and do not pierce us with their gaze – do not
stimulate us to engage in a somaesthetic game. We do not
co-construct a sensory space of symbolic encounter with them
since, emptied of meaning, as they are, they fade into the
background or, at best, function as useful handled tools which we
manipulate “blindly,” as it were. However, as Martin Heidegger
taught us, authentic experience, particularly in digitalised reality,
is premised on the capacity to aesthetically experience unhandy
reality, whose movements we are never able to fully foresee and
which is a value in and of itself, one more real than our selfishly
narcissistic phantasms.

Wherever humans are the agents of movement, the
mechanisms of mirror identification obviously intensify.
This phenomenon can be fruitfully interpreted through the
lens of three quite divergent theoretical frameworks: the
phenomenology of the body, neurology (mirror neurons), and
psychoanalysis (mirror stage). In their different ways, all these
disciplines show that by observing purposeful action we take
over its externalised motion and embody it, thereby becoming
to a considerable degree its mimetic continuation. The subject
can avoid mechanical imitation by developing a profound
awareness of these processes. Space for self-fashioning is fostered
by reflection on the symbolic meanings of the moving mode
we reproduce in which purely functional values are combined
with mostly unconscious somaesthetic manifestation. If we
select appropriate somaesthetic models and modify them in our
unique ways, we can create our own distinctive style, at least to
a certain extent.

Whatever style it should be, somaesthetic education through
movement always teaches one how to experience aesthetic values,
such as flexible unity, dynamic harmony, fluid beauty, and
sublime (non)identity in a rational and embodied way. Such
psychosomatically experienced values may become attributes of
the self-fashioning subject.

This takes place, for example, when we see a bird flying at
full speed rush past our head as a feathery ball that does not
in the least resemble an encyclopaedic image and definition.
We do not experience any cognitive disappointment in such a
moment. Rather, captivated by the bird’s mind-boggling agility,
we hasten to remove a net hung over the fence from its flight
path and, relishing its litheness, we ascend into the sky with
it. We are even more susceptible to somaesthetic fascination
when we see moving people enveloped in an aura of soulful
sensuality; at such moments, we crave to be infected with
their magnificent personalities, meticulously imitating their facial
expressions, gestures, and movements.

As the two interpretations above – phenomenological and
Lacanian – show, the body-in-motion can be the source of both
authentic and alienated subjectivity. Any attempts at conclusively
eliminating this contradiction are doomed to failure in advance.
A living body in the real world of other subjects builds its sense
of agentive and receptive distinctiveness by exclusively relying
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on temporary boundaries. Where exactly these boundaries lie
is determined by the dynamics of mutual interactions between
changing cultural criteria, relatively stable intra-species norms,
and individual psychological factors. If there is no petrified
model of bodily subjectivity, there can be no fundamentalist
approach to this issue.

The mind is known to avail itself of intuition whenever
the unambiguous and ostensibly independent logic of the
intellect proves insufficient. This mode of knowledge, which
is unclear by default, can be somewhat specified, at least
as much as to be effectively used to maximise subjective
possibilities. To do so, we must shift our ponderings from
intellectual abstractions into the realm of aesthetics and reflect
on the cognitive potential of sensory perception and sensation,
primarily focusing on the notion that there is a meaningful link
between the sensorily embodied truth and the experience of
harmonious completeness.

The aesthetic approach to the subjective meaning and
significance of bodily movement and kinaesthesia is anti-
fundamentalist in that, instead of inquiring about their role
in producing an allegedly substantially permanent essence of
a subject, it investigates their utility in individual development
understood as a freely designed and dynamically harmonised
project. What matters in this project is not who one is, but in what
different ways one can effectively be. Given this, the alternative of
authenticity vs. alienation becomes a secondary, and sometimes
even an artificial, issue, the problem of which is solved by
the pragmatic approach to bodily movement and kinaesthesia,
which seeks to grasp their real utility – their temporary and
self-correcting effectiveness. In this quasi-artistic framework, a
human being is conceived as an open work of art. Nothing
promotes self-experience as a kaleidoscope of wonderful and
compelling possibilities more efficiently than experiencing this
directly and primarily through bodily self-motion, when the
body does not act in order to achieve an externally defined aim,
but enjoys self-motion as an embodied confirmation of its own
impressively free agency.

Underscoring their epistemological openness and
unconventional pragmatism, which have often yielded
remarkable results as evinced, for example, by Merleau-Ponty’s
and Lacan’s superb writings, both parties to the discussion on
the subject-forming function of bodiliness – phenomenology
and psychoanalysis – have often settled central issues by drawing
on aesthetic explorations and exemplifications borrowed from
artistic theories and practice.

John Dewey was one of the first and at the same time most
important theorists to grant aesthetic experience a fundamental
role in experiencing as such. Dewey, an American psychologist
and philosopher whose work has inspired considerable interest
among phenomenologists and psychoanalysts, rejected both
the sterile, abstract ways of thinking and the mechanist
reductionism of utterly materialistic empiricism. Instead, he
proposed developing knowledge capable of mirroring the
incessantly changing, living reality of experience, a knowledge
which did not sever defining thought from feeling body.

A fully experiencing human being resembles an artist who
filters the surfeit of sensations to capture those which open up

his/her experience onto the world in the aesthetic feeling of
reconciliation and beautiful harmony. In his/her pursuit of the
classical order, this aesthete seeks to manage, if not to eliminate,
negative impressions, whether they come from him/herself or
from the world outside, for if experience is dissonantly split, both
the world and his/her own existence elude him/her.

According to Dewey, the role of aesthetic emotion in
experience is that “[i]t selects what is congruous and dyes what
is selected with its colour, thereby giving qualitative unity to
materials externally disparate and dissimilar. It thus provides
unity in and through the varied parts of an experience” (Dewey,
2005, p. 23).

This need for aestheticisation concerns any experience,
including when its generic destiny does not lie in realising a
positive aesthetic quality, since it can involve purely cognitive
values, as in theoretical or scientific experience, as well as
practical values associated with utility in a broad sense of the
term. Nonetheless, whatever the type of experience, it demands
establishing a harmonious relationship with the environment. As
Dewey insisted, only when aesthetically integrated in this way
does experience become “an experience” – genuine and complete.

At the moment, “an experience” conceived in this way is
mostly championed by enactivist, who actively advocate the
embodied mind and have worked to liberate contemporary
cognitivism from the “brain-in-the-vat” illusion since the 1990s.
In their interpretations of research findings on the neural
structures of cognition, enactivists explain that experience deeply
depends on sensorimotor patterns, which are shaped through
interactions with the natural environment. They insist that
aesthetically positive emotions, which underlie sensorimotor
habits, foster the fullest and thus most satisfying interaction with
the world and with other subjects. Such views are espoused, for
example, by Ioannis Xenakis and Argyris Arnellos:

There are several recent neurological evidences that support
this hypothesis. Relevant studies have showed that there
are several operations that are simultaneously taking place
in various interconnected areas of the human brain during
an aesthetic experience, in particular, or/and during other
anticipative/evaluative interactions in general. These studies
suggest that humans anticipate the impact of future behavioral
choices on the basis of reward values, using processes that
involve the amygdala, which is mostly known for emotional
processing during an aesthetic experience [. . . ], as well as areas
in the prefrontal cortex (PFC) [. . . ]. Moreover, both the amygdala
and the orbito-frontal cortex (OFC), which is also activated in
most of the studies related to aesthetic experiences [. . . ], are
extremely well positioned to tune perceptual processing in sensory
cortex based on stimulus evaluation [. . . ]. Dysfunction of OFC
is associated with disturbances in motivation and an inability
to anticipate interactive consequences, leading to maladaptive
behavior. (Xenakis and Arnellos, 2015, pp. 253–254)

Besides brain activity, our perception and sensory sensations
need an experiencing and experienced body whose kinaesthetic
motivation underlies perspectival knowledge; through moving
in the sense environment, the body reveals various profiles and
manifestations of object and subjects it encounters. Which of
the perspectives made available to us by objects of experience
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most completely render the contextual essence of things is
communicated to us by the aesthetic feeling of harmonious
synchronisation between the subject and the object of knowledge.

All forms of knowledge, including knowledge conveyed in
language, derive their content and forms from carnal sources,
especially one as vigorous and exploring as the body-in-motion.
For this reason, a careful and deliberate cultivation of the body
and perfecting its aesthetic awareness are invariably paramount
human tasks. These tasks are all the more critical today, as the
increasingly technologised and industrialised world we inhabit
exposes us to intensifying anaesthetisation. As a result of the
ubiquity of digital media, we are losing our natural sensitivity,
and consequently when “the body as a locus of sensory-
aesthetic appreciation (aesthesis) and creative self-fashioning”
(Shusterman, 2012, p. 27) lets us down, the pathological inability
to understand oneself and other people spreads.

Therefore, we must work to re-establish the natural bond with
our bodies if we want to avoid losing contact with humanly
conceivable reality. The Greek unity of beauty, truth, and good –
an ideal which until recently was evidently dominant in our
culture – calls for a new embodiment. We must entrust not only
our minds but also our bodies to aesthetic education, aesthetic
rehabilitation, and aesthetic therapy.

Today, the virtualisation of the body causes individuals to
struggle as they are looking for a convincing self-reflection
in the media deluge of changing and flickering images. The
surfeit and the provisionality of nagging patterns breed
fears characteristic of “borderline” personality in confused
individuals. Disorders, such as the sense of bodily alienation
and uncertainty in recognising and experiencing one’s own
psychosomatic boundaries, are no longer typical solely of
puberty (Lemma, 2017). Across age groups, people are generally
jeopardised by the medially simplified alter-ego images.
Without finding a reflection in real-life conditions in real
embodied Others, without being mirrored in the symbolic
“flesh-and-blood” counterparts, the subject who is uncertain
of his/her identity falls back on psychotic defensive self-
identifications, donning tight costumes of cybernetic avatars
(Lemma, 2015).

Proper self-reflection in imaginary others and then in
symbolic Others is a necessary condition of subjective
development and of an elementary sense of self-identity, a
condition which we begin to meet the moment we are born.
Intense communication between the child and its parents
takes place even before the acquisition of proper language
competencies. As Dana Shai and Peter Fonagy put it, this

Parental embodied mentalizing (PEM) refers to the parental
capacity to (1) implicitly, and not necessarily consciously,
conceive, comprehend, and extrapolate the infant’s mental states
(such as wishes, desires, or preferences) from the infant’s whole
body kinaesthetic expressions, namely changes in body movement
and posture and (2) adjust their own kinaesthetic patterns
accordingly. Importantly, and reflecting a relational perspective,
the parental kinaesthetic behaviours are not considered in
isolation, but always in reference to those of the infant. (Shai and
Fonagy, 2013, p. 60)

CONCLUSION

To keep things feasible, we focus on ourselves to one
fundamental demand that indicates the goal of the possible
methodology. Whichever specific techniques are used in
research on the influence of movement on the subject’s
consciousness and whichever method is adopted, it should
seek to capture the symbolic and mental meanings of motion-
induced affects. Regrettably, sundry therapies of the Awareness-
Through-Movement type ignore the symbolic dimension of
affect and do not explore it in the context of individuals’
identity histories.

Affects are never thoughtless. Therefore, body awareness
therapy should not cultivate “experience for the sake of
experience.” This may breed narcissistic and psychotic disorders,
instead of self-knowledge and self-development. The body
must not play the role of a stammering “ventriloquist.”
Thus, if body and mind form a dynamic whole, our research
must be wary of both one-sidedly abstract intellectualism
and the fundamentalistically unreflecting carnalism
(Soler, 2016).

In psychotherapy, physiotherapy and, likewise, art therapy, we
deal with somatic disorders which clearly arise in conjunction
with deficits in mentalising capacities. Patients cannot express
their sensations, feelings, and affects. It turns out that their
therapies are considerably aided by interventions, methods, and
means that bolster their capacity to aesthetically experience their
own psychosomatic setup as a harmoniously integrated whole.

Reflection and the transformation of the subject’s affective
dimension are best fostered by therapies that employ aesthetic
methods and means, combining artistic activities with
somaesthetics theory and practice underpinned by physical
exercises (Bloom, 2006; Fedorova, 2020). There is nothing as
convincing as the intimate, palpably embodied truth when its
meaning is revealed simultaneously in kinaesthetic, tactile, and
emotional moments in the form of a harmonious experience
of completeness. Experienced in this way, the subject more
readily integrates into a meaningful whole. Moreover, the
artistically attuned subject can design, invent, and enact
him/herself by manipulating his/her own capacities in the
semblance of artistically sampled elements of a constantly
developing artwork. Such an aesthetic of the body which is
being experienced kinaesthetically stands in stark contrast to the
currently spreading “Botox aesthetics,” in which the body image
is entirely separated from the body schema. This difference is
vividly conveyed by the paralysed and almost expressionless faces
of a more and more numerous throng of actors and actresses
who, in order to continue in their jobs, have exchanged the
human face, an instrument endowed with a limitless articulation
palette, for a facially congealed mask, a caricature of thoughtless
“beauty” detached from the rest of the gesticulating and moving
body. To continue this histrionic metaphor, the body image
should always surface to the visible level as an emanation of deep
motions, as a manifestation of a buoyantly and harmoniously
lived life. On the stage of life, the lead role must be played
by an aesthetically moved and self-moving dynamic unity of
body-mind (or mind-body).
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Scandinavian social democracy is increasingly upheld as an alternative that could reform

capitalism. The Nordic Model produces income equality, low-conflict politics, and happy

people. When half of young Americans express that they would prefer “socialism,”

they generally mean to live in a society that provides for its citizens as the Nordics

do. Such aspirations are complicated by how social democracy can be viewed as a

secularized form of Lutheranism, the Protestant creed that the Nordic region embraced

in the 16th century. Lutheran norms and values carried into the modern era and made

possible social democracy’s two distinguishing features: fascist corporatism and socialist

redistribution. A strong state facilitates statist individualism, which empowers individuals

vis-à-vis employers, parents, and spouses. The outcome could be cross-culturally

salient, as it brings people closer to our species’ fission-fusion baseline. Yet in the modern

environment, only Nordics seem to have a cultural imaginary that makes compelling the

politics that drive such high levels of both productivity and egalitarianism. The region’s

storytelling reflects this Lutheran past and is used to negotiate modern adaptations.

A better understanding of social democracy could help prevent that demands for

“socialism” motivate a turn to actual socialism.

Keywords: cultural psychology, social democracy, fission-fusion, evolutionary literary criticism,

psychological-institutional coevolution, socialism, Lutheranism, statist individualism

INTRODUCTION

Henrich (2020) accounts for howmodernity arose from the psychological-institutional coevolution
set in motion by the Church’s dissolution of kinship societies. Freed from kin bonds, the Western
individual evolved toward ever greater independence. Liberal humanism, with its sanctification
of the individual, became the imaginary that underpinned the modern world. The liberal utopia
promised that granting freedoms to individuals would create a global society of peace and
prosperity. Free markets would reduce between- and within-nation inequalities, thus reducing
the potential for conflict. In the 21st century, these predictions at best appear naïve. As the
liberal utopia played itself out—like the fascist and socialist utopias did in the past century
(Harari, 2014)—Scandinavian social democracy caught the attention of progressives. From a liberal
perspective, the Nordics’ large-government, high-taxation model restricts individual freedom.
From a Nordic perspective, this model makes meaningful freedom possible for more individuals
in a given population (Hänninen et al., 2019). Social democracy is thus the governance that
most effectively delivers upon the unintended teleology of the modern world: independence
for individuals.
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Larsen Lutheran Imaginary

An interest in social democracy often comes entangled with
conceptual confusion. When Bernie Sanders and Alexandria
Ocasio-Cortez advocate “socialism,” they do not mean Stalinist
or Maoist politics, but something similar to what the Nordics
have (Washington Post, 2015; CBS News, 2019). This concept
creep made the Oxford English Dictionary adjust its definition
of “socialism” accordingly (OED, 2021). It is understandable that
a majority of young Americans express that they would prefer
this more egalitarian form of governance (Harris Poll, 2019).
In the Nordic countries—Norway, Sweden, Denmark, Iceland,
and Finland—income equality1, gender equality2, low-conflict
politics, and prosperous economies with generous benefits
contribute to high levels of happiness and social cohesion. Several
United Nations rankings uphold these nations as facilitating the
highest level of human well-being in the 21st century (Helliwell
et al., 2020; UNDP, 2020a).

Since social democracy’s golden age (1945–75), scholars and
politicians have promoted the Nordic Model as suitable for
universal export (Brandal et al., 2013). A scholarly argument
has evolved that complicates this position (Sørensen and Stråth,
1997). Research reveals that the Nordic Model is undergirded by
Lutheran norms and values (Stenius, 1997; Kildal and Kuhnle,
2005). The Protestant creed that was nationally embraced only in
the Nordic region promotes strong work ethics, egalitarianism,
togetherness, and civil duty. These values result in high
labor force participation, but also motivate a willingness to
cooperate closely at the national level, and to pay high taxes to
ensure economic independence for a higher proportion of the
population than what is the case in cultures with a Calvinist or
Catholic heritage (Kahl, 2009).

During the Cold War, the Nordic Model was referred
to as the Middle Way, meaning between liberalism and
socialism. This term is misguided. The social-democratic model
is predominantly liberal, viewing individuals—not groups—
as the primary unit of governance (Harari, 2014). Catholic
thinking drove an emphasis on uncovering natural law, and
Calvinist thinking on granting abstract rights. In the Lutheran
north, pragmatic rationalism motivated open-mindedness and
experimentation (Gade Jensen, 2017). This ethos made Nordics
more willing to deviate from political doctrine. When the
Depression undermined the liberal ethos of laissez faire, these
small countries adopted fascist corporatism to coordinate the
national sphere to secure export competitiveness and minimize
unemployment. Instead of trusting the invisible hand, employer
and employee organizations commit to binding cooperation with
the government. Together they rely on expert analysis to establish
how much salaries can increase in a given year without hurting
the export industry.

As a side effect, corporatism (or tripartism) provides Nordics
with levers to restrain inequality. Instead of distributing

1The Nordic countries generally rank among the rich world’s most income-equal

nations. The United States is often ranked as the rich world’s most income-unequal

nation. See World Bank (2019), Central Intelligence Agency (2021) and UNDP

(2020b).
2UNDP (2020c) ranks all Nordic countries among the top 10 most gender-equal

nations. The United States ranks 46th.

growth solely through markets, tripartite collaboration can
channel funds to workers with less market power, which feels
appropriate in a culture influenced by Lutheran egalitarianism.
This corporatist approach to salary negotiation results in a
more compressed wage structure that makes people feel, to a
greater extent, that everyone is in the same boat. For example,
American medical doctors on average make over 8 times more
than what grocery store workers do. In Norway, doctors make
2.5 times more3. Such relative income equality makes it more
compelling to pool resources through high taxes, which can
be viewed as socialist redistribution. These taxes fund fetus-to-
funeral support, ensuring that no one falls below a certain level of
economic comfort.

With free education and healthcare, high unemployment pay,
and a line of other benefits, people are less dependent on each
other. Historian (Trägårdh, 1997; Berggren and Trägårdh, 2012)
coined the term statist individualism to describe the alliance
between Nordic individuals and their rich, powerful state. High
taxes empower the state to relieve individuals from burdensome
social relations, furthering how the Henrichian coevolution freed
Europeans from kin. Nordic parents rarely fund education,
employers are easier to leave, and spouses are optional when even
unemployed, single parents are secured a somewhat comfortable
lifestyle. This independence could be cross-culturally salient,
since it aligns with the ethos that marked the environment of our
forager ancestors. Throughout humanity’s agricultural phase, our
ancestors were tied to intensive kinship practices, as these were
necessary for building alliances that let them protect their fields.
Henrich accounts for how such practices drove a psychology of
conformity, dependence, and submission to authority, which was
a break with our evolutionary past.

In the Paleolithic, our ancestors practiced extensive kinship,
marrying into far-away bands to build expansive social networks
that facilitated greater roaming range. For around 99.5% of the
genus Homo’s history, human psychology evolved to facilitate
a considerable level of independence. People formed temporary
groups to solve distinct tasks, changed home base often, and
developed a variety of social bonds suited to context. Moffett
(2019) accounts for how, like only a handful of brainy mammals,
humans became a fission-fusion species, meaning that we join
and leave a variety of social groups throughout our lives.
Unrelated nuclear families, often spanning three generations,
fused for a period, separated, and later formed new constellations.
Neolithic demands for social and spatial stability entailed a
dramatic break. Only in the medieval and modern era could
humans reembrace mobility, individualism, nuclear families,
and flexible organization, which drove a psychology of non-
conformity and independence (Henrich, 2020). In complex,
modern societies, however, individuals can only acquire so much
independence on their own.

Among urban dwellers, liberal economics lead to a Pareto
distribution of independent winners at the top contrasted
against miserable dependence at the bottom. For members of a
species whose ancestors evolved in a forager ecology of reverse-
dominance hierarchies (Bellah, 2011), it is not surprising that the

3From Statistics Norway and U.S. Bureau of Labor Statistics, cited in Eia (2020).
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grimness of this urban reality can make a majority agree that
greater social spending would be beneficial. Still, research shows
that the religious imaginaries that modern societies evolved from
create national spectrums of “plausible policy options.” These
cultural pasts can prevent a nation from uniting around policies
that are more likely to provide the outcomes its people desire.
Yale political scientist Sigrun Kahl substantiates that Western
nations’ religious pasts play a causal role in terms of cultural
psychology, which strongly influences welfare preference. Such
heritage expresses itself most clearly in how feeding the poor is
viewed. Kahl writes that Catholic welfare (France, Italy, Spain)
established that the poor have an unconditional right to be fed.
Calvinist doctrine (Netherlands, England, United States) insisted
that the able-bodied poor must be willing to work. Lutherans
replaced this formal requirement with a strong social obligation
to work. These differences arose in a distant past, but “affected the
organizing principles of modern social assistance and the timing
of its introduction” (Kahl, 2009, p. 268).

The Nordics’ Lutheran past contributed to national
imaginaries that, in themodern environment, make possible high
productivity, effective cooperation, and widespread resource
pooling. These outcomes facilitate an individual independence
that aligns with our species’ fission-fusion baseline. It is therefore
understandable that other peoples are beguiled by the Nordic
Model. Yet their cultural psychology may not lend itself to such
governance: even if Nordic outcomes feel right, Nordic means
may feel wrong. Becoming more aware of how our cultural
imaginaries pre-consciously influence our political choices could
empower populations to make decisions that are in their own
interest—even if they experience instinctual resistance toward
certain means. Raising such awareness has become pressing, as
growing inequalities threaten social stability in many nations.

Fiction can help us examine our mental worlds in this
regard. A culture’s made-up stories illuminate which moral
emotions underpin its citizens’ political choices. In the Nordic
region, Lutheran values are imbued in agonistic structure,
that is, in how good vs. bad is embodied by protagonists
and antagonists (Carroll, 2011; Carroll et al., 2012). Ingeborg
Holm (1913) changed Swedish poverty legislation by crafting a
thematic argument that aligns with Lutheran morals. The film’s
agonistic structure can be read as one between two Protestant
creeds: good Lutheranism vs. bad Calvinism. American remakes
of Scandinavian film exemplify how agonistic structure often
must change when a story travels. I draw a line in terms of
protagonist preference from fairy tales to film. Nordic noir
crime fiction became a genre whose defining feature is to
facilitate debate on how social democracy should adapt to
counter environmental pressures. The genre’s founding decalogy
exemplifies how accessible fiction helps Nordics negotiate new
adaptations for the relationship “between state, individual, and
nation” (Nestingen, 2008, p. 256).

A SILENT FILM’S LUTHERAN IDEOLOGY

Martin Luther promoted that classes be united in a “priesthood
of believers.” Such an egalitarian community was to be led by
a king who, as head of a powerful state church, should secure

every subject’s salvation, but also their education and well-
being. The state was meant to “guarantee the existence of a just
society,” thus unifying spiritual and secular care. Everyone was
responsible for contributing to a state within which all people,
from king to beggar, are united by the “common good.” In
Catholic societies, the Church was responsible for the poor. Their
imaginary promoted that rich people give alms to ease their
own way into heaven. The Lutheran safety net was a secular,
local, and communal responsibility grounded in “neighborly
love” (Lausten, 1995). To provide for those in need, the Lutheran
Church, the rich, and regular people pooled resources in a
“common fund,” which was the practical expression of poverty
relief as a shared responsibility (Tønnessen, 2017).

This may sound heartwarming, but in the early modern
era, the Nordic poor were no better off than if the region
had remained Catholic (Lausten, 1995). Still, this imaginary of
big government, religious egalitarianism, and civil duty found
fertile ground. Black Death had killed more than half of the
Scandinavian population in the 14th century, leading to a period
with prehistoric levels of economic equality (Benedictow, 2016;
Lagerås, 2016). Since the Late Iron Age, social stratification
had been strong (Price, 2015). Between Black Death and the
Reformation, Nordics enjoyed economic sameness as a result
of agricultural land being widely available, while labor was
expensive due to a shortage of people. In this environment, the
Lutheran ethos felt compelling. Yet only when modern economic
growth kicked in, could the region afford to fund its long-held
preference for poor relief.

Ingeborg Holm (1913) offers insight into how a Lutheran
past informs moral emotions. The film and the 1906 play it
was adapted from closely align their thematic arguments with
Lutheran sensibilities (Larsen, 2021). The film’s eponymous
protagonist is a middle-class mother whose entrepreneurial
husband dies. When she needs temporary support, the local
poverty board is unwilling to cover her basic expenses. Ingeborg’s
children are boarded out to the lowest-bidding caretakers, while
she is institutionalized in a workhouse, permanently removing
her from the labor force.

The director, Victor Sjöström, furthers the Lutheran argument
of playwright Nils Krok. Like Luther, Krok emphasizes that
begging is an evil that communities must eradicate by providing
those unable to work with a share of society’s resources
commensurate to that of someone socially equal. “The needy can
go to the poor relief without humiliating themselves,” Ingeborg’s
husband explains, “but walking from door to door is demeaning”
(Krok, 2008, p. 31). Such an emphasis on the dignity of the
individual is a core tenet of Lutheranism and social democracy;
being independent of the whims of private charity is paramount.

To contrast these protagonistic values, the poverty board
expresses Calvinist-aligned principles. The leader proudly
proclaims that he has been able to reduce the poor tax every
year, adding that “our system is a damned good system, because
it is cheap” (p. 109). Such small-government attitudes, writes
economist Robert Nelson, evokes Calvinism:

Where Lutheranism later became the dominant national religion,

there was typically a state church headed by a Prince, King or

other holder of state authority who oversaw what amounted to
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Lutheran theocracy. Calvinists, by contrast, typically made strong

efforts to separate the institutional church of the Christian faithful

from state control. (Nelson, 2017, p. 19)

These distinct attitudes toward resource pooling and ceding
power to a central authority informwhy the United States and the
Nordic countries chose different welfare regimes. Lutheranism
had accustomed Nordics to the unity of social care and state
power. The institutional space being vacated by the Church
could with relative ease be filled by social-democratic governance.
People had had centuries of experience with what is referred to as
a maternalist state, one that is well-meaning, tells people what to
do, and provides for their needs (Brandal et al., 2013). Americans
had prayed locally and felt greater distrust toward those state
institutions that began to demand higher taxes.

Krok makes board members express Calvinist-aligned views
on private charity, as well. Bengtsson sponsors coffee and snacks
for the workhouse population in a way that villainizes him. The
Lutheran social contract requires that people work diligently so
that their taxes can make the state wealthy enough to support
all citizens. Poverty care should be impersonal, a matter between
individual and state. American Calvinism, writes theologian
Henrietta Gronlund, took a form that “sharply differs from
Nordic Lutheranism with regard to the relationship between
government and the people, the responsibility or calling of
the individual, the viewpoint toward business, and the role of
philanthropy” (quoted in Nelson, 2017, p. 130). The American
practice of listing donors in varying font size would mostly
be untenable in a Lutheran-informed culture. Therefore, when
Bengtsson wants to treat the poor on his own birthday, and insists
that they be informed of who paid for the charity, this paints him
as a moral outsider.

Krok also infuses board members with Calvinist prosperity
gospel in terms of idealizing the rich and successful (p. 106).
Luther was more skeptical of business ventures and wealthy

people. His “employment ethic” contrasts the Calvinist “work

ethic.” Instead of promoting hard work to succeed economically,

Luther emphasized that employment itself is paramount, as any
job can help people feel a sense of ordinariness, fulfillment,
and moral satisfaction (McKowen, 2020). This ethos marks
the discussion Ingeborg and her husband have when they
invest their hard-earned money to open up a shop. That the
play and film were so aligned with Lutheran values helped
audiences realize that early 20th century poor care went against
their cultural preference. In 1918, new laws were passed that
prevented poverty boards from depriving poor people of civil
rights. Old people were given their own institutions, and welfare
payments were significantly increased (Hedling, 2000). This was
an early manifestation of what later would evolve into social-
democratic welfare.

THE SCANDINAVIAN SUPER UNDERDOG

How cultural pasts play out in contemporary fiction can be
studied, for instance, in remakes of Scandinavian film. Through
my analysis of 15 originals and 18 American remakes, from the
1930s to the 2010s, I found a clear trend. You could suspect that

after buying rights to remake often commercially proven film,
Americans would be hesitant to change the story. Yet agonistic
structure is often adapted to match different cultural heroics. We
know from folklore studies how when “a story or a story motif
. . . moves from one cultural environment to another . . . one of
the most common changes is that characters are altered to align
with the tradition-dominant characters of the new cultural area”
(Tangherlini, 2013, p. 181). American filmmakers must suspect
that in their cultural area, Nordic egalitarianism, togetherness,
and sameness could be less appealing. In many of the remakes,
protagonists are therefore made to be more capable, better
looking, and/or more aggressive—thus more individualistically
superior and less in need of communal cooperation.

Compared to their American counterparts, some of these
Scandinavian protagonists are what I refer to as super underdogs,
that is, particularly disadvantaged. The Scandinavian super
underdog can be traced from fairy tales to film and reality TV.
Espen Ashlad represents a common character type in fairy tales,
but nowhere is he as warmly embraced as in Norway. He spends
his life poking around in ashes, showing no indication of talent or
drive, until a troll must be defeated or a princess won. Ashlad then
saves the day, imparting that even the seemingly least capable
can be valuable contributors to their community. His continued
popularity attests to how modern Scandinavians, too, are drawn
to heroes who embody egalitarian values.

Similar super underdogs can be found in an early-2000s
wave of nine Norwegian films that featured men with
mental disability (Dancus, 2006). In the same decade, a line
of docu/reality TV enthralled Swedes and Norwegians by
chronicling the lives of people with intellectual disability.
Embraced by critics and audiences, these series impart that
no challenge is too big for being overcome with honest
effort and communal support. After mastering challenges at
home and work, these super underdogs were sent sailing
and mountain climbing, and later to ski across Greenland
and through the Northwest Passage. Similar TV concepts
have been tried elsewhere but without the astounding success
that they achieved in Scandinavia. Such an embrace—and
romanticization—of those low in the social hierarchy is integral
to the region’s cultural heroics. While the Western ideal was
the honorable gentleman, Nordics made the modest peasant
the hero of their stories (Trägårdh, 1997). This role makes
the underdog perspective extra influential, as “the peasant
continues to haunt Nordic political culture as the prototype of
the Nordic citizen” (Stenius, 1997, p. 168). That Nordics are
so drawn to agonistic structure that undermines individualistic
brilliance—while promoting sameness and cooperation—reflects
their Lutheran past, but this cultural preference could have
deeper roots.

Since the Paleolithic, sparsely populated lands with poor
soil and deadly winters seem to have instilled in Nordics the
importance of both collaboration and individual ruggedness
(Berggren and Trägårdh, 2015; Price, 2015). Even the most
talented were prey to circumstance. The Nordics’ turn to
agriculture was belated, similar to how they were late to be drawn
into European civilization. These factors seem to have let them
retain more of the independent ethos that was paramount to
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our forager ancestors. In 1877, Vladimir Solovyov, a Russian
philosopher, wrote that Scandinavians had, since they were
Germanic barbarians, preserved “the principle of unconditional
personal freedom and the supreme value of the individual4.”
These preferences, he thought, explained why Nordics united
around Lutheranism. “Only a Russian,” writes cultural critic
Nina Witoszek, “immersed in a culture of serfdom and of the
total stifling of the individual, could see the matter so sharply”
(Witoszek, 2011, p. 60). Social democracy, we can surmise,
found more fertile ground in the Nordic region—compared to
everywhere else—partially because, in the modern world, pooling
resources is the best way to ensure that as many individuals as
possible can remain independent.

Social-democratic thought originated in Germany
around 1860. Part of the labor movement opposed socialist
authoritarianism by committing to “aims of promoting
democracy and increasing personal freedom” (Brandal et al.,
2013, p. 2). To an extent, they agreed with Marx in that liberal
markets make it so that “individualism is illusory” (Lefebvre,
1968, p. 117). They disagreed on how to empower regular people.
Liberal freedoms, Marx argued, reduce man “to the egoistic,
independent individual” (Marx, 2012, p. 53). His opposition
to religion informs how he opposes the modern sanctification
of individualism: “The political democracy is Christian to the
extent that it regards every individual as the sovereign” (Marx,
2012, p. 41–42). Marx advocated a radical transformation of
ownership and other “social relations . . . to render possible a
future reconstruction of the individual on new foundations”
(Lefebvre, 1968, p. 7).

Social democrats did not oppose modern individualism; they
sought to ameliorate the inequalities that arose alongside 19th-
century industrialization. They did not use a religious vernacular
to justify their position, yet modern scholarship makes clear
how Lutheranism was their preconscious foundation (Kildal and
Kuhnle, 2005). Building on hegemonic thought, social democrats
were unwilling to deprive individuals of rights; a primary goal
of economic empowerment was to increase personal freedoms.
Early on, some thought the socialist utopia of group equity
could be a long-term goal—achieved through taxes instead
of revolution—but 20th-century social democrats moved on
from this position. Their aspirations aligned with Luther’s
ideology, in that all should be guaranteed enough resources to
maintain individual dignity and social equality. Although he
was skeptical of how spiritually well-aligned rich businessmen
were, Luther was not against economic inequity in and of
itself (Nelson, 2017). When his ideology was embraced in the
Nordic region, it resonated not primarily due to local class
difference, which was relatively small, but because togetherness
and resource pooling had long been important in this cold
outpost of Europe.

Socialism still posed a threat as social democracy’s golden
age came to a close. After World War II, strong economic
growth had facilitated that Nordics pool ever larger resources.
The ideology that in the early modern era had manifested
itself as local communities handing out wood and grain via

4Solovyov (1966–69) quoted in (Witoszek, 2011, p. 60).

“common funds” (Tønnessen, 2017) drove a socioeconomic
experiment with an unclear endpoint. Swedish public spending
had been 7 percent of GDP the year Ingeborg Holm premiered.
By 1947, this had grown to 17%. In 1965, 25% of all Swedish
kronor were distributed through the public purse, on course
to a 72% peak in 1993 (IMF DataMapper, 2021). As strong
growth was replaced by stagflation, and all the most obviously
beneficial social projects had been implemented, Nordics had
to reevaluate whether continuing to increase taxes would be
the stairway to heaven as some proposed. This was a period of
countercultural socialist fervor, which favored even more radical
resource pooling. Nordics had to decide which of these two
ideologies was right for them. This discussion was complicated
by how their secularized Lutheranism drove a conformism that
hindered open debate. Politics of consensus made for effective
governance, but drove a sameness of thought that could engender
political blind spots. Literary critic Hägg (2005) writes that
in post-war Sweden one could discuss anything but politics.
Again—like with Ingeborg Holm—popular fiction let Swedes test
their moral emotions against contemporary realities.

NORDIC NOIR AS DISCOURSE MEDIUM

Made-up stories were a medium that facilitated updates to the
Nordic imaginary in a less contentious manner. Literature thus
became more politicized than what was common in countries
with greater parliamentary disunity (Hauge, 2013). An influential
example is The Story of a Crime (1965–75), the originating
decalogy of what would later be termed Nordic noir. Maj Sjöwall
and Per Wahlöö adopted the American police procedural, which
had replaced the previous era’s superior sleuths with cops who
solve more realistic crime. The Marxist authors turned the
conservative genre into a vehicle for far-left critique. They sought
to convince working-class readers that social-democratic reform
did not go far enough. Sjöwall explains,

Wahlöö had written political books, but they’d only sold 300

copies.We realized that people read crime and through the stories

we could show the reader that under the official image of welfare-

state Sweden there was another layer of poverty, criminality and

brutality. We wanted to show where Sweden was heading: toward

a capitalistic, cold, and inhuman society (France, 2009).

The decalogy builds toward aMarxist critique that today can read
as bizarre. Income equality had increased for decades, yet Sjöwall
and Wahlöö dramatize a Sweden on the brink of becoming a
hellscape of crime and exploitation. They held back on overt
ideology until the popularity of the first novels had hooked
readers. The decalogy’s moral center is conveyed in the final
novel, in which a welfare child murders the Prime Minister.
This makes the killer “wiser and more right-thinking [than]
most of us.” She sees more clearly “the corrupt rottenness of
society . . . than thousands of other young people. As she lacks
political contacts and has little idea of what is involved in a
mixed-economy government, her clarity of vision is even greater”
(Sjöwall and Wahl, 2007). The novel’s final word is “Marx.” Only
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his ideology—the decalogy argues—can save Swedes from the
evils of social democracy.

In spite of these ideological excesses, the series was embraced
by readers across the political spectrum. Sjöwall and Wahlöö
sold over 10 million books worldwide. Their prescription for
cure was misguided, but their systemic analysis was perceived as
incisive and relevant. Social Democrats had been in power since
the 1930s, leading Swedes through an enormous transformation.
But who knew the long-term consequence of handing out so
much free money? Another fear was that American pop culture
could dilute those beliefs that made Scandinavians altruistic.
In Nordic noir, foreign and domestic threats inform crimes
that are solved by police who embody Nordic values. Which
beliefs to retain and which to leave behind was a crucial
question throughout the post-war period. As modernization
caught speed, Swedes even abandoned Lutheranism (Tomasson,
2002).

As the 1960s came to an end, the world had changed
so much that simply finding new projects to channel tax
revenue to no longer sufficed as a political strategy. In
the post-war years, there had been remarkable unity behind
public expansion. Political scientist Herbert Tingsten declared
the end of politics, as party difference appeared mostly
to restrict itself to how quickly new policies should be
implemented (Hadenius, 2003). The year after Sjöwall and
Wahlöö’s series ended, Social Democrats were voted out of
office. Over the next decades, Nordic crime fiction established
itself as a format whose distinguishing feature was to identify
contemporary threats and dramatize these through illuminating
crimes. While The Story of a Crime ended by prescribing
a Marxist solution, the custom became only to identify
problems so that the general public could discuss how to
counter them.

Such an inclusive process evokes how theologian Forell (1983)
conceptualizes Luther’s Reformation to be a movement whose
tenets should be continuously debated within all social strata.
If only elites discuss cultural adaptation, Lutheran togetherness
would weaken. In this tradition, Nordic noir and other accessible
fiction took on an important role in terms of influencing the
region’s cultural psychology. From around 1965, critic Andrew
Nestingen identifies a “weakening of the avant-garde as ameasure
of national culture [and] increased use of popular forms for
political purposes” (Nestingen, 2008, p. 12). As with most claims
regarding fiction’s influence, we cannot establish precisely how,
or to what extent, Nordic noir helped steer the region. Still,
Nestingen concludes that popular fiction contributed “to the
definition of a new middle ground between state, individual, and
nation” (p. 256).

IDEALIZING NORDIC SUCCESS

With neoliberal globalization, many a eulogy was sung for
social democracy. As Social Democratic parties outside of the
Nordic region lost influence, many experts believed it would
only be a question of time before the Nordics, too, had to join
Western normalcy (Geyer et al., 2000). Their high-tax model

appeared uncompetitive in a global economy5. Yet as the new
millennium un-folded, the Nordic Model shone brighter than
ever. Effective debate, partially facilitated through fiction, had
helped the Nordics course-correct. Taxes as a percentage of
GDP were kept below 50 (OECD Data, 2020). A few hurdles
were erected to prevent welfare abuse, as global pop culture was
perceived to influence Nordic youth in a manner that threatened
their “employment ethic” (Larsen, 2020). Marginal tax rates were
reduced for high earners, and much neoliberal adaptation was
meant to make the job-creator class feel more welcome. This was
not a break with Lutheran or social-democratic ideology, but an
adjustment; the Nordic Model primarily entails that the middle
class accepts lower salaries and higher taxes, so that the lower
class can be paid more and receive higher benefits.

As other parts of the world grew despondent after the Great
Recession (Foa and Mounk, 2019), the Nordic region became a
myth “of the liberal-left imagination, in which happy, smiling
children are polite to each other as they grow up to be pacifist
social democrats eager to pay more taxes” (Rentoul, 2006). The
caricature is fitting. Three-quarters of Norwegians consider their
high taxes to be at an appropriate or too low level (Opinion,
2017). Even a large majority of Conservative Party voters agree
(Infact, 2017). Half of Americans think that their much lower
taxes are too high (Gallup, 2018). At the same time, we can
sense a growing cultural embrace of higher social spending
being necessary also in America. Political philosopher Michael
Sandel’s The Tyranny of Merit (Sandel, 2020) argues for an ethos
that aligns quite precisely with social democracy. The Harvard
professor’s emphasis on the dignity of the individual and ordinary
work resonates with Luther’s teachings.

Such scholarly arguments, in combination with the populist-
left movement represented by Bernie Sanders and Alexandria
Ocasio-Cortez, suggest that America could be ready for social
democracy. That half of young Americans are on board implies
the same. Yet there seems to be a misconception among many
that the Nordics pay for welfare through taxing the top percentile.
This is not the case. In a world where capital and corporations
travel, while most workers do not, neither can Nordics overly
tax the prosperous. Per capita, there are more rich people in the
Nordic countries than in the U.S6. Americans and others appear
enthusiastic about Nordic outcomes, but they would likely be
more hesitant if they understood which means were employed
to produce these results.

In American politics, a common view is that there is “no
better way to kill an idea than to assert that enacting it will
require “raising taxes on the middle class” (Bernstein, 2019).

5High taxes are a burden, but the Nordic Model also generates a line of

competitive advantages. A compressed wage structure makes high-skilled labor

relatively cheaper, which pushes production up the value chain. Expensive low-

skilled labor gives employers little choice but to invest more capital per worker,

making innovation and automation key. This results in higher productivity per

worker, which combined with high labor force participation grows each country’s

economic pie. Pooling resources helps educate the workforce, keeps workers

healthier, lets entrepreneurs feel safe to take risk, and allows obsolete workers to

acquire new skills. The result is well-coordinated nations that do well in between-

nation competition, while providing within-nation security for all citizens.
6For a popular account, see Eia (2016); or read the transcript: http://evonomics.

com/where-in-the-world-is-it-easiest-to-get-rich/.
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Biden won the 2020 election promising only to increase taxes
for those making over $400,000 (Konish, 2021). Even Elizabeth
Warren and Bernie Sanders insisted that their policies would have
a net positive effect on middle-class wallets (Viser and Sullivan,
2019). Under a welfare regime like the Nordic, not only would
the middle class have to be willing to consume less, but those
with political disagreements would have to be able to agree. The
corporatist model requires a cultural psychology that facilitates
negotiation and consensus (Stenius, 1997). Before Nordics make
significant changes, a long, inclusive process precedes decision.
Experts can spend years preparing advice before all involved
parties chime in. Disagreement may be considerable, but when
a new course has been negotiated, political parties may agree
to vote unanimously. This lessens the risk of refighting. “The
negotiated or ‘corporatist’ economymeans that political decision-
making often takes time,” writes Brandal and Thorsen, but the
result is a high level of transparency, legitimacy, and trust
(Brandal and Thorsen, 2018, p. 163).

Centuries of being indoctrinated into a Lutheran story
of everyone belonging in the same “priesthood of believers”
make this deliberative process more compelling to Nordics.
Few countries have a cultural history that lends itself to
such corporatism. Contemporary American politics suggest that
consensus and close cooperation are not readily available tools
for change. Without this element of fascist corporatism, socialist
redistribution through taxes becomes more challenging. Even
the very concept of tax triggers different moral emotions in
the U.S. Instead of viewing taxes as resource pooling, they
are often conceptualized as governmental greed. America was
founded on tax revolt, and tax resistance has remained a theme
ever since. Nordic outcomes may seem enviable compared
to current American dysfunction, but the actual mechanisms
of Scandinavian social democracy appear misaligned with
American cultural psychology.

CONCLUSION

Henrich’s account of how the modern world resulted from the
Church’s dissolution of European tribes traces how Western
psychology has coevolved with changing institutions. This
process has entailed a return toward the independent ethos
of our forager ancestors. I have argued that the Nordics’
social-democratic adaptation to modernity produced the most
functional political model. This is not an irresistible argument,
but given the performance of Nordic countries in terms of
productivity and populace satisfaction, it is a reasonable one.
The region’s norms and values at the beginning of the 20th
century motivated these countries to organize their economic
and social spheres in a manner that was rewarded by historical
coincidence. Lutheran togetherness happened to make possible
the comprehensive welfare regimes that were much needed in
an industrialized environment. Not only did a generous safety
net reduce human suffering and increase happiness, but it
provided Nordic economies with several competitive advantages
(see note 5).

Emulating Nordic success is made difficult, I argue, due to
differences in cultural psychology, which is a product of historical
influence. The rise of social democracy, writes Francis Fukuyama,
“is full of historical accidents and contingent circumstances that
cannot be duplicated” (Fukuyama, 2012, p. 434). Although the
past cannot be changed, we could strive to free our psychologies
from the prejudices that our past imposes on us. If I am correct in
that the independence that social democracy facilitates could be
cross-culturally salient, other nations could benefit from doing
what the Nordics do—even if the particulars of such governance
misalign with their cultural intuition. Naturally, in many parts
of the world, upholding “independence for individuals” as a
primary value would be frowned upon—particularly in those
kinship societies that still exist. Yet the relative ease with which
non-Western populations have adapted to what Henrich terms
WEIRD practices attests to the appeal of a psychology evocative
of foragers7. I argue not that our species stopped evolving after
the Neolithic; that process accelerated (Cochran andHarpending,
2009). But in the 5,000 years since Nordics self-domesticated
to cultivate fields (Price, 2015), the fission-fusion baseline of
their psychology seems not to have changed that dramatically.
Our species’ remarkable flexibility allowed us to suppress our
drive toward independence, but once intensive kinship practices
were no longer advantageous, people were quick to abandon
them. Fukuyama (2014) writes that these practices “among the
Germanic barbarian tribes dissolved within a generation or two
of their conversion to Christianity.”

If humans have retained an innate drive toward this
evolutionary baseline, social-democratic outcome appears not
anomalous, but predictable. Additional independence from
parents, employers, and spouses allows a freer expression of
our fission-fusion sociality. Homo sapiens being perennially torn
between our impulse toward independence and our social and
other needs informs what Immanuel Kant termed our “unsocial
sociability” (Kant, 1970, p. 44). This social instability, the
foundation for our fission-fusion psychology, makes Trägårdh
conclude that social democracy is the most effective cultural
adaptation to freemarkets (Berggren and Trägårdh, 2015, p. 388).
Liberal ideology may posit that independence and individualism
go hand in hand. On the American prairie, this may have been
at least poetically true. But for urban dwellers, a significant
proportion will not perform well enough in free markets to
earn meaningful independence. Individuals can pull themselves
up by their bootstraps, but the lowest quartile will remain the
lowest quartile.

That social-democratic governance is better aligned
with human nature is supported by the World Happiness
Report (Helliwell et al., 2020). Every year of its existence,
the WHR has ranked the five Nordic countries among
the top 10 happiest nations. In 2017, 2018, and 2019,
Nordic countries held the top three spots. If nations
without a Lutheran heritage are serious about reducing

7Henrich coined the acronym WEIRD to bring attention to how claims of

psychological universals often build on research conducted exclusively on

American undergraduates or other populations who are Western, Educated,

Industrialized, Rich, and Democratic. See Henrich et al. (2010).

Frontiers in Psychology | www.frontiersin.org 7 September 2021 | Volume 12 | Article 74640641

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Larsen Lutheran Imaginary

inequalities and political conflict, the Nordics have lessons
to offer. If social-democratic outcome appears sufficiently
appealing, then how they cooperate and resource-pool
can still be emulated—if non-Nordic populations can be
convinced to act against what their moral emotions tell them
to prefer.

To what extent this is possible, and which methods would best
facilitate such a process of cultural deprogramming, are unclear.
Greater awareness around how our religious heritage plays a
causal role in our cultural psychology could be a step in the
right direction. One tool for achieving this could be to show in
fiction how our cultural prejudices inform agonistic structure. If
those emotions for good and bad that were programmed into a
population no longer facilitate the outcomes they desire, it could

be reasonable to move past those moral emotions. Much Nordic
fiction illustrates which Lutheran-aligned emotions underpin
social-democratic success. Such insights should be taken to heart
by those politicians and activists who argue for social democracy,
but refer to it as “socialism.” Crucially, a better understanding of
the Nordic Model could help them steer clear of actual socialism,
which is underpinned by a very different morality. The difference
in outcome between societies governed by social-democratic vs.
socialist values can hardly be overemphasized.
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In large, complex societies, assorting with others with similar social norms or behaviors

can facilitate successful coordination and cooperation. The ability to recognize others

with shared norms or behaviors is thus assumed to be under selection. As a medium

of communication, human art might reflect fitness-relevant information on shared

norms and behaviors of other individuals thus facilitating successful coordination and

cooperation. Distinctive styles or patterns of artistic design could signify migration history,

different groups with a shared interaction history due to spatial proximity, as well as

individual-level expertise and preferences. In addition, cultural boundaries may be even

more pronounced in a highly diverse and socially stratified society. In the current study,

we focus on a large corpus of an artistic tradition called kolam that is produced by women

from Tamil Nadu in South India (N = 3, 139 kolam drawings from 192 women) to test

whether stylistic variations in art can be mapped onto caste boundaries, migration and

neighborhoods. Since the kolam art system with its sequential drawing decisions can be

described by a Markov process, we characterize variation in styles of art due to different

facets of an artist’s identity and the group affiliations, via hierarchical Bayesian statistical

models. Our results reveal that stylistic variations in kolam art only weakly map onto caste

boundaries, neighborhoods, and regional origin. In fact, stylistic variations or patterns

in art are dominated by artist-level variation and artist expertise. Our results illustrate

that although art can be a medium of communication, it is not necessarily marked by

group affiliation. Rather, artistic behavior in this context seems to be primarily a behavioral

domain within which individuals carve out a unique niche for themselves to differentiate

themselves from others. Our findings inform discussions on the evolutionary role of art for

group coordination by encouraging researchers to use systematic methods to measure

the mapping between specific objects or styles onto groups.

Keywords: art, material culture, ethnic markers, coordination, cooperation, Bayesian inference

1. INTRODUCTION

Cooperation in humans requires groups of individuals to successfully coordinate and work
together toward common or mutually beneficial goals. With the transition to agricultural societies,
populations have become larger and more complex (Richerson and Boyd, 1999; Moffett, 2013).
Thus, in these large, multi-ethnic societies assorting with others with similar social norms
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or behaviors can facilitate successful coordination and
cooperation (Hamilton, 1964a,b; Axelrod and Hamilton,
1981). In evolutionary biology, an abundance of research has
focused on mechanisms that allow individuals to interact
preferentially with each other, showing that cooperation can
evolve and stabilize when individuals preferentially interact with
close kin or have a recognition mechanism to interact with other
individuals with cooperative traits or shared norms (McElreath
et al., 2003; Gintis, 2014). Thus, the ability to recognize others
with similar social norms or behaviors is presumably under
selection (Riolo et al., 2001; Jansen and Van Baalen, 2006).

As a medium of communication, human art might reflect
fitness-relevant information on shared norms and behaviors of
other individuals thus facilitating successful coordination and
cooperation. Distinctive styles or patterns of artistic design
could signify migration history, different groups with a shared
interaction history (e.g., kin, neighbors, or members of the same
caste) or individual-level variation and expertise (i.e., duration of
practice). To investigate the long standing and growing interest
in quantitative detection of ethnic markers across disciplines,
we present an Bayesian analysis of a large corpus of material
art created by women from Tamil Nadu in South India, called
kolam drawings. Using this corpus of kolam art, we test whether
stylistic variations in art can be mapped onto caste boundaries,
migration and neighborhoods, and how much variation in styles
can actually be accounted for by these factors. Specifically, we
illustrate how we can exploit the Markovian nature of the art
system to our advantage to build a hierarchical model that is able
to describe and partition the variation in the complex, sequential
drawing compositions in order to better understand the role of
art for social coordination.

1.1. Theoretical Background
In ethnic marker theory, it is assumed that human groups have
developed distinct and overt ethnic markers or tags to signal
group membership to preserve cultural boundaries (Barth, 1969;
McElreath et al., 2003; Moffett, 2013). The use of ethnic markers
can help solve coordination and collective action problems
because they communicate interaction norms. Ethnic markers
can be manifested in various forms from sartorial cues, dialectic
variations, special adornments to distinct styles in production
(Wobst, 1977). Thus, mastering different styles of weaving
(Tehrani and Collard, 2009), arrow head production (Wiessner,
1983) or pottery (Bowser, 2000) could be fundamental for
social interaction because of the fitness-relevant information
about with whom, when, and how to interact. For instance,
in the Ecuadorian Amazon, women’s pottery style reflects their
social identity and group membership as part of their political
strategies (Bowser and Patton, 2008). Learning to identify, create,
and modify stylistic symbols in pottery play a fundamental
role in women’s lives and social standing with Achuar and
Quichua society.

While theoretical models and experiments in the laboratory
demonstrate the mapping between group membership and
objects for the purpose of social coordination (McElreath et al.,
2003; McElreath and Boyd, 2007; Efferson et al., 2008), evidence
from the field has been more ambiguous about the link between

objects or styles and groups for social coordination (Hodder,
1977; Wiessner, 1984; Moya and Boyd, 2016). Thus, Bell (2020)
have pointed out the need for a systematic method that is
able to measure the mapping between a specific object or style
onto groups because such a statistical measure of an object’s
role in social coordination has been largely elusive. In fact,
Bell and Paegle (2021) presented a three-step ethnographic field
method, consisting of scans, surveys, and classification tasks,
to assess the role of motifs for social coordination. Specifically,
the triad classification task was demonstrated to systematically
measure whether motifs have information content as a result
of population-specific socialization. This approach from Bell
and Paegle (2021) is well-suited for systems with a finite set
of motifs. A complementary approach to the field methods
from Bell and Paegle (2021)—however, still elusive—would be
a quantitative approach on the corpus of artistic productions
that is able to identify styles or patterns that are salient de novo,
not constrained by functional requirements and associated with
groups or individuals.

1.2. Kolam Art
Kolam designs are ritual patterns that Tamil women draw with
rice powder or chalk on the threshold of their houses in South
India (Durai, 1929; Layard, 1937). Each morning before sunrise,
women typically clean the thresholds of their homes and then
start to draw kolam loop patterns by initializing a grid of dots
(Laine, 2013). Subsequently, continuous lines are drawn around
the dots to form intricate loop patterns.

While Hindu women draw threshold designs throughout
India (e.g., rangoli in Uttar Pradesh or mandana in Rajasthan;
Kilambi, 1985; Saksena, 1985), kolam designs are specific to
Tamil Nadu (Layard, 1937; Laine, 2013). As a symbol of
generosity, kolam drawings are a ritual offering to animals “to
feed a thousand souls” (Nagarajan, 2018, p. 56, 243–255). Most
importantly, the kolam communicates the state of the artist and
its household, and marks important events within the household
as well as in the village (Nagarajan, 2018, p. 37, 52–55, 75–81,
267). On the one hand, kolam designs communicate to neighbors
and visitors that the household is healthy with sufficient food and
able to host guests and be hospitable. Thus, especially large and
complex kolam loop patterns are drawn on auspicious events,
such as weddings or births. In contrast, the absence of kolam
drawings typically indicates inauspicious events, such as death
or menstruation, and thus signifies the inability to host visitors.
On the other hand, kolam designs are further understood to
convey information on the artist’s personality (e.g., womanliness,
traditionalness, and patience) and their competency to run a
household and become a good wife and mother.

Kolam-making is not formally taught in school or training
institutions, but knowledge is mostly transmitted from
(grand-)mothers to (grand-)daughters and accumulated
through practice and exposure over time (Nagarajan, 2018,
p. 67–69). Since kolam-making and mastery are considered
necessary for the transition into womanhood, women start to
learn and practice kolam-making from an early age of about
6 years (Nagarajan, 2007, p. 8, 12, 156). Diligent practice in
private notebooks would be required until a kolam design is

Frontiers in Psychology | www.frontiersin.org 2 October 2021 | Volume 12 | Article 74257745

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Tran et al. Stylistic Variations in Art

finally showcased on the threshold of the household. It takes
approximately 6 years to master the ability to draw a beautiful
and complex kolam with continuous lines that do not intersect
with the dots, uniform line widths, and invisible starts and stops
of loops (Nagarajan, 2007, p. 128, 156). While hand-drawn
kolam designs are never for sale (Nagarajan, 2018, p. 36), women
can buy design books that display a variety of printed example
kolam designs. Since the kolam traditions and the designs are
considered community knowledge (Nagarajan, 2018, p. 69),
women would often come together to share their designs with
each other. In anticipation of an auspicious event, women in
the household would share their ideas and carefully plan the
especially complex kolam pattern of that day. At the same
time, women would compete with each other to draw the most
innovative, dense, and geometrically complex pattern during
festivals or contests (Nagarajan, 2018, p. 179–203).

1.3. Current Study
In the current study, we focus on Tamil kolam art to demonstrate
a novel approach to quantify covariation of artistic styles along
cultural boundaries. The kolam system is well-suited to study
social coordination because kolam art is observable (e.g., women
display kolam drawings on their thresholds), recognizable (e.g.,
kolam art is specific to Tamil Nadu and has a specific grammar)
and plays an important role in Tamil culture with an abundance
of artists (and their multitude of group identities) learning and
producing kolam drawings from a young age. Social learning
and the accumulation of kolam knowledge across generations
could have led to the covariation of styles or patterns in kolam
art along certain cultural boundaries. Since kolam drawings arise
in a highly stratified, caste-based society, the question arises
whether different styles in kolam art may communicate group
membership for social coordination.

Kolam designs actively broadcast information about the
household to neighbors and visitors. For instance, a consistent
absence of kolam patterns on the threshold indicates that the
household is not Hindu (Nagarajan, 2018, p. 75). Furthermore,
caste distinctions are reported among kolam designs with, for
example, certain styles dominating between different subgroups
of the Brahmin caste (Saroja, 1988; Nagarajan, 2018). According
to Nagarajan (2018, p. 149), “regional variations are recognized
and regularly discussed among women”. Thus as predicted by
ethnic marker theory (McElreath et al., 2003), the mapping
between kolam styles and group identities should become
more salient at these cultural boundaries. However, a concrete
quantification whether and to what extent differences in kolam
styles are associated with caste, region, or other variables
is still elusive (Nagarajan, 2018, p. 273) and requires a
systematic investigation.

Kolam drawings cannot only be mapped onto a small
identifiable set of gestures1 “with systematic procedures and
techniques” to create them (Ascher, 2002, p. 5), but their beauty

1Nagarajan (2018, p. 53) describes kolam-making in the following way: “While the

woman is creating it [kolam], she exhibits a set of gestures as a visual art form—a

sequence of bodily movements requiring a quality of attentiveness akin to dance

or yoga.”

is also characterized by continuous lines and loops with smooth
transitions between gestures (Nagarajan, 2018, p. 128, 156). Thus,
this naturalistic art system can be described by a state-based
Markov process due to its series of sequential and dependent
decisions. This Markovian nature of the art system allows us to
build hierarchical statistical models that are able to account for
variation in styles in art (i.e., the complex composition of gesture
sequences that result in motifs, patterns, or styles in artistic
design) due to different facets of an artist’s social identity or
their group membership, thus elucidating the role of the complex
composition of gestures in social coordination. In the current
study, we describe (1) the general styles or patterns of kolam
designs, and further investigate (2) whether stylistic variations
in artistic design can be linked to caste boundaries, migration
and groups of individuals with a shared interaction history due
to spatial proximity (neighborhood), and (3) how much of the
stylistic variations in artistic design can be accounted for by
artist-level variation and group affiliations relative to each other.

2. METHODS

2.1. Data
We used a data set of 3, 139 kolam drawings (on average 16
kolam per woman) from 192 artists (age: mean = 31.88 years,
sd = 10.08 years, range = 15 − 60 years; married: 73%, non-
native ≈ 18%) that were collected in Kodaikanal, Tamil Nadu
in South India in 2009 by TMW and local research assistants.
A survey was conducted on artists’ kolam drawing abilities and
behavior and other demographic information, such as their
age, marital status, caste membership, number of children, the
years of kolam practice, and their migration background (i.e.,
nativity). Artists in our data set self-identify with a total of 19
different caste categories. These caste categories are associated
with varying privileges and include local and migrant caste
groupings. Additionally, the spatial proximity of each artist to
each other was measured.

A kolam drawing can be constituted of one or more closed
loops. Each loop can be decomposed into a sequence of
gestures using a lexicon of gestures (Waring, 2012b). A complete
description of the lexicon can be found in Figure 1. The lexicon
of gestures contains 29 gestures, denoting the geometric space
of the gestures as well as the chirality of gestures with distinct
left and right versions since rotations of these gestures in space
cannot yield their exact mirror image (see Figure 1, lower row
right). The gestures that constitute a loop and the kolam drawings
can be categorized into three different geometric spaces with
distinct characteristics: orthogonal, diagonal, and transitional
(each set of gestures represented by O, D, T, respectively).
Additionally, there are three special single gestures that serve as
decoration and are not part of a loop. We transcribed the kolam
data using the lexicon.

2.1.1. Geometric Spaces in Kolam Art
Kolam patterns have a grammar that contains many
mathematical principles (Siromoney et al., 1974; Ascher,
2002; Waring, 2012b). Specifically, we refer to three geometric
spaces that determine the starting and ending positions of a loop
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FIGURE 1 | The Lexicon of Kolam Gestures. This figure illustrates the gestures and the corresponding code to encode kolam drawings. Taken and adapted with

permission from (Waring, 2012b).
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FIGURE 2 | Explanation of the geometric spaces in kolam art. Taken and

adapted with permission from Waring (2012b). Panel (A) shows the orthogonal

geometric space with an example kolam drawing and Panel (B) shows the

diagonal space with an example kolam drawing. In Panel (A), the dashed

arrows illustrate the possible orthogonal starting and ending positions of

gestures (blue dots) and loops as well as the orthogonal orientations of

gestures: 45◦, 135◦, 225◦, 315◦ angles. In (B), the dashed arrows illustrate the

possible diagonal starting and ending positions of gestures (green circles) and

loops as well as the diagonal orientations of gestures: 0◦, 90◦, 180◦, 270◦

angles. Sequence: The sequence of gestures that the specific kolam designs

can be decomposed into (see lexicon in Figure 1).

as well as the orientation of the loops: orthogonal, diagonal and
transitional space. Figure 2 illustrates orthogonal and diagonal
spaces with example kolam drawings each. While orthogonal
loops (i.e., loops in orthogonal space) start and end between
two neighboring dots, diagonal loops (i.e., loops in diagonal
space) start and end in the center of four dots. Furthermore,
orthogonal gestures are oriented toward 45◦, 135◦, 225◦, or 315◦

angles, and diagonal are oriented toward 0◦, 90◦, 180◦, 270◦

angles. Gestures that start in orthogonal space, end in orthogonal
spaces. Gestures that start in diagonal space, end in diagonal
space. Thus, orthogonal and diagonal gestures are disjoint, but
can be connected with each other using transitional gestures.
Transitional gestures can either start in diagonal space and end
in orthogonal space or they start in orthogonal space and end
in diagonal space. Since orthogonal and diagonal gestures have
distinct starting and ending positions and orientations, and
transitional gestures share orthogonal and diagonal positions
and orientations, switching between these different geometric

spaces requires practice in order to still maintain smooth
transitions, continuous loop closures, and uniform line-widths.
Thus, kolam designs in only one geometric space tend to be
easier to create, especially if the kolam design only consists of
orthogonal gestures.

2.1.2. Kolam Art as a Markov System
Since each kolam loop pattern2 can be decomposed into a
sequence of gestures and artists strive to form uniform and
smooth loops, the system can be described by a state-based
Markov process, whereby the conditional probability distribution
for the system at the next step depends only on the current state
of the system, and not on the state of the system at a previous step
(Gagniuc, 2017).

Each gesture within a geometric space can be considered a
state and thus, each loop and kolam drawing can be described
by a probabilistic state transition matrix m × m where the
row vector m × 1 describes the state (i.e., gesture) and column
vector the transition to the next state (i.e., gesture). Every
gesture is accessible from itself. Furthermore, the gestures in this
Markov system can be partitioned into communicating classes
such that gestures of the same geometric space communicate
with each other (accounting for chirality), and gestures of
orthogonal and diagonal space are only connected via gestures
of transitional space (see section 1.1 for more details). Figure 3
illustrates the transition count matrix for kolam drawings from
two example artists.

We computed the transition counts for each loop of a kolam
drawing across all the kolam drawings of an artist. The three
special, single gestures were not considered because they are not
part of a loop. Since each of the sequences of gestures represents a
loop and the artists’ starting location of a loop or kolam drawing
is unknown, we further counted the transition from the last
gesture in the sequence to the first gesture in the sequence. These
transition counts not only reflect the distribution of gestures
for each artist, but further artists’ preferences or biases toward
specific patterns or motifs (i.e., specific sequence of gestures).
We first computed an aggregated transition count matrix yi for
each artist i of size 14 × 14. In order to fit our full model,
we further computed four transition matrices y—one for each
of the different geometric spaces and one for the transitions
between geometric spaces: transitions between geometric spaces
of size 3 × 3, transitions within orthogonal space of size 6 × 6,
transitions within diagonal space of size 4 × 4 and transitions
within transitional space of size 4 × 4. These transition matrices
yijk represent the count of transitions from state (i.e., gesture) j to
state (i.e., gesture) k for artist i. Thus, distinct patterns of kolam
drawings can arise from different transition probabilities within
geometric spaces and between geometric spaces—if any transition
between geometric spaces occurs at all.

2.2. Statistical Analyses
To investigate the variation in kolam patterns and motifs due
to individual variation, social stratification reflected by caste

2Note: For the purpose of our analysis, we neglected the three special, single

gestures: c1, c2 and c3.
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FIGURE 3 | Example of a transition (count) networks for kolam drawings. Each row (A,B) corresponds to an example kolam drawing from an artist. The edge width

represents the count, whereby an increased width implies a higher transition count. The three colors represent the different geometric spaces: orthogonal (blue),

diagonal (green), and transitional (orange). Each node represents a gesture used by the artist from the lexicon of gestures (see Figure 1).

membership, nativity or neighborhood (i.e., place of residence),
and expertise measured by the years of practice, we fitted a total
of seven Bayesian statistical models. Here, we will only focus on
the full model, but the interested reader can see the details of all
the models in the Supplementary Material. For each artist, we
modeled four transition matrices. The statistical model reflects
the process of how the kolam drawings arise; the probability
of the next state (gesture in a geometric space) is conditional
on the current state. In the current model, the conditional
probability of the next state given another state is factored into
two components. One component encodes the probability of
transitioning between geometric spaces; the other encodes the
probability of transitioning between gestures within a geometric
space. For instance, given that the current state is the gesture o1,
then the probability that the next gesture will be o2 is comprised
of the probability of staying in the current orthogonal geometric
space O times the conditional probability of choosing gesture
o2 given being currently in gesture o1: P(o2|o1) = P(O|O) ×
P(o2|o1,O|O).

Each row of each transition matrix is probabilistic and
modeled on the logit scale using the softmax link (i.e.,
multinomial logistic regression). Caste was modeled as a varying
effect with 19 categories to estimate individual offsets for each
caste category. Since there are multiple kolam drawings for each

individual, caste group and neighborhood, information across
individuals, castes and neighborhoods was partially pooled using
hierarchical modeling to account for imbalances in sampling
and yield more reliable and precise estimates (Efron and Morris,
1977). The duration of practice was standardized to be centered
on zero with a standard deviation of one. The native place
was a binary indicator predictor variable (0 = native, 1 = non-
native). A geodesic distance matrix was computed between the
GPS coordinates and subsequently hierarchically clustered with a
distance threshold of 500m, resulting in 8 neighborhood clusters.
The neighborhood clusters were modeled as a varying effect with
8 categories to estimate individual offsets for each neighborhood.

The models can be parameterized differently by including
or excluding predictors as well as setting equality constraints
for various parameters between rows of the transition matrices.
We used leave-one-out cross-validation (Vehtari et al., 2017)
and computed Pseudo-Bayesian model averaging3 and stacking
weights (Yao et al., 2018) using the log-likelihood evaluated
at the posterior simulations and the R package loo (Vehtari
et al., 2020) to estimate and compare out-of-sample prediction
accuracy of our fitted models.

3Pseudo-Bayesian model averaging computes the relative model weights using

Bayesian bootstrap (For more details, see the manual, Vehtari et al., 2020).
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The statistical models were implemented in the probabilistic
programming language Stan (v2.18) (Carpenter et al., 2017),
using 4,000 samples in four independent chains. All R̂ values
were less than 1.01, and visual inspection of trace plots,
rank histograms and pairs plots indicated convergence of all
models (see Supplementary Section 4.1 for more details). A
principled and robust Bayesian workflow with an iterative
process of model building, inference, model checking and
evaluation, and model expansion was used (Talts et al., 2018;
Gabry et al., 2019). Prior predictive simulations were used
to determine weakly informative priors for the parameters.
Thus, there were no indication of convergence issues and
the models were optimally calibrated. We present a complete
description of the statistical models and the priors in the
Supplementary Section 2.7. Data and analyses can be found at
http://github.com/nhtran93/kolam_coordination.

2.3. Intraclass Correlation (ICC)
The intraclass-correlation coefficient (ICC) can be calculated
to determine the proportion of the total variance explained by
random and fixed effects (Nakagawa et al., 2017). We calculated
a modification of the ICC using variance decomposition of
the model predictions4. We drew predictions of the transition
probabilities on the logit scale using the posterior samples for
each of our fixed (i.e., migration, duration of practice) and
random (i.e., neighborhood, caste, individual variation) terms
separately, using the estimates from the full model. Thus, for
each fixed or random term, we obtain the transition probabilities
(on the logit scale) implied by that term in isolation for each
individual. The ICC is then the ratio between the variance of
the predictions across individuals from a single term divided
by the sum of the variances of predictions across individuals

for all terms (ICCi =
Var(predictionsi)∑
Var(predictionsj)

). This calculation was

done per each MCMC iteration and each cell of the transition
matrix separately. The final estimates are based on the average
over the MCMC iterations and all cells in the transition matrix5.
The value of ICC corresponds to the proportion of total variance
of the model’s transition probabilities on the logit scale that is
accounted for by a particular term in the model. By construction,
the coefficient cannot be smaller than 0 and the sum of all
ICCs is equal to 1. Thus, the ICC quantifies the proportion of
the total variance explained and is suitable to compare relative
strength of the model terms. However, the absolute strength of
each predictor is dependent on all other terms in the model.

3. RESULTS

According to Pseudo-Bayesian model averaging and stacking
weights in leave-one out cross-validation, our full model has the
best predictive performance (see Supplementary Section 3 for
more details).

4For more details see icc and variance_decomposition functions in performance R

package (Ludecke et al., 2021).
5Note that we have four transition matrices, so we computed the ICC separately

according to the above described procedure for each of the transition matrices:

across geometric space, orthogonal space, diagonal space and transitional space.

TABLE 1 | Population-level estimated posterior transition matrix across

geometric spaces.

Orthogonal Transitional Diagonal

Orthogonal 0.99 0.01 0.00

Transitional 0.51 0.30 0.19

Diagonal 0.00 0.51 0.49

On the population-level, our results illustrate that although
artists are unconstrained in their patterns or stylistic variation
in kolam drawings and they can freely transition back and
forth between geometric spaces and gestures, artists have evident
preferences and biases toward certain gestures and geometric
spaces. Kolam patterns that arise in orthogonal geometric space
are predicted to stay in orthogonal geometric space with a
probability of 0.99 and transitioning to a different geometric
space from orthogonal space to access a greater diversity of
gestures hardly occurs with a probability of 0.01 (see Table 1).
As seen in Table 1, if an artist draws a kolam artwork in diagonal
space, they are predicted to equally likely switch to transitional
space (probability of 0.51) or remain in the current diagonal space
(probability of 0.49), while artists that draw a kolam artwork in
transitional space are predicted to remain in the current space
with a probability of 0.30 and switch to orthogonal or diagonal
space with a probability of 0.51 and 0.19, respectively. Therefore,
when an artist draws kolam patterns in orthogonal space, they
are unlikely to transition between different geometric spaces and
only draw patterns with different gestures within the orthogonal
space. However, if artists draw kolam patterns in diagonal or
transitional space, they tend to use a diverse set of gestures
that span across multiple different geometric spaces. For a more
in-depth analysis of the population-level tendencies in gesture
compositions that result in specific gesture equilibria and styles
in artistic design, please consult the Supplementary Section 4.2.

Figure 4 shows the estimated individual-level transitions
between orthogonal, diagonal, and transitional gestures from
two artists and an example kolam artwork each from their
repertoire. As seen in Figure 4, artists’ styles in drawing kolam
artwork can be very divergent between artists. While the
artist corresponding to the estimated transitions and example
kolam artwork in Figure 4A would draw kolam artworks that
arise and remained in orthogonal space with a probability
of 0.846 at equilibrium, she would only occupy diagonal
(0.041) and transitional (0.113) spaces at equilibrium. The
artists corresponding to Figure 4B would create kolam artworks
that occupy orthogonal (0.53), diagonal (0.35), and transitional
(0.12) spaces at equilibrium. Furthermore, in contrast to the
artist corresponding to Figure 4A, the artist corresponding
to Figure 4B draws diagonal gestures in isolation without
connecting their gestures to gestures from other geometric
spaces. In fact, the kolam designs displayed in Figure 3

correspond to the artists in Figures 4A,B, respectively. Thus,
the vastly different transition probabilities between gestures
among artists can thus give rise to diverse patterns or motifs in
kolam artwork.

Even though the estimated population-level transition
matrices reveal a tendency in how kolam patterns arise, our
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FIGURE 4 | Estimated individual-level transitions between orthogonal, diagonal and transitional gestures for two example artists. Each panel represents an example

artist (A: artist 1, B: artist 2) with her corresponding estimated transition probabilities between gestures. The width of the edges reflects the probability of transition,

whereby a wider or bolder edge implies an increased probability of transition. Self-loops are not displayed.

results show that there is substantial variation in kolam drawing
styles and patterns between artists. Whether styles in kolam
drawings comprise of one or more transitions between geometric
spaces or only arise and remain in the same geometric space,
our results reveal that most of the variation in styles or patterns
of kolam artwork is driven by individual differences and their
expertise (see Figure 5 and Table 2). Figure 5 shows the size
of the variance estimates (i.e., random effects) in transitioning
to the next gesture from a given geometric space (Figure 5A)
or gesture (Figures 5B–D). The variance parameters for the
transition probabilities in kolam artwork are dominated by artist-
level variation, whereby the artist-level variation has consistently
the largest estimate on all four transition matrices. As illustrated
in Figure 5, caste membership and neighborhood have smaller
estimates on the four transition matrices. The duration of
practice shows large estimates on the gesture transitions
within diagonal and transitional space and moderately large
estimates in transitions between diagonal and transitional space
(see Supplementary Section 4.3). Former migration history
further only shows small estimates on the transition between
geometric spaces, while the estimates for within orthogonal
and transitional space transitions are moderately large (see
Supplementary Section 4.4).

According to the computed ICCs, kolam drawing styles with
one or more transitions between different geometric spaces
largely map onto individual variation (63%), so that the variance
of predictions from amodel with just individual artists’ intercepts
make up 63% of the total variance; the expertise of the artist
accounts for additional 25% of the total prediction variance (see
Table 2). In other words, on average 63% of the variation in the
predicted transition patterns between geometric spaces can be
attributed to the variation between distinct artists unexplained

by other predictors, and a further 25% can be attributed to
their expertise, measured as the duration of practice. Individual
variation (62%) paired with artist’s expertise (20%) further
primarily accounts for styles of kolam artwork that arise and
remain in orthogonal space (see Table 2). Caste membership
can account for 12% of the variation in transitions between
transitional gestures in kolam artwork, but can only account
for very little variation in the rest of the estimated transition
probabilities (see Table 2). Similarly, previous migration history
or the neighborhood of the artist can explain 10% of the variation
in transitions between orthogonal gestures, but only little in the
rest of the estimated transition probabilities in kolam artwork
(see Table 2).

4. DISCUSSION

Our statistical model revealed that styles or patterns in kolam
artwork can only be very weakly mapped onto group affiliations,
such as caste boundaries, neighborhoods, or previous migration.
Styles or patterns in kolam artwork show group-level variation;
however, the group-level variation is limited. Hence, it is unlikely
that styles or patterns in this artistic tradition operate as ethnic
markers. Albeit artists can relatively freely choose their styles
or patterns in a kolam artwork, at the population-level, artists
prefer and are biased toward specific (sequences of) gestures and
prefer to remain in orthogonal gesture space. While a general
tendency for specific gestures and geometric spaces exists on the
population-level, artists can still widely differ in their stylistic
variations or patterns in kolam art. In fact, the variation in
styles and patterns in kolam art is dominated by artist-level
variation and expertise. Thus, styles and patterns in kolam art
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FIGURE 5 | Posterior Coefficient Plots displayed as the 90% Highest Posterior Density Interval (HPDI) of the posteriors of sigma estimates (i.e., standard deviation of

the random effects) associated with variation due to artists, caste, and neighborhood. Transitions from geometric spaces (A) and from individual gestures (B–D) are

shown on the y-axis.

TABLE 2 | Explained variation (intraclass correlation).

Individual Expertise Nativity Caste Residence

Across geometric spaces 0.63 0.25 0.06 0.03 0.04

Orthogonal 0.62 0.20 0.05 0.03 0.10

Diagonal 0.83 0.07 0.02 0.05 0.03

Transitional 0.60 0.16 0.06 0.12 0.06

can be mapped onto artists and their expertise and presumably
their preferences.

Group-level variation can emerge naturally and become
embedded in art through strategic decisions to communicate
group affiliations and even through an unconscious population-
level process of iterative learning and performance (McElreath
et al., 2003). In contrast to predictions from ethnic marker theory
that ethnic markers should be most prominent along cultural
boundaries (McElreath et al., 2003), we show that kolam artworks

only weakly covary along caste, neighborhood, or migration
boundaries using a statistical approach. While the mapping
between styles in kolam artworks and group affiliations is very
limited, we still provide empirical evidence that there is scope
for styles to become embedded in artwork as ethnic markers
to signify group boundaries (for more details, see Bell et al.,
2009). However, how much group-level variation is actually
needed to function as an ethnic marker in a population is
still unresolved.
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Although art is a medium of communication and assorting
with others with similar social norms or behaviors can facilitate
successful coordination and cooperation, we believe that styles
in art in this context do not play a coordinating role. One
possible reason for the lack of covariation of artistic styles
along cultural boundaries is that artists might have grown more
similar to each other over time due to increased interactions
(Healey et al., 2007; Granito et al., 2019). Due to the cross-
sectional nature of our data, we might have not been able to see
such a change over time. However, since the kolam tradition is
considered community knowledge and artists share their designs
with each other (Nagarajan, 2018), the development of styles
might have been influenced by frequent intergroup contact, and
shared attention and learning (Tomasello et al., 1993; Granito
et al., 2019). Precisely, the notion of kolam art as community
knowledge might have led to pressures to make artistic styles
accessible and transparent to any potential audience.

The lack of migration history reflected in styles in kolam
artwork could further indicate a pressure to conform to the
dominant style in the region and the pressure to conform to
the patrilocal style in the household. (Postmarital) Relocated
kolam artists might adopt stylistic choices that are dominant
in the region to communicate their belonging and similarity
for successful group cooperation (Helbich and Dietler, 2008;
Wallaert-Pêtre, 2008). Furthermore, the Tamil community in
South India has a strongly patrilocal system of postmarital
residence, thus relocated kolam artists might want to avoid
communicating dissimilarity by adopting the local dominant
style from their in-laws.

Avoiding conflicts with dissimilar others might be yet another
reason why art, specifically styles in kolam art, have not developed
to strongly map onto group boundaries and only show a limited
scope for group coordination. Since individuals from different
castes are often forced to cooperate with each other in the domain
of farming in South India (Waring, 2012a), foreclosing valuable
partnerships by using overt signals might not be desirable for
successful cooperation (Smaldino, 2016). Art, specifically kolam
art, might not be the preferred domain for ethnic markers to
signal group membership since individuals have a multitude of
(social) identities and group affiliations. Different situations and
audiences might require different social identities that the artist
can deliberately choose to occupy and display when suitable.

Instead, art might be a stage specifically reserved to promote
artists’ knowledge and expertise as well as their aesthetic
preferences for symmetry, specific motifs, or gesture sequences
through individual patterns and styles. Albeit artists may
optimize their artistic displays toward a specific complexity
“sweet spot” (Tran et al., 2021), our findings illustrate that they
additionally strive to leave their individual mark on the artwork
using their unique and distinct style for optimal distinctiveness
(Brewer, 1991; Pickett et al., 2011). In fact, research in music has
already shown that the probability of adopting a specific style
disproportionately can be determined by frequency-based biases
like conformity and novelty or prestige, success, and content
biases (Brand et al., 2019; Youngblood, 2019). Since kolam
art is culturally transmitted between artists, patterns or motifs
might be subject to these transmission biases in social learning.

For example, a novelty bias toward favoring unique patterns
or motifs in kolam art could explain the substantial variation
in kolam drawing styles between artists. Specifically, counter-
dominance signaling could be a driving mechanism behind the
cross-sectionally observed distinct styles between artists, since
this mechanism posits that lower-status artists use highly unique
styles to counter the currently dominating styles (Klimek et al.,
2019). In order to investigate the cultural transmission of artistic
traditions like kolam art and to disentangle the different biases
at play, longitudinal data, explicit generative models, and careful
consideration of the cost of adoption are required. Thus, our
current data and analyses are insufficient to draw conclusions
about cultural transmission processes and future research should
explore this avenue in more detail.

How art can be mapped onto ethnic and cultural boundaries
for the purpose of group coordination, and how much group-
level variation is necessary to function as an ethnic marker are
still vital questions to elucidate the coordinating role of art, and
they require further investigations. Certainly, art and different
aspects of art can actually play a crucial coordinating role
depending on the context and the community. However, in Tamil
Nadu, kolam designsmight not be used as ethnicmarkers because
there are already a variety of other ethnic markers that signify
group membership. For instance, clothing, grooming, names,
or the pottu (also known as bindi; see Davis, 1992, p. 25, for
more information) can signify a woman’s caste, religion, regional
origin, class, and marital status (Mosse, 2018; Nagarajan, 2018).
Furthermore, kolam designs might not be preferred as visual
ethnic markers because their primary audiences are neighbors
and visitors who most likely already know each other. This factor
could explain a limited utility of kolam artwork serving as ethnic
markers and further explain the lack of group mappings onto
styles in kolam art. Another important consideration would be
whether the groups are sufficiently distant to entail information
about ethnic and cultural boundaries in the present sample.
While we collected data from three different neighborhoods, the
maximum distance between households was only slightly above
3 km. Additionally, caste endogamy persists, and thus women
often still stay in the same caste community after postmarital
relocation, even though artists in our sample migrated from
different villages or cities of the states Karnataka, Kerala,
and Tamil Nadu to Kodaikanal. Furthermore, although our
sample consists of a mix of Scheduled Castes, Backward Castes,
and Forward Castes, some caste groups within each of these
categories are closely associated with each other or branches of
the same caste community. Thus, our research only serves as
an example of a systematic investigation of how styles in art
can be mapped onto ethnic and cultural boundaries for group
coordination by decomposing sequential behavior into states
in a Markov chain. We demonstrate how describing a cultural
system as a Markov chain can help us partition variation in
styles to gain new evolutionary insights on the role of art for
social coordination.

Certainly, loop patterns and motifs in kolam art are not
limited to a sequential description using Markov chains,
since ethnomathematicians have been intrigued by the many
mathematical properties in kolam art (Layard, 1937; Ascher,
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2002; Nagata, 2015). Kolam loop patterns are often structured
by bilateral symmetry (i.e., vertical or horizontal symmetric)
and rotational symmetry (see kolam drawings in Figures 2, 3).
Furthermore, some complex kolam designs even exhibit fractal
scaling by continuously repeating specific patterns. Symmetry,
fractal scaling, geometric complexity, canvas size as well as the
density of a kolam are all appreciated aesthetic qualities by Tamil
women (Nagarajan, 2018, p. 165–167, 189), but not considered
in the current analyses using Markov models. While the relation
between complexity, density, and canvas size to individual and
group-level variation has already been investigated (Tran et al.,
2021), the relation between symmetrical and fractal properties
of kolam designs to individual and group-level variation is still
elusive and requires future explorations.

Future research should focus more on a synthesis between
theoretical and statistical models and ethnographic methods in
the field. For instance, classification tasks can be applied to motifs
in art to gain a better understanding of the (cultural-historical)
significance of specific motifs in art for social coordination (Bell,
2020). Bell (2020) demonstrated how triad classification tasks
could be used to measure the signaling value of specifically
selected Tongan motifs that are not constrained by functional
sufficiency and thus elucidate their role for social coordination
and the implied signaling dynamics. Similarly, specific kolam
motifs with specific meaning, such as the “temple lamp” (see
Figure 2A; Waring, 2012b) or auspicious symbols like the
swastika (see Figure 1, left; Thomas, 1880) could be selected
to measure their signaling value using the triad classification
tasks. Our statistical approach and the methods proposed by
Bell and Paegle (2021) could complement each other in future
investigations of the coordinating roles of other art forms and
material culture products. Another promising future avenue
would be to expand ethnic marker theory and fieldwork to
explain the dynamics between costly investments and ethnic
markers. Since complex kolam designs require years of learning
and practice, they can be considered costly. Similarly, Polynesian
tattoos are markers of identity and political status, but costly due
to their permanent and painful nature (Gell, 1993; Schildkrout,
2004). In these ritual examples, the evolutionary dynamics
and trajectory of ethnic markers could deviate from current
predictions of ethnic marker theory, and thus future research
needs to consider costly ethnic markers.

In archaeology and evolutionary anthropology, a substantial
amount of research has been dedicated to studying the step-
by-step production of lithics (e.g., stone tools) and pottery
(chaîne opératoire; Sellet, 1993). Our state-basedMarkov analysis
could be extended and applied to investigate the technical
processes and operational sequences involved in the production
of material culture. Stylistic variations in kolam art and other
artistic traditions can transcend specific motifs and patterns,
and manifest themselves in methodological and technical
processes of the art production. For instance, kolam artists can
systematically differ in their use of rice powder or chalk or their
sequence of loop additions with the potential aid of applying
scaffolding techniques. According to Gosselain (1999), different
technological stages in pottery production can be associated with
different stylistic displays of groups of Bafia potters in Cameroon.

Thus, different sequences or stages of the production can further
reflect stylistic expressions along ethnic or cultural boundaries
due to shared learning. In the context of art, methodological
and technological differences, such as brushstroke, pigment or
contouring sequences and technique could be investigated by
describing the different behavioral sequences as states in a
Markov system to elucidate whether stylistic variations follow
cultural and ethnic boundaries. We believe that the potential
application of our state-based Markov approach to material
culture and art are vast and could lead to compelling new insights
into the evolutionary importance and coordinating role of art and
other cultural artifacts.

5. CONCLUSION

Using a state-based Markov approach to systematically study the
link between styles or patterns in art and group affiliations, our
findings inform discussions on the evolutionary role of art for
group coordination by encouraging researchers to use systematic
methods to measure the mapping between specific objects or
styles onto groups.

We show on a Tamil artistic tradition case study that
although art can be a medium of communication, it is not
necessarily dominated by group affiliation. While distinctive
styles or patterns of artistic design are not apparently linked to
caste boundaries, neighborhoods, or previous migration, they are
linked to artist-level variation, such as expertise and presumably
preferences. Our findings corroborate our understanding that
artistic traditions and behavior in this context are primarily
a domain where individuals carve out a unique niche for
themselves to differentiate themselves from others.
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Fictional storytelling has played an important role in human cultural life since earliest times, 
and we are willing to invest significant quantities of time, mental effort and money in it. 
Nonetheless, the psychological mechanisms that make this possible, and how they relate 
to the mechanisms that underpin real-world social relationships, remain understudied. 
We explore three factors: identification (the capacity to identify with a character), moral 
approval and causal attribution with respect to a character’s behaviour in live performances 
of two plays from the European literary canon. There were significant correlations between 
the extent to which subjects identified with a character and their moral approval of that 
character’s behaviour that was independent of the way the play was directed. However, 
the subjects’ psychological explanations for a character’s behaviour (attribution) were 
independent of whether or not they identified with, or morally approved of, the character. 
These data extend previous findings by showing that moral approval plays an important 
role in facilitating identification even in live drama. Despite being transported by an unfolding 
drama, audiences do not necessarily become biased in their psychological understanding 
of why characters behaved as they did. The psychology of drama offers significant insights 
into the psychological processes that underpin our everyday social world.

Keywords: drama, fictional transportation, identification, moral approval, attribution

INTRODUCTION

Storytelling is a uniquely human activity whose evolutionary function remains unclear, although 
it likely provides a means of transmitting a culture’s core beliefs and the worldview that forms 
an important basis for creating a sense of community (Dunbar, 2014). In contemporary hunter-
gatherer societies like the Kung San, fireside conversations that involve stories predominate in 
the evening (Weissner, 2014). Although such stories commonly include origin stories and 
accounts of travels, they have probably always included fictional or semi-fictional accounts. 
In all cultures, fictional stories have come to play an unusually important role, providing not 
only a corpus of well-loved stories that define a culture but also forms of entertainment on 
which we  are willing to spend considerable amounts of time and money. Even in traditional 
societies where storytellers are not paid for their efforts, people are nonetheless willing to 
spend considerable time being entertained by them, at no small cost in terms of potentially 
more functional uses of their time. Indeed, we  seem to be  universally willing to listen to the 
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same well-loved stories over and over again without satiation 
(Leavitt and Christenfeld, 2011), with the same stories being 
maintained over long periods of time and very considerable 
geographical distances (e.g. the ‘Tale of the Two Sisters’ which 
appears in various forms as a folktale all over Europe: Ross 
et  al., 2013). The magnitude of these costs, whether measured 
in terms of time or money, suggests that this form of activity 
is evolutionarily important and not some trivial by-product 
of a capacity designed to subserve a more important purpose.

We are so immersed in storytelling in everyday life that 
we forget how complex the cognitive processes of understanding 
and enjoying stories actually are. The most engaging stories 
are about people – or things that are accredited, for the purposes 
of the story, with human psychological attributes (such as 
talking animals, fictional beings like fairies or even trees and 
rocks when these are described as having minds). These include, 
minimally, the capacity to mentalise (in its simplest form, 
theory of mind) in order to be able to understand the mindstates 
of the storyteller and the character in the story, as well as 
distinguish between the real and fictional worlds (Dunbar, 2008, 
2017; Carney et al., 2014), the capacity to identify with (Cohen, 
2001; Tal-Or and Cohen, 2010) and empathise with (Green 
and Brock, 2000; Green et  al., 2004) the fictional characters 
as portrayed, and transportation (the capacity to become 
immersed in a story: Green et  al., 2004; Green, 2005). In this 
respect, of course, fictional stories necessarily depend on the 
same cognitive mechanisms as our capacity to tell factual stories.

Mentalising and identification (as defined by Tal-Or and 
Cohen, 2010: see Table  1) would seem to be  defined very 
similarly (being able to understand the mindstate of another 
individual). For present purposes, we treat them as synonymous 
concepts. Though ostensibly similar, mentalising (and hence 
identification) differs from empathy in being a form of ‘cold 
cognition’ (beliefs about mindstates), whereas empathy is a 
form of ‘hot cognition’ (emotional feelings). Higher-order 
mentalising (beyond formal theory of mind) not only makes 
it possible to parse complex utterances in speech (Oesch and 
Dunbar, 2017), but also limits the number of individuals whose 
minds we  can monitor simultaneously (Stiller and Dunbar, 
2007; Powell et al., 2012; Krems et al., 2016) as well as directly 
affecting the complexity of the stories we  can enjoy (Carney 
et  al., 2014). Without the capacity to mentalise, we  would 
be  unable to distinguish between the speaker and the mental 
states of the characters they describe or recognise that an 
actor is representing a fictional character rather than speaking 
their own thoughts. Without this ability, we are likely to assume 
that the action on the stage is real and might be  tempted to 
leave our seats to intervene.

Becoming engaged in (or transported by) a story or play 
reflects the extent to which we  invest emotional as well as 
mental effort in decoding the text (Green et  al., 2004; Wirth, 
2006). When we  identify with a character, we  care deeply 
about the character and worry about what will happen to 
them (Green et  al., 2004). Moreover, the degree to which 
we  identify with a character in a story can subsequently affect 
our opinions about the story or drama (Green, 2005). Tal-Or 
and Cohen (2010) drew attention to the fact that identification 

and transportation (both of which are known to affect enjoyment) 
may often be  confounded in many studies; they concluded, 
on the basis of careful experimental manipulation, that these 
are in fact independent dimensions of the sense of enjoyment 
that audiences gain when reading or watching fiction. 
Identification can thus be  an important dimension of an 
audience’s engagement with a play.

In addition to these more conventional aspects of our ability 
to engage with the characters in a story, we  also here consider 
two additional dimensions: moral approval and attributional 
style. Though rarely given as much attention, an individual’s 
moral attitude towards a character is likely to be  important 
in how they engage with a story. Their view of whether a 
character is acting morally or immorally (irrespective of the 
standard against which this might be judged) might well colour 
both their willingness to identify with, or warm to, a character 
as well as their ability to make appropriate attributions about 
the character’s motives. While there is an extensive literature 
on the psychological bases and ontogeny of moral attitudes 
(e.g. Kagan and Lamb, 1987; Baird and Astington, 2004), and 
much commentary by literary scholars has focused on the 
moral status of characters’ behaviour (e.g. among many others, 
Baines, 1980; Zamir, 2007; Laam, 2010), the role of moral 
approval/disapproval as an audience response to characters has 
not usually been considered a variable of interest in experimental 
studies of fiction.

Attributional style, on the other hand, is the tendency to 
explain personally significant events in particular ways. This 
is sometimes seen as reflecting an individual’s natural 
psychological style (they blame other people or circumstances 
for the disasters that befall them rather than taking the blame 
themselves) but equally provides a useful way of understanding 
other people’s behaviour (someone acted as they did because 
that was just their personality or because of the circumstances 

TABLE 1 | Questions completed by participants after watching each play 
excerpt.

A. Identification (based on Tal-Or and Cohen, 2010):

1. I think I understand [name of character] well

2.  I understood the events in the scene the way [name of character] 
understood them

3. While viewing, I felt like [name of character] felt

4. While watching, I could really ‘get inside’ [name of character]‘s head

5. I tend to understand why [name of character] did what [he/she] did

B. Moral approval:

6. I approve of [name of character]‘s behaviour

C. Attribution (from the IPSAQ scale of Kinderman and Bentall, 1996):

Would you say [name of character] behaved this way because this was:

7. Something about [name of character]?

8. Something about the other characters?

9. Something about the situation (circumstances or chance)?

All answers were on a Likert scale (1 = strongly disagree; 7 = strongly agree). Question 6 
(Moral Approval) was converted to a scale of − 3 (strongly disapprove) to + 3 (strongly 
approve), centred on 0 (neither approve nor disapprove) so as to make the analyses 
more intuitive.
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they found themselves in). Central to this, and of particular 
relevance for the present study, is the concept of ‘locus of 
control’ (Rotter, 1966), with its emphasis on the way external 
versus internal factors are viewed as influencing events. 
Attributional style has been applied to a wide range of 
psychological disorders (Abramson et  al., 1978; Bentall et  al., 
1994; Buchanan and Seligman, 1995) as well as the behaviour 
of normal individuals in a variety of contexts (Kinderman 
et al., 1998) and has commonly been interpreted as underlying 
pessimistic (especially reflected in learned helplessness or 
hopelessness) versus optimistic attitudes to life. While 
attributional style has been viewed as an essentially endogenous 
trait, the concept of locus of control lends itself describing 
the behaviour of third parties, and we here use it as a framework 
to ask how subjects ascribe locus of control to a character in 
a play and whether this in turn influences their engagement 
with the character.

There has been a longstanding interest in how we  infer the 
intentions of characters in fictional literature (Ross, 1977; 
Pollard-Gott, 1993; Culpeper, 1996). Tal-Or and Papirman 
(2007), for example, found that subjects viewing short movie 
clips were more likely to commit the Fundamental Attribution 
Error (FAE, the tendency to automatically attribute behaviour 
to internal motivations rather than external circumstances) by 
attributing behaviour to the actor’s personality than to the 
fact that the actor was simply following a script. Moreover, 
the level of transportation in response to the clip was significantly 
correlated with the magnitude of the FAE. Attribution thus 
has some potential to offer insights into judgements about 
characters. Attributional judgements might well affect an 
individual’s empathy with a character, for example, and hence 
their willingness to engage (or identify) with the character. 
We  used Kinderman and Bentall’s (1996) IPSAQ, in which 
attribution involves three mutually exclusive causal loci: 
dispositional, external personal and external situational. These 
ascribe an individual’s actions to their own intrinsic psychological 
make-up or personality (dispositional), the influence of other 
people on the individual (external personal: hereafter, simply 
‘external’) or circumstances largely beyond the individual’s 
control (external situational: hereafter, ‘situational’). We  ask 
whether subjects identify more with a character in a play if 
they feel that the character’s locus of control is beyond his/
her control (e.g. due to the circumstances they find themselves 
in or to the behaviour of other characters).

Experimental studies of fiction have largely involved written 
stimuli (selections from novels or specially written fictional 
or pseudo-factual accounts) or have focussed on the influence 
of film or TV (Drabman and Thomas, 1975; Huesmann et  al., 
2003; Huesmann and Eron, 2013). Here, we use live-performed 
scenes from staged drama: the opening scenes from Shakespeare’s 
tragedy King Lear (1607) and the opening scenes from Sophocles’ 
tragedy Antigone (second half of the fifth century BC). We chose 
these plays for two reasons. First, tragedies are most likely to 
arouse deep emotional responses in some (though not necessarily 
all) of those who watch them (Dunbar et  al., 2016), thus 
maximising the likelihood of differential responses. Second, 
the two plays are separated by two millennia and are the 

product of very different cultural and theatrical contexts, thereby 
providing some scope for addressing the question of how 
universal any responses might be. Finally, an important 
component of how well storytelling (including dramatic 
storytelling) works its magic lies in the way the story has 
been conceived and how it is told. To address this, we presented 
the plays in two very different ways – different in interpretation, 
costume and set while using the same text and the same actors.

It is a truism of performance studies that one never sees 
the play; one sees only one version of the play. The actor Tony 
Church (1989) who played Polonius at the Royal Shakespeare 
Company in 1965 and 1980 describes the very different character 
he  played in Peter Hall’s political 1965 production (Claudius 
running a spy-state, with Polonius a Machiavellian courtier) 
versus John Barton’s 1980 domestic version with its focus on 
families (Polonius as father; Brockbank, 1989). We commissioned 
two radically different interpretations of Antigone and King 
Lear, using the identical text for both interpretations and the 
same actors and director. In one version, the characters were 
presented sympathetically; in the other, the characterisations 
were reversed so that the good characters now became the 
bad ones and vice versa (reversed characterisation). This allowed 
us to assess whether the dramatist’s storyline (which remained 
unchanged) or the way the story was told (the input of the 
actors and the director) had a greater impact on the audience’s  
response.

We ask three specific questions with respect to how subjects 
view the behaviour of the characters in the play. We  ask first 
whether audience members differentiate in similar ways between 
characters on the dependent variables (i.e. Identification rating, 
Moral Approval and Attribution rating), and whether this is 
influenced by their familiarity with the plays or the different 
interpretive staging of the plays. We  then ask whether the 
extent to which participants identify with a character correlates 
with their moral approval of that character’s behaviour. Third, 
we ask whether participants are more likely to morally approve 
of a character’s behaviour if they view that behaviour as being 
determined by external circumstances (external or situational 
attribution) rather than the character’s own psychological 
disposition (dispositional attribution).

MATERIALS AND METHODS

Participants
Eighty-three participants (33 male, 46 female; 4 declined to 
specify gender; mean age 26.8 ± 12.7 years, range 18–71) were 
recruited by advertisements and attended one of two 
performances, for which they were paid £5. Of the participants, 
62 (76%) were currently enrolled as university students, of 
whom 16 (19% of all participants) were studying English and 
23 (28%) were studying Classics and so might be  expected 
to be  especially familiar with one or both of the plays. Prior 
to watching the performances, participants completed a general 
background questionnaire (demographic and educational 
background). They then watched the two scenes (c.20 min 
performance time each), after which they completed a 
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questionnaire on their responses to the characters at the end 
of each version. The experimental design was between-subjects 
with each audience group watching either the conventional or 
the reversed characterisation versions (but never both).

The study was approved by the University of Oxford’s Central 
University Research Ethics Committee.

Stimuli and Presentation
Participants watched live performances of the opening two 
scenes of Shakespeare’s King Lear and the opening three scenes 
of Sophocles’ Antigone (in English translation). Of these, five 
of the characters in the Lear excerpt have significant speaking 
parts (Lear, Cordelia, Goneril, Edmund and Gloucester), and 
three (Antigone, Creon and Ismene) have significant speaking 
parts in Antigone. (We did not include lines delivered by the 
chorus in Antigone.) All the actors were members of the 
university or college dramatic societies and were used to public 
performance to a high standard; the directors were student 
directors with considerable experience directing plays for public 
performance. The plays had been fully rehearsed and the actors 
and directors were each paid £20. The performances were given 
on stage, with the participants seated in an auditorium. Subjects 
watched Antigone first and Lear second.

Each play was presented in two radically different versions 
(conventional characterisation and reversed characterisation) 
in order to determine whether the neutral text (which stayed 
the same) or the performance (which was presented differently) 
plays the more important role in influencing audience 
engagement. Half the participants watched the conventional 
characterisation and half watched the reversed characterisation 
of both plays. One director was responsible for the two 
versions of Lear and another director was responsible for 
the two versions of Antigone. The same set of actors and 
directors performed both versions of each play. The conventional 
version of Lear (sympathetic to Lear and Cordelia) was 
presented in mediaeval dress with warm palettes and rich 
fabrics, opening on a relaxed and sociable banquet. This is 
a world in which authority is humanised, parental dignity 
wounded, and Lear’s tearful outrage a painful and unexpected 
climax; Edmund is scheming and resentful, and his father 
Gloucester out of his depth. In the reversed characterisation 
version, the script was identical but the way the characters 
were portrayed was reversed: the mild and anguished ones 
were presented as grasping and aggressive, while the scheming 
and hostile ones were presented as mild and confused. In 
this version, Lear was staged in modern dress as a board 
meeting of a family firm at which the eponymous patriarch 
divides the family empire. Lear was portrayed as a psychopathic, 
focussed businessman concerned to ensure the future of his 
business empire; Cordelia accepts, yet at the same time resents, 
her position as favourite, pandering to her father with disdain; 
her two sisters are vulnerable and strained – out of their 
depth in the boardroom politics between their father and 
Cordelia – while Gloucester is physically aggressive and 
Edmund marginalised and denigrated. In the two versions 
of Antigone, the eponymous heroine was first staged as an 

ethically principled absolutist (the conventional portrayal) and 
in the second as a morally rebellious teenager. In the first 
version, Creon is tyrannically non-negotiable, a moral traffic 
warden for whom a rule is a rule, whereas in the second 
version he is a humane ruler placed in an impossible position, 
all handwringing anguish and indecision. The two performances 
of each play were dramatically very different.

Participants were not given any information about the task 
or asked to focus on anything in particular but were merely 
told that they would be  asked to rate their enjoyment of the 
two plays they were about to see. At the end of each performance, 
participants completed a questionnaire which asked them to 
rate, for each main character separately (a) how much they 
identified with the character [five questions, each on a 1–7 
Likert scale, using the instrument from Tal-Or and Cohen, 
2010 based on Cohen (2001); Identification questions], (b) 
whether they approved of the character’s behaviour (Moral 
Approval question: responses on a Likert scale, converted to 
−3 = strongly disapprove, +3 = strongly approve, with 0 as 
midpoint), and (c) using the Kinderman and Bentall (1996) 
IPSAQ instrument, whether they thought the character’s 
behaviour could be attributed to the character’s intrinsic nature 
(Disposition), the behaviour of the other characters (External) 
or something about the situation that the character found him/
herself in (Situation; also on a 1–7 Likert scale; Attribution 
questions) (Table  1). For Lear, participants were asked these 
questions about the five key characters in the excerpts, namely, 
Lear, Cordelia, Goneril, Gloucester and Edmund; for Antigone, 
they were asked about the three main characters, namely, 
Antigone, Ismene and Creon. For analysis, the Likert scale 
scores for each of the five Identification questions were averaged 
to give a mean overall score for this variable.

Participants were also asked to state how often they had 
either read or seen each play (on a 4-point scale: never, once, 
twice, three or more times). The reading and viewing scores 
were highly correlated within plays (Spearman rS > 0.447, 
p < 0.001), but, perhaps not too surprisingly, only very weakly 
correlated between plays (0.096 ≤ rS ≤ 0.334). Of the 83 
participants, 30 had never read and 35 had never seen a 
performance of Lear, and 25 had never read and 48 never 
seen Antigone. Only 21 had seen Lear more than once and 
only 10 had seen Antigone more than once. For the analyses, 
the scores for reading and viewing for each play were added 
together to give a Familiarity score for that play (which could 
therefore range from 0 to 6; Supplementary Material Data 
Sheet 1).

Statistical Analyses
Since most variables are not normally distributed, we  use 
non-parametric statistical tests. However, for comparisons across 
characters and for multivariate analyses, we  use analysis of 
variance as this is robust to departures from normality. In 
each case, effect sizes are given in a form appropriate to the 
particular statistical test used for an analysis, but only for 
significant effects.

All statistical analyses were executed in SPSS v.27.
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RESULTS

Descriptives for variables for each character in each play are 
given in Table  2.

We first test whether participants consistently differentiate 
between characters and whether these judgements are influenced 
by either their familiarity with the plays or how the play was 
staged. Table  3 indicates that participants rated the characters 
in a very consistent way: in each case, Cronbach’s alpha for 
the mean Identification score indicates acceptable levels of 
agreement across audience members. Figure  1 plots ratings for 
each character under the two performance conditions. We  ran 
MANOVAs to determine whether the ratings on the five outcome 
variables (mean Identification rating, Moral Approval and the 
three IPSAQ attributional scales) were influenced by character, 
familiarity with the texts or staging (how the play was performed; 
Table  4). Irrespective of how the play was staged, there was a 
significant effect of character in every case (except Situational 
Attribution in Antigone), with no effect due to familiarity with 
the material (again with one exception). With four exceptions, 
there were no consistent effects due to staging. The exceptions 
were that the reversed staging resulted in consistently higher 
ratings for External and Situational Attribution in Lear; in 
addition, there were significant character*staging interaction 
effects for Dispositional Attribution in Antigone (where the ratings 
for Ismene and Creon reversed) and Moral Judgement in Lear 

(where the ratings for Cordelia and Edmund reversed). Dropping 
Familiarity increases the significance levels somewhat on all tests 
but does not change the overall pattern of results [except for 
the effect of Performance on Identification ratings in Lear, which 
changes from being marginally non-significant (p = 0.084) to 
being significant (p = 0.027)].

The patterns of identification in the conventional, sympathetic 
performances were exactly as one would expect: participants 
identified more readily with Cordelia than with Lear, and 
morally approved of Cordelia’s behaviour more than anyone 
else’s, and they similarly identified more with Antigone than 
with Creon or Ismene, and morally approved of her behaviour 
more. That there should be  some (albeit limited) effect of 
staging on ratings for Ismene, Creon, Cordelia and Edmund 
is not too surprising, since these are the characters that, in 
professional productions, tend to arouse the most extreme 
responses in audiences. Antigone, caught in an extremely difficult 
situation, is rated positively no matter how she is presented, 
and Lear always receives low ratings (perhaps because, in these 
opening scenes and in the absence of the pity he might arouse 
later in the play, he  is seen as instigating division within the 
family irrespective of how he  might be  doing this).

It is worth noting that the moral approval ratings for lesser 
characters did exhibit some response to performance type: at 
least in Lear, there was a striking tendency for most ratings 
of Edmund, Goneril and Gloucester to converge in response 
to the reversed characterisation performance, although they 
all remained in the mid-ground between Lear and Cordelia 
(Figure 1B). Notably, the main characters did not exhibit such 
shifts in audience perception, perhaps because these characters 
are more tightly drawn by the text with less scope for alternative 
interpretations or are characters that, for dramatic effect in 
the compressed timescale of a play, are more exaggerated in 
order to push the audience into entering more firmly into the 
action of the play as conceived by the playwright.

So far, we  have established two key points: audiences 
discriminate reliably between characters and their ratings are, 
by and large, unaffected by how the play is staged or by their 
familiarity with the play(s). The latter finding implies that the 
words that the dramatist places in the mouths of the characters 
are more important in defining our sense of engagement with 

TABLE 2 | Descriptives for conventional characterisation* performance.

Play Character
Identification 

(mean)
Moral  

approval†
Disposition

Attribution scale
Familiarity with 

play
External Situation

Antigone Antigone 5.3 ± 1.2 1.0 ± 1.5 6.2 ± 1.2 5.3 ± 1.2 4.8 ± 1.8 1.92 ± 1.7
Ismene 4.1 ± 1.0 0.1 ± 1.3 5.3 ± 1.2 5.4 ± 1.3 5.4 ± 1.2
Creon 4.2 ± 1.0 −1.6 ± 1.4 5.9 ± 1.3 5.0 ± 1.5 4.6 ± 1.6

Lear Lear 3.9 ± 1.1 −2.2 ± 1.1 6.5 ± 0.7 3.7 ± 1.8 4.4 ± 1.4 2.31 ± 2.1
Cordelia 5.3 ± 0.7 1.1 ± 1.2 6.2 ± 1.0 4.6 ± 1.5 4.7 ± 1.4
Goneril 4.2 ± 1.1 −0.9 ± 1.3 5.6 ± 1.2 5.3 ± 1.5 5.1 ± 1.4
Edmund 4.6 ± 1.0 −1.5 ± 1.3 6.1 ± 0.8 5.8 ± 1.6 4.5 ± 1.7
Gloucester 4.7 ± 0.9 −0.2 ± 1.3 5.4 ± 1.3 4.9 ± 1.5 5.3 ± 1.5

All values are Likert scores on a 1–7 scale. 
*For the reverse characterisation performances, see Figure 1.
†Likert scores on this trait were converted so as to range from − 3 (strongly disapprove) to + 3 (strongly approve), with 0 as the midpoint.

TABLE 3 | Cronbach’s alpha scores on summed responses to the five 
identification questions across participants for the eight main characters in the 
two plays.

Character Cronbach’s α Rating*

Antigone 0.865 Good
Ismene 0.827 Good
Creon 0.737 Acceptable
Lear 0.713 Acceptable
Cordelia 0.823 Good
Goneril 0.772 Acceptable
Edmund 0.796 Acceptable
Gloucester 0.667 Questionable

*Rating given by George and Mallery (2003).
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them as individuals than how actors might choose to 
portray them.

To examine our second question (the extent to which the 
rating variables correlate with each other), we  pooled the 
two performances for each play in the light of the fact the 
staging has very little effect on ratings. We  first consider 
how consistently participants rated their moral approval of 
the main characters. In all cases except Ismene, they typically 
came down firmly on one side or other as to whether or 

not they morally approved of a character’s actions (Table  5). 
The average proportion of scores that are on the minority 
side of the midpoint is just 17.7% across the eight characters. 
Thus, with the exception of Ismene, the scores are typically 
truncated at the midpoint (the point of ambivalence): in other 
words, participants took a consistent view on each character. 
Within this constraint, Moral Approval ratings correlated 
positively with Identification score for six of the eight characters 
in the two plays, even with Bonferroni correction (Table  6). 

A D

B

C

E

FIGURE 1 | Mean (±95% CI) for the five variables for each of the main characters in the two plays for (A) composite score on the Tal-Or and Cohen (2010) 
Identification scale, (B) Moral Approval ratings and (C-E) scores on the three dimensions of the Kinderman and Bentall (1996) Attribution scale. Filled symbols: 
conventional characterisation; unfilled symbols: reversed characterisation.
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The exceptions were Goneril and Edmund, and even these 
yielded positive (albeit non-significant) correlations. In other 
words, participants morally approved of a character’s behaviour 
roughly in proportion to the extent to which they identified 
with that character.

Our third question concerns the extent to which moral 
approval of the individual characters’ behaviour correlates with 
the participants’ perception of what was to blame for how the 
characters behaved. In Antigone, the behaviour of both Creon 
and Antigone was viewed as largely due to their own dispositions, 
whereas that of Ismene owed its origin more to the situation 
in which she found herself. In Lear, the behaviour of Lear 
and Cordelia is attributed to their dispositions, but with some 
effect due to external influences in the case of Cordelia. Edmund’s 
behaviour is also seen as reflecting his disposition, but in 
many respects, participants were more ambivalent about him. 
Goneril and Gloucester were both seen as victims of circumstance. 
Moral Approval ratings did not correlate significantly with any 
of the Attribution ratings for any of the eight characters 
(Spearman correlations, all p > 0.05) with just two exceptions 
(Antigone for External Attribution, p = 0.007; Creon for 
Dispositional Attribution, p < 0.001). This suggests that, generally 
speaking, moral approval was given independently of the 
explanation that audience members offered for a character’s  
behaviour.

TABLE 4 | MANOVAs comparing ratings across characters and performances (conventional versus reversed characterisation) for each play, with Familiarity as a covariate.

  *Attribution scale

Play Factor df
Identification Moral approval Dispositional External Situational

F p f† F p f F p f F p f F p f

 Antigone

 Character 2,224 40.3 <0.001 0.58 55.4 <0.001 0.69 5.9 0.003 0.21 5.4 0.005 0.20 0.4 0.693
 Staging 1,224 0.3 0.607 0.2 0.649 0.4 0.507 0.1 0.785 0.8 0.369
 Interaction§ 3,22 0.1 0.895 1.7 0.186 3.9 0.021 0.16 0.1 0.910 0.9 0.406
 Familiarity 1,224 0.2 0.644 1.9 0.173 5.8 0.017 0.14 2.4 0.126 0.6 0.438

 Lear

 Character 4,377 22.8 <0.001 0.47 55.5 <0.001 0.75 10.3 <0.001 0.31 2.5 0.039 0.13 12.7 <0.001 0.34
 Staging 1,377 3.0 0.084 1.5 0.229 1.1 0.286 6.5 0.11 0.12 5.3 0.021 0.11
 Interaction§ 5,377 0.8 0.516 3.2 0.014 0.15 1.1 0.336 1.6 0.173 0.1 0.970
 Familiarity 1,377 0.0 0.957 0.2 0.681 1.0 0.307 2.8 0.096 2.1 0.144

Significant effects are highlighted in bold. 
†Effect size (Cohen’s feffect), given for significant effects only.
§Character.
*Staging interaction.

TABLE 5 | Distribution of moral approval ratings for characters (two performances pooled).

Character Mean rating* ± SD
% minority rating 
(below or above 0)

N† t Effect size§ p

Antigone 0.92 ± 1.51 15.9 82 5.53 0.61 <0.001
Ismene 0.10 ± 1.24 27.7 83 0.71 0.08 0.479
Creon −1.33 ± 1.42 31.7 82 −8.53 0.94 <0.001
Lear 2.17 ± 1.11 2.4 82 −17.75 1.95 <0.001
Cordelia 0.92 ± 1.35 14.5 83 6.20 0.68 <0.001
Goneril −0.95 ± 1.35 13.4 82 −6.38 0.70 <0.001
Edmund −1.13 ± 1.44 9.8 83 −7.18 0.79 <0.001
Gloucester −0.36 ± 1.42 26.8 82 −2.32 0.26 0.023

*Rating scale is − 3 to + 3, with midpoint at 0.
†One participant did not answer all questions.
§Cohen’s d.

TABLE 6 | Correlations between mean identification and moral approval ratings 
for each character.

Play Character
Spearman  

r
Effect 

size (r2)
N§ p

Antigone Antigone 0.662 0.44 82 <0.001
Ismene 0.439 0.19 83 <0.001
Creon 0.296 0.09 82 0.007

Lear Lear 0.350 0.13 82 0.001
Cordelia 0.609 0.37 83 <0.001
Goneril 0.177 0.03 82 0.112
Gloucester 0.445 0.20 83 <0.001
Edmund 0.188 0.04 83 0.089

§Sample sizes vary slightly because one participant did not answer all questions.
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DISCUSSION

We have shown that members of an audience reliably 
differentiate between characters in two canonical tragedies 
from very different historical periods in terms of their ability 
to identify with characters (a capacity that we  equate 
functionally with mentalising), their moral approval of the 
character’s behaviour and their attribution of the psychological 
causation of a character’s behaviour. However, contrary to 
expectation, there was no overall performance-by-character 
interaction for these variables, suggesting that directorial 
style had less influence on the audience’s ratings for the 
set of characters in a play than the text itself allows, even 
when controlling for prior familiarity with the plays. In 
this respect, drama and other forms of storytelling may 
differ from everyday social interactions: in real-life contexts, 
how something is said seems to be  more important than 
what is said, at least as far as identifying the quality of 
the relationship between two speakers is concerned (Dunbar 
et  al., 2021). This may be  because storytellers need to craft 
their characters more precisely in the compressed temporal 
context of a play or story. Secondly, we found that, irrespective 
of performance, the audience’s identification with a character 
correlated with the extent to which they morally approved 
of the character’s actions. However, neither of these correlated 
with their attribution of the psychological causes of individual 
characters’ behaviour, notwithstanding the fact that they 
consistently distinguished between attributional styles in 
respect of the various characters. This suggests that 
attributional style was more dependent on the character as 
drawn by the playwright than an audience member’s ability 
to identify with a character or the moral stance that they 
took in respect of the character.

Our results, thus, suggest that the broad findings that have 
been reported for narrative literature in respect of identification 
and engagement (‘transportation’ in the terminology of Green 
and Brock, 2000) also apply to live dramatic performances, 
indicating that differences between modes of storytelling (readerly 
versus performance-based) may be  considerably less than the 
similarities (see also Green and Brock, 2000; Sherry, 2004). 
The fact that our subjects exhibited a strong correlation between 
identification with a character and the level of moral approval 
for that character confirms the earlier finding that readers of 
fiction who become highly ‘transported’ are generally more 
positive towards characters (Green and Brock, 2000). 
Identification and transportation in this sense are not, of course, 
identical concepts, but transportation does seem to be important 
for readers to be  able to develop a sense of identification with 
a character (Green et  al., 2004).

Psychological studies of audience engagement have tended 
to focus on the concept of identification as one of the key 
processes underlying ‘transportation’ (or ‘narrative transportation’; 
Gerrig, 1993; Green and Brock, 2000) whereby readers become 
engaged with (or engrossed by) a text through relating to a 
character. Van Laer et  al. (2014) suggest that narrative 
transportation is the outcome of two key processes (the individual 
being able to empathise with the characters and the story plot 

activating his or her imagination) that between them lead to 
a state of suspended reality. The result is a psychological 
separation between the fictional world and the real world within 
which the reader is actually situated. Without being able to 
keep these two worlds mentally separate, the reader would 
treat the fictional world as real, a problem that is likely to 
be  magnified with staged drama because the action on the 
stage is performed by real people and looks like (and hence 
could be mistaken for) real life (see Bullough, 1912; Elam, 2002).

Nonetheless, an important conclusion from our results is that, 
despite becoming engaged with a character, audience members 
are able to maintain sufficient distance to take an independent 
view of the psychological causes of the characters’ behaviour. 
It is this capacity to step back from the immediacy of the 
present world to consider an alternative parallel world (whether 
fictional or a real world elsewhere in space or time) that allows 
us to hold back and remain in our seats rather than intervene 
on behalf of the victim in a play. Cognitively, this is no small 
feat: it depends on high-order mentalising capabilities that are 
neurophysiologically expensive (Lewis et  al., 2017) and involve 
complex extended neural networks (Powell et  al., 2010; Lewis 
et  al., 2011; Brown, 2020). Young children, especially those too 
young to have developed theory of mind, typically see characters 
as real and only come to recognise the difference between fiction 
and reality as they develop high-order mentalising skills (Morison 
and Gardner, 1978; Harris et  al., 1991; Chandler, 1997). This 
finding would seem to have implications for everyday real-world 
psychology where we  may often face a dilemma in which our 
relationship with (or attachment to) a particular individual 
(notably close friends and family) conflicts with our ability to 
provide rational psychological explanations for their behaviour. 
That we  are able to separate out these two dimensions may 
be  important for our capacity to provide balanced, sensible 
advice to those with whom we are emotionally bound – something 
that may be  crucial in maintaining the integrity and cohesion 
of a social community.

Mentalising is also important from the storyteller’s perspective. 
To be  able to tell an engaging story, the storyteller needs to 
construct both the characterisation and the unfolding story 
in such a way as to guide the audience’s beliefs and engagement. 
Engagement may be lost when the narrative becomes implausible 
or too complex (Tal-Or and Cohen, 2010). Storytellers must 
also constrain their construction of a plot to fit the audience’s 
psychological competences such that these are not over-taxed 
(Dunbar, 2005, 2017; Zunshine, 2006). Analysis of the structure 
of Shakespeare’s plays, for example, demonstrates both that 
the number of speaking parts in individual scenes approximates 
very closely to the size of everyday conversation groups and 
that the structure of networks based on co-presence in the 
same scene exhibits classic ‘small world’ patterns of the kind 
found in natural social networks (Stiller et  al., 2004). This is 
true even of contemporary hyper-link cinema (Krems and 
Dunbar, 2013), despite the fact that this particular genre (which 
includes films, such as Crash, Babel and Love Actually) explicitly 
attempts to break through these everyday limitations by linking 
the lives of individuals whose actions are dissociated in time 
and space. While these structural components to a story are 
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important in order to avoid overburdening audience psychology, 
the key to storytelling nonetheless lies ultimately in the 
psychological mechanisms that draw the audience in.

Disposition theory (Zillmann and Bryant, 1975; Raney, 2004; 
Weber et  al., 2008), which argues that audience enjoyment is 
high when characters who are disliked experience negative 
outcomes (and vice versa), might be an alternative explanation 
for our findings. Disposition theory identifies empathy and 
similarity/dissimilarity (i.e. in-group bias) as important 
psychological components, but ultimately a sense of (social) 
justice is thought to play a central role (Raney and Bryant, 
2002). Raney and Bryant (2002) argue that enjoyment of drama 
(film) is the intersection of judgements made about characters 
(disposition formation) and judgements made about justice (a 
moral view). In an empirical test of this, they found that these 
two ratings were independent and that the two together 
significantly predicted enjoyment of short film clips (accounting 
for ~23% of the variance between them). While this hypothesis 
was explicitly developed for crime drama as a genre, the general 
approach can easily be  generalised to other forms of drama 
(e.g. soap operas: Weber et  al., 2008). To the extent that moral 
approval is one of the core elements in disposition theory 
(Raney, 2004; Weber et  al., 2008; Zillmann and Bryant, 1975), 
our results offer some support for this proposal.

Other potentially important traits that we did not investigate, 
such as experience-taking (the ability to enter into the experiences 
of a character: Kaufman and Libby, 2012) and empathy and 
sympathy (Goldstein and Winner, 2012), are also likely to play 
an important role in individual differences in the ability to 
become immersed in fiction. More importantly, perhaps, the 
storyteller’s ability to trigger these mechanisms through choice 
of words or narrative structure may play a crucial role in 
eliciting a response from an audience (Kaufman and Libby, 
2012). Kaufman and Libby (2012) have suggested that ‘experience-
taking’ may be an important component of engagement because 
it allows an individual to transcend the self-other boundary. 
In a series of experimental studies, they showed that high 
self-concept accessibility (the capacity to reflect on the causes 
of one’s own behaviour) blocks engagement in fictional narratives 
(apparently because individuals are unable to enter into the 
world of the depicted character), whereas in-group cues narrated 
in the first person have a positive effect on engagement. Similarly, 
Goldstein and Winner (2012) used live stage performances to 
examine the extent to which cognitive empathy (understanding 
another’s emotions), emotional empathy (feeling another’s 
emotions) and personal distress (experiencing a negative 
emotional reaction to another’s plight) predict sympathy for 
characters in two staged plays. They found striking sex differences, 
with level of sympathy best predicted by emotional empathy 
in men but by cognitive empathy in women.

It is notable that psychologists have largely failed to engage 
with the fictional world of literature despite the fact that it 
offers an opportunity to explore the psychology of a mental 
world that not only plays a significant part of everyday life 
but may also be  one that reflects psychological processes that 
are fundamental to everyday human behaviour (Goldstein and 
Bloom, 2011). In this respect, there have been surprisingly 

few experiments that have used audiences with live drama to 
explore appreciation of, and attitudes towards, fiction. Although 
working with audiences at live performances is inevitably fraught 
with difficulties, not least because confounds are less easily 
controlled than they are in the laboratory, we  can have some 
satisfaction in how well this particular experiment worked. 
Despite many potential problems, the results we obtained seem 
to be  robust and, where they mirror results from previous 
laboratory experiments, reliable. They also appear to be consistent 
across plays that are separated both by almost two millennia 
in time and by cultural background. This gives us some 
confidence in the generality of the findings we  report, such 
as the fact that audiences are able to disengage their level of 
identification and moral approval for a character from the 
psychological explanations they are prepared to give for the 
character’s behaviour; the consistency of these ascriptions across 
plays not only from very different theatrical traditions (and 
historical periods) but also interpreted/performed in very 
different ways is telling. The explicitly cognitive aspects of our 
capacity to cope with storytelling and the theatre have yet to 
be  explored in any detail (but see Carney et  al., 2014), yet 
may provide important insights into how we cope with everyday 
real-world social interactions (including, perhaps, our ability 
to engage with virtual mental representations of real but absent 
individuals) as well as offering a better understanding of why, 
at a psychological level, fiction works for us.

CONCLUSION

Our results suggest three main conclusions. One is that the 
text, as crafted by the playwright, takes precedence over both 
the director’s influence and the way the actors present the 
characters on stage. This may reflect our two particular dramatists’ 
ability to draw characters so finely that the audience is offered 
little leeway in how to interpret them, something that may 
be particularly important for those characters whose behaviour 
is central to the plot as the dramatist conceives it. It could 
be  that less skilled storytellers are not able to impose their 
characterisations on their audiences so effectively. More detailed 
experimental analysis would be  required to confirm this, but 
it offers a possible psychological basis for explaining the 
differences between successful and unsuccessful storytellers.

Second, the level of moral approval of a character’s behaviour 
was highly correlated with the participants’ ability (or willingness) 
to identify with the character and the particular dilemma that 
the character faced (see also Green and Brock, 2000). Causal 
direction remains to be determined here and would clearly merit 
more detailed experimental study. Third, that said, audiences 
clearly differentiated between identification with a character and 
moral approval of their actions, on the one hand, and the 
attributional explanations they offered for the character’s behaviour, 
on the other: they seemed able to take a consistent view of 
the psychological causes of a character’s actions that was 
independent of whether or not they approved of how the character 
had behaved. This cognitively demanding, yet largely unresearched, 
mechanism that allows us to hold contradictory views of someone 
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in mind at the same time probably plays an equally important 
role in everyday life by allowing us to engage mentally with 
people who are not physically present.
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Background: We measured changes in resting brain functional connectivity, with
blood oxygen level dependent (BOLD) functional magnetic resonance imaging (fMRI),
associated with a creative meditation practice that is augmented by clitoral stimulation
and is designed to not only achieve a spiritual experience but to help individuals manage
their most intimate personal relationships. Briefly, the meditative state is attained by both
the male and female participants while the male stimulates the woman’s clitoris. The
goal of this practice, called orgasmic meditation (OM), according to the practitioners is
not sexual, but to use the focus on clitoral stimulation to facilitate a meditative state of
connectedness and calm alertness between the two participants.

Methods: fMRI was acquired on 20 pairs of subjects shortly following one of two
states that were randomized in their order – during the OM practice or during a neutral
condition. The practice is performed while the female is lying down on pillows with
the clitoris exposed. During the practice, the male performs digital stimulation of the
clitoris for 15 min. Resting BOLD image acquisition was performed at completion of the
practice to assess changes in functional connectivity associated with the performance
of the practice.

Results: The results demonstrated significant changes (p < 0.05) in functional
connectivity associated with the OM compared to the neutral condition. For the entire
group there was altered connectivity following the OM practice involving the left superior
temporal lobe, the frontal lobe, anterior cingulate, and insula. In female subjects, there
was altered connectivity involving the cerebellum, thalamus, inferior frontal lobe posterior
parietal lobe, angular gyrus, amygdala and middle temporal gyrus, and prefrontal cortex.
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In males, functional connectivity changes involved the supramarginal gyrus, cerebellum,
and orbitofrontal gyrus, cerebellum, parahippocampus, inferior temporal gyrus, and
anterior cingulate.

Conclusion: Overall, these findings suggest a complex pattern of functional
connectivity changes occurring in both members of the couple pair that result from this
unique meditation practice. The changes represent a hybrid of functional connectivity
findings with some similarities to meditation based practices and some with sexual
stimulation and orgasm. This study has broader implications for understanding the
dynamic relationship between sexuality and spirituality.

Keywords: blood oxygen level dependent (BOLD), functional connectivity, fMRI, meditation, sexuality, brain
imaging

INTRODUCTION

Sexuality has long been associated with creativity and spirituality.
Some traditions find ways of incorporating sexuality or sexual
stimulation into an overall spiritual approach such as the Taoist
tradition that describes sexual practices designed to bring the Yin
and the Yang (the feminine and the masculine) into harmony.
In the Tantric tradition that is part of Hinduism, sexual energy
and the excitement generated in the sacral chakra in the pelvic
region, is used to raise “spiritual energy.” The practices of
yoga meditation, and some type of Buddhism, also integrate
aspects of sensuality and meditation. A number of prior studies
have examined the effects of acute meditation practices on
brain physiology and functional connectivity (Fox et al., 2016;
Hernández et al., 2018; Devaney et al., 2021). Some of these
have been activation studies evaluating brain function during the
meditation practice or a task affected by the practice. Others have
explored changes in resting brain function as the result of the
immediate or long term effects of a given practice.

With this background in mind, it seems appropriate within
this special topic issue to consider a more scientific analysis of the
relationship between sexual stimulation and spiritual experience.
We had the opportunity to explore the neurophysiological effects
of a creative meditation method that involves female clitoral
stimulation with a partner (for this study a separate male partner
was chosen by each female participant). It is important to note
that according to the practitioners, both the male and female
participants are engaged in the meditation practice and both
the female as well as the male have intense meditative or
even spiritual-like experiences such as the feeling of oneness
or connectedness, and feelings of intense awareness. Emotional
reactions are also reported and can include a profound sense of
relaxation, energy, or joy.

It is a well-defined practice, lasting a specified 15 min, with
a few minutes of preparation before the practice and a brief
concluding part after the practice (see below for additional
details). This practice, called orgasmic meditation (OM) is
thought to produce intense meditative states including a sense
of connectedness, energy, and positive emotions. Here, we
studied the effects of OM on resting state functional connectivity
measured within approximately 1 hour of the practice. Although
this practice is called, OM, by the practitioners, the goal is not

specifically to achieve sexual orgasm or climax. Importantly,
the practice is not performed for sexual gratification but rather
specifically for meditative purposes using clitoral stimulation
to facilitate a meditative experience. This is confirmed by the
subjective descriptions of the experience by the practitioners
which do not use words related to sexuality but rather words such
as energy, unity, or awareness.

This point about the meditative aspect of the practice is an
important one, particularly as it relates to defining a “meditation
practice.” There are many ways of defining and characterizing
what a meditation practice actually is and how it is structured
and performed (Nash et al., 2013). An important part of many
types of meditation practices is focusing on specific physiological
processes or activities such as breathing or walking. Thus,
applying the principle of attentiveness or mindfulness to any
physical activity arguably can become a form of meditation. If
one accepts that these physical activities could be incorporated
into forms of meditation, it seems reasonable to potentially
include one that involves sexual arousal. In OM, practitioners
describe a number of feelings that are common to other forms
of meditation. Thus, an important question is whether this
particular practice is neurophysiological similar or different
compared to other types of practices.

Over the past 20 years, a number of meditative and spiritual
practices have been studied using functional magnetic resonance
imaging (fMRI) by our group and others (Newberg et al.,
2001, 2010a; Wang et al., 2011). This research has helped
to better understand which brain structures and functional
networks are involved in these practices. Structures that have
been associated with meditative practices include the frontal
lobes, parietal lobes, and limbic structures. More recent studies
have also determined that larger networks such as the salience
network and default mode network (DMN) are involved
in meditative practices. A number of other studies have
demonstrated how different meditation programs affect emotion,
cognition, and other brain processes (Afonso et al., 2020).
However, more research is needed in order to assess the many
different types of meditative and spiritual practices, and their
effects on the brain.

In order to observe neurophysiological changes in both
the female and male participants, we decided to use fMRI
with resting blood oxygen level dependent (BOLD) to measure

Frontiers in Psychology | www.frontiersin.org 2 November 2021 | Volume 12 | Article 70897369

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-708973 November 6, 2021 Time: 12:20 # 3

Newberg et al. Functional Connectivity in Orgasmic Meditation

resting functional connectivity. These measures were performed
shortly following the practice since the practice itself cannot
be performed in the scanner environment due to the required
positions and movements of the participants. However, it is
hoped the results reflect brain changes associated with the impact
of the recent performance of the practice on the resting state of
the brain (Miall and Robertson, 2006). While this is not ideal
for studying changes specifically occurring during the practice,
the findings should shed some light on how these practices affect
the brain. Further, there are a number of other studies that
have explored the effects of meditation practices and spiritual
experiences indirectly either due to similar challenges scanning
the brain during the actual practices or to assess longer term
effects that result from performing practices over many years
(Kemmer et al., 2015; Eyre et al., 2016; Smith et al., 2020).
In addition, if the OM practice were to result in functional
connectivity changes after the practice, the findings would have
implications for potential future therapeutic applications of this
technique that could change brain regions over longer periods of
time (Tambini and Davachi, 2013).

We compared the functional connectivity shortly after both
the OM state and a “neutral” state in which the participants were
in the same room, positioned the same way, and even performing
a sensory stimulation of the leg rather than the clitoris. Thus,
all aspects of the practice in the neutral condition were matched
with the exception of the clitoral stimulation and the meditation
element. We also randomized the order of these two conditions
which were done on two separate days.

Based on the current literature, and the study design, we tested
the following questions and hypotheses: (1) What brain regions
are significantly affected by the OM practice that are related to
other meditation practices? We hypothesized a number of brain
regions would have altered functional connectivity including
the limbic areas associated with emotional processing, the basal
ganglia associated with the reward network, frontal regions
involved with attention, and posterior regions involved with the
DMN (see also below). Each of these areas have been implicated
in other neuroimaging studies of meditation techniques. For
example, several of our studies, in addition to others, have found
altered frontal lobe function during concentrative meditation
techniques (Herzog et al., 1990–1991; Newberg et al., 2001;
Newberg et al., 2010a). Frontal lobe function appears to increase
during practices that involve attentional focus and decrease
during practices involving a sense of surrender or sense of flow
(Newberg et al., 2001, 2006; Ulrich et al., 2016). Since the male
subjects do report subjectively a feeling of flow, “getting lost,” or
“absorbed” in the practice, we might expect altered functional
connectivity associated with the frontal lobe. Regarding the
females, we might observe similarly fewer changes in functional
connectivity of the frontal lobes since they are recipients of the
stimulation, and thus, are not performing an attentional task.
Another general area we have observed to be affected during
intense meditation practices is the parietal lobe (Newberg et al.,
2001; Khalsa et al., 2009). Decreased activity in the parietal lobe
has been associated with a loss of the sense of self and feelings of
self-transcendence (Newberg et al., 2001; Newberg and Iversen,
2003; Urgesi et al., 2010). We predicted that there would be

altered functional connectivity with the parietal lobes during the
OM practice since they describe similar experiences.

Although the OM practice is considered a meditation by
the practitioners, it does involve stimulation of the clitoris, and
hence, the second question we investigated was: (2) What brain
regions are significantly affected by the OM practice that are
related to sexual stimulation? We hypothesized that there would
be the brain changes associated with OM that might correspond
to those more specifically reported with clitoral stimulation.
There are a number of fMRI and PET scan studies that have
explored manual clitoral stimulation, particularly during orgasm.
The literature on clitoral and/or sexual stimulation has shown a
mixture of findings based on the specific results of the stimulation
(e.g., for sensory reception, pleasure, and orgasm). For example,
significant increases in the sensory cortex and the inferior parietal
lobe were found when clitoral stimulation was compared to
rest (Georgiadis et al., 2006). However, when females progress
to orgasm there tend to be significant decreases in cerebral
blood flow (CBF) in the left lateral orbitofrontal cortex, inferior
temporal gyrus and anterior temporal pole. During orgasm in
both men and women, studies have found activation in the
cerebellum, anterior cingulate gyrus, and dopaminergic pathways
(Komisaruk et al., 2004).

Overall, in terms of brain processes themselves, we expected
that the OM practice would resemble meditation based practices
more so than practices that only involve sexual arousal or orgasm.
Since clitoral stimulation is used to augment the meditative
state, we hypothesized that the pattern of brain activity would
be unique with elements distinguishing it from both sexual
experience as well as meditative practices. Given the manner
in which the practice is performed, with one person giving the
stimulation (the male) and one person receiving the stimulation
(the female), there would be unique differences between the males
and females related to the performance of the practice and the
specific aspects related to sexual stimulation.

Another aspect of meditation practices, as well as sexual
stimulation, are effects on the autonomic nervous system. We
have previously developed a model of meditation practices
that include a complex interaction between sympathetic and
parasympathetic activity (Newberg and Iversen, 2003). Recent
studies of meditation practices have shown marked changes in
heart rate and heart rate variability. Specifically, there seems
to be increased heart rate variability associated with different
meditation practices. In a similar manner, sexual stimulation is
associated first with a sense of arousal and increased sympathetic
activity followed eventually by parasympathetic activity during
orgasm itself (Calabrò et al., 2019). Given these effects in both
meditative practices and sexual stimulation, we asked: (3) Will
the OM practice be associated with significant changes in heart
rate variability measures? We hypothesized that there would be
specific autonomic changes as measured by heart rate variability
associated with the OM practice. Thus, we measured several heart
rate parameters before, during, and after the OM practice and the
neutral practice.

In addition, we asked: (4) Will changes in functional
connectivity between certain brain areas correlate with changes
in autonomic function? We hypothesized that if the OM
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practice was more similar to sexual stimulation, brain areas
more specific to sexual stimulation and arousal such as the
hypothalamus, limbic system, basal ganglia, and cerebellum,
might be particularly involved. And if the OM practice
more specifically represents a meditation practice, then there
would be correlations between higher cortical areas and
autonomic activity.

Finally, we asked: (5) Will there be changes unique to the
males and females separately and how will such changes relate
to those of the group evaluated in its entirety? We hypothesized
that there should also be a different set of unique changes when
evaluating the entire group as a single cohort (i.e., evaluating
the males and females together) that would be more consistent
with various types of meditative experiences including feelings
of oneness, connectedness, or awareness. Thus, we hypothesized
that for the women, there would be specific alterations in
functional connectivity between the parietal and frontal lobe
regions associated with the sensory clitoral stimulation. Further,
we hypothesized that there would be changes in functional
connectivity associated with the limbic areas, dopamine areas,
and the thalamus. Since there is no sexual stimulation at all in
males, we hypothesized that they would have altered connectivity
associated with the frontal regions consistent with their self-
described feelings of “flow.” We anticipated that there would be
alterations in the functional connectivity of the DMN including
the parietal regions and posterior cingulate cortex. Finally, for all
subjects, we expected potential changes in functional connectivity
in the DMN along with the social areas of the brain including the
fusiform gyrus, angular gyrus, and supramarginal gyrus. More
recent research has also implicated the cerebellum in a number
of cognitive and emotional processes, including meditation
practices, and hence we expected functional connectivity between
the cerebellum and various cortical and limbic structures.
Based on these hypotheses, we focused our analysis on the
above described regions with the goal of determining the
pattern of functional connectivity associated with this enhanced
form of meditation.

MATERIALS AND METHODS

Subjects
Study subjects, both male and female were enrolled through
the Marcus Institute of Integrative Health at Thomas Jefferson
University Hospital. Forty candidates including 20 females and
20 males (age: 39.0± 10.1) and 21 males (40.8± 9.7) participated
in this study. Subjects were recruited between September 26, 2019
and June 30, 2021. Written informed consent, approved by the
Institutional Review Board of Thomas Jefferson University, was
obtained from all subjects. Subjects were not compensated for
participation in the study but were provided travel expenses.
Subjects were included in the study if they were healthy
individuals who had been performing the OM practice for at
least 1 year on a regular basis (defined as at least 2–3 times per
month). Since the OM practice is performed in pairs, female
subjects were enrolled first and then they selected their male
partner. Their male partner had to be someone with whom

they had done the practice before and who subsequently agreed
to participate. Subjects who were married were included but
only if they performed the practice with their spouse. Subjects
were excluded from the study if: (1) they had any physical,
neurological, or psychological disorders that might affect cerebral
function; (2) they were taking medications that may alter cerebral
function; or (3) they were unable to lie still in the scanner. Female
subjects of childbearing potential were excluded if they were
pregnant or breastfeeding. No subjects dropped out of the study
once they were enrolled.

Orgasmic Meditation Practice
There were two test subjects, a male (giver) and a female
(receiver) who performed the practice together in a closed room
by themselves in a private area of the imaging facility. The
male was clothed the entire time and did not receive any sexual
stimulation. The female was clothed except to allow exposure of
her genitalia. The room was prepared with a blanket and pillows
on the floor according to the standard OM practice methods. The
female would then lie down on the pillows with the male who was
giving the meditation stimulus seated by the receiver’s right side.
The male performed stimulation of the clitoris for 15 min, which
is performed while using a sterile glove and lubricant as needed.
There was no sexual intercourse or penetration, and hence, no
risk of pregnancy or sexually transmitted diseases due to the
method of the practice.

Prior to beginning the meditation, the two participants
communicate with each other that the practice is about to begin.
They then begin and a timer is set for 15 min. The timer was
set by the participants as well as the research team. When the
practice was completed, the subjects rested for 15 min and then
were escorted into the scanner one at a time fully clothed. The
female of each pair was scanned first for every scanning session.
MRI images were acquired as described below on a 3T Siemens
mMR PET–MRI scanner (Siemens Medical Solutions USA, Inc.,
Malvern, PA, United States) over the course of approximately
30 min. Overall, because of the consistency of the timing of the
practice, we were able to maintain similar delays in the scan
acquisition timing. Thus, within each of the gender groups the
timing on scan acquisition was on average within approximately
15 min. However, the females were scanned on average 31 min
after completing either the OM or neutral condition (this delay
was planned for the FDG PET scans). The males were then
scanned on average 77 min after completing either condition.
We will discuss the implications of the different timing delays in
section “Discussion.”

A neutral, comparison state was also performed with each of
the subjects to account for the specific elements of the practice
without the actual meditation or clitoral stimulation component.
Thus, subjects entered the meditation room and were positioned
in the same manner as during the actual meditation practice.
The male was asked to gently stroke the female’s upper leg to
account for the motor activity in the male and the sensory
response in the female. They performed this neutral condition
for the same time period of 15 min. After the 15 min neutral
condition, the subjects rested for 15 additional minutes and then
were brought into the scanner. Importantly, the order of the
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meditation and neutral conditions was randomized with half the
pairs doing the OM meditation first and half doing the neutral
condition first.

Heart Rate Evaluation
In order to measure heart rate and heart rate variability, we used
the HeartMath system (Boulder Creek, CA, United States). This is
a commercially available device that uses an earlobe clip monitor
to assess heart rate and calculate a variety of heart rate and heart
rate variability parameters based on the measures. In order to
obtain an adequate signal, we acquired heart rate data over 5 min
periods. This was performed at baseline (pre), during the practice
time itself, and then immediately following the practice (post).
The 5 min of heart rate data obtained during the practice were
measured in the final 5 min of the 15 min practice which is the
most intense part of the practice.

Once the heart rate data was collected, the heart rate measures
were automatically evaluated by the HeartMath software to
correct for motion and other artifacts. The data were also viewed
visually by the principal investigator to confirm that there were
no artifacts that were missed by the automated system. Although
we did not specifically track respirations, which are known to
potentially affect heart rate variability we did use the following
techniques to reduce any influence of respiratory variation –
(1) we instructed subjects to sit quietly with eyes open and
breathe normally during the 5 min data collection; (2) the
HeartMath software automatically de-artifacts for anomalous
data points; and (3) we observed for non-normal breaths and
removed those timepoints. Once the data was de-artifacted, the
software automatically calculated a variety of heart rate variability
measures based on a power spectral analysis that provides data
on distinct frequency bands (Shaffer and Ginsberg, 2017). Since
our goal was to focus on vagal tone and heart rate variability,
we primarily looked at the square root of the mean squared
difference of successive N–N intervals (RMSDS), as well as
the high frequency variability which is specifically associated
with vagal tone. These measures were obtained for the pre-,
during-, and post-, time points for each subject and for each
condition – the OM practice and the neutral practice. These
values could then be analyzed as continuous variables for the
entire group, as well as for both males and females separately.
Analysis of the heart rate measures were tested using a two-way
analysis of variance with the group and state as the two factors.
Furthermore, these continuous variables could be compared to
functional connectivity data obtained after both the OM practice
and the neutral practice conditions. Specifically, the change of
values for the heart rate measures pre- and post-the neutral and
OM conditions were used as additional variables to be analyzed
with respect to the change in functional connectivity measures
described below.

MRI Acquisition, Analysis, and Statistics
MRI Acquisition
Participants underwent fMRI after the OM session and after
the control session in a similar manner using the following
sequences. All scans were performed using a head coil with a
head holder along with the use of foam and cushions which
are designed to limit head motion. A T1 MPRAGE sequence

was used to perform a high resolution anatomical image to
better examine cortical and subcortical volumes. Next, a resting
state BOLD scan was collected using an echo planar imaging
(EPI) sequence to examine intrinsic functional connectivity of
the brain regions. The following imaging parameters were used:
FOV = 23.6 cm, voxel size = 3 mm × 3 mm × 4 mm, TR = 2.0 s,
TE = 30 ms, slice thickness = 4 mm, number of slices = 34,
number of volumes = 180, and acquisition time = 366 s. During
rs-fMRI the subjects were instructed to close their eyes, keep their
heads still, and rest quietly without thinking about anything in
particular for 5 min.

MRI Image Processing
Structural and functional data were processed and analyzed using
the MATLAB R2020b based functional connectivity toolbox
“CONN toolbox” version 18b along with Statistical Parametric
Mapping (SPM 12)1 (Whitfield-Gabrieli and Nieto-Castanon,
2012). All scans are visually observed prior to processing in order
to assess for significant acquisition or motion artifact. The general
preprocessing pipeline included slice timing correction, motion
correction, functional realignment and unwarping, structural
and functional centering to (0, 0, 0) coordinates, structural
segmentation and normalization to Montreal Neurological
Institute (MNI) space, functional normalization to EPI template
in CONN, co-registration of structural and functional data, and
spatial smoothing with a smoothing kernel of 6 mm FWHM.
In addition, Artifact Detection Toolbox (ART) was set to the
97th percentile setting with the mean global-signal deviation
threshold set at z = ± 5 and the subject-motion threshold set
at 0.9 mm. The artifact detection implemented in CONN was
utilized to detect framewise displacement (FD). The computed
motion parameters were then used to exclude the outliers.
Any volumes which exceeded a motion threshold of 2 mm
(translation) and 1◦ rotation, or more, were excluded. After
preprocessing, by applying linear regression and a band-pass
filter of 0.008–0.09 Hz, data were denoised to remove the effects
of low and high frequency oscillations such as scanner drift, head
motion, heart rate, and respiration rate. Then, the anatomical
component-based, noise correction strategy (aCompCor) for
spatial and temporal processing was used to remove physiological
noise factors from the data. This method extracted principal
components from white matter and CSF time series and
used them as confounds during the denoising step (Behzadi
et al., 2007). The implementation of aComCor along with
the quantification of subject motion and the identification of
outliers through (ART) allows for enhancement of specificity,
sensitivity, and validity of first- and second-level connectivity
analysis (Whitfield-Gabrieli and Nieto-Castanon, 2012; Shirer
et al., 2015).

Functional Connectivity Analysis
After the pre-processing is complete, first-level and second-
level region of interest (ROI-to-ROI) analyses were performed
to measure functional connectivity maps. ROI-to-ROI analyses
are Fisher z-transformed bivariate correlations between brain
regions’ BOLD time-series that quantify associations in the

1https://www.fil.ion.ucl.ac.uk/spm/
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activation at rest and serve as a proxy for connectivity. The
time series are calculated by averaging voxel time series across
all voxels within each ROI. ROIs are defined and extracted
using combined FSL Harvard–Oxford and AAL atlases. Resting
state functional connectivity was calculated using two sided
bivariate correlations. Next, significant resting state functional
connectivity differences among subjects were evaluated between
the acquisitions after the OM and neutral conditions after
correction for multiple comparisons using the false discovery rate
(FDR) method with a threshold set at p < 0.05.

All the ROI regions used in the analysis are in the CONN
toolbox and are separated as left and right as specified in section
“Results” (Table 2) in which we have identified which laterality
has had an effect. In general, the toolbox provides a series of
default and pre-defined ROIs that were loaded automatically for
brain parcellation for cortical, subcortical, and cerebellar areas
from the FSL Harvard–Oxford Atlas.

We compared functional connectivity between the post OM
and neutral state for males alone, females alone, and the entire
group together. The reason for these three separate comparisons
are based upon our initial hypotheses. Since the OM practice
involves the participation of two individuals performing distinct
but related components, it is reasonable to consider whether
the males and females experience different neurophysiological
changes. However, it is also of interest to determine whether
there are changes that are shared among the participants. Such
changes might reflect common aspects of the shared meditative
experience during OM.

Clinical Measures
In order to assess the effect of the OM practice in a research
setting, we asked subjects to describe how they would characterize
the experience of the OM practice during the study in terms of
intensity and similarity to their usual practice. Thus, we asked
all subjects to rate their qualitative experience by answering the
following question:

Scale Q1: “How similar was the process you
completed to what you have typically known Orgasmic
Meditation to be? (on a scale from 0, not at all, to 10,
identical/indistinguishable)”.
Scale Q2: “How intense was the practice you just had? (on
a scale from 0, not at all intense, to 10, the most intense
OM experience you ever had; 5 would be your average
experience)”.

RESULTS

Table 1 shows the demographic information for the participants
including mean age, experience, and the subjective scores that
the participants provided regarding the quality of the meditation
experience. For the entire group, the OM practice during the
study was rated as a mean of 9.7 ± 0.6 (out of 10) in terms
of its similarity to their usual OM experience. With regard to
the intensity of the experience, it was rated 6.6 ± 1.4 (out
of 10) for the entire group. The breakdown by males and
females is given below.

Regarding the fMRI analysis, there were significant differences
in functional connectivity observed between the scans obtained
shortly after the neutral and OM conditions for the group as a
whole, and for the males and females separately. These changes
are shown in Table 2 and Figures 1–3. Changes in functional
connectivity were also compared to the intensity of the meditative
experience for the entire group as well as the males and females
separately (see Table 3).

The results from the heart rate analysis showed that there was
an expected significant increase (p < 0.001) in heart rate during
the OM condition in both males (mean increase+7.7± 6.6 bpm
or 11.2%) and females (mean increase +7.6 ± 8.6 bpm or
12.0%). This finding supports the general success in performing
this stimulatory practice and observing changes in heart rate
associated with that practice. Additional results of the analysis
of heart rate measure changes demonstrated that, in males, the
RMSSD decreased significantly from 47.3 ± 17.7 in the neutral
condition to 39.5 ± 21.6 during the OM condition (p = 0.026).
The RMSSD was also significantly decreased when comparing the
value after the neutral condition (48.7 ± 21.6) to the value after
the OM condition (42.6 ± 18.2, p = 0.021). Interestingly, in the
females the RMSSD did not change substantially between the OM
and neutral conditions.

In the high frequency power, the males and females had similar
results. In males, there was significantly decreased high frequency
power during the OM condition (4.34 ± 1.03, p = 0.001)
compared to the neutral condition (4.88 ± 0.82). However,
there was no significant difference between the post-OM or
post-neutral condition. In females, there was also significantly
decreased high frequency power during the OM condition
(4.88 ± 0.98, p = 0.03) compared to during the neutral condition
(5.21 ± 0.98), and similar to the males, there was no significant
difference between the post-OM or post-neutral condition.

With regard to the comparison between functional
connectivity and heart rate variability measures, we found
a number of significant correlations for the entire group as well
as the males and females separately (see Table 4).

DISCUSSION

This is the first study that has utilized resting BOLD fMRI to
evaluate the functional connectivity changes associated with a
unique meditative practice involving clitoral stimulation as a

TABLE 1 | Demographic information about the participant groups.

Variable Females (N = 20) Males (N = 20)

Mean age (±SD) 39.0 ± 10.1 40.8 ± 9.7

Mean years of experience
(±SD)

7.8 ± 3.4 5.5 ± 1.9

Mean intensity of the
current experience (±SD)

6.1 ± 1.2 7.1 ± 1.5

Mean heart rate during OM
practice

71.0 ± 10.3 76.4 ± 9.4

Mean heart rate during
neutral practice

63.5 ± 9.3 68.7 ± 9.4
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TABLE 2 | Comparison between the neutral and OM conditions for all subjects,
the males separately, and females separately, showing the significant differences in
functional connectivity between selected structures and the uncorrected p value
(p-Uncor.) and False Discovery Rate corrected p-value (p-FDR).

Analysis units Statistics p-Uncor. p-FDR

All subjects meditation vs. neutral
Left superior temporal –
right inferior frontal cortex

T = 4.95 0.0000 0.0021

Left superior temporal – left
inferior frontal gyrus

T = 3.61 0.0009 0.0238

Left superior temporal –
right insula

T = 4.38 0.0001 0.0049

Left superior temporal –
right supplementary motor
cortex

T = 3.89 0.0004 0.0158

Left superior temporal – left
anterior cingulate cortex

T = 3.65 0.0008 0.0238

Right superior temporal –
right insula

T = 4.16 0.0002 0.0096

Right inferior frontal gyrus –
vermis

T = 4.09 0.0002 0.0352

Left superior temporal – left
middle temporal

T = −3.81 0.0005 0.0405

Female subjects meditation vs. neutral
Left cerebellum – right
thalamus

T = 5.08 0.0001 0.0151

Right inferior frontal – right
posterior parietal cortex

T = 4.62 0.0002 0.0402

Right inferior frontal – right
angular gyrus

T = 4.25 0.0005 0.0441

Left temporal fusiform
cortex – right
supplementary motor
cortex

T = 4.76 0.0002 0.0295

Right amygdala – right
middle temporal gyrus

T = 5.41 0.0000 0.0077

Right prefrontal cortex – left
prefrontal cortex

T = −5.14 0.0001 0.0132

Male subjects meditation vs. neutral
Left supramarginal gyrus –
left cerebellum

T = 5.47 0.0000 0.0038

Left supramarginal gyrus –
right lingual gyrus

T = 4.95 0.0001 0.0062

Right orbital frontal cortex –
right occipital cortex

T = 4.73 0.0001 0.0208

Left parahippocampal
gyrus – left cerebellum

T = −4.65 0.0002 0.0250

Left inferior temporal
gyrus – right anterior
cingulate

T = −5.40 0.0000 0.0045

paired practice between two individuals. The goal of the OM
practice is to utilize stimulation as the attentional focus of the
meditation. The practitioners have described various spiritual-
like experiences such as the feeling of oneness or connectedness,
as well as a sense of flow and awareness. Emotional reactions
including a profound sense of relaxation, energy, or joy are also
described. Determining the underlying mechanistic effects of
this practice can have important implications for understanding
the broader relationship between spirituality and sexuality, as
well as creativity.

As described in the introduction, there are several elements
of this practice that make it an interesting target for scientific

study. It is a well-defined meditation practice that has clearly
defined elements and timing. The standardization of the practice
makes it easier to develop a consistent research protocol. Other
meditation practices can last for hours and can have more open
ended approaches such as focusing on a mantra with little other
specific guidance as to the approach. The practice is performed in
pairs, but the subjects interact in a similar manner each time. The
OM practice specifies that both members of the pair are engaged
in the meditation practice, even though their role in the practice
is different. Since both participants perform different elements
of the meditation practice, it is expected that there would be
distinctions in their subjective response and their physiology.

Given these aspects of the practice, we attempted to determine
if there were specific changes in resting brain functional
connectivity that resulted from its performance. We evaluated
whether the changes in brain functional connectivity would be
comparable to findings in studies of other meditative practices,
but could also have some similarities to clitoral stimulation itself
(questions #1 and #2). Thus, we hypothesized that brain regions
previously found to be associated with meditative practices,
through both activation studies and studies of the immediate and
long term effects of those practices, would similarly be involved
in the OM practice including the frontal lobe, insula temporal
lobe, limbic regions, basal ganglia, thalamus, and parietal lobe.
We also hypothesized that there would be distinct patterns of
functional connectivity changes in both the male and female
partners, although we might also expect to see some similarities
since they are performing the practice together and both the
givers and receivers have reported similar experiences.

The results are consistent with our general hypotheses.
Overall, when the entire group was compared between the
meditation and neutral condition, there were a number of areas
that had significantly different resting functional connectivity.
As a whole group, there were significant increases in functional
connectivity particularly between the left superior temporal
lobe and the left and right inferior frontal, right insula,
right supplementary motor cortex and anterior cingulate gyrus,
associated with the OM practice. There were also significant
increases in the functional connectivity between the right
superior temporal lobe and right insula and the right inferior
frontal gyrus and the vermis of the cerebellum. These changes
ultimately represent the temporal dependency of neuronal
activity patterns in anatomically distinct brain regions. Such
findings in the period immediately following a practice imply
some degree of a lasting effect of the practice on brain function
even when the person is no longer performing the practice.

In considering such changes, the superior temporal lobe is part
of the DMN’s dorsal medial subsystem which has been shown
to be particularly involved in processes like intercessory prayer
that is associated with thinking about others. The functional
connectivity of this structure that is significantly altered by the
OM practice is consistent with the strong social aspect of the
paired practice, and also the importance of thinking about, or
connecting with, the other individual in the pair. It is interesting
that much of the changes in functional connectivity appear to
be associated with the left superior temporal gyrus which is
more associated with language and memory processes. The left
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FIGURE 1 | Visualization of ROI-to-ROI connections comparing orgasmic meditation (OM) and neutral groups among all the participants, p-FDR corrected <0.05.

superior temporal gyrus becomes more functionally connected
with the inferior frontal cortex which has been involved in
several meditation based practices during the actual practice
(Davanger et al., 2010).

The increased connectivity between the right superior
temporal region and the right insula is consistent with studies
evaluating compassion as a long term effect of loving-kindness
meditation (Lutz et al., 2008). These practices elicit strong feelings

of bonding and connection between people during the practice
as, although not in the direct manner as the OM practice. The
insula, in conjunction with the superior temporal lobe, appears
to be particularly involved in feelings of strong emotional social
bonds. The insula also plays a key role in integrating external
sensory information, that might be perceived during the OM
practice, with emotional awareness. Similarly, the insula has
been found to be significantly altered in meditators compared
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FIGURE 2 | Visualization of ROI-to-ROI connections comparing orgasmic meditation (OM) and neutral groups among females, p-FDR corrected <0.05.

with non-meditators in studies comparing trait characteristics
between these groups (Jang et al., 2018).

One fMRI study during yoga meditation revealed that deep
stages of meditation are associated with significant activation in
the right middle temporal cortex and right inferior frontal cortex

that were both observed to be affected by the OM practice (Telles,
2014). Another meta-analysis of 78 meditation studies using
functional neuroimaging reported increased activity in the insula,
supplementary motor cortices, and anterior cingulate cortex, and
prefrontal cortex during meditation practices (Fox et al., 2016),
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FIGURE 3 | Visualization of ROI-to-ROI connections comparing orgasmic meditation (OM) and neutral groups among males, p-FDR corrected) <0.05.

all of which are areas that were found to have their functional
connectivity significantly affected by the OM practice.

As expected in our hypothesis to our initial question #5, there
was also a distinct pattern in the functional connectivity changes
when evaluating the males and females independently. In the
females, we observed several regions having significantly different
functional connectivity after the OM practice compared to the
neutral condition. Specifically, there were significant increases
in functional connectivity between the right inferior frontal lobe

and the posterior parietal cortex and angular gyrus, the latter two
being part of the DMN which has been shown to be altered in
other meditation practices (Andrews-Hanna et al., 2014).

More recent meditation studies have focused on the DMN that
becomes deactivated during a variety of meditative states. The
DMN is characterized by the synchronous activation of several
separated regions in the brain, including the medial prefrontal
cortex, posterior cingulate cortex, precuneus, inferior parietal
lobule, and inferolateral temporal cortex (Raichle et al., 2001).
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TABLE 3 | Significant correlations between the change in functional connectivity
(OM vs. neutral condition) and the subjective feeling of intensity during the OM
practice showing the uncorrected p value (p-Uncor.) and False Discovery Rate
corrected p-value (p-FDR).

Analysis units Statistics p-Uncor. p-FDR

All subjects intensity vs. functional connectivity

Right middle frontal gyrus –
anterior cingulate/salience

T = 4.48 0.0001 0.0112

Right middle frontal gyrus –
right Heschl’s gyrus

T = 3.79 0.0005 0.0445

Right superior frontal
gyrus – right Heschl’s gyrus

T = 3.93 0.0004 0.0445

Right cerebellum – left
dorsal attention/inferior
parietal

T = 4.00 0.0003 0.0482

Anterior cerebellum – right
nucleus accumbens

T = −4.03 0.0003 0.0433

Female subjects intensity vs. functional connectivity

Left cerebellum – anterior
cingulate/salience

T = 4.68 0.0002 0.0406

Male subjects intensity vs. functional connectivity

Right cerebellum –
precuneus

T = 4.10 0.0006 0.0419

Right cerebellum – default
mode/posterior cingulate

T = 4.00 0.0008 0.0419

Left superior temporal
gyrus – left default
mode/medial prefrontal
cortex

T = 4.23 0.0005 0.0245

Left temporal pole – left
default mode/medial
prefrontal cortex

T = 4.23 0.0005 0.0371

Left superior temporal
gyrus – left supramarginal
gyrus

T = −4.29 0.0004 0.0245

Left inferior temporal
gyrus – right Heschl’s gyrus

T = −4.41 0.0003 0.0491

Default mode/medial
prefrontal cortex –
precuneus

T = −3.86 0.0010 0.0427

For example, Brewer et al. (2011) investigated the impact
of focused attention meditation (i.e., concentration), open
monitoring meditation (choiceless awareness), and loving-
kindness meditation (a member of the constructive family) on
the DMN, showing that, in the three types of meditations,
the main nodes of the DMN were deactivated in experienced
meditators as a characteristic trait of their brain function. The
authors also found a strong coupling between the posterior
cingulate, dorsal anterior cingulate, and dorsolateral prefrontal
cortices, regions involved in self-monitoring and cognitive
control during meditation. While some publications indicate that
open monitoring meditation diminishes DMN activity (Garrison
et al., 2015), it has also been reported that it results in an increased
activation of the precuneus, a DMN hub, in contrast to focused
awareness (Manna et al., 2010). In the current study, we did
not see widespread changes in the DMN, but a relatively small
number of structures that were affected. Such findings might have
implications for future studies exploring how the OM practice is
associated with various elements of spiritual experiences.

We also observed changes in functional connectivity between
the left and right prefrontal cortices, also important in the
DMN and also observed to be affected in meditation practices
(Garrison et al., 2015). In addition, parietal lobe changes have
frequently been associated with other spiritual experiences such
as absorption (Lifshitz et al., 2019) and self-transcendence,
for example, in patients with lesions to this brain region
(Urgesi et al., 2010).

Several regions of the temporal lobe, including the middle
temporal gyrus and fusiform gyrus also were found to have
altered functional connectivity in the female participants. These
regions have similarly been found to be involved in various
meditation practices.

In terms of sexual stimulation itself, one group (Georgiadis
et al., 2006) studied the neurophysiological effects of clitoral
stimulation using 15H2O PET imaging to measure changes
in CBF. The results showed that sexual stimulation of the
clitoris (compared to rest) significantly increased rCBF in the
left secondary and right dorsal primary somatosensory cortex.
Again, in the current study of the OM practice, we did not see
changes in the somatosensory cortex, perhaps because in the
OM practice, climax is not specifically achieved. In the study
by Georgiadis et al. (2006), climax was mainly associated with
profound rCBF decreases in the neocortex when compared with
the control condition, particularly in the left lateral orbitofrontal
cortex, inferior temporal gyrus and anterior temporal pole, which
were not observed to have altered connectivity in the present
study. Other studies have reported that climax in women is
associated with activation of the cerebellum, anterior cingulate
gyrus, and dopaminergic pathways, as well as the hippocampus
and amygdala (Komisaruk et al., 2004). Of these structures, only
functional connectivity with the amygdala and anterior cingulate
was found to be significantly altered after the OM practice, but
not in the females alone. It should be noted that our previous
studies have found thalamic activation in a variety of meditation
practices (Newberg et al., 2001, 2010b). The connectivity of
the thalamus with the cerebellum was found to be significantly
altered after the OM practice and since the thalamus is involved
with sensory processing and the complex coordination of a
variety of brain activities, it suggests that the practice is a highly
active brain state.

Statistical results from that study revealed higher overall
activity during orgasm than during cervical self-stimulation
prior to orgasm (Komisaruk et al., 2004). The orgasmic
response first activated the amygdala, basal ganglia (especially
the putamen), and insula, followed by the cingulate cortex, and
at orgasm, the nucleus accumbens, paraventricular nucleus of
the hypothalamus, and hippocampus became activated. Finally,
the orgasmic response was characterized by an overwhelmingly
strong pattern of activation over a broad and distributed neural
network including the prefrontal cortex, superior parietal region,
and cerebellum. These findings support the hypothesis that
an orgasm results from a spread of neural activation all over
the brain, as suggested by the epileptic data we previously
described. Shortly after the OM practice, there are alterations
in the female participants in some of these areas such as
the amygdala, cerebellum, and prefrontal cortex. However, the
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TABLE 4 | Correlation between functional connectivity differences and heart rate measures (RMSSD and high frequency power) showing the uncorrected p value
(p-Uncor.) and False Discovery Rate corrected p-value (p-FDR).

Analysis units Statistics p-Uncor. p-FDR

All subjects change in RMSSD vs. change in functional connectivity

Right nucleus accumbens – right caudate T = 4.20 0.0002 0.028

Left parahippocampal gyrus – left precentral gyrus T = −4.20 0.0002 0.028

Female subjects change in RMSSD vs. change in functional connectivity

Left thalamus – right fusiform cortex T = 5.00 0.0001 0.0215

Left default mode – right superior frontal gyrus T = −4.60 0.0003 0.0478

Right dorsal attention – left putamen T = −4.59 0.0003 0.0491

Vermis – left hippocampus T = −5.20 0.0001 0.0143

Male subjects change in RMSSD vs. change in functional connectivity

Right lateral PFC – left central opercular cortex T = −5.32 0.0001 0.0092

Right supplementary motor cortex – right lateral PFC T = −4.56 0.0003 0.0227

Right cerebellum – left planum temporale T = −4.80 0.0002 0.0272

Left precentral gyrus – left parahippocampal gyrus T = −4.52 0.0003 0.0496

All subjects change in high frequency power vs. change in functional connectivity

Left inferior frontal gyrus – left temporal pole T = 4.20 0.0002 0.0283

Left inferior frontal gyrus – right superior temporal gyrus T = 3.76 0.0006 0.0424

Left inferior frontal gyrus – left frontal orbital cortex T = 3.68 0.0008 0.0424

Vermis – right superior temporal gyrus T = −4.45 0.0001 0.0138

Right lateral PFC – right Heschl’s gyrus T = −4.84 0.0000 0.0042

Female subjects change in high frequency power vs. change in functional connectivity

Vermis – left lateral occipital cortex T = 4.60 0.0003 0.0487

Vermis – left superior temporal gyrus T = 4.75 0.0002 0.0356

Left cerebellum – left middle temporal gyrus T = 4.65 0.0003 0.0432

Right cerebellum – left central opercular cortex T = 4.66 0.0003 0.0212

Right lateral PFC – right putamen T = −6.03 0.0000 0.0029

Left amygdala – right angular gyrus T = −6.37 0.0000 0.0015

Right superior temporal gyrus – right hippocampus T = −4.71 0.0002 0.0381

Right superior temporal gyrus – left hippocampus T = −4.30 0.0006 0.0356

Right superior temporal gyrus – left lateral occipital cortex T = −4.22 0.0007 0.0356

Right superior temporal gyrus – left inferior frontal gyrus T = 4.01 0.0010 0.0375

Right lateral occipital cortex – right lateral PFC T = 4.17 0.0007 0.0438

Left angular gyrus – right thalamus T = 4.74 0.0002 0.0364

Male subjects change in high frequency power vs. change in functional connectivity

Left cerebellum – right posterior parietal cortex T = 4.23 0.0006 0.0914

Right cerebellum – right middle temporal gyrus T = −4.18 0.0006 0.0995

Right cerebellum – left superior temporal gyrus T = −3.87 0.0012 0.0995

Note that a decrease in RMSSD indicates an increase in sympathetic tone so that a positive T score represents increased connectivity associated with decreased
sympathetic tone and negative T score represents increased connectivity associated with increased sympathetic tone.

functional connectivity we observed does not comport with
such a widespread process in the female participants, and
the regions involved appear different including the thalamus,
cerebellum, angular gyrus, and temporal lobe. These areas are
found to be more specifically involved with meditation practices
as described above.

With regard to males, genital stimulation has resulted in
activation of midbrain, cerebellar, and dopaminergic areas along
with a number of cortical regions (Holstege et al., 2003;
Georgiadis et al., 2010). Temporal lobe and frontal lobe activity
was reported to decrease at ejaculation in men, although middle
temporal gyrus activity increased (Tiihonen et al., 1994). And
activation was reported during ejaculation in the orbitofrontal
cortex. Frontal cortical activation also was reported in women

during orgasm, whereas deactivations of frontal cortical regions
were reported based on PET studies and perfusion fMRI in men
(Komisaruk and Whipple, 2005).

As with these findings in sexual climax, the current study
of the OM practice did show significant changes in functional
connectivity in the cerebellum and orbitofrontal cortex in
the males, but most of the significant changes in functional
connectivity were not in areas specific to orgasm. In the
males, functional connectivity was altered in the supramarginal
gyrus, orbitofrontal cortex, inferior temporal gyrus, and anterior
cingulate gyrus. Again, these areas are described to be more
involved in meditation based practices.

Interestingly, the males had altered functional connectivity in
the supramarginal gyrus. This is consistent with our hypothesis

Frontiers in Psychology | www.frontiersin.org 12 November 2021 | Volume 12 | Article 70897379

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-708973 November 6, 2021 Time: 12:20 # 13

Newberg et al. Functional Connectivity in Orgasmic Meditation

that the males would have to orient themselves more specifically
to the female participant. Since the supramarginal gyrus is
involved with tactile sensory data, it would make sense that since
the male is stimulating the female, he needs to be particularly
attuned to how his own motor and sensory activity is facilitating
an experience within the female. That the altered functional
connectivity in the supramarginal gyrus is associated with the
cerebellum and lingual gyrus, this further is consistent with the
notion that this practice involves tactile stimulation combined
with a strong social connection between participants.

One study differentiating orgasm from the emotion of love
suggested that insular activity correlated with self-reported
intensity of orgasm while angular gyrus activity correlated with
the feeling of love (Ortigue et al., 2007). It is interesting in
the present study that functional connectivity with the insula
was observed only when the entire group of both males and
females were analyzed. The female subjects had altered functional
connectivity in the angular gyrus suggesting that this practice
elicits more complex feelings than those associated with orgasm.

In comparison more generally to meditation studies, a
variety of brain regions have been implicated in different
elements of meditation and different aspects of the meditative
experience. For example, a variety of studies have shown
increased frontal lobe activity associated with attentional focus
during meditation (Lenhart et al., 2020). The frontal lobe, and
more specifically the attentional network which includes the
lateral prefrontal cortex, premotor cortex, lateral parietal regions,
occipital regions, anterior cingulate cortex, and insula, have been
found to be activated during concentrative meditation techniques
(Hasenkamp et al., 2012). We observed a significant change in
functional connectivity in a number of these structures in both
the male and female participants performing the OM practice.

In comparison to mindfulness practices, a randomized
controlled trial, conducted by Wells et al. (2013), showed that a
mindfulness-based stress reduction program which applied open
monitoring techniques, resulted in an increased connectivity in
the posterior cingulate cortex, medial prefrontal cortex, and left
hippocampus in participants who suffered from mild cognitive
impairment, as compared to controls who did not receive this
intervention. Mindfulness practices also have also been shown
to affect the salience network, the executive control network,
and the orienting network (Sridharan et al., 2008; Malinowski
et al., 2017). In the current study, we did not observe changes
in functional connectivity in these regions, differentiating it from
mindfulness itself.

In terms of intensity of the experience, all subjects taken
together showed an association increased intensity of the
OM experience and increased connectivity between the right
frontal gyrus with the anterior cingulate and Heschl’s gyrus.
Increased intensity of the experience was also associated with
decrease connectivity between the cerebellum and nucleus
accumbens. In females, intensity of experience was correlated
with increased connectivity between the left cerebellum and
the anterior cingulate/salience network. In males, intensity
of the experience was correlated with increased connectivity
between the right cerebellum with the precuneus and posterior
cingulate/DMN, as well as the left temporal lobe and the left

medial PFC/DMN. Intensity of the experience was also correlated
with decreased connectivity between the left temporal lobe and
the supramarginal gyrus and Heschl’s gyrus as well as the PFC
and the precuneus.

These findings suggest that many of the areas associated
with the OM practice are similarly associated with the intensity
of the experience. It is interesting to note that the female
participants had only one correlation between the intensity
of the experience and the functional connectivity between the
cerebellum and salience network. Alternatively, in the males,
there are a number of structures involved with the intensity
of the experience suggesting a more complex pattern. Perhaps
the sexual stimulation in females leads to a relatively focused
mechanism regarding the intensity of the experience that affects
the salience network. However, since males are not specifically
sexually stimulated, there are a number of brain regions
that participate in making the connection between the male
participant and the female partner.

In terms of our initial questions #3 and #4, we also found
significant changes in autonomic activity based on heart rate
variability data associated with the OM practice. These changes
primarily reflected increased sympathetic tone. This finding
is expected given the stimulatory nature of the practice and
is consistent with findings of other meditation practices that
involve intense focus resulting in increased sympathetic activity
(Léonard et al., 2019; Telles et al., 2019). However, the data
on heart rate variability in meditation practices is complex
as many relaxation-based practices reduce sympathetic activity
and augment parasympathetic activity (Olex et al., 2013; Tyagi
and Cohen, 2016). Future studies will need to better clarify
the relationship between heart rate variability and the diverse
categories of meditation practices.

Furthermore, these autonomic changes were associated with
functional connectivity changes on fMRI scans. Specifically,
in all subjects, decreased RMSSD (associated with increased
sympathetic tone) correlated with decreased functional
connectivity between the right nucleus accumbens and
right caudate and increased connectivity between the left
parahippocampus and left precentral gyrus. In females,
decreased RMSSD correlated with decreased functional
connectivity between the left thalamus and right fusiform gyrus
but increased connectivity between left and right structures
such as the DMN and superior frontal gyrus and the dorsal
attention structures and the putamen. And in males decreased
RMSSD correlated with increased connectivity between the
hemispheres such as the Right PFC and left opercular cortex,
and the right cerebellum and left planum temporale. There was
also a correlation with increased connectivity between the right
supplementary motor cortex and right PFC and left precentral
gyrus and left parahippocampus.

In all subjects there was a correlation of the high frequency
power (also associated with increased sympathetic activity during
OM) and increased functional connectivity between the left
inferior frontal gyrus and the temporal and orbitofrontal cortices.
There was a correlation between high frequency power and
decreased connectivity in the vermis and right superior temporal
gyrus and the right PFC and right Heschl’s gyrus. In females,
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there was a correlation between the high frequency power and
increased functional connectivity between the vermis and left
occipital and temporal gyrus, as well as the right cerebellum and
the left central opercular cortex. There was a correlation between
high frequency power and decreased functional connectivity
between the right PFC and right putamen, left amygdala and
right angular gyrus, and the right superior temporal gyrus
and right and left hippocampus. In the males, the high
frequency power correlated with increased connectivity between
the left cerebellum and the right posterior parietal cortex
and decreased connectivity between the right cerebellum and
the temporal lobe.

The above findings indicate a combination of functional
connectivity changes involving cortical and subcortical structures
are associated with autonomic activity. These findings are
consistent with the overall arousal state of the OM practice with
decreased heart rate variability as measured by the decreased
RMSSD and high frequency power. Further, it appears that
increased sympathetic activity is associated with changes in
brain regions that have an impact on overall arousal such
as the thalamus, parahippocampus, prefrontal cortex, and
dopaminergic structures of the nucleus accumbens and caudate.
These results likely reflect increased sympathetic arousal as
the result of the clitoral stimulation process which supports
the notion that the OM practice uses this stimulation as
the focus of the meditation. The correlation with cortical
functional connectivity (e.g., various subregions of the frontal,
temporal, and occipital lobes), further supports the notion that
OM is a meditation practice which is, consistent with our
initial hypothesis.

Limitations of the study primarily are associated with
determining the best method for evaluating the participants
during this practice. We selected BOLD fMRI, but the OM
practice could not physically be performed in the scanner
environment, and hence, all measures of functional connectivity
are associated with changes to the brain after the practice
was completed. However, while these results do not capture
changes during OM itself, there are persistent significant changes
in functional connectivity after the practice that might have
implications for future therapeutic use of this practice for various
psychological purposes. It should be noted, though, that the
females and males were scanned in a sequential manner with
the males scanned approximately 45 min later due to the
logistics of putting subjects in the scanner. Several studies have
indicated that the effects of a given task or activity will have
an effect on resting BOLD data that will change depending on
the delay (Miall and Robertson, 2006). That we were able to
detect significant changes in spite of the differences in the delay
between the OM practice and scan acquisition suggests that the
effects are strong and persistent. But future studies focusing on
one subject group, such as only the male or female subjects,
would be required to better control the timing of the scans and
assess changes over time in functional connectivity as the result
of performing OM.

We randomized the ordering of the two conditions so that the
findings are not associated with increased comfort of the subjects
with the imaging procedure. The study paradigm regarding

the OM and neutral conditions appears to have worked as
we did not see significant changes in the primary sensory or
motor areas since these were accounted for by having similar
elements in both the meditation and neutral conditions. We did
consider clitoral stimulation in both the meditative and neutral
conditions, but the practitioners indicated that it would be too
difficult not to do the actual practice if subjects were being
actually stimulated. However, future studies might compare the
brain changes of the practice more directly to other states
including sexual stimulation and sexual climax, as well as other
meditation based practices. Since this study was conducted
with skilled OM practitioners, future research may include
novice practitioners to see if the effect of change is consistent
with these findings.

The findings of the study demonstrate specific patterns
of functional connectivity associated with the OM practice
and the types of spiritual experiences described by the
participants. The findings also support the notion that both
males and females are actively engaged in the practice and
derive some similar experiences in terms of the meditative
elements even though there are also distinctions between the
male and female participants. These results are consistent
with our initial hypotheses. Future research can continue to
explore more specific neurophysiologic correlates and perhaps
use other comparison states that include both meditative
and or augmentation components. These results demonstrated
that the OM practice has characteristics that appear to
represent a unique hybrid between meditative practices and
sexual stimulation.

These findings have implications for the broader topic of
this special issue since there are important connections between
sexuality and spirituality, as well as with creativity. These three
human practices and activities are frequently intermingled and
understanding how they may be related or linked physiologically
is an important initial step in understanding this complex
relationship. Further studies can utilize similar methods to more
deeply explore these interdependent relationships.
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Relevance to Graphical Patterns 
Portrayed in Prehistoric Art
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Geometrically arranged spots and crosshatched incised lines are frequently portrayed in 
prehistoric cave and mobiliary art. Two experiments examined the saliency of snake scales 
and leopard rosettes to infants that are perceptually analogous to these patterns. 
Experiment 1 examined the investigative behavior of 23 infants at three daycare facilities. 
Four plastic jars (15 × 14.5 cm) with snake scales, leopard rosettes, geometric plaid, and 
plain patterns printed on yellowish-orange paper inside were placed individually on the 
floor on separate days during playtime. Fourteen 7–15-month-old infants approached 
each jar hesitantly and poked it before handling it for five times, the criterion selected for 
statistical analyses of poking frequency. The jars with snake scales and leopard rosettes 
yielded reliably higher poking frequencies than the geometric plaid and plain jars. The 
second experiment examined the gaze and grasping behavior of 15 infants (spanning 
5 months of age) seated on the laps of their mothers in front of a table. For paired 
comparisons, the experimenter pushed two of four upright plastic cylinders (13.5 × 5.5 cm) 
with virtually the same colored patterns simultaneously toward each infant for 6 s. Video 
recordings indicated that infants gazed significantly longer at the cylinders with snake 
scales and leopard rosettes than the geometric plaid and plain cylinders prior to grasping 
them. Logistic regression of gaze duration predicting cylinder choice for grasping indicated 
that seven of 24 paired comparisons were not significant, all of which involved choices 
of cylinders with snake scales and leopard rosettes that diverted attention before reaching. 
Evidence that these biological patterns are salient to infants during an early period of brain 
development might characterize the integration of subcortical and neocortical visual 
processes known to be involved in snake recognition. In older individuals, memorable 
encounters with snakes and leopards coupled with the saliency of snake scales and 
leopard rosettes possibly biased artistic renditions of similar patterns during prehistoric times.

Keywords: crosshatch patterns, human infants, nonhuman primates, leopard perception, snake perception, 
prehistoric engraving
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INTRODUCTION

To explore how the visual system might foster graphical 
expression, we investigate infants’ responses to the camouflaging 
patterns of two dangerous animals: snakes and leopards. 
Background-matching camouflage can be  an effective way 
predators avoid detection by prey. However, such camouflage 
has fostered an evolutionary arms race, in which natural selection 
for predator detection has led some prey to capitalize on the 
historical reliability of camouflaging features by converting 
them into effective predator recognition cues (Coss et al., 2005).

The process of how visual imagery is translated into visuomotor 
guidance of the hand during the production of artworks has 
received little study, but likely involves an interaction of innate 
perceptual processes and learning. In this paper, we  will argue 
that intense experiences with snakes and large-bodied felids 
enhancing memory might have influenced the generation of 
graphical patterns that characterize these visual cues. With 
learning boosting levels of saliency, the innate properties of 
pattern recognition would continue to act as perceptual 
scaffolding for this endeavor (cf. Coss, 1968, 2003, 2020). As 
such, an evaluation of how infants respond to snake scales 
and leopard rosettes might shed light on the development of 
this relationship.

Paleolithic Graphic Patterns
We begin by describing four of the early engravings that 
characterize the special property of repetitively engraved lines 
in a progression of hominin evolution. The oldest known 
engraving discovered in Trinil, Java, and Indonesia (Joordens 
et  al., 2015) was produced by an early hominin, Homo erectus, 
on a freshwater shell tool between 540 and 430 ka (1,000 years 
ago). Possibly engraved using a shark’s tooth requiring 
considerable force, this design includes a series somewhat 
regularly spaced parallel lines that contain an “M” shape, all 
of which were made at the same time (Figure  1A). Prior to 
shell fossilization, this engraving would have been white 
contrasted by a dark-brown background. A more organized 
engraving showing visuomotor advancement was made a 
presumed Neanderthal (Homo neanderthalensis) on an elevated 
platform in Gorham’s cave, Gibraltar, older than 39 ka (Rodríguez-
Vidal et  al., 2014). This engraving consists of deeply engraved 
oblique lines yielding a crisscross or crosshatch design depending 
on the viewing angle (Figure 1B). Ten incised lines are virtually 
parallel, six of which are almost equally spaced, a property 
requiring careful deliberation of line spacing. Related to the 
parallel lines of this image, equal spacing of engraved orthogonally 
intersecting lines (chevron pattern) is more apparent on a 
giant deer phalanx found at a cave entrance in northern 
Germany and dated at approximately 51 ka (Leder et al., 2021). 
The Middle Paleolithic context in which this bone was found 
is clearly linked to Neanderthals. Although somewhat more 
simplified than the engraving in Gorham’s cave, this design 
exhibits more geometric regularity requiring considerable 
precision in line spacing equivalent to the many Upper Paleolithic 
works of modern humans (Homo sapiens) in Europe (e.g., 
Marshack, 1972; Conard, 2011).

Earlier engravings with more complex designs by modern 
humans (H. sapiens) occur in the Middle Stone Age of Africa. 
For example, several engraved pieces of red ochre with crosshatch 
designs were found in Blombos Cave, South  Africa, dated at 
over 70 ka (Henshilwood et al., 2002). One example (Figure 1C), 
with serially crosshatched lines with a centered horizontal line 
and bordered by horizontal lines, superficially resembles snake-
scale tessellation (see discussion in Coss, 2003, p.  109). The 
repetitive properties of ventral snake scales might have influenced 
the ladder-like designs engraved on ostrich shells ~60 ka found 
at Diepkloof rock shelter, South  Africa (Texier et  al., 2010). 
A more convincing snake-like engraved pattern with repetitive 
crisscrosses (Figure  1D) appears on a decorated bone from 
Vogelherd Cave by Upper Paleolithic Aurignacian hunter-
gatherers in southwestern Germany (Conard and Bolus, 2003).

While these images are selectively emphasized due to their 
repetitive parallel lines and crisscrossing patterns, other designs 
include organized spots (dots) that are analogous to flecks, 

A

B

C

D

FIGURE 1 | Earliest engravings by hominins redrawn for clarity: 
(A) freshwater shell, Asian Homo erectus ~500 ka, (B) Gorham’s Cave, Homo 
neanderthalensis ~39 ka, (C) Blombos Cave, Homo sapien ~70 ka, and 
(D) Vogelherd Cave, Homo sapien ~34 ka. Note the relatively even spacing 
between lines.
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spots, and rosettes of felid predators that have camouflaging 
properties in dappled light (Coss et  al., 2005). For example, 
clusters of dots can resemble the spots on animal pelage as 
evident in the realistic depictions of a leopard in Chauvet 
Cave, Ardèche, France (Spassov and Stoytchev, 2005) and a 
horse in Pech-Merle Cave, France (Pruvost et  al., 2011). Dots 
are evident in Upper Paleolithic cave art and engraved mobiliary 
art (Marshack, 1972), although a prominent example of a 
multi-columnar cluster of red dots in La Pasiega Cave, Spain, 
originally attributed to Neanderthals (Hoffmann et  al., 2018), 
is now heavily contested (cf. Hoffmann et  al., 2020; White 
et  al., 2020). Dots in organized arrays might have symbolic 
properties (Lewis-Williams and Clottes, 1998) or may be  the 
precursors to more advanced figurative art (Hodgson and Pettitt, 
2018) and even as a form of writing (von Petzinger, 2017). 
Wade (2006a) argues that there are so many different patterns 
of dots in cave art that, although some configurations might 
characterize prehistoric star maps, most interpretations of 
geometric dot arrangements are highly speculative. Wade (2006b) 
further suggests that, as possible abstract symbols, dots in 
cave art are frequently painted in red, enhancing their visibility 
in dim light to dark-adapted eyes. We  will now argue that 
prehistoric crosshatch and dotted designs achieved their saliency 
as graphical representations because they characterized the 
perceptual features of dangerous animals essential to detect 
for survival purposes.

Snake-Scale Saliency
Repetitive crosshatching, zigzags, and dot patterns are not frequently 
seen in vegetation (e.g., the Brazilian rattlesnake plant Geoppertia 
insignis), but they do occur as camouflaging patterns on snake 
scales and on some felids (Coss, 2003; Isbell, 2006). There is an 
emerging body of literature describing how different species 
recognize and respond to snakes. Since the focus of our paper 
is on camouflage patterns and their relationship to prehistoric 
graphical expression, we  will emphasize here the observations 
and experimental studies of snake-scale saliency. Humans are 
indeed capable detectors of snakes even under experimental 
conditions of blending camouflage (see Kawai and He, 2016).

In addition to their camouflaging properties on some snake 
species, snake-scale patterns can be  visually conspicuous and 
aposematic, warding off snake predators and the inadvertent 
intrusions of benign species, such as foraging monkeys, due 
to their apparent mimicry of large, uncertain threats. This 
deterrent effect is apparent for the paired eyespots on ventral 
hood of the Indian cobra (Naja naja) that resemble two facing 
eyes. During experimental presentations to wild bonnet macaques 
(Macaca radiata) in southern India, an animated cobra model 
elicited startle or evasive flight response more than other 
animated snake models (Ramakrishnan et  al., 2005). Another 
snake-scale example with aposematic properties is evident for 
the red- and yellow-ringed pattern of venomous coral snakes 
(Micrurus spp.). Presentations of elongated cylinders with these 
colored bands to hand-reared turquoise-browed motmots 
(Eumomota superciliosa) engendered alarm calling and avoidance 
by these birds (Smith, 1977).

Innate-recognition systems always require experience for 
their expression; that is, experientially driven neural activation 
in the appropriate situation is essential. For example, the unique 
neural pathways engendering snake recognition are latent in 
California ground squirrels (Otospermophilus beecheyi) living 
in snake rare or free habitats for many thousands of years. 
Yet, their relict neural circuits specialized for detecting and 
coping with snakes can be  activated within seconds on first 
laboratory exposure to two of their historical snake predators: 
the northern Pacific rattlesnake (Crotalus viridis oreganus) and 
Pacific gopher snake (Pituophis melanoleucus catenifer; Coss, 
1991, 1999). Such initial neural-circuit activation includes snake 
species discrimination involving auditory and olfactory 
modalities, with vision playing an important role. Moreover, 
the first day California ground squirrel pups use vision to 
navigate, they recognized a caged gopher snake and cautiously 
investigated a series of horizontal tick marks for measuring 
squirrel distance in the snake-presentation apparatus (Coss, 
1991). This unexpected effect was fortuitous because the equally 
spaced tick marks superficially resembled the string of black 
spots on gopher snake scales. This cautious investigative response 
to repetitive tick marks also occurred during initial trials with 
a caged guinea pig (Cavia porcellus), indicating that snake 
odor did not prime this behavior. In the field, adult ground 
squirrels are capable of detecting tethered rattlesnakes within 
10 m (pers. obs.), but also shed rattlesnake skin within 2 m 
since they will chew it and lick their fur as a possible deceptive 
defense against other predators (Clucas et  al., 2008). As in 
ground squirrels, innate visual recognition of snakes is evident 
in laboratory born Chilean rodents (Octodon degus) that avoided 
a chamber with snake pictures (Watanabe et  al., 2021).

Several species of captive-born New and Old World primates 
exhibit an innate ability to recognize snakes as dangerous. For 
example, Japanese macaques (Macaca fuscata) looked longer 
reliably at pictures of snakes than flowers (Shibasaki and Kawai, 
2009) and captive-born pig-tailed macaques (Macaca nemestrina) 
differentiated a snake and lizard model by mild caution (Weiss 
et al., 2015). In large enclosures, captive-born rhesus macaques 
(Macaca mulatta) alarm called vigorously at a realistic model 
of an Indian python (Python molurus) placed outside their 
enclosures (Hollis-Brown, 2005). In later research at the same 
facility, rhesus macaques responded quietly to fully exposed 
and partially concealed snake models by standing quickly with 
bipedal postures to investigate these smaller snake models 
(Etting and Isbell, 2014). Alarm calling at pythons that eat 
monkeys characterized snake species discrimination by Indian 
macaques because wild bonnet macaques (Macaca radiata) only 
alarm called at an animate model of a python compared with 
other animate snake models that included venomous species 
(Ramakrishnan et  al., 2005). van Schaik and Mitrasetia (1990) 
also observed alarm calling at pythons by wild long-tailed 
macaques (Macaca fascicularis).

While large snake size provides a simple cue for differentiating 
pythons from other snake species, differences in the snake-
scale patterns among snakes might provide complementary 
information useful for distinguishing dangerous and harmless 
snakes. Wild white-faced capuchin monkeys (Cebus capucinus) 
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in Costa  Rica exhibited greater frequencies of alarm calling 
and level of vigilance toward two photographic models of a 
dangerous boa constrictor (Boa constrictor) and neotropical 
rattlesnake (Cebus durissus) compared with a white snake model 
control without any pattern (Meno et  al., 2013). More subtle 
snake-scale discrimination was evident in further analyses of 
the acoustical structure of capuchin alarm calls documenting 
that these monkeys, notably the infants, distinguished the boa 
model, which exhibited a snake-scale pattern with sequential 
ovals, from a harmless scorpion eater (Stenorrhina freminvillei) 
that exhibited a uniform color without any pattern  
(Coss et  al., 2019).

Less realistic repetitive scale patterns were still provocative 
to captive-born common marmosets (Callithrix jacchus) that 
alarm called while focusing their attention on serpentine and 
triangular clay models with crosshatching, crisscrossing stars, 
and striated lines (Wombolt, 2015; Wombolt and Caine, 2016); 
albeit, the serpentine models were reliably more provocative. 
A more explicit test of snake-scale detectability was conducted 
by Isbell and Etting (2017) on wild vervet monkeys (Chlorocebus 
pygerythrus) in central Kenya. These researchers exposed a 
narrow section of gopher snake skin to foraging monkeys and 
noted their enhanced wariness and memory of where they 
last saw the apparent snake. Follow-up research with captive 
titi monkeys (Plecturocebus cupreus) demonstrated a similar 
effect of sustained attention, comparing a small (2.5 cm length) 
segment of gopher snake skin with a same-length feather  
(Lau et  al., 2021).

African rock pythons (Python sebae) along with venomous 
cobras and vipers have likely posed a threat to hominoid 
apes and hominins, including modern humans, since the 
early Miocene epoch (Headland and Greene, 2011). As a 
possible characterization of snake encounters by human 
ancestors, the type of response to the discovery of a python 
depends on the properties of surprise, proximity, and group 
behavior. Sudden python discovery by common chimpanzees 
(Pan troglodytes) can lead to alarm calling and flight to 
nearby trees; in contrast, chimpanzees initially alerted by 
alarm calling will investigate the snake cautiously with less 
provocative calling (cf. van Lawick-Goodall, 1968; Zamma, 
2011). Informal interviews of herpetologists searching for 
snakes indicated that they were not frightened by intentional 
snake discovery. However, unexpected detection of nearby 
snakes still elicited the automaticity of immediate freezing 
or jumping back along with vivid recollections of these 
experiences (Penkunas and Coss, 2013a). Such memory 
vividness will be  discussed further in the context of the 
aforementioned depictions of engraved crisscross and 
crosshatched patterns. In general, humans detect snakes 
relatively effectively during daytime, because the majority 
of snakebites occur at night when people step on them 
accidently (Nhachi and Kasilo, 1994). Examples of the dorsal 
scale patterns of venomous arboreal and terrestrial African 
snakes and terrestrial European vipers that require rapid 
detection by contemporary humans appear in Figure  2.

With regard to the developmental aspects of snake 
recognition by humans, it must be  noted that overt fear of 

live snakes emerges slowly, typically after the second year 
(see Jones and Jones, 1928; Spindler, 1959) and coincidental 
with the onset of nighttime fear (Coss, 2021). Infants as 
young as 7 months watching films of snakes compared with 
other animals did not show fearfulness; albeit, a suggestive 
precursor of fear is evident because a fearful human voice 
was associated with snakes (DeLoache and LoBue, 2009). 
Another possible precursor of snake fear is evident in 
6–9-month-old infants that showed a slowing of heart rate, 
while watching a snake video compared with other images 
and a shorter latency to startle following a brief flash of 
a white video frame embedded in the video (Thrasher and 
LoBue, 2016). Another physiological measure, interpreted 
as a precursor of fear, is evident in 6-month-old infants 
that showed larger pupillary dilation, a sympathetic nervous 
system response, while viewing pictures of snakes and spiders 
compared with pictures of flowers and fish (Hoehl et  al., 
2017). These studies are augmented by evidence that infants 
and young children direct their gaze at images of snakes 
more quickly than at benign images and coiled snakes 
compared with various other coiled objects (e.g., LoBue 
and DeLoache, 2010, 2011).

FIGURE 2 | Patterns on the snake scales of dangerous snakes: (A) African 
rock python (Python sebae), (B) African Gaboon viper (Bitis gabonica), 
(C) African boomslang (Dispholidus typus), (D) African black mamba 
(Dendroaspis polylepis), (E) Common European viper (Vipera berus), and 
(F) European asp (Vipera aspis).
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Saliency of Leopard Rosettes
Leopards (Panthera pardus) have likely posed a threat to 
human ancestors since the Middle Pliocene 3.8–3.6 Ma (Treves 
and Palmqvist, 2007; Coss, 2021). Brain (1970, 1981) has 
described an incident in which an Early Pleistocene hominin 
was killed by a leopard interpreted from the spacing of 
lower-canine punctures in its skull. Leopard predation on 
early hominins roosting in trees and on the ground might 
have been high in forested areas with poor visibility. In 
such a setting, the likely predation rate on individual 
chimpanzees by leopards in one West African national park 
has been estimated to have occurred within 18 years (Boesch, 
1991, p.  235). If similar to extant African primates that 
react quickly to the sight of leopards (e.g., Busse, 1980; 
Isbell and Bidner, 2016), human ancestors needed to detect 
hunting leopards quickly for seeking refuge because leopards 
typically ambush from cover. In this context of stealthy 
leopard hunting, detection of crouching leopards partially 
occluded by vegetation would require rapid detection of 
salient visual features, such as two facing eyes, facial flecks, 
and exposed shoulder blades.

As described above, predator camouflage evolved initially 
to preclude detection by prey using optical blending with 
visually occluding vegetation and background illuminated by 
dappled light. Unlike snake-scale camouflage, however, leopard 
rosettes typically appear in semi-random arrays without the 
periodicities of snake scales. Nevertheless, leopard rosettes 
visible on partially occluded leopards appear to be  salient 
predator recognition cues, partly aided by their yellowish 
background hue. In macaques, the neurons in early vision 
have been shown to be  very sensitive to yellowish hues (see 
Yoshioka and Dow, 1996; Yoshioka et  al., 1996). Such saliency 
in hue and pattern created the arms race for evolved perceptual 
enhancement of leopard detection by primate and ungulate 
prey (Ramakrishnan and Coss, 2000) and mitigation of such 
detection by stealthy daytime and nighttime hunting (cf. 
Zuberbühler and Jenny, 2002; Jenny and Zuberbühler, 2005; 
Isbell et  al., 2018).

Experimental presentations of leopard models are informative 
of the role of rosettes in leopard recognition. For example, a 
brief 25 m distance presentation of a realistic leopard model to 
wild bonnet macaques elicited flight-reaction times of 200–300 ms 
in forest settings where leopards were present, as well as in a 
park-like university settings with monkeys that did not have 
previous experience with leopards (Coss and Ramakrishnan, 2000). 
Both sets of monkeys still responded, albeit slower and less 
vigorously, to the same model presented upside-down, whereas 
a model of a dark leopard morph without rosettes presented 
upside-down was much less provocative. Follow-up research on 
leopard-experienced forest monkeys (Coss et  al., 2005) revealed 
that presentations of just the model leopard’s forequarters with 
facing head or just its hindquarters and tail, partially exposed 
from behind a bush, were still provocative, engendering alarm 
calling and flight to trees. No responses were made to presentations 
of the dark morph’s hindquarters and tail, again demonstrating 
the perceptual potency of leopard rosettes on a yellow coat  
(Coss et  al., 2005, 2007).

Other studies are also informative. For example, leopard-
naïve Guereza monkeys (Colobus guereza) roosting in trees in 
Uganda reacted promptly by alarm calling when they detected 
a person walking on all fours below wearing a yellow sheet 
with rosettes simulating a leopard (Schel and Zuberbühler, 
2009). Leopard-naïve sooty mangabeys (Cercocebus atys), pigtail 
macaques, and rhesus macaques also exhibited vigorous alarm 
calling the first time they saw a leopard model (Davis et  al., 
2003). In a related study, captive-born rhesus macaques alarm 
called and climbed the walls of their tall enclosures when 
presented a model leopard (Hollis-Brown, 2005) resembling 
the model used by Coss and Ramakrishnan (2000).

Experimental Questions and Hypothesis
While the aforementioned research examining infant attention 
provides suggestive evidence of innate snake recognition, nothing 
is known about how human infants respond to leopard rosettes. 
Pictures can be  useful for evaluating the gaze behavior of 
infants, but the absence of overt fear in infants makes 
interpretation difficult (see critique of snake-presentation 
protocols by Tierney and Connolly, 2013). The saliency of 
images of snakes compared with lizards and lions compared 
with antelope had been studied previously in older American 
children and adults, and in comparative samples in southern 
India, allowing a comparison of urban children with limited 
wildlife experience to children living in forest areas, where 
pythons, venomous snakes, and leopards occur (see Penkunas 
and Coss, 2013a,b). Children in both cultures, as well as those 
living in urban and forests settings, were found to exhibit 
similarly shorter latencies in snake- and lion-image detection 
using a touch-screen display, suggesting that life history 
experiences did not account for snake and lion saliency. Since 
detection of snakes and leopards by non-human primates in 
the wild typically involves serendipitous discovery, an 
experimental approach examining self-initiated encounters with 
the patterns of these animals by infants might reveal inherent 
behavioral caution earlier in development than experimenter-
manipulated presentations.

In the following experiment, we  decided to examine the 
action patterns of infants engaging in exploratory investigation 
of toys in familiar daycare settings. Previous research studying 
infant mouthing behavior found that infants handled and 
mouthed gleaming stainless steel and glossy plastic plates more 
frequently than a plate with a dull surface finish (Coss et  al., 
2003). While glossy surface finishes are attractive to infants, 
engendering mouthing, objects with glossy python scales and 
leopard rosettes might engender mouthing hesitancy by displaying 
both a glossy-cue signifying water (Coss and Moore, 1990) 
and the visual cues of historical snake and felid predators. 
The natural context of infants exploring the floor on hands 
and knees and investigating and mouthing jars safely, without 
adult intervention, allowed us to evaluate any pattern-deterrent 
effects on infant mouthing.

We thus predicted that infants would be  dissuaded from 
mouthing glossy jars with python and leopard patterns. Moreover, 
if these jars were indeed provocative, any hesitancy to handle 
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them might be preceded by a tendency to look in the direction 
of nearby adults. Research on parental modeling has shown 
that the wariness of toddlers toward novel objects can 
be  influenced by observing adult facial expressions (Gerull 
and Rapee, 2002). We also notice during preliminary observations 
that infants typically poked the jars with their forefingers before 
handling them. Exploratory poking has been observed in 
year-old infants (Blake et  al., 1994) but, to our knowledge, 
has not been reported for younger infants. Hypothesizing that 
poking was a form of infant vigilance, we  predicted that jars 
with python and leopard patterns would be  poked more 
frequently than jars with geometric and plain patterns.

EXPERIMENT 1

Materials and Methods
Participants
Twenty-three infants and toddlers were observed at 3 day-care 
facilities in the Sacramento Valley, California, spanning a period 
of 6 months. Of these children, 14 (mean age = 11.96 months; 
range 7–15 months) handled four patterned jars as experimental 
toys for five handling bouts in a repeated measures design 
derived from the plate-mouthing protocol reported by Coss 
et  al. (2003). The Institutional Review Board of UC Davis 
approved the experimental protocol (Exemption 994,134), and 
informed consent was obtained from the parent of 
each participant.

Infant Interactions With Patterned Jars
Four glossy transparent plastic jars with black serrated lids 
were modified to present different patterns with the same 
background color pressed firmly against their side and bottom 
interior surfaces (Figure  3). These lightweight jars (136 g) had 
the following dimensions: maximum dia. = 14.5 cm; maximum 
height with lid = 15 cm; height of interior pattern = 11.5 cm. Lid 
dimensions were: 11.3 cm dia., height = 2.2 cm. Jar patterns were 
constructed of yellowish-orange paper providing the dominant 
background color (Munsell 7.5YR8/10). The following graphical 
patterns influencing infant handling were examined: (1) plain 

yellowish-orange color, (2) black and grayish-brown plaid 
(trademarked as Burberry plaid), (3) full-size black spots and 
rosettes of a leopard, and (4) full-size black and grayish-brown 
scale pattern of an African rock python. The plaid pattern 
was obtained by placing Burberry plaid cloth on a flatbed 
scanner. Similarly, the python-scale pattern was digitized by 
pressing the skin of a 3 m rock python onto the scanner. The 
leopard texture was acquired from a close-up  35 mm slide of 
a leopard’s flank. All digitized images were adjusted for contrast 
using Photoshop software.

Procedure
Tightly sealed jars were washed and dried prior to each 
observation period during children’s playtime. Each jar was 
placed near other toys in the play area in a balanced randomized 
order for a 5 min observation period, thus yielding 20 min 
sessions. Daycare attendants were instructed to treat the toys 
just like all other toys, and the observer was instructed to 
remain inconspicuous to the children. As in the earlier plate-
mouthing study (Coss et  al., 2003), mouthing (Figure  4A) 
was scored as a single event during each jar-handling bout. 
Also scored as single events just prior to a jar-handling bout 
were the behavioral measures of brief looking at a daycare 
attendant (Figure  4B) and probing the jar by poking it with 
an outstretched finger.

Results
Qualitative Description
Again, analyses of infant behavior were restricted to those 
who handled the jars for five handling bouts. Because of their 
bulky shape, children held the jars with both hands and tended 
to mouth the rounded bottom edge. The average frequency 
of mouthing, which included licking the jars, was the highest 
for the Burberry plaid jar (20.6%) and the lowest for the plain 
jar (7.5%). The average frequency of looking at an adult prior 
to handling the jars was the highest for the python jar (29.8%) 
and the lowest for the plain jar (15.8%).

As mentioned above, poking was noticeable immediately in 
this experiment and was most apparent for the jars with the 
leopard and python textures. Poking included the careful prodding 
of the jars printed surface area typically with the outstretched 
index finger of the right hand. Poking usually remained brief, 
yet multiple children engaged in repeated poking of the same 
locus for several seconds. Each poke resulted in contact with 
the jar. When such behavior occurred, the jar was typically in 
an upright position. No poking occurred on the jar’s black 
serrated lid. The children who did poke the jars were typically 
either sitting next to the jar or facing the jar after crawling 
over to it. If the jar was on its side, poking would typically 
cause the jar to roll. Such jar movement would generally suspend 
the child’s interaction with the toy. Any poke was considered 
part of a handling bout. Hesitancy in further engagement with 
the jars as toys was especially evident when the two biologically 
textured jars were poked. Other than this suspension of playing 
with the jars, there was no observation of overt fearfulness 
during any interactions with the jars.

FIGURE 3 | Jars displaying graphical patterns. From left to right: plain, 
Burberry plaid, leopard rosettes, and rock python scales.
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Quantitative Analysis
A single-factor repeated measures multivariate ANOVA with 
tests of simple effects as planned comparisons was applied to 
arcsine (angle) transformations of frequency data from the 
three behavioral measures. This transformed data for all jars 
exhibited normal distributions. The four jars did not differ 
significantly for either the frequencies of infant mouthing 
(p = 0.25) or frequencies of looking at adults prior to handling 
the jars (p = 0.34). In contrast, the jars engendered statistically 
significant differences in poking frequency (Pillai–Bartlett 
trace = 0.815, multivariate F(3,11) = 16.135, p < 0.00025). Planned 
comparisons revealed that the frequency of poking the plain 
and plaid jars (Figure 5) did not differ appreciably (F(1,13) = 1.449, 
p = 0.250). However, the leopard and python jars were poked 
at significantly higher frequencies with large effects sizes than 
either the plain or plaid jars [plain vs. leopard (F(1,13) = 12.226, 
p < 0.005), Cohen’s d = 1.9; plain vs. python (F (1,13) = 53.890, 

p < 0.0001), Cohen’s d = 4.1; plaid vs. leopard (F(1,13) = 6.198, 
p < 0.05), Cohen’s d = 1.4; and plaid vs. python (F(1,13) = 15.700, 
p < 0.0025), Cohen’s d = 2.2]. Although, the python jar was poked 
at a higher frequency than the leopard jar was poked, this 
difference only approached significance (F(1,13) = 3.850, p = 0.072; 
Cohen’s d = 1.1).

Our next experiment employs an animate presentation of 
essentially the same patterns to younger infants with the 
expectation that snake scales and leopard rosettes will attract 
visual attention more than the Burberry plaid and plain patterns. 
To further our understanding of how gaze behavior influences 
motor activity, we  also examine infant grasping behavior to 
evaluate any hesitancy to touch these patterns.

EXPERIMENT 2

Materials and Methods
Participants
Fifteen infants, spanning 5 months of age, were studied for 
their gaze and reaching behavior. Infants were selected from 
a larger pool for their ability to self-sit and reach since this 
behavior emerges between 5 and 6 months of age (see Rochat 
and Goubet, 1995). They were recruited primarily through 
mailings, supplemented by advertising flyers distributed to 
daycare centers, pediatric offices, and other community locations. 
Parents participated in the study by supporting their infants 
on their laps in front of a model presentation table. Parents 
received an infant T-shirt for participating. The Institutional 
Review Board of UC Davis approved the experimental protocol, 
and informed consent was obtained from the parent of 
each participant.

Presentation of Patterned Cylinders
Four transparent plastic cylinders were presented to infants. 
These cylinders were 13.5 cm long, 4.7 cm in diameter, and 
weighed 119 g. Cylinder bases were weighted so they stood 
upright, and the 5.5 cm diameter rims at the tops and bases 
facilitated infant gripping. Each cylinder contained coiled paper 
pressed against the interior walls displaying the same dark-
orange color (Munsell 7.5YR8/10) used in Study 1. Each cylinder 
exhibited a different pattern to examine. A snake-scale pattern 
was photographed from a live Gaboon viper (Bitis gabonica) 
as an alternative to using a larger rock python snake pattern. 
However, the leopard rosette pattern was adapted from Study 
1 as were the Burberry plaid and plain patterns (Figure  6). 
Based on Photoshop pixel scanning, cylinder-luminance 
histograms from the highest to lowest mean values were as 
follows: plain cylinder = 188, SD = 16, leopard rosettes = 112, 
SD = 67, Burberry plaid = 102, SD = 63, and Gaboon viper = 93, 
SD = 56.

A 76 × 76 cm table was used with the researcher sitting on 
one side and the parent with the infant on her lap centered 
on the other side. One side of the table had an 18-cm-
high × 76-cm-long transparent acrylic plastic wall to keep the 
infant from throwing or bumping the cylinders off the table.

FIGURE 4 | Examples of infant interactions with colored jars: (A) infant 
licking jar as a form of mouthing activity and (B) infant looking at adult while 
handing jar.
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To begin the experiment, the infant was centered on her/
his parent’s lap, facing the experimenter and the video camera, 
with all four cylinders out of view. Each infant was presented 
two cylinders simultaneously in a paired comparison procedure. 
All paired comparisons were reversed so infants observed the 
same cylinder on their left and right sides, thus yielding six 
presentation trials per cylinder and 24 paired comparisons 
overall. Cylinder presentations consisted of the experimenter 
placing two cylinders on the table, visually aligned with the 
infant’s shoulder. The experimenter then pushed them 
simultaneously by their bottom red caps in a parallel trajectory 
toward the infant at a slow even pace until they were within 
the infant’s grasping reach as shown in a post-experiment 
example (Figure  7). The average cylinder pushing time was 
5.989 s calculated from the video recordings. At this point, 
the infant grasped a cylinder and typically proceeded to put 
the top portion of the cylinder in her/his mouth (all cylinders 
were sanitized after each infant’s use).

Gaze Behavior and Grasping Quantification
A tripod-mounted video camera (Panasonic model PV-DV601D 
with a 20× zoom lens) was positioned behind the researcher 
to video record infant direction of gaze and cylinder-grasping 
behavior. Recordings were copied using a Panasonic FA-400 
time base corrector, with each video field labeled numerically 
by a FOR.A VTG-22 video field number generator. The duration 
(milliseconds) that each infant looked at the cylinders was 
converted to a percentage of time that the cylinders were 
moving toward this infant to account for any variation in 
pushing speed and starting distance. This time frame was 
measured using video slow-motion and field-by-field playbacks 
on a Panasonic video-editing deck with a 21 in monitor to 
measure left and right saccadic shifts of infant gaze in 16.67 ms 
increments. This procedure circumvented the issue of computer 
delays from eye-tracker hardware and software (see Aslin, 2012).

Results
Infants reached for the cylinders predominantly with their right 
hands (57.99% of the time; Wald χ2

(1) = 4.296, p = 0.039). The 
frequencies for cylinder grasping are, respectively, left hand = 71 
times and right hand = 98 times of 180 trials. There was no 
evidence that infants avoided reaching for the cylinders with 
biological patterns. The percentage of time each infant visually 
fixated the cylinder as it was pushed was subjected to an 
arcsine transformation for statistical analyses. Actual percent 
values (means and SEs) for cylinder visual fixation are presented 
in Figure  8. The cylinder grasped was also noted for logistic 
regression analysis.

A two-factor (four cylinders and six trials averaged for the 
infant’s left and right sides) repeated measures ANOVA examined 
the percentage of time infants looked at the cylinders, followed 
by tests of simple effects comparing all cylinders. The main 

FIGURE 5 | Percentage of jar-handling bouts in which infants poked the jars 
prior to handling them. Means and SEs are shown. The jars displaying 
leopard rosettes and the rock python-scale pattern were poked significantly 
more than the Burberry plaid and plain jars.

FIGURE 6 | Cylinders displaying graphical patterns. From left to right: 
Gaboon viper snake-scale pattern, leopard rosettes, Burberry plaid, and plain.

FIGURE 7 | Infant reaching for a cylinder displaying the Gaboon viper snake-
scale pattern after both cylinders were positioned by the experimenter.
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effect for cylinders, averaged for trials, was statistically significant 
(F(3,42) = 5.454, p = 0.003), whereas the main effect for trials 
(F(5,70) = 0.528, p > 0.5) and the interaction of cylinders and trials 
(F(15,210) = 0.901, p > 0.5) were not statistically significant. As 
apparent in Figure 7, the biological patterns were fixated visually 
more than the plaid and plain cylinders as they moved toward 
the infants. The mean percentage of visual fixation time was 
the highest for the Gaboon viper cylinder, followed closely by 
the leopard rosette cylinder. Averaged for trials, a planned 
comparison of these biological patterns indicated that they 
did not differ appreciably (F(1,14) = 0.447, p > 0.5). However, both 
the Gaboon viper cylinder and leopard rosette cylinder were 
looked at for significantly longer percentages of time than the 
non-biological Burberry plaid cylinder (respectively, F(1,14) = 4.861, 
p = 0.045, and 4.898, p = 0.044). The standardized effect sizes 
for these mean differences are large (Cohen’s d = 1.6 for the 
Gaboon viper–Burberry plaid comparison and d = 1.2 for the 
leopard rosette–Burberry plaid comparison). In addition, the 
plain cylinder was looked at significantly less than the Gaboon 
viper cylinder (F(1,14) = 8.989, p = 0.010; d = 1.6) and the leopard 
rosette cylinder (F(1,14) = 6.025, p = 0.028; d = 1.3), but not the 
Burberry plaid cylinder (F(1,14) = 2.985, p = 0.106).

The Effect of Gaze Duration on Cylinder 
Choice
Because, we  did not measure visually guided reaching due to 
our focus on cylinder differentiation while cylinders were in 
motion, our evaluation of cylinder saliency on cylinder choice 
is restricted to the effect of gaze duration prior to reaching. 
As such, logistic regression was used to assess whether the 
percentage of time looking at each cylinder, while it was pushed 
toward the infant influenced whether that cylinder was grasped. 
Since the cylinders were presented on the infant’s left and 

right sides, each cylinder in the paired comparison was examined 
separately by logistic regression to circumvent any side bias. 
The arcsine percentage of visual fixation time, while each 
cylinder was in motion was the predictor variable, and the 
presence or absence of cylinder grasping on the same side 
was the dependent (response) variable (Table  1). Seventeen 
of 24 logistic regressions indicated statistically significant 
relationships between the durations of looking at a cylinder 
prior to grasping it.

The seven looking and grasping relationships with 
non-significant values all involved cylinders with snake scales 
or leopard rosettes on the opposite sides that competed for 
attention prior to the infant’s decision to reach for one of the 
cylinders. The largest mean values for gaze were when the 
three patterned cylinders were presented on the right side, 
favoring grasping by the right hand. However in Table  1: 4a, 
the Gaboon viper cylinder presented on the left side was 
selected over the Burberry plaid cylinder on the right side 
even though the Burberry plaid cylinder was grasped by 66.67% 
of the infants. Conversely in Table  1: 4b, when the Gaboon 
viper cylinder was presented on the infant’s right side and 
the Burberry plaid cylinder was presented on the infant’s left 
side, the Gaboon viper cylinder attracted the infant’s attention 
prior to reaching with the highest acrsine mean value (59.54%) 
among all paired comparisons and the second-highest percentage 
(66.67%) of overall cylinder grasping by the infants. This 
particular paired comparison suggests that infants were not 
cautious or inhibited in grasping the Gaboon viper cylinder. 
Visual competition prior to reaching appeared to occur in the 
paired comparison when the Gaboon viper cylinder was presented 
on the infant’s left side, and the leopard rosette cylinder was 
presented on the infant’s right side or vice versa (Table  1: 
2a,b). Logistic regression of each cylinder in this set of paired 
comparisons indicated that visual fixation prior to reaching 
did not predict reliably which cylinder was grasped.

Finally, it must be noted that visual fixation of the Burberry 
plaid and plain cylinders engendered very strong predictive 
relationships with cylinder grasping, especially when the Burberry 
plaid was presented on the left side and the plain cylinder 
was presented on the right side, leading to 60% of infants 
grasping the Burberry plaid cylinder on their left side typically 
with their right hand (Table  1: 12b). A similar reaching over 
occurred when the Gaboon viper cylinder and leopard rosette 
cylinder were presented on the left side and the plain cylinder 
was on the right side (Table  1: 6a and 10a). Together, it is 
apparent that all three patterned cylinders presented on the 
left side caught the infant’s attention in ways prior to reaching 
that engendered grasping them on the infant’s less favored side.

DISCUSSION

Counter to our predictions, none of the jars in Experiment 
1 were distinguished by the frequency of mouthing the glossy 
plastic or looking first at adults prior to handling the jars. 
The jars did differ reliably in the frequency of poking them 
with an extended index finger. Again, poking as exploratory 

FIGURE 8 | Percentage of time, averaged for six presentation trials that 
infants looked at the cylinders as they were pushed toward them by the 
experimenter. Means and SEs are shown. The cylinders displaying leopard 
rosettes and the Gaboon viper snake-scale pattern were looked at 
significantly longer than the Burberry plaid and plain cylinders.
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behavior has been reported for some 12 month olds at an 
object with protruding features (see Blake et  al., 1994, p.  197). 
If interpreted correctly as a probing action, the jars with python 
and leopard patterns created the most uncertainty for investigative 
infants, especially if the jars rolled after being poked. Our 
only anecdotal observation of fear of any of our jars was that 
of an 18-month-old non-participant girl who shouted “NO! 
NO!,” while pointing to the jar with leopard rosettes after she 
spotted it on the floor.

The absence of fear of any of the jars at 7–15 months 
of age warrants further discussion. As mentioned above, 
Spindler (1959) reported that young children exhibited fear 
of a live snake as early as 2 years of age, although Jones 
and Jones (1928) used the term “guarded” as their description 
of hesitant investigation of live snakes as early as 26 months 
of age. Taken together, it appears that this developmental 
delay in the overt expression of snake fear has anticipatory 
properties characterized by greater attention toward snake 
images and subtle physiological measures of arousal (Thrasher 
and LoBue, 2016; Hoehl et  al., 2017). However, it must 
be noted that this developmental delay is not apparent when 
infants see unfamiliar humans because fear of strangers 
typically begins about 8 months of age (e.g., Schaffer, 1966; 
Scarr and Salapatek, 1970).

A paired comparison procedure was used in Experiment 2 
to determine whether graspable cylinders displaying the scales 
of a Gaboon viper, rosettes from a leopard coat, a commercial 
Burberry plaid, and a plain surface differed appreciably in 
attracting the attention of 5-month-old infants whose visuomotor 
coordination of reaching was undergoing developmental 
refinement (see von Hofsten, 1984; Rohlfing et  al., 2013). 

Because formerly camouflaging skin and coat pattern of animals 
dangerous to human ancestors might act as recognition cues, 
cylinders depicting snakes scales and leopard rosettes were 
predicted to capture attention longer as they were pushed 
toward each infant. None of the infants hesitated in grasping 
any of the cylinders, unlike the poking action by older infants 
observed in Experiment 1. Nevertheless, the results of both 
experiments showed the same relational trend in their dependent 
measures, with infants responding the most to snake scales, 
followed by the leopard rosettes, Burberry plaid, and plain 
patterns. Such consistency in this progression of responsiveness 
suggests that the two ecologically relevant patterns might have 
inherent significance to humans prior to the developmental 
manifestation of overt fear.

In other mammalian species, rapid visual information 
processing for survival purposes entails the superior colliculus 
(SC), an ancient subcortical structure enlarged in diurnal rodents 
(e.g., Woolsey et  al., 1971) that might play an important role 
in visual predator recognition, including snakes (Sewards and 
Sewards, 2002). In contrast, the SC in arboreal primates is 
small relative to neocortical volume, seemingly retaining much 
of its earlier size during the early evolutionary shift in neocortical 
enlargement (e.g., Bons et  al., 1998). For example, in macaque 
monkeys, the SC functions to coordinate gaze behavior with 
arm movement during reaching (see Stuphorn et  al., 2000). 
Despite SC coordination of gaze and reaching, it is unlikely 
that the SC performed the pattern recognition tasks that  
directed infant attention toward the cylinders with snake scales 
and leopard rosettes even though human SC neurons can 
be  activated by a flickering checkerboard pattern (Schneider 
and Kastner, 2005).

TABLE 1 | Logistic regressions of moving cylinders in paired comparisons grasped by infants on their right or left sides and whether their percentages of time looking 
at these cylinders predicted whether they were grasped.

Cylinder looked at and grasped χ2 Odds ratio p

1a. Gaboon viper (right) selected over Leopard (left) 8.333 1.115 0.00389
1b. Leopard (left) selected over Gaboon Viper (right) 4.897 1.076 0.02691
2a. Gaboon viper (left) selected over Leopard (right) 2.714 1.060 0.09948
2b. Leopard (right) selected over Gaboon Viper (left) 1.214 1.036 0.27052
3a. Gaboon viper (right) selected over Burberry Plaid (left) 9.089 1.134 0.00257
3b. Burberry Plaid (left) selected over Gaboon Viper (right) 10.931 1.232 0.00094
4a. Gaboon viper (left) selected over Burberry Plaid (right) 0.052 1.005 0.81895
4b. Burberry Plaid (right) selected over Gaboon Viper (left) 0.010 1.002 0.92205
5a. Gaboon viper (right) selected over plain (left) 1.010 1.044 0.314853
5b. Plain (left) selected over Gaboon Viper (right) 5.252 1.143 0.021933
6a. Gaboon viper (left) selected over plain (right) 13.118 1.179 0.000293
6b. Plain (right) selected over Gaboon Viper (left) 8.326 1.070 0.003911
7a. Leopard (right) selected over Burberry Plaid (left) 8.595 1.172 0.003373
7b. Burberry Plaid (left) selected over Leopard (right) 3.270 1.048 0.070555
8a. Leopard (left) selected over Burberry Plaid (right) 10.159 1.120 0.001438
8b. Burberry Plaid (right) selected over Leopard (left) 20.054 2.353 0.000008
9a. Leopard (right) selected over plain (left) 4.593 1.080 0.032109
9b. Plain (left) selected over Leopard (right) 0.061 1.009 0.804780
10a. Leopard (left) selected over plain (right) 16.793 3.318 0.000042
10b. Plain (right) selected over Leopard (left) 16.197 2.448 0.000057
11a. Burberry Plaid (right) selected over plain (left) 9.003 1.157 0.002697
11b. Plain (left) selected over Burberry Plaid (right) 14.545 1.781 0.000137
12a. Burberry Plaid (left) selected over plain (right) 18.139 2.484 0.000021
12b. Plain (right) selected over Burberry Plaid (left) 7.665 1.078 0.005633
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Our argument about restricted SC pattern recognition 
capability is based on neurophysiological findings of macaques. 
First, the percentage of retinal ganglion cells projecting to the 
SC in humans would not likely exceed the approximately 10% 
of all retinal projections found in macaques (Perry and Cowey, 
1984). Even with sparse foveal input, this level of retinotectal 
connectivity would yield coarse pattern perception by the SC 
with a low spatial frequency that might not be  sufficient to 
resolve snake scales as recognition cues from partially occluded 
snakes and leopard rosettes on partially exposed leopards at 
distances known to elicit alarm calling. Nevertheless, the course 
visual resolution of the human SC is sufficient to engender 
amygdala activation during the blurry perception of fearful 
faces via the subcortical colliculo–pulvino–amygdala pathway 
(Rafal et  al., 2015; Burra et  al., 2019).

Secondly, besides the limited retinotectal input in higher 
primates, there is another source of input to the superficial 
layers of the SC capable of processing complex shapes at higher 
resolution – the visual and middle temporal cortices (cf. 
Cerkevich et  al., 2014; White et  al., 2017). This ability is 
complemented by an important neural structure involved in 
visual attention, the pulvinar, a thalamic nucleus synchronizing 
the neural activity of other brain areas (Saalmann et al., 2012). 
Evidence for the argument for involvement of the SC in snake 
recognition is that neural recordings from the macaque pulvinar 
show differential activity to images of snakes in striking postures 
compared with non-striking postures (Le et al., 2014). However, 
pulvinar neural responses to snakes could well reflect visual 
information from the dense projections from medial and 
inferotemporal (IT) cortices, characterizing a brain region 
homologous with the fusiform face area in humans, where 
cortical face processing occurs along with unrelated shapes in 
macaque IT (Benevento and Miller, 1981; Tanaka, 2003). 
Therefore, the pattern recognition capabilities by the primate 
SC are ambiguous, beyond that of rough face perception with 
two facing eyes (Nguyen et  al., 2014) that is much more 
evolutionarily refined in the human fusiform face area and 
occipital face area (cf. Arcurio et  al., 2012; Cecchini et  al., 
2013; Parkington and Itier, 2018). Nevertheless, the SC does 
play an important role in behavioral coping with dangerous 
animals due to its deep-layer projections to the midbrain 
periaqueductal gray (PAG) that initiates rapid freezing and 
directed flight behavior (Mantyh, 1982; Dean et  al., 1989; Wei 
et  al., 2015).

Detail neurophysiological study of snake perception in visual 
and temporal cortices has not been conducted to our knowledge, 
but there are indirect findings suggestive of the ability to 
process snake- and leopard-like features. For example, Kastner 
et al. (2000) report a gradual increase in neural responsiveness 
to presentations of texture-defined contours using fMRI in 
humans as one progresses from early vision to higher-order 
visual areas. More relevant to our discussion of snake-scale 
perception, Okusa et  al. (2000) used magnetoencephalography 
with repeated pattern presentations to humans and showed 
that diamond and cross-patterns activated neurons the ventral 
extrastriate cortex neurons that include the fusiform face area 
with a faster latency and greater amplitude than alternating 

black or white clusters of dots randomly changing in 
configuration. More recent human research measuring event-
related potentials (ERPs) from scalp electrodes has shown 
similar effects by presenting photographs of snakes with 
prominent triangular-like scale patterns that evoked more 
sustained attention characterized by late (250–350 ms) negative 
potentials of the right-frontal hemisphere compared with snakes 
without patterns (Grassini et  al., 2019, p.  67).

Often used as comparative controls, checkerboard patterns 
exhibit the periodicity of snake scales. ERPs of epilepsy patients 
recorded from surfaces of the ventral visual cortex showed 
that a checkerboard pattern elicited strong 100 ms ERPs (Allison 
et  al., 1999, p.  417). Based on this 100 ms ERP finding in 
human visual areas, known to project to the SC in macaques 
(Cerkevich et  al., 2014) that activates PAG defensive behavior, 
it is reasonable to argue that the 233–267 ms reaction times 
of bonnet macaque freezing, standing, or jumping back after 
discovering snakes (Ramakrishnan et  al., 2005) is consistent 
with the activation of integrative neocortical and subcortical 
neural pathways. Also suggestive of longer automatic attention 
to snakes, the early posterior negativity of ERPs from scalp 
electrodes is more sustained after viewing images of snakes 
than after viewing images of lizards and angry and neutral 
faces (Langeslag and van Strien, 2018).

While there is an emerging neurophysiological and behavioral 
literature on snake detection and recognition, in a variety of 
species including humans, there is no experimental evidence 
on how adult humans respond behaviorally to sudden discovery 
of a leopard in a more natural context. There are published 
descriptions of human–leopard interactions (e.g., Corbett, 1947) 
and numerous unpublished anecdotes from researchers in the 
field and from tourists on game drives. Research on preschool 
children conducted under adult supervision has shown that 
the sudden appearance of a realistic model leopard is more 
provocative than a model deer, engendering hesitation to seek 
refuge away from adults in a playground setting (Coss and 
Penkunas, 2016). While not specific to leopards, 
neurophysiological research has been approximated, in which 
image saliency was inferred from the maximum responses of 
a macaque neuron in anterior inferotemporal cortex to a drawing 
of a striped cat and horizontal and vertical gratings and another 
neuron’s responses to a cat’s striped hind leg and a stripe-like 
vertical grating (Tanaka et  al., 1991; Tanaka, 2003, p.  91). 
Moreover, Tanaka et  al. (1991, p.  177) reported other texture-
sensitive neurons highly responsive to an orderly arrangement 
of spots.

STUDY LIMITATIONS

The protocol for Experiment 1 required observers to record 
three types of focal-infant behavior as single events for each 
jar-handing bouts in free play situations. The stochastic aspects 
of infants playing with all the patterned jars for five jar-handing 
bouts yielded only 14 of 23 infants for repeated measures 
statistical analyses that reflect marginal convergences toward 
the true population means for all the jars. Although rigorous 
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in its simplicity, focal-infant sampling has the limitation of 
missed observations if the observation intervals are too long, 
making it difficult for the observer to maintain her attention 
(see Altmann, 1974; Vonk, 2018). As an alternative, video 
recordings would have allowed detailed examination of infant 
playtime behavior in a familiar daycare setting, but this was 
not permitted due to a lack of unanimous caregiver approval 
at each daycare facility.

Video recordings of infant gaze and cylinder grasping were 
conducted in Experiment 2  in a laboratory setting. As with 
Experiment 1, the primary constraint on the interpretation of 
findings is the small sample size coupled with the limitation 
of 24 paired comparison cylinder presentations to prevent infant 
fatigue (see Kidd et  al., 2012). Subsequent research should 
focus on comparing the biologically provocative patterns with 
those exhibiting similar complexity and fewer geometric features. 
However, the issue of image complexity is difficult to assess 
let alone quantify (cf. McCall, 1974; Chipman and Mendelson, 
1975; Redies et  al., 2017).

The aforementioned heterospecific evidence of snake and 
leopard recognition suggests that these perceptual systems 
evolved for distinguishing ecologically important static contours 
and patterns from similarly complex backgrounds as apparent 
when snakes and leopards freeze deliberately to avoid detection. 
Our first experiment combined both static and dynamic motion 
as when participants were initially attracted to the jars and 
then poked them. Our second experiment involved the visual 
tracking of moving targets against a moving background 
(presenter forearms) which does not evaluate the interaction 
of static and dynamic images. Future research could evaluate 
the interaction of moving contours and patterns presented 
behind different slit-like static backgrounds as if “painting” 
the figure across the retina (cf. Parks, 1965; Haber and 
Nathanson, 1968).

SUMMARY AND CONCLUSION

As apparent from our literature review of non-human species, 
the ability to detect and recognize snakes quickly and engage 
in appropriate defensive behavior are perceptual and behavioral 
traits shaped by long periods of natural selection (Isbell, 2009). 
Similarly, rapid detection and recognition of leopards as dangerous 
predators coupled with evasive behavior have been under strong 
natural selection, but for a shorter evolutionary time span. 
The aforementioned studies of rodent and primate behavioral 
development, coupled with studies of captive-born prey species 
or species studied in predator-rare or free habitats, provide 
unambiguous evidence that snake and leopard recognition has 
innate perceptual properties. Because these recognition systems 
are latent, awaiting activation under appropriate experiential 
conditions, the timing of their expression can be  limited by 
developmental constraints. For example, infant bonnet macaques 
still attached to their mothers have been observed to monitor 
snakes, then to release their grip, and approach them fearlessly, 
leading to the mother’s intervention by quickly grabbing the 
infant (Coss, 2003; Ramakrishnan et  al., 2005). In contrast, 

older juveniles exhibit adult-like freezing, standing, or jumping 
back when a nearby snake is detected. Infant white-faced 
capuchins will alarm call at other animals, including snakes, 
beginning about 11 months of age (Meno, 2012), so this delay 
in snake-directed fear is not unique in non-human primates.

Implications of Image Saliency and Visual 
Imagery for Graphical Expression
The idea of linking artistic expression to evolved perceptual 
abilities is not new (e.g., Schlosser, 1952; Coss, 1968, 2003; 
Eibl-Eibesfeldt, 1989; Aikens, 1998a,b; Sütterlin, 2003; Watson, 
2011; Orians, 2014; Mühlenbeck and Jacobsen, 2020). Outside 
of research on face perception in newborn infants (Goren 
et  al., 1975; Johnson, 2005; Johnson et  al., 2015), it is difficult 
to demonstrate unambiguous innate perception in humans 
unlike that of captive-born species or species living in predator-
rare or predator-free habitats. Our experiments on young infants 
using biological textures that are evocative in ground squirrels 
and non-human primates do provide evidence that their saliency 
might influence the expression of crosshatching, zigzags, and 
dots that are common graphical designs in prehistoric art. 
Actual demonstration of this relationship requires further 
research on how visual imagery is translated into artistic 
production. Our following discussion about how these specific 
biological patterns influenced prehistoric graphical engravers 
is a speculative integration of experimental findings of memories 
and emotions.

Engraving hard surfaces involves a much slower process of 
hand–eye coordination than targeted drawing movements, and 
it requires a sustained concentration of where the gouging or 
scraping tool is directed on the surface. The vividness of mental 
images in working memory would play an essential role in 
exteriorizing these images onto worked pieces. Could the 
saliency of snake scales and rosettes be  formative in a manner 
that enhances mental imagery of these patterns? One such 
process of augmenting the vividness of these mental images 
would be events remembered explicitly in autobiographical  
memory.

Flashbulb memories are a vivid form of autobiographical 
memory typically occurring when individuals experience 
surprising consequences coupled with intense emotions (Brown 
and Kulik, 1977; Rubin and Kozin, 1984). Memory rehearsal 
is not necessary for the clarity of flashbulb memories, and 
Yonelinas and Ritchey (2015) argue that the amygdala mediates 
“emotional binding” of observed events or images leading to 
a slow decay of event or image recollection. Evidence of SC 
and pulvinar involvement in snake perception would likely 
include the contribution of the amygdala in memory 
enhancement. Such emotional consequences leading to vivid 
mental imagery would have occurred mostly during unexpected 
encounters with snakes and dangerous felids throughout human 
evolution. From a life history perspective, it is probable that 
Upper Paleolithic and Middle Stone Age artists experienced 
daunting encounters with snakes and large-bodied felids, 
including leopards, and European cave lions (Panthera spelaea) 
that exhibited rosettes (Coss, 2020). From the neurophysiological 
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perspective, the sudden detection of a nearby snake would 
involve rapid assessment of visual detail by extrastriate cortex 
and blurry image evaluation by the SC that activates rapid 
defensive behavior by the midbrain PAG (see Almeida et  al., 
2015; Konoike et  al., 2020). More detailed appraisal of the 
snake, such as its configuration and distance, would follow 
quickly if the perceiver remained physically frozen or had 
jumped back.

Vivid mental images of snakes are associated with more 
intense snake phobia. When requested to explain what would 
happen if a snake appeared suddenly, individuals with self-
reported fear of snakes imagined “vivid and horrifying” encounters 
(Hunt et al., 2006). Moreover, in non-phobic individuals, pictures 
of the common European viper with a zigzagging scale pattern 
and the Gaboon viper with a crisscross scale pattern (see examples 
in Figures  2B,E) were rated as more beautiful than pictures of 
non-dangerous snakes (Landová et  al., 2018). Anecdotal 
commentaries of dangerous animals, such as leopards, as beautiful 
are not unusual. Consistent with the idea that beauty and danger 
are linked, Coss (2003, p.  83) proposed that the cognitive 
relationship between beauty and level of dangerousness might 
reflect a motivational system to maintain awareness of where 
dangerous animals or thorny plants might be  encountered in 
the landscape (for a related perspective, see Landová et al., 2012). 
Beauty can also be  associated with positive awe that enhances 
parasympathetic arousal and that is distinct from threat-based 
awe that increases sympathetic arousal, preparing the organism 
for action (Gordon et  al., 2017). It is interesting to note in the 
context of threat-based awe that Wik et  al. (1993) reported 
higher cerebral blood flow in the temporal lobes, but lower 
blood flow in the orbitofrontal cortex and prefrontal cortex, 
while snake-phobic individuals viewed a video of snakes. Due 
to the importance of snakes to phobic individuals, such an 
underactivation of orbitofrontal and prefrontal cortices during 
snake perception might enhance attentional control for appropriate 
action by reducing cognitive interference (see Northern, 2010).

Organized pattern engraving mediated by vivid mental images, 
possibly derived from flashbulb-like autobiographical memories 
of life history experiences, reflects one of the earliest features 
of creative thought during hominin evolution. Beginning with 
late H. erectus in Asia, engravings by prehistoric artists exhibit 
organized crosshatching that roughly resembles the periodicities 
of snake-scale patterns, while the later decorative spots by 

early modern humans possibly characterize the saliency of 
leopard rosettes. The findings of our experiments on infants 
provide an empirical context for future work on this topic.
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The fact that world-over people seem inexplicably motivated to allocate time and effort 
to apparently useless cultural practices, like the arts, has led several evolutionary scholars 
to suggest that these might be costly Zahavian signals correlated with genetic fitness, 
such as the infamous peacock’s tail. In this paper, I review the fundamental arguments 
of the hypothesis that art evolved and serves as a costly Zahavian signal. First, I look into 
the hypothesis that humans exert mate choice for indirect benefits and argue that the 
data supports mate choice for direct benefits instead. Second, I argue that art practice 
may well be a costly signal, however not necessarily related to good genes. Third, I suggest 
that Thorstein Veblen’s original concept of conspicuous signals as social tools to obtain 
and convey prestige provides a better account than the Zahavian model for the evolution 
and function of art in society. As a Veblenian signal, art could still have many of the effects 
suggested for visual art as a Zahavian signal, except not for the indirect benefits of optimal 
offspring, but for the direct benefits of acquiring and conveying social status.

Keywords: art, sexual selection, mate choice, costly signaling, the handicap principle, visual art, Veblen

INTRODUCTION

For years, the tail of the peacock posed a problem for Darwin’s principle of natural selection, 
so much so that in 1860 he  wrote to a friend that its mere sight made him sick (Hiraiwa-
Hasegawa, 2000). Conspicuous animal traits like the peacock’s tail or the deer’s antlers had 
eluded Darwin because they did not seem to contribute towards the survival of the individuals 
that possessed them. On the contrary, sometimes such traits seemed to hinder survivorship, 
raising the question of why these evolved at all. Darwin eventually arrived at the mechanism 
of sexual selection to explain those exaggerated characters either as armaments or ornaments 
employed in rivalry battle and courtship displays, respectively (Andersson, 1994).

Sexual selection has provided a successful theoretical framework in evolutionary biology. 
It has offered an explanation for many animal traits and behaviors, from birdsong to tusks 
and horns.1 These characters do not usually aid survival but are essential in mating displays 
and rival confrontation. In addition, their presence and salience tend to correlate with the 
animal’s overall health, thus they are hypothesized to serve as indicators of individual fitness. 
The classic example is the peacock’s tail, whose large, colorful, eye-spotted feathers incur a 
huge energetic investment. While attractive to the peahens, the tail makes the male bird less 

1 Sexual selection is not limited to mating competition, but that is what Darwin focused on when he  came up with 
the term and it remains its most simple and useful application (Andersson, 1994).
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agile and more noticeable to predators. So, those peacocks 
that despite the handicap of the costs and risks of the tail 
are still able to sustain and display it conspicuously should 
be perceived as high-quality mates and preferred by the peahens, 
whose offspring will inherit both the elaborate tail (the males) 
and a preference for it (the females; Zahavi, 1975; Jones and 
Ratterman, 2009).2 This is broadly the basis of the so-called 
“Handicap Principle” (Zahavi and Zahavi, 1997), also known 
as “fitness indicator” model of sexual selection.3

People across all periods and cultures have inexplicably 
allocated much time and effort to cultural practices which seem 
useless to survival, like the arts. This has led several evolutionary 
scholars to suggest that art, too, might have evolved through 
sexual selection (Taylor, 1996; Zahavi and Zahavi, 1997; Kohn 
and Mithen, 1999; Miller, 2000; Thornhill, 2003; Dutton, 2009). 
The arts, and particularly visual art, are often referred to as 
costly “Zahavian” signals associated to genetic fitness, or “good-
gene indicators” (Miller, 1999). From this perspective, even if 
art did not increase a person’s survival chances, it would increase 
their mating opportunities and, like the peacock’s tail, would 
serve to outcompete rivals and impress the opposite sex. Therefore, 
just like those exuberant animal traits, art might be  considered 
a courtship adaptation (Miller, 2000).

This argument has had a huge impact, particularly in popular 
science. It has been frequently reproduced and applied to 
various human cultural behaviors, from music (Bolt, 2008) to 
literature (Gottschall et  al., 2004; Gottschall, 2008), to visual 
art (Dutton, 2009). Similarly, it has been criticized for being 
too broad and oversimplistic, and for lacking empirical support 
(Brown, 2000; Carroll, 2004; Fitch, 2005; Dissanayake, 2007; 
Boyd, 2009; Straffon, 2019). Such critiques, however, have often 
been limited to the implications of the model for art studies, 
but have not dealt with the underlying arguments. In this 
paper, I  review and assess the fundamental premises of the 
hypothesis that visual art evolved as a human fitness indicator, 
or Zahavian signal. I  focus on three key arguments. The first 
is that humans make use of good-gene indicators to guide 
their mating choices. Second, that art is a biological signal of 
genetic fitness. Third, that because art has no survival function, 
it makes no evolutionary sense except as a sexually selected 
trait. I further discuss that although the hypothesis is appealing 
on the surface, it offers no sound argument for either the 
evolution of art or its role in human mating behavior. 
Alternatively, I  suggest that art may indeed serve as a costly 
signal, but rather in Veblen’s original sociocultural sense.

ART AS A COSTLY ZAHAVIAN SIGNAL

Sexual selection can occur through different mechanisms (see 
Table 1), including the two discussed by Darwin, rival contests 

2 Alternatively, the peacock’s tail may be an armament for intrasexual competition, 
shaped by male-male conflict instead of female choice (Berglund et  al., 1996), 
or it could be  an ancestral trait that has been lost in the females (Takahashi 
et  al., 2007).
3 For a history, detailed description, and assessment of the Handicap Principle, 
see Penn and Számadó (2020).

and mate preference. The hypothesis of art as a Zahavian 
signal focuses on the latter, mate choice, which refers to “the 
outcome of the inherent propensity of an individual to mate 
more readily with certain phenotypes of the opposite sex (i.e., 
mating preference or bias) and the extent to which an individual 
engages in mate sampling before deciding to mate (i.e., 
choosiness)” (Kokko et  al., 2006, p.  49). Mate choice is of 
special interest precisely because it seems to be directly correlated 
with the evolution of the ornaments and the extravagant traits 
which Darwin struggled to explain through natural selection 
(Kokko et  al., 2003).

Parental investment theory proposes that there is some 
conflict of interest between males and females since they invest 
unevenly in the offspring, leading to different mate choice 
strategies (Trivers, 1972). Because usually the females invest 
more in reproduction and parental care, they will tend to 
be  the choosier sex, whereas the males will compete with 
each other for mating opportunities. Therefore, the most common 
mating dynamics involve male–male competition and female 
choice (Geary et  al., 2004), although these two by no means 
exhaust the wide array of mate choice behaviors and mechanisms 
(Andersson and Simmons, 2006; Jones and Ratterman, 2009; 
Rosenthal, 2017).

Here I will only discuss the two forms that are most relevant 
for understanding Zahavian signals: mate choice for direct 
benefits and mate choice for indirect benefits. In the first, 
individuals select mates for an immediate fitness advantage, 
that is, for direct phenotypic effects such as the procurement 
of resources, territory, parental care, protection, fertility, health, 
etc. In the second case, individuals choose mates for indirect 
benefits (fitness advantages passed down to the offspring) based 

TABLE 1 | The different mechanisms of sexual selection and the traits they favor 
in the competing sex.

Mechanism Traits favored in the competing sex

Scrambles Early search and swift location of mates; well-
developed sensory and locomotor organs

Endurance rivalry 1.  Traits that improve fights (e.g., large size, 
strength, weaponry, agility or threat signals)

2.  Alternative mating tactics of inferior competitors, 
avoiding contests with superior rivals

Mate choice 1.  Behavioral and morphological traits that attract 
and stimulate mates

2.  Offering nutrition, territories, nest sites or other 
resources needed by the mate for breeding

3.  Alternative mating tactics, such as forced 
copulation

Coercion 1. Similar traits as for contests (1)

2.  Morphological and other adaptations for forced 
copulation and other coercive behavior

Sperm competition 1.  Mate guarding, sequestering, frequent copulation, 
production of mating plugs or other means of 
preventing rivals from copulating with mate

2.  Ability of displacing rival sperm; production of 
abundant sperm to outcompete those of rivals

Infanticide Similar as traits for contests (1)

After Andersson and Iwasa (1996).
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on an indicator trait that correlates with the desired advantage, 
for example an ornament like bright plumage. In addition to 
selection strategies for benefits, mate choice may be  based on 
some perceptual preference originated in a non-sexual context 
(sensory bias; Andersson and Simmons, 2006; Jones and 
Ratterman, 2009),4 or on social information (mate copying; 
Dugatkin, 1992; Mery et  al., 2009).

The hypothesis of art as a Zahavian signal relies on mate 
choice for indirect benefits, where the preferred trait is assumed 
to be  a reliable indicator of the individual’s overall genetic 
quality, which would subsequently be inherited by the offspring. 
In the case of the peacock, the tail is correlated with the 
general physical condition of the male and should be  more 
elaborate in strong, healthy individuals. The peacocks that 
despite the costs and risks can still afford to maintain and 
display their tail conspicuously will be preferred by the peahens 
as high-quality mates. The peacock’s tail is hence described 
as a wasteful or costly fitness signal (Zahavi, 1975). In the 
human case, several cultural behaviors such as humor, music, 
art, and altruism have been hypothesized to have evolved 
precisely like the peacock’s tail, as fitness indicators for a 
courtship function (Miller, 2000).

When discussing the effects of sexual selection in The Descent 
of Man, Darwin himself alluded to a probable correlation 
between the human “passion for ornament” and the affairs of 
choosing a mate. He  suggested that, just as the vivid colors 
and patterns of some male birds serve them to lure females, 
humans turn to decoration to enhance their natural qualities 
and make themselves more attractive to the opposite sex 
(Darwin, 2004).

As stated above, several authors have followed up on Darwin’s 
observation, and suggested that human aesthetic production 
is costly and wasteful, requiring energy and resources that 
had better be  invested in survival efforts like foraging, rest, 
or defense. The argument is that natural selection generally 
is an economizing process that does not promote the persistence 
of useless behavior, so it cannot explain art-making. Sexual 
selection, on the other hand, often results in the development 
of exaggerated and seemingly wasteful but attractive traits, like 
the plumage of the birds-of-paradise. A strategy of mate choice 
that selects for indicators of good genes therefore provides a 
reasonable framework to explain the evolution of visual art 
(Zahavi and Zahavi, 1997; Miller, 2000).

Human mating preferences and mating strategies have received 
much attention in evolutionary psychology. Unlike social scientists 
who typically claim that mating choices are a function of 
socio-economic pressures and culturally shaped gender roles 
(Wood and Eagly, 2002), evolutionary psychologists favor the 
view that mating preferences are innate psychological adaptations 
that guide individuals in choosing high-quality partners 
(Gangestad et  al., 2006). Likewise, mating strategies are seen 
as the result of the reproductive problems faced by humans 
throughout evolution (Buss, 1994), such as whether to invest 

4 For example, the preference of female guppies (fish) for more intense orange-
tailed males might be  traced back to a wide-species feeding preference for 
orange fruit (Rodd et  al., 2002).

in offspring quantity or quality, or whether to invest in parental 
care or in multiple mates, etc. As in most mammals, human 
mating strategies are constrained by parental investment, thus 
women are expected to be  choosier, and men are expected to 
engage in sexual rivalry and prowess displays (Buss, 1994).

According to the hypothesis under discussion, visual art 
would have evolved in the context of human mating strategies 
to serve a courtship function by signaling the artist’s fitness. 
The mental and physical abilities required for art-making (e.g., 
creativity, concentration, coordination, dexterity, etc.) would 
correlate with the general condition of the individual, serving 
as reliable indicators of good genes (Kohn and Mithen, 1999; 
Miller, 2000). The assumption is that traits which incur high 
energetic or intellectual costs function best as markers of genetic 
quality. So, a complex behavior like art-making which is hard 
to acquire, costly to maintain, and susceptible to the general 
physical and mental condition of the individual would function 
as a Zahavian signal, or good indicator of the creator’s fitness.

CHALLENGING GOOD-GENES MODELS

As in the example of the peacock, many of the assumptions 
of the good-genes model of art are based on the mating 
behaviors of phylogenetically distant species, typically birds, 
whose mate choice strategies are dominated by a pattern of 
male display and female choice, in which the males offer little 
or no parenting effort (Jones and Ratterman, 2009). These can 
shed light on the selective pressures that give rise to mating 
strategies across lineages. However, to understand and explain 
human mate choice it would be  more parsimonious to look 
within the primate pattern. Unlike the peacock, primate males 
usually provide some parental care, and primate mating strategies 
vary from monogamy to polygamy and polyandry (Fuentes, 
1999). Humans, for their part, fit within the pair-bonded 
primates, in which the male-female bond lasts beyond copulation 
and involves both a reproductive and a social partnership 
(Aureli et  al., 2008). The evolutionary history of primate pair-
bonding is closely related not to fitness indicators, but to mate 
choice for direct benefits – e.g., territoriality, protection, and 
sexual selection mechanisms other than mate choice such as 
intra-sexual competition (van Schaik and Dunbar, 1990).

The study of human mating systems in evolutionary psychology 
has traditionally assumed that good-gene traits like attractiveness 
and mental ability guide partner preference in humans, 
particularly in women (Buss, 1994; Miller, 2000). These traits 
can certainly play a part in mate choice (Gangestad et  al., 
2006), but sexual selection for good genes remains controversial 
even among non-human animals, with few empirical studies 
having provided support for fitness indicator models, moreover 
existing examples of fitness indicator traits could be interpreted 
in different ways (Andersson, 1994). Even the peacock’s tail 
may be seen as an evolved armament for intra-sexual competition 
rather than an ornament for courtship (Berglund et  al., 1996), 
and may be  uncorrelated to mating success (Takahashi et  al., 
2007). Many other traits that are supposed to serve as good-
gene indicators might be equally correlated with some non-genetic 
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direct phenotypic benefit to the female or the offspring (see 
Table  2).

The apparent preference for fitness indicators can in many 
cases be  at least equally explained by mate choice for direct 
benefits. For example, anthropologists Hawkes and Bliege Bird 
(2002) have suggested that human hunting might have evolved 
primarily as a form of costly male display, and not for meat 
provisioning, a scenario also suggested by evolutionary 
psychologist Miller (1998). In their study, Hawkes and Bliege 
Bird clearly show that hunting is a central arena for male 
competition in forager societies. Good hunters have a high 
social status and often father more children than other men. 
On that basis, the authors advocate that hunting is a costly 
signal, or handicap, that works as a reliable indicator of male 
genetic quality. However, they fail to note that their work also 
reveals that whereas better hunters do seem to have more 
offspring, the survival rates of their children is not particularly 
higher, meaning that there is no actual fitness advantage for 
good hunters. In contrast, research shows that children of 
prestigious men with better access to resources in general do 
have a better chance of survival (Dunbar, 2012). Hunting may 
truly be  a form of male contest but that need not support 
an indirect benefits model. Women could be  choosing better 
hunters as mates not for their good genes, but for the direct 
benefits of high social status and their ability for securing 
provisions (Marlowe, 2005). The latter is compatible with data 
indicating that fertility and fitness are greatly influenced by 
resource allocation to women, because this will determine their 
available energy for reproduction and parental investment 
(Harris and Ross, 1987; Kaplan, 1996). It would then be  more 
adaptive for women to select partners for direct benefits. 
Furthermore, mate choice for direct benefits matches observations 
that human reproduction involves investing not only in the 
quality of the offspring but also in reducing the risk of early 
mortality (Kaplan and Bock, 2001; Hopkinson et  al., 2013).

Similar to the costly hunting example, a study originally 
designed to show that creativity was a desired trait in a potential 
mate (Clegg et al., 2011), in fact ended up showing that artistic 
success, measured as high social status, was what people valued 
as an attractive trait, not artistic creativity or skill, as predicted 
by a fitness indicator model. So, even if women preferred 
artistic types (Miller, 2000), it would probably be  due to the 
status of artists in today’s society rather than to a supposed 
universal preference for creativity.

In a series of studies, Sundie et  al. (2011) found that men 
more often displayed conspicuous consumption behaviors in 
contexts that provided potential short-term mating opportunities 

(i.e., copulation without parental investment), and inversely, 
women responded to such cues assessing those men as more 
attractive as short-term partners. But even if short-term mating 
was pursued through conspicuous consumption, this does not 
imply a match between showing off, male genetic fitness, and 
female mate preference. To make the case that human conspicuous 
consumption is equivalent to a biological handicap, traits related 
to this behavior, such as high testosterone levels and social 
dominance, would need to be related to heritable genetic fitness, 
and it would need to be  demonstrated that such traits actually 
increase the survival and reproductive success of the offspring, 
none of which has been confirmed so far. Quite the opposite, 
high testosterone levels in birds have been associated with 
poor male parenting which indirectly decreases the fitness of 
the offspring (Reed et al., 2006). Likewise, children of dominant 
men who provide no parental care may be  worse off, since 
paternal absence in general can have an adverse effect in child 
survivorship particularly in the early years (Hurtado and Hill, 
1992). It is therefore unlikely that women would have evolved 
and sustained a preference for showing off as a good-genes 
indicator when it confers no genetic fitness advantage. On the 
other hand, even in the absence of male parental care, the 
resources provided by men are a strong predictor of children’s 
health and women’s fertility and well-being (Kaplan, 1996; 
Winking and Koster, 2015). Again, this raises the possibility 
that signaling resource availability (a direct benefit) through 
conspicuous consumption is what the women in the studies 
by Sundie et  al. (2011) found attractive, even in potential 
short-term partners, and that men were compelled to signal 
prestige as an indicator of wealth to attract mates. Unsurprisingly, 
it has been noted that selection for indicators of prestige closely 
resembles sexual selection (Richerson and Boyd, 2008).

Cross-cultural studies on mating preferences also support 
the hypothesis that human mating choices are guided by direct 
phenotypic benefits, meaning that people generally choose 
potential partners on the basis of immediate returns, such as 
resource allocation, parental investment, disease avoidance, 
status, fertility, etc. Men, for instance, have been observed to 
show preference for young women with a low waist-to-hip 
ratio – which are cues of imminent fertility and good general 
health (Zaadstra et al., 1993; Buss, 1994; Singh, 2002). Women, 
for their part, tend to prefer men who are expected to provide 
resources, protection, and/or parental care (Geary et  al., 2004; 
Todd et  al., 2007). This means that the correlation between 
certain behavioral traits and mate choice may still hold, but 
on the grounds of direct returns, not genetic fitness. The types 
of direct benefits that are preferred, though, should vary across 
cultural contexts.

Furthermore, we  should consider that in many societies 
throughout history, mate choice has not always been a matter 
of free will and individual decision-making based on personal 
preferences. On the contrary, it is quite likely that the social 
mediation of reproduction and the institutionalization of sexual 
relations happened early in human evolution (Harris and Ross, 
1987; Knight, 1995; Deacon, 1997; Dunbar and Shultz, 2007), 
which would imply that mate choice has been long bound to 
cultural normativity (restrictions on marriage, exogamy/

TABLE 2 | Frequently cited good-genes indicator traits and their alternative 
direct benefits interpretation.

Good-genes indicator trait Direct benefit

Symmetry (both sexes) Health, disease avoidance
Big size, strength (male) Protection, territory
Low waist-to-hip ratio (female) Immediate fertility
Intelligence (male) Resource acquisition
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endogamy patterns, offspring affiliation and kinship rules). In 
kin-based societies, human action is generally compelled to 
follow social roles and expectations, hence we  must specially 
consider the influence of the social system on mating behavior 
instead of the reverse (Meillassoux, 1972). A great deal of 
anthropological data highlights the relevance of the social 
environment in human sexual selection, particularly the influence 
of parental and close kin preferences (Apostolou, 2007; Buunk 
et  al., 2010). In arranged marriages, for example, where kin 
or parental choice is predominantly exercised, traits related to 
good genes such as physical attractiveness are generally less 
important, while traits related to direct returns, such as being 
a hard-worker and coming from a good family, are highly 
preferred (Apostolou, 2007).

A final problem with the Zahavian model of art is that it 
assumes that over human evolution mate choice followed the 
pattern of male display and female choice, which is characteristic 
of polygynous species (like the bowerbird, and lekking birds 
like the peacock). In contrast, the evidence suggests that in 
fact female hominins have been more prone to selective pressures 
for the physical and energetic requirements of bearing increasingly 
larger, big-brained babies. This is particularly evident in the 
marked escalation of female size from Australopithecus to Homo 
erectus and onwards (Aiello and Key, 2002). In turn, this 
suggests that natural selection pressures in response to changing 
environments and nutritional stress were probably more 
significant than mate choice preferences in shaping the 
reproductive anatomy and behavior of the two sexes in our 
genus (Pawlowski, 1999).

In general, our understanding of human mating systems 
indicates that human reproductive strategies are widely varied 
and flexible, changing according to specific cultural, ecological, 
and economic circumstances (Kaplan, 1996; Fuentes, 1999; 
Wood and Eagly, 2002). Thus, there is little ground to support 
a single mating pattern as evolutionary prevalent. In fact, the 
diversity and flexibility of human mating strategies may indicate 
that sexual selective pressures were not that significant in 
hominin evolution (Pawlowski, 1999). But even if it is not 
clear whether mate choice was exercised by males towards 
females, females towards males, individually or through kin, 
it does seem that human mate selection consistently favors 
direct benefits.

THE HANDICAP PRINCIPLE: A 
CONJURER’S TRICK

The Zahavian signal model attributes the origin and function 
of visual art to human mate choice strategies and defines it 
as a fitness display. Its main hypotheses have been elaborated 
by looking at some of visual art’s current effects and, to an 
extent, offer an accurate description of art’s role in human 
life. There is no denying that visual art practices, from bodily 
embellishment to artistry, can and do affect human mate 
choice as noticed by Darwin and his followers (Hirn, 1900). 
On the other hand, I  have suggested that cultural data does 
not support mate choice for good genes. In this section, 

I  show that this apparent contradiction stems from the origin 
of the Handicap Principle and argue that even if art does 
play a role in human mate choice and may in fact function 
as a costly signal, it is not an indicator of good genes as 
has often been suggested.

The Handicap Principle, or the model of costly signals as 
fitness indicators, was first put forward by the ethologist Amotz 
Zahavi in 1975 and rose to prominence in the following decades, 
spearheading a revival of sexual selection research (Penn and 
Számadó, 2020). It was not long before the idea of costly 
good-genes indicators was applied to human cultural traits, 
and the arts in particular (Zahavi and Zahavi, 1997).

As previously mentioned, the arts seem to comply with 
many of the characteristics usually associated with the extreme 
animal traits that are related to courtship displays, such as 
antlers and colorful feathers. Often, these are equally described 
as exaggerated, conspicuous, wasteful, aesthetic, and lacking 
any apparent survival value. Under such a description, the 
parallels between animal ornaments and the visual arts seem 
strong. Consequently, an explanation that would apply to the 
former may be  easily transferred to the latter. The Handicap 
Principle provides one such explanation. Costly signal or 
handicap models suggest that when a preferred trait, like an 
ornament, is energetically costly, only optimal individuals in 
better condition will be  able to afford and maintain a more 
elaborate version of it. Due to its dependency on the individual’s 
condition, the ornament will become a reliable indicator of 
genetic quality (Jones and Ratterman, 2009). Applied to the 
arts, the rationale is that the time and effort that people 
invest in artistic practices had better be allocated to subsistence 
or reproductive activities, unless the arts were understood 
as costly signals correlated to genetic fitness (Zahavi and 
Zahavi, 1997).

The Handicap Principle is largely based on the model of 
conspicuous consumption, or “theory of waste,” formulated at 
the dawn of the 20th century by the economist Thorstein 
Veblen in The Theory of the Leisure Class (Veblen and Banta, 
2007). Veblen observed that in modern society the upper classes 
will put excessive resources towards goods or practices (including 
sports and the arts) which serve as social displays of high-
status. The elevated costs of these pursuits and their function 
as markers of prestige become mutually reinforcing, sustaining 
a wasteful economy based on high status-seeking. In Zahavi’s 
biological version, the signals are tied to and advertise the 
individual’s genetic, instead of their economic condition.

As mentioned previously, Zahavi’s theory was primarily put 
forward as an explanation for the evolution of conspicuous 
animal traits and behaviors which, Darwin noted, play a key 
role in sexual selection. Later, it was reapplied from biology 
to human cultural traits, like the arts. In this way, the origin 
of costly signaling theory is often mistakenly situated in biology 
(e.g., Quinn, 2015), whereas it can be  traced back to Veblen’s 
economic theory. By connecting costly cultural signals to genetic 
fitness and mate choice for indirect benefits in humans, even 
when evidence is scant, the Handicap Principle has generated 
much misunderstanding around human mate choice and costly 
signaling theory (Penn and Számadó, 2020).
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The “biologization” of social theories is not uncommon. In 
Darwin’s time, the philosopher Friedrich Engels already protested 
the application of Darwinian theory to human affairs, since 
Darwin had used Malthus’s social theory of population and 
applied it to nature, only to have it reapplied to society. 
He complained: “When this conjurer’s trick has been performed, 
the same theories are transferred back again from organic 
nature into history and it is now claimed that their validity 
as eternal laws of human society has been proved” (Marx and 
Engels, 1950, p.  368). This is precisely the case with the 
Handicap Principle.

To be clear, this criticism is not directed at either the sexual 
selection, mate choice, or costly signaling theories. As mentioned 
above, these have sound foundations and have provided successful 
theoretical frameworks to explain a wide array of natural and 
social phenomena. In fact, I  have argued elsewhere that 
understanding art as a signal provides the best definition and 
framework to explain the evolution and functional versatility 
of visual art (Straffon, 2016). It is also not a critique to applying 
biological or evolutionary approaches to human culture or the 
arts. The present criticism is directed towards the application 
of the Handicap Principle to human cultural behaviors and 
specifically to (visual) art because, as I  have discussed so far, 
there is little evidence to support it. On the one hand, human 
mate choice does not appear guided by seeking long-term 
indirect benefits, and there is no proof that the visual arts 
correlate with genetic quality, on the other.

How then, could we  explain the “wasteful” investment in 
artistic activity and its attested influence on human mate choice? 
I  argue that visual art and other cultural traits may well 
be  costly signals, but not related to good genes. That is, they 
do not act as genetic fitness indicators but rather as social 
tools to obtain and convey prestige, that is, as conspicuous 
signals in Veblen’s original sense. As a Veblenian signal, visual 
art would still have many of the effects suggested for visual 
art as a Zahavian signal (e.g., attract mates, impress rivals), 
except not for the indirect benefits of optimal offspring but 
for the direct benefits of acquiring and conveying a good image 
and social status. In this manner, visual art might nevertheless 
play an important role in human mate choice. Either by creating, 
appreciating, or displaying artworks, people can signal important 
social cues such as skill, industriousness, education, taste, and 
economic success (Dutton, 2009). It follows that if visual art 
conveys social status, and social status is a predictor of human 
mate choice, then individuals (male and female) will invest 
in undertaking and judging visual art practices, to influence 
potential partners.

ART AS A FUNCTIONAL VEBLENIAN 
SIGNAL

The Handicap Principle has been appealing as an explanation 
for human art behavior, I  believe, for two reasons. First, it 
provides an actual and accurate definition of visual art as a 
signal, which can be corroborated by empirical research. Second, 
it seems to offer an answer to the enduring question of why 

people devote energy and resources to an activity devoid of 
any utilitarian purpose (Morriss-Kay, 2010). Below I  argue in 
favor of defining art as a signal but suggest that contrary to 
the assumption that art is a non-functional behavior, it plays 
an important role in human interactions.

In previous work I have argued that visual art indeed seems 
to be  best described as a signal (Straffon, 2016). In biological 
communication, signals are defined as any stimulus (act or 
structure) that conveys information to organisms and affects 
their behavior (Otte, 1974). Animal signals are emitted and 
inform others about, for instance, the identity, presence, state, 
or intention of the sender, or about an element in the environment 
(Endler, 1993). Effective signals must be  within the hearing 
or visual range of conspecifics and must be  distinguishable 
against the background to avoid interference, therefore signals 
are usually under selection to comply with certain properties 
that increase their detectability, discriminability, and memorability 
(Guilford and Dawkins, 1991). Some attention-grabbing, 
memorable components include typical signal properties like 
redundancy, conspicuousness, stereotypy, contrast, pattern, 
novelty and exaggeration, which incidentally are often listed 
as properties of art (Dissanayake, 2007; Dutton, 2009).

Ethologists coined the term “ritualization” to describe the 
process by which an ordinary movement, gesture, or vocalization 
becomes a communication signal (Lorenz, 1966). Julian Huxley 
suggested that over human evolution, the arts had also undergone 
ritualization, and for this reason they had a lot in common 
with animal signals such as courtship or aggressive displays 
(Huxley, 1966). Common elements between artistic creation 
and ritualization include the operations of formalization, 
repetition, exaggeration, elaboration, and manipulation of 
expectation (Erikson, 1966; Dissanayake, 2007). Thus, in the 
eyes of ethologists, the arts (dance, song, music-making, oratory, 
poetry, drama, and visual representation) count as a set of 
human ritualized behaviors, that is, as human signals 
(Huxley, 1966).

Because signals must stimulate the receiver’s perception, 
they tend to incorporate and exploit pre-existing sensorial 
biases and preferences (Verpooten and Nelissen, 2010; Prum, 
2012). Consistent with this, visual art grabs and manipulates 
the viewer’s attention by exploiting and altering the formal 
properties of materials and objects, such as color, size, texture, 
and shape, often creating stimuli that display redundancy, 
rhythm, and exaggeration, which are effectively attended and 
recalled (Rossiter, 1982; Krebs and Dawkins, 1984). Furthermore, 
visual art also makes use of cultural systems of affective and 
aesthetic values to grab attention and increase memorability 
(Grammer et  al., 2003; Levine and Edelstein, 2009; Verpooten 
and Nelissen, 2010).

Visual art is a successful signal precisely due to the (positive 
or intense) aesthetic, affective and cognitive responses it induces 
in the perceiver. It plays with the formal properties of objects 
to stimulate bio-cultural perceptual biases to make them 
increasingly detectable, discernible, memorable, and thus effective 
as signals (Eibl-Eibesfeldt, 1988). In sum, visual art certainly 
complies with all the characteristics of a communication signal, 
which means it can be  studied through signaling theory. Since 
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the Handicap Principle deals with signals, it seems to apply 
to the arts particularly well. What I  call into question is its 
attribution of art as a signal of genetic fitness.

Let us now look at the underlying assumption that art-making 
is not easily explained by natural selection. The Handicap 
model argues that because natural selection is an economizing 
process, it would not have promoted the persistence of a costly 
and apparently unnecessary behavior such as art. Sexual selection, 
on the other hand, often results in the development of seemingly 
useless but attractive traits. So, mate choice for indicators of 
good genes seems to provide an answer to the question of 
why art evolved and was retained even when it has no practical 
purpose. The whole argument hinges on the presupposition 
that art has no function and is impossible to explain through 
natural selection, leaving sexual selection as the only other 
possible account.

However, defining (visual) art as a signal automatically refutes 
the premise that it has no purpose or adaptive value and 
opens the possibility of understanding its evolution and actual 
function through “regular” natural selection mechanisms and 
communication theory. For example, research in non-human 
animal communication has shown that because sensory systems 
and signals coevolve, many of the general properties of the 
signaling systems of a species should be  predictable from its 
environment, general behavior, and neurobiology (Endler, 1993; 
Johnstone, 2009). Given that visual communication is central 
to primates in general and to humans in particular (Dunbar, 
1998; Tomasello, 2008), and that we are a tool-making species, 
signaling through artifacts (Wobst, 1977) would be a predictable 
human behavior. We  therefore should be  able to study the 
natural selection pressures that gave rise to artistic behavior 
in humans, its function, and potential adaptive value.

Most of the behaviors that typify the so-called human 
evolutionary niche (Whiten and Erdal, 2012) increase fitness 
by either improving subsistence and resource acquisition, or 
by increasing survivorship and lowering overall mortality (Kaplan 
et  al., 2000; McBrearty and Brooks, 2000). Thus, if visual art 
somehow contributed to fitness throughout human evolution, 
its adaptive effects should be  found in these spheres, rather 
than in mate choice. If visual art is, as I  have suggested, a 
Veblenian social signal of status, we  should then ask why 
signaling status matters for humans. Elsewhere, I  have argued 
that visual art may have originated in personal ornamentation 
to advertise identity across social networks (Straffon, 2016). 
By advertising identity, visual art could have enhanced the 
fitness of the humans who engaged in it by facilitating cooperation 
with allies (thereby improving resource acquisition), and by 
lowering the risk of conflict with strangers (thereby decreasing 
mortality risks). This provides an ultimate explanation for the 
evolution of art. As an effective social signal of group membership 
and status, people should be  willing to engage in making and 
consuming visual art despite its costs. This offers a proximate  
cause.

Conceiving of visual art as a Veblenian social signal offers 
both a definition and a framework to understand its evolution, 
functions, and effects in human cognition and behavior. In 
addition, it demystifies art’s origins and allows us to understand 

visual art as a purposeful practice with potential adaptive value. 
Finally, it accounts for some ultimate and proximate causes 
of art, something that the Zahavian explanation has so far 
failed to do (Penn and Számadó, 2020).

ART AND EVOLUTION: NOT BY GENES 
ALONE

This account of art as a Veblenian signal is no less evolutionary 
than the Zahavian model. Moreover, it still relates art to sexual 
selection through mate choice and predicts the same effects 
of attracting mates and impressing rivals, except not for the 
indirect benefits of optimal offspring (good genes) but for 
direct phenotypic benefits (like prestige, industriousness, or 
resources), which have been shown to actually affect fitness. 
As discussed above, mate choice for direct benefits is one of 
several mechanisms of sexual selection (Andersson and Simmons, 
2006), and is more in line with empirical evidence on human 
reproductive strategies than good-genes models.

If art still affects mate choice, does it matter if it is through 
genes or culture? It does if we  aim at reconstructing the 
evolutionary history, and hence the ultimate causes, of a behavior 
(Tinbergen, 1963). Focusing on good-genes models has led 
researchers to concentrate almost exclusively on the selective 
pressures of male behaviors and female preferences, leaving 
some important facts about visual art unexplained. For example, 
the early onset of artistic skill in ontogeny, the fact that women 
are just as efficient and prolific in art-making (even if not as 
publicly successful), the fact that modern artistic success is 
determined by institutions that are largely constituted by men 
(the art world, i.e., art critics, collectors, dealers), or that the 
earliest visual art was likely not directed at sexual mates but 
at kin and social partners (Straffon, 2016). All this suggests 
that influencing mate choice is just one of many roles that 
visual art plays in human life, and that the function of visual 
art as a costly Veblenian signal encompasses but exceeds mate 
choice, as evidenced by its relevance in intra-sexual, 
intergenerational, and kin and outgroup relations.

Explaining art as a costly signal in Veblen’s sense allows 
us to look for selective contexts of visual art other than mate 
choice, such as communication, cooperation, and ritual. Moreover, 
it does not discard the effects of biological evolution. Cultural 
behaviors can also evolve and be  selected as adaptations to 
the environment (Richerson and Boyd, 2008), and can shape 
genetic information by influencing which genes are favored 
by natural selection (Heyes, 2018).

CONCLUSION

Throughout this paper, I  have argued that applying Zahavi’s 
Handicap Principle to explain the evolution and function of 
the arts, and particularly of visual art, is a flawed endeavor. 
I  have given three main reasons. First, I  have suggested that 
the underlying argument that humans exercise mate choice 
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for indirect benefits (or good genes) lacks support from empirical 
research, historical, and cross-cultural data.

Second, I  have discussed that the Handicap Principle is a 
biologized version of Veblen’s “theory of waste,” which already 
provided an explanatory mechanism for human conspicuous 
signaling. Thus, we  may keep the conceptualization of artistic 
practice as a costly signal, without having to invoke any 
association to good genes. Instead, we  may understand art as 
social tool to obtain and convey prestige, that is, a conspicuous 
signal in Veblen’s sense. As a Veblenian signal, art may still 
attract mates and impress rivals, advertising direct benefits 
such as social status and resources and, because these impact 
fitness they are important factors in mate choice, so individuals 
(male and female) should want to invest in visual art in order 
to influence potential partners. In this manner, art would still 
play an important role in human mating.

Finally, I  have proposed that the Handicap Principle has 
been easily applied to the arts because it defines art as a 
signal, which is a fitting description. However, by keeping to 
a misguided definition of art as a non-purposive behavior, the 
Zahavian model excludes the possibility of approaching it 
through natural selection. Whereas, like any other animal signal, 
art likely evolved under natural selection pressures, and has 

played an important function in human communication since 
its origin.
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The Creative Neurons
Mark V. Flinn*

Department of Anthropology, Baylor University, Waco, TX, United States

Creativity generates novel solutions to tasks by processing information. Imagination
and mental representations are part of the creative process; we can mull over ideas
of our own making, and construct algorithms or scenarios from them. Social scenario-
building can be viewed as a human cognitive “super-power” that involves abstraction,
meta-representation, time-travel, and directed imaginative thought. We humans have
a “theater in our minds” to play out a near-infinite array of social strategies and
contingencies. Here we propose an integrative model for why and how humans evolved
extraordinary creative abilities. We posit that a key aspect of hominin evolution involved
relatively open and fluid social relationships among communities, enabled by a unique
extended family structure similar to that of contemporary hunter-gatherer band societies.
Intercommunity relationships facilitated the rapid flow of information—“Culture”—that
underpinned arms-races in information processing, language, imagination, and creativity
that distinguishes humans from other species.

Keywords: creativity, innovation, evolution, family, culture

INTRODUCTION: ORIGINS

Novelty is risky because the outcomes of untried behaviors may be difficult to predict. Unbridled
changes, like mutations, usually have deleterious results as they stray from proven recipes.
Hence organisms have evolved constraints on innovation (Lefebvre et al., 2004; Brosnan and
Hopper, 2014), and learned transmission biases (Campbell, 1960; Shettleworth, 1998). Our hominin
ancestors, however, did something extraordinary: they evolved cognitive aptitudes that underpin a
system of cumulative culture that generates rates of innovation that are orders of magnitude faster
and more efficient than other species (Tomasello, 1999, 2016; Whiten and Erdal, 2012; Legare
and Nielsen, 2015; Fuentes, 2017; Wadley, 2021; cf. Bandini and Harrison, 2020). The puzzle
is, why humans? Why not chimpanzees or bonobos or elephants or dolphins or ants? Why are
humans alone the “hyper-cultural” species? What were the selective pressures that among all God’s
creatures pushed our hominin ancestors so rapidly and extensively down the evolutionary pathway
of innovative and cumulative culture?

Humans (H. sapiens) have big (∼1,300cc) brains, walk upright, use projectile weapons, do not
have outward cues of ovulation, have menopause, and an extended period of child development.
This suite of characteristics distinguishes us from our primate relatives and may provide important
insights into hominin evolution (Alexander, 1990b; Chapais, 2008; Milks et al., 2019). An additional
critical human trait is the expanded family. Hominins increasingly diverged from our hominoid
relatives in paternal, sibling, grandparental, mating, and affinal relationships (Hrdy, 1981, 2009;
Chapais, 2008; Hawkes, 2020), although the timing is uncertain (Duda and Zrzavý, 2013). Human
brothers and sisters maintain life-long connections across residential distance. Affines (e.g., “in-
laws”) and other non- or distant kin cooperate in complex ways (e.g., Macfarlan et al., 2014;
Chagnon et al., 2017). Grandparents link multiple generations. These relationships facilitate
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the flexible “nested-coalitions” structure of human societies,
connecting individuals in different communities and hence
creating opportunities for cultural transmission among and
within groups at warp speed.

FAMILY AND SOCIALITY

“Why are we all alone [in]. . . our tendency and ability to
cooperate and compete in social groups of millions?” Alexander
(1990b, p. 1)

“. . . our foraging ancestors evolved a novel social structure
that emphasized bilateral kin associations, frequent brother-sister
affiliation, important affinal alliances, and coresidence with many
unrelated individuals.” Hill et al. (2011, p. 1289)

Human sociality is remarkable in many respects. Our potential
for flexible coalitions and alliances is exceptional (e.g., Chagnon,
1988; Choi and Bowles, 2007; cf. Fragaszy and Visalberghi,
1990; Bissonnette et al., 2015; Vale et al., 2021), and has deep
evolutionary roots (Wrangham, 1999; Leblanc, 2003; Churchill
et al., 2009; Feldblum et al., 2021). The origins are posited
to involve unusual aspects of human family relationships—
stable breeding bonds and fathering, brother-sister bonds,
grandparenting, bilateral kin bonds, affinal bonds—that facilitate
interaction among individuals residing in different groups and
thereby kindle cumulative culture (Alexander, 1979; Hrdy, 1981;
Chapais, 2008; Flinn, 2017). These relationships are underpinned
by evolved human neurobiological and neuroendocrinological
mechanisms (MacDonald and MacDonald, 2010; Rilling and
Mascaro, 2017; Stout and Hecht, 2017; Habecker and Flinn, 2019)
but are flexible and diverse (e.g., Walker et al., 2010). Studies of
social networks in hunter-gatherer bands are consistent with this
family sociality link (Hill et al., 2011; Walker et al., 2011, 2013;
Migliano et al., 2017, 2020), and appear to have a long prehistory
(Mcbrearty and Brooks, 2000; Coward and Grove, 2011; Sikora
et al., 2017; Brooks et al., 2018; Lombard and Högberg, 2021).

CULTURE AND IMAGINATION

The social world is a rich source of useful information for
cognitive development. The human brain appears designed
by natural selection to acquire and use information from
other minds (Flinn, 1997; Bjorklund and Pellegrini, 2002;
Adolphs, 2003; Sterelny, 2012). Transmission via social
learning might seem to enable “culture” having its own
evolutionary system with separate inheritance mechanisms
(for reviews, see Dawkins, 1982; Laland et al., 2000;
Henrich and McElreath, 2003; Richerson and Boyd, 2005).
Other perspectives emphasize the biology of learning (e.g.,
Heyes and Galef, 1996; Shettleworth, 1998; Tomasello,
1999; Galef, 2004), where “culture” is viewed as an aspect
of phenotypic plasticity (Flinn and Alexander, 1982;
Alexander, 2006).

My intent here is to expand the evolutionary perspective
of culture beyond the concepts of “dual-inheritance” or
of “evoked culture” as behavioral responses to variable

environments influenced by task-specific psychological
modules. I suggest that evolutionary developmental
biology and its reemphasis of the complexity of ontogeny
(West-Eberhard, 2003) may provide important insights
into culture and its creative variants (Alexander, 1990a;
Heyes and Frith, 2014).

Phenotypic variation involves genetic differences and
ontogenetic responses to the environment (Schlichting and
Pigliucci, 1998; Gottlieb, 2002; West-Eberhard, 2003). Learning
biases involve similar “reaction norms” (Heyes and Galef,
1996). Cultural variations have added complexities for inferring
evolutionary design. The “creative neurons” and cumulative
culture expand human behavior in extraordinary and unique
ways, including the arts, literature, spiritual beliefs, technology,
and complex sociality (Carroll, 2013; Muthukrishna and Henrich,
2016; Dubourg and Baumard, 2021).

Culture may be viewed as a dynamic information pool that
coevolved with intelligence, including social learning aptitudes
and language (Flinn, 1997; Sterelny, 2007; Pagel, 2012; Legare
and Nielsen, 2015). As the power of information in hominin
social interaction increased, culture and tradition were critical
for social cooperation and competition (Coe, 2003; Sternberg
and Grigorenko, 2004; Baumeister, 2005; Birch and Heyes, 2021).
Displays of creativity, if appreciated and rewarded, can be
avenues to social success.

Innovation is key. Without new ideas, cumulative culture has
nowhere to go. Imagination and creativity fuel the informational
arms race that underlies culture. Static reaction norms that
influence evoked culture within specific domains (Tooby and
Cosmides, 1992; Buss, 1995) are useful but insufficient. The
human mind is not constrained to a predetermined Pleistocene
set of options (Rogers, 1988). Creative culture goes beyond
simple constrained phenotypic plasticity; the constraints must
contend with novelties generated from collective imaginations.
The human jukebox advances beyond an old selection of tunes;
the Beatles displaced Elvis who borrowed from the Blues (see
Wood et al., 2021). In some domains, better mousetraps keep
beating last year’s models.

Keeping pace in hominin red queen social competition
involves imitation of success. Leading the pack requires
creativity to produce new solutions to beat the current winning
strategies. Informational “mutations,” however, are risky; hence
the increasing advantage of cognitive abilities that could refine
choices among imagined innovations in dynamic, complex
social scenarios (Liberman and Trope, 2008). The theater of
the mind that allows humans to “understand other persons
as intentional agents” (Tomasello, 1999, p. 526) is a testing
ground for evaluation and refinement of creative solutions to
the never-ending novelty of social arms races. Selecting the
potential winners from novel information generated by the
creative mind likely involves cognitive mechanisms for recursive
pattern recognition in the open domains of language (Deacon,
1997; Nowak et al., 2001), social dynamics (Flinn and Ward,
2005; Geary, 2005; Shipton, 2019), and technology (Osiurak
and Reynaud, 2019). The evolutionary basis for these skills
underlying cumulative culture involves a process of “runaway
social selection” (Flinn and Alexander, 2007).
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IMAGINATION AND RUNAWAY SOCIAL
SELECTION

Darwin (1871) distinguished between (a) selection from
environmental factors such as predators, climate, and food,
and (b) selection from interactions among conspecifics (i.e.,
competition among members of the same species for resources
such as nest sites, food, and mates). We may consider the
former natural selection and the latter social selection—sexual
selection a special subtype (West-Eberhard, 1983). Evolutionary
changes resulting from these two types of selection—natural and
social—are often different in significant ways (West-Eberhard,
2003; Alexander, 2006).

Natural selection resulting from interactions between species,
for example with pathogen–host red queen evolution (Hamilton
et al., 1990), can be intense and ongoing. A significant
portion of genetic changes in human evolution occurred in
response to infectious disease (Karlsson et al., 2014). Intraspecific
social competition may also cause rapid evolutionary changes
(Hamilton, 1970; Connell, 1983). A significant portion of genetic
changes in human evolution involved changes in the brain
(Preuss, 2012; Wei et al., 2019). Reduced constraints from natural
selection (predators, climate, foraging, . . .), in combination
with increased social competition, can result in a runaway
process. Human evolution evidences such conditions (Flinn et al.,
2005; Alexander, 2006). Hominins increasingly became their
own potent selective pressure via social competition involving
coalitions (Alexander, 1990b; Wrangham, 1999; Geary and Flinn,
2001, 2002; Leblanc, 2003; Choi and Bowles, 2007; Summers
et al., 2020; e.g., Chagnon, 1988; Flinn et al., 2012) and control
of their ecologies via niche construction (Deacon, 1997; Odling-
Smee et al., 2013). In combination with changes in population
density, mobility, and opportunities for exploitation of new
environments, the push for information was on.

The most exceptional human mental aptitudes—language,
imagination, self-awareness, Theory of Mind (ToM), foresight,
mental time travel, and consciousness—involve social
relationships (Dunbar, 1997; Siegal and Varley, 2002; Tulving,
2002; Adolphs, 2003; Heyes, 2003; Geary, 2005; Suddendorf
et al., 2009). Human sociality involves multiple-party reciprocity
and shifting nested sub-coalitions that have high information-
processing demands for the cognitive mechanisms that underlie
social competency. Social competition within and among
hominin communities had increasing amounts of novel
information and creative strategies. Creative culture and
social-scenario building were increasingly important selective
pressures on the evolving brain. Social cleverness enhanced
by the powers of imagination could subsequently catalyze
aesthetics, beliefs in the supernatural, fictional storytelling, and
technological innovations.

EVOLUTION OF THE CREATIVE
CULTURAL BRAIN

The human brain has high metabolic costs (Kuzawa et al.,
2014), takes years to develop (Leigh, 2004), evolved rapidly

(Lee and Wolpoff, 2003; Bruner, 2021), enables behavior to
change quickly, and generates high levels of novel information.
We have posited that its primary functions include engaging with
other human brains (Alexander, 1989; Adolphs, 2003; Gallagher
and Frith, 2003; Roth and Dicke, 2005; Dunbar, 2020). Success is
achieved not by strength, foot-speed or antibody production but
by data processing in the social mind.

Some of the least explored frontiers of creativity from
the Tinbergen (1963) perspective (for review of Tinbergen’s
integration of questions from development, adaptive function,
mechanisms, and evolutionary history, see Pfaffa et al., 2019)
are the neurobiological and neuroendocrinological mechanisms
that underpin our imaginations (Jung et al., 2013). It seems
unlikely that there are singular “creative neurons” or even
localized modules for imagination; these abilities instead result
from complex systems involving interaction among many parts
of the brain (Semendeferi et al., 2001; Herrmann et al., 2007;
Fink et al., 2009; Dean et al., 2013; Sherwood and Gómez-
Robles, 2017; Bruner, 2021). Some of these “social parts” of the
human brain that are different from our primate relatives are
asymmetrically localized in the prefrontal cortex, particularly the
dorsolateral prefrontal cortex and frontal pole, but connectivity
among other areas such as the hippocampus also appear relevant
(Allman et al., 2001; Semendeferi et al., 2001; Rilling et al., 2002;
Bzdok et al., 2016; Sherwood and Gómez-Robles, 2017; Beaty
et al., 2018; Ardesch et al., 2019; Barry et al., 2019; Cabeza
et al., 2020; Bruner, 2021; Parelman et al., 2021; for review, see
Geary, 2005; Jung et al., 2010). These parts of the human brain
enable “social scenario building” or the ability to “see ourselves
as others see us so that we may cause competitive others to see
us as we wish them to” (Alexander, 1990b, p. 7) and several
odd cognitive abilities such as understanding sarcasm (Shamay-
Tsoory et al., 2005), romantic love (Bartels and Zeki, 2004),
and morality (Moll et al., 2005). Other mechanisms that are
involved in linking family relationships to an open and creative
learning environment for the human child include affiliative
neuropeptides, dopamine reward circuits, and the hypothalamic-
anterior pituitary-adrenal system (Gimpl and Fahrenholz, 2001;
Flinn, 2006; Gordon et al., 2010; MacDonald and MacDonald,
2010; Flinn et al., 2011; Habecker and Flinn, 2019, 2021;
Quintana et al., 2019; Ponzi et al., 2020; Chong et al., 2021;
Grinevich and Neumann, 2021).

Human life history, including the special stage of childhood,
facilitates development of important social skills (Joffe, 1997;
Flinn and Ward, 2005; Muehlenbein and Flinn, 2011; Sterelny,
2012; Legare, 2017), and creativity more generally. Learning,
imagination, and experience are useful for developing social
skills. Chronic isolation and solitude are usually unpleasant and
can inhibit development of social skills and friendship networks
(Bzdok and Dunbar, 2020).

EVOLUTION OF THE CREATIVE CHILD

The human infant needs a protective environment
provided by intense parental and alloparental care in
the context of extended kin groups and communities
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(Chisholm, 1999; Belsky, 2005; Hrdy, 2005; Flinn and Leone,
2006). The human baby is physically altricial. The infant delays
investing in locomotion, defense, and food acquisition systems,
instead working on mental skills such as language that produce
a socially competent adult phenotype (Alexander, 1987, 1990a;
Flinn, 2004). The brain grows quickly, focusing learning on
the social environment (Bloom, 2000; Geary and Bjorklund,
2000; Bjorklund and Pellegrini, 2002; Geary and Huffman,
2002). The information-transmission enabled by linguistic
competency provides access to the knowledge available in other
human minds. Communication via language facilitates social
dynamics of human communities (Dunbar, 1997; Corballis,
2017) and accelerates cumulative culture. Creativity and spread of
innovations is enabled by recursion and symbolic representation
in human language.

PREDICTING THE PATHWAYS OF
INFORMATIONAL NOVELTY

Humans generate extraordinary levels of novelty by cognitive
processing of abstract mental representations. Imaginative
human minds navigate a dynamic information environment
of their own creation. The method to the madness is that
we produce new ideas built on the old. Human culture is
cumulative. Most creations, however, are flashes in the pan,
fleeting experiments that did not catch on. What accumulates is
part chance, and part filtering by a multitude of minds designed
by selection to make good choices.

The apparent mayhem of cultural information may result
in part because it is a fundamental aspect of human social
coalitions. Seemingly arbitrary shifts in cultural traits—music,
art, perceptions of beauty, flags, clothing styles, recipes, dialects—
may involve information “arms races” and our special sensitivity

to status and social context (e.g., Boyer, 1998; Carruthers, 2002;
Sperber and Hirschfeld, 2004; De Dreu et al., 2010; Cabeza et al.,
2020). Culture is contested because it is a contest worth winning.

Conformity and imitation of leaders and other high status
models may push culture in directions contrary to predictions
from simple functional concerns or evolved psychological
mechanisms. Hence the apparent lack of a simple biological
utilitarianism of culture and the significance of historical context
and social power (Wolf, 2001). Deconstruction—analysis of
meaning of the words and actions of others—is a complicated
but necessary enterprise, for we are all players in the social
arena trying to outmaneuver one another, but often by prosocial
tactics. We are evolved participants cooperating and competing
in a dynamic, creative cultural context (Kenrick et al., 2003;
Sherwood and Gómez-Robles, 2017); our imaginations pushing
the envelopes of phenotypic plasticity.
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INTRODUCTION

Across millennia and societies, the aesthetic diversity of human imaginative culture appears
stunning. This tendency is especially pronounced today, where the arts seemingly manifest
unprecedented variety. It is appealing to regard human artistry as literally unbounded in its
creative potential.

In this opinion piece, I argue that this unbounded view of human aesthetics is illusory. The
contingent evolutionary basis of our humanity implies that our aesthetic and creative capacities
are biologically constrained in fundamental ways (for a variety of views, see Graham, 2013;
Kozbelt, 2017a, 2019a, 2020, in press; see also Pinker, 1997, 2002; Wilson, 1998; Dissanayake, 2007,
2015). The apparent multiplicity of the arts can be largely understood by, if not fully reduced
to, a suite of evolved mental mechanisms and “aesthetic primitives” (Dissanayake, 2015), which
guide the production and reception of art in ways congruent with human biology. These include
peak shift (a stronger response to exaggerated stimuli), metaphor, habituation (a diminished
preference for unsurprising stimuli), and semantic association (e.g., Ramachandran and Hirstein,
1999; Martindale, 2007). Such mechanisms plausibly undergird numerous statistical regularities
evident in common features of aesthetic products. These include a center balancing point (Firstov
et al., 2007) and scale-invariant distribution of spatial frequencies (Graham and Redies, 2010) in
visual art, meter and rhyme in poetry (Keyser, 2020), and common pitch intervals, tonal hierarchies,
principles of grouping and meter, and aspects of melodic contour in music (Trehub, 2000; Savage
et al., 2015; Purves, 2017). Moreover, many empirical studies have found substantial cross-cultural
concordances in aesthetic preference and judgment, again implying broad commonalities rather
than silos of aesthetic activities so divergent that they are mutually incomprehensible (Ford et al.,
1966; Chen et al., 2002; Dutton, 2009).

These lines of evidence are mainstays of evolutionarily informed views of the arts. Their central
claim is that thementalities of aesthetic creators and audiences are highly structured by the legacy of
evolution, whether through natural selection (Orians, 2014), sexual selection (Miller, 2000), or as a
byproduct of genuine adaptations (Pinker, 1997)—the distinction among these not being crucial to
the basic point. Artistic styles are not completely determined by external cultural forces but rather
follow evolved biological constraints. For instance, it is easier to mentally process mathematically
simple (vs. complex) pitch intervals, andmusical tonality systems based on simple intervals pervade
many cultures (Purves, 2017). Importantly, evolutionary perspectives are not fully reductive about
the arts and do not rule out some impact of culture (Dissanayake, 2015). Moreover, biological
or evolutionary perspectives need not entail a static, one-size-fits-all ideal aesthetic target, nor
preclude some long-term change (Laland et al., 2015; Nadal and Chatterjee, 2018). A capacity for
aesthetic flexibility can blossom into different modes over time, even as biologically based aesthetic
biases act as guardrails on that emerging variability.
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In this opinion piece, I argue that documented regularities
in the historical (vs. pre-historical) development of artistic
styles themselves represent a neglected line of evidence
that can further support and inform art’s biological basis.
I then discuss how biological or evolutionary views might
address the challenges posed by contemporary modernism
and postmodernism, two culturally prominent anti-traditional
movements which undergird the contemporary ‘crisis’ of the
fine arts (Pinker, 2002). I close by highlighting the usefulness
of identifying aesthetic regularities that have emerged—and
continue to emerge—in historical times, and their implications
for a biological view of the arts today.

HOW ART HISTORY INFORMS HUMAN

NATURE

The degree to which human aesthetics are constrained by our
evolutionary past has strong implications for artistic traditions’
trans-historical unfolding. An exclusively culture-driven, “blank-
slate” aesthetic mode has few built-in constraints and should yield
a history with minimal systematic long-term trends. In contrast,
an evolutionary view, constrained by basic psychobiological
mechanisms, implies significant structure in the development
of the arts in historical times, as these mechanisms play out in
predictable ways.

How aesthetic traditions unfold has long been of interest in
the humanities. For instance, Elkins (2002) discussed several
possibilities for visual art: a linear sequence of stylistic periods
(e.g., Renaissance, Baroque, or Modernism), oscillations (e.g.,
alternating between Classical and Baroque modes), and life
histories (as traditions establish themselves, blossom, mature,
and decline). Sequences and oscillations are consistent with a
socio-cultural or blank-slate view, generating variation but not
directional long-term change. In contrast, life history models à
la Elkins show clear directionality and are thus perhaps more
promising targets for evolution-informed analysis. Life history
trajectories are typically arch-shaped, tracing the development
then decline of a tradition, but other paths—like a linear or
accelerating increase over time—are possible.

Style trends can be parsimoniously understood via
psychobiological processes deployed by individuals to achieve
their creative and aesthetic goals (Kozbelt, 2017a). Such
processes drive the most thorough scientific account of trans-
historical style changes in the arts, that of Martindale (1990).
In this theory, artistic creators seek critical attention for their
productions. Because of habituation—a diminished preference
for unsurprising stimuli—the appeal of new productions
declines. Thus, creators must continually generate work that
is more attention-garnering, or higher in “arousal potential.”
The arousal potential of a stimulus is determined by its
psychophysical intensity, capacity for meaning, and collative
properties like novelty, complexity, and surprise value (Berlyne,
1971). The use of collative properties is the most effective means
to attract attention, by producing more unusual combinations of
ideas within an artistic style via “primordial cognition” (loosely
associative, daydream-like thought), or by developing a new style
altogether. Abundant evidence (detailed in Martindale, 1990)

indicates that arousal potential always increases over time, as
creators try to outdo their predecessors and contemporaries.
Primordial cognition and stylistic change simultaneously
increase overall and oscillate inversely with each other as they
ascend—since only one or the other method is necessary to
further increase arousal potential, and “too much” novelty is
counterproductive. Martindale’s (1990) extensive empirical
support for his model, drawn from many artistic traditions and
domains, includes laboratory experiments, ratings of artworks,
and computer-based analyses of characteristics of poetic texts
(see also Martindale, 1973, 1994).

Martindale’s (1990) visionary theory is sadly neglected these
days (Kozbelt, 2017b), but it remains without peer in its synthetic
range and quantitative rigor. Resurrecting the theory in the
context of big data and contemporary evolutionary aesthetics
would allow a timely refocus on key questions about human
nature and the arts and would complement other empirical
approaches and address pressing questions about our current
cultural situation.

For instance, one provocative question is how Martindale’s
(1990) trans-historical findings relate to Elkins’s (2002) life
history models. Life history models have a natural arc, out of
whose ruins new traditions presumably emerge. In contrast,
Martindale’s variables—especially arousal potential—continually
increase over time and have little directly to do a with sense
of eminence or achievement, even though that constitutes
the essence of a style’s narrative history. Consider the most
prototypical life history account, Vasari’s (1550/1996) chronicle
of Italian Renaissance visual art, which plays out in just those
terms. It begins with Giotto’s break from the long-dominant
Byzantine style around the year 1300, gradually progresses,
and culminates some two centuries later in the unsurpassable
Michelangelo, after whom art declines. Synthesizing these two
areas: How is arousal potential related to ultimate individual
eminence (Murray, 2003)? Howmight the relations between such
variables change throughout the span of a tradition? When an
early pioneer like Giotto retains renown despite being superseded
on some criteria (like realism), is that due to some cultural
narrative about his pivotal historical importance, or does it speak
to an inherent greatness in his art that survives him? What
happens when a tradition declines into decadence, such that
initially more attention-grabbing work may not reflect greater
renown or long-term staying power? Such questions need not
remain unanswered; grafting careful quantitative assessments
(Martindale, 1990; Murray, 2003) onto humanistic perspectives
(e.g., Elkins, 2002) provides a means to use art historical data to
bolster and refine the case for a psychobiologically informed view
of the arts in varied cultural contexts.

LATE ART: MODERNISM,

POSTMODERNISM, AND ENDGAME(?)

Another challenging issue involves the later stages of artistic
traditions. This has special relevance in today’s artworld,
which—despite its variety—is sometimes regarded as exhausted
(Danto, 1964; Martindale, 2009). Over the last century,
avant-garde artistic movements have challenged nearly every
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traditional aspect of the arts—precisely the aspects that seem
most biologically grounded (Pinker, 1997, 2002; Wilson, 1998).
Early modernist creators abandoned traditional rule systems
based on natural aesthetics and invented new personal aesthetic
systems (Keyser, 2020). Postmodernism is perhaps even more
radical, involving a pluralistic milieu of heterogeneous styles,
short-lived artistic movements, idiosyncratic and one-trick
creators making desperate ploys for originality, a suspension
of value judgments, and a lack of settled meaning (Elkins,
2002). Do modernist and postmodernist movements represent
a final liberating triumph of blank-slate socio-cultural forces
over biology? Are biologically evolved constraints on the arts
still relevant?

Onemight approach this issue by asking if documented trends
from the past—like Martindale’s (1990) trajectory of increasing
arousal potential—are sustainable indefinitely. Martindale’s own
answer was an unequivocal no, echoing the second law of
thermodynamics: as styles change, disorder and unpredictability
always increase. Thus, aesthetic entropy will inexorably exhaust
from within any aesthetic tradition worthy of the name.

The fundamental endgame bottleneck is the inability of the
fine arts in their late stages to meaningfully communicate to
audiences. On this note, Martindale (2009) described art’s tragic
end, claiming that the high arts are already extinct. Murray
(2003) likewise argued that accomplishments in the arts have
been in a state of decline since at least the 19th century. Less
cynically, Keyser (2020) argued that that some aesthetic rules
are simply more natural for humans to process than others.
This insight raises provocative questions about human nature
and the contemporary arts: a research emphasis on identifying
aesthetic rules, a distinction between natural and unnatural rules,
and a further distinction between modernist codes that represent
genuine historical discoveries of new natural aesthetic principles
(like recursion in the poetry of Wallace Stevens or fractals in
Jackson Pollock’s drip paintings) vs. those that Keyser claims do
not (like Arnold Schoenberg’s musical serialism).

NEWLY EMERGENT AESTHETIC

PRINCIPLES

Keyser’s (2020) notion of aesthetic codes provides a means
to understand why some artistic trends rapidly wane, while
other aesthetic principles, which have emerged in historical
(rather than pre-historical) times, have endured (Kozbelt, in
press). Persistent principles include poetic recursion, certain
orthographic systems, compositional balancing points or linear
perspective in painting, diatonic harmony and counterpoint in
music, and numerous structural or formal devices for organizing

aesthetic raw material across domains. Are these different fates
preordained by our evolved aesthetic sense and an inherent
adaptiveness of certain aesthetic modes (see Gombrich, 1979), or
is a post-hoc socio-cultural account the best we can do?

Disentangling these threads is challenging but not impossible.
If modernism or postmodernism resembles other artistic
periods, then similar patterns should be evident in quantitative
measures like the strongly positively skewed distribution of
creative achievement (Murray, 2003) and trans-historical style
trends (Martindale, 1990). Computational models of cultural
evolution (e.g., Creanza et al., 2017), sophisticated assessments of
contemporary conceptual art from biological perspectives (e.g.,
Kranjec, 2015; De Tiège et al., 2021), and documentation of the
ongoing codification of practice within new artistic technologies,
like photography or cinema (e.g., Edgar et al., 2015), can also
inform how new aesthetic regularities arise in a contemporary
cultural context. However, if modernism or postmodernism truly
represent something qualitatively different, there is little reason
to expect the past to predict the future, and perhaps then the
relevance of biological evolution to art really has evaporated.

Another possibility is that the broad-brush picture of the arts
today is not so different from the past: a complex cultural system
consisting of many niches with different characteristics and
dynamics and audiences and selection pressures, but numerically
dominant popular forms partaking of humanistic natural
aesthetic principles, with hedonic enjoyment of beauty and
meaning-making paramount in aesthetic experience (Kozbelt,
in press). If the contemporary high arts are irrelevant for most
people, this reinforces the enduring power of long-standing
evolutionary aesthetic principles and suggests we might refocus
research onto popular art forms (Pinker, 1997, 2002).

Empirically addressing such issues would constitute a
productive, provocative research agenda. Testing the assertion
that our biological inheritance remains relevant to the
contemporary arts (see Kozbelt, 2019b, 2020, in press), even if
we cannot yet discern exactly how, has the potential to further
illuminate the evolutionary basis of our aesthetics and human
nature itself.
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Music Lessons for the Study of Affect
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Retired, Gloucester, MA, United States

Some accounts of the evolution of music suggest that it emerged from emotionally
expressive vocalizations and serves as a necessary counterweight to the cognitive
elaboration of language. Thus, emotional expression appears to be intrinsic to the
creation and perception of music, and music ought to serve as a model for affect itself.
Because music exists as patterns of changes in sound over time, affect should also be
seen in patterns of changing feelings. Psychologists have given relatively little attention
to these patterns. Results from statistical approaches to the analysis of affect dynamics
have so far been modest. Two of the most significant treatments of temporal patterns in
affect—sentics and vitality affects have remained outside mainstream emotion research.
Analysis of musical structure suggests three phenomena relevant to the temporal form
of emotion: affect contours, volitional affects, and affect transitions. I discuss some
implications for research on affect and for exploring the evolutionary origins of music
and emotions.

Keywords: affect dynamics, vitality affects, volitional affects, affect transitions, emotion threads

INTRODUCTION

How is it that rhythm and melodies, although only sound, resemble states of the soul? –Aristotle,
Problemata, c. 19, cited in Schopenhauer, 1969, (p. 260).

How might psychological research be steered in productive directions by examining the accumulated
experience of composers and music theorists? –Rozin and Rozin, 2018, (p. 566).

Infants respond to musical cues, and some form of music is found in every culture; the tendency
to create, perceive, and appreciate music must be part of evolved human nature. But since Darwin
(1871), the reasons for this have remained a mystery (McDermott, 2008). Music may be a mere
byproduct of other evolved adaptations (Pinker, 1997), or a “transformative technology” (Patel,
2010, p. 401) that, once invented, became an essential feature of human society. Music may have
evolved through sexual selection (as the custom of serenading suggests); it may confer adaptive
advantages by promoting bonding with infants (through lullabies) or social cohesion (Savage et al.,
2020) among groups (as through national anthems).

But none of those evolutionary hypotheses explains the unique connection of music to emotion.
At least two other perspectives, however, do. The first is the idea that music evolved from
vocalizations that were used to communicate emotions (Snowden et al., 2015), perhaps as part
of a pre-linguistic precursor of both music and language (Darwin, 1871; Masataka, 2009). Just as
names presumably evolved from vocative addresses to individuals into nouns that could refer to the
individuals in their absence, so sounds that communicated a current emotional state (fear, distress,
love) came to express (or symbolize, as Langer, 1957, would argue) these affects themselves.
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The second is a proposal by Perlovsky (2010) that music
co-evolved with language to compensate for the hypertrophy
of cognition that language facilitated. Perlovsky, who had an
intriguing if idiosyncratic theory of psychology and culture,
argued that language promotes a focus on conceptual thinking,
leaving behind the instinctual, emotional, and behavioral aspects
of the person. Without a synthesis of all these aspects, people lack
a sense of meaning in life. Music and musical emotion evolved
because it restores the unity of the self and thus the will to live.

These arguments provide an evolutionary rationale for the
widespread belief that music is the language of emotion. The
emotionality of music is not a cultural convention, invented in
the Romantic era of Western music; it is the raison d’être of
human music. If so, then music ought to be as central a concern
to research on emotion as language is to research on cognition.
It has not been. In this essay I review what is known about
the expression of affect in music and point to new directions
for emotion research suggested by the psychology of music.
In particular, I focus on the temporal unfolding of affect that
parallels the dynamic flow of music. I will also touch briefly
on some implications for understanding the evolution of music
and of emotions.

The Psychologies of Music and Emotion
There is an extensive literature on music and emotions (Juslin
and Sloboda, 2001; Swaminathan and Schellenberg, 2015; Juslin,
2019), and contemporary researchers in this subfield rely heavily
on mainstream models of affect and emotion. However, there
appears to be little reciprocal influence of music research on
general theories of emotion, which is perhaps unfortunate.
Hevner (1936) reported a circular arrangement of emotion terms
to be used in rating musical samples; its vertical axis was marked
by merry versus mournful, and its horizontal axis contrasted
vigorous with serene. This scheme appears to have been ignored
until, half a century later, Russell (1980) offered his circumplex
model of valance and arousal.

As Hunter and Schellenberg (2010) pointed out, much
research on music and emotions has quantified the latter using
Russell’s (1980) two dimensions. Although it is undeniable that
valence and arousal are important characteristics of affect, there
is a certain irony in the reduction of the powerful, subtle, and
ever-changing expression of affect in music to two-dimensional
ratings—it is as if one tried to analyze Van Gogh’s Starry Night
with a color wheel. Somewhat more elaborate models based
on sets of discrete emotions have also been used (Eerola and
Vuoskoski, 2011, 2013), but a simple categorical judgment of
the emotion portrayed in a passage of music cannot capture the
subtleties of the flow of music. Surely a more dynamic theory of
emotions is needed, and a theory that can adequately describe the
feelings portrayed in music should be of value in understanding
all emotional experience. If, as Pratt (1952) argued, “music
sounds the way emotions feel” (p. 26), then emotions must feel
the way music sounds, and musical analysis must offer insights
into affective experience.

Although the psychology of music has had a limited influence
on general theories of emotion, music itself has played a major
role in research on affective neuroscience. In these studies,

neuroimaging and electrophysiological techniques are used to
identify areas of the brain that are activated by emotions. Music
has frequently been used to induce these emotions (e.g., Blood
and Zatorre, 2001; for reviews, see Habibi and Damasio, 2014;
Koelsch, 2014), and effects have been documented that depend
in part on features of the music (e.g., consonant vs. dissonant,
happy vs. sad) and in part on characteristics of the listener
(e.g., musical training, music preferences). Koelsch (2013) has
pointed to several advantages of using music as a stimulus in
this research, including the fact that it can be used to study the
time course of affective processes over short (seconds) and longer
(minutes) intervals.

There is controversy, however, over whether the feelings
induced by music are genuine emotions—and thus whether they
are informative about how the brain processes emotion in daily
life. Konečni, 2008, (p. 115) argued that, at best, “music may
induce low-grade basic emotions through mediators” such as
personal associations (e.g., of a song with the loss of a loved one).
Koelsch (2014) countered by citing evidence that music affects
endocrine responses, facial expression, and action tendencies
as well as subjective feeling, and thus “music can evoke real
emotions” (p. 178).

However, the affective experience derived from music surely
differs somehow from that of everyday life, which is thought to
be generated by appraisals of the valence and personal relevance
of events (Ellsworth and Scherer, 2003). The distinction between
what is felt when listening to music and what is felt in real life
is underlined by the curious fact that people often enjoy sad,
even tragic music (Sachs et al., 2015); people do not enjoy tragedy
when it befalls them. The only class of emotions that music clearly
generates are the esthetic emotions such as awe and esthetic
chills (McCrae, 2007; Konečni, 2008; Sherer and Zentner, 2008).
Here the music is appraised as being beautiful or moving, and
the listener shows a distinctive emotional response. Reybrouck
and Eerola (2017) pointed out that the esthetic experience has
perceptual, cognitive, and affective aspects, and that esthetic
emotions are “more contemplative, reflected and nuanced” (p. 9)
than core affects and basic emotions. One may be in awe of a Bach
fugue, but only if one has acquired knowledge of fugal techniques
and become intimately familiar with the music.

PRELIMINARY ISSUES

There are several different ways in which music and emotion are
related (Juslin and Sloboda, 2001). As noted, music may induce
basic emotions in listeners (Scherer, 2004; Zentner et al., 2008):
A lively jig may make one merry; a dirge can make one sad.
Music yields the pleasures of esthetic emotions, as well as the
far subtler satisfactions and surprises that attend the fulfillment
or disappointment of musical expectations (Meyer, 1956, 2001).
Music may have therapeutic properties, particularly in the
treatment of depression (Harris, 2019), and music preferences are
related to the personality dimensions that help shape emotions
(Greenberg et al., 2016).

However, I am concerned here with none of those issues.
Instead, I will consider how music expresses emotion, as languages
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express ideas. Zentner et al. (2000) pointed to the importance
of the distinction between what emotions listeners felt and what
they perceived in response to music. It is the latter that is of
interest here, because what listeners perceive is what music
expresses. This article views music not as a cause of emotions but
as an instructive model of human affect.

As a formal philosophical conception, the idea that music
expresses emotion can be traced to Schopenhauer (1969), who
distinguished music as the direct expression of the will, “the most
secret living, longing, suffering, and enjoying, the ebb and flow of
the human heart” (p. 321). This view was elaborated by Langer
(1957), who argued that “[b]ecause the forms of human feeling
are much more congruent with musical forms than with the
forms of language, music can reveal the nature of feelings with a
detail and truth that language cannot approach” (p. 235). Recently
this position has been championed by Zbikowski (2010).

In what sense can one say that music “expresses” emotion?
In much music (songs, film scores, tone poems), it might be
argued that music illustrates the emotions felt by the singer or
the characters; the music is about the passion of Romeo and Juliet
or the grandeur of the Moldau.

But absolute music is self-referential, being only about itself,
and yet listeners—even those who resist the temptation to
fabricate a storyline for the music—can perceive its emotional
content. Zangwill (2004), who believed that music “should
not be understood in terms of emotion” (p. 29), nevertheless
admitted that it “possesses important qualities that we describe
in metaphorical emotional terms” (p. 24). This article identifies
some of those qualities and proposes that they have parallels
in human affect.

I have used the broad term affect in the title because
some psychologists (e.g., Konečni, 2008)—unlike laypersons—
make a sharp distinction between mood and emotion, seeing
the former as a relatively long-lasting affective state (e.g.,
free-floating anxiety), and the latter as a brief and intense
response to an event directly relevant to one’s goals and
values (e.g., anger in response to an insult). I will use
affect, emotion, and feeling interchangeably to refer to affective
experience, and will include a broad range of affects that
goes beyond the small list of basic emotions (Izard, 2009) to
include such feelings as effort, adoration, interest, dominance,
and abruptness (Cowen et al., 2019). But I will not deal
with the cognitive, physiological, or relational aspects of
emotions. Thus, my concern is with what Izard (2009) called,
oddly but aptly, “emotion feelings.” (Damasio and Carvalho,
2013, also use the term feelings to refer to the mental
representation of emotion, but they include under that term
consciousness of drives such as hunger and pain, with which I
will not deal here).

In this article I will refer chiefly to Western music of the
past few centuries, which has been the focus of most research.
However, if the link between music and emotion is evolved, it
should appear across cultures. Although the literature is scant,
it seems to support this position. For example, Balkwill and
Thompson (1999) showed that Western participants unfamiliar
with Indian music were able to identify joy, sadness, and anger as
expressed in ragas.

Finally, it must be recalled that music has many attributes
other than emotional expression, and that listeners may focus
on these instead. Music can be a purely sensuous experience,
a calming background, a template for dancing, or the object of
intellectual analysis and interpretation. These and other functions
of music will not be considered here.

AFFECTIVE TONE

Perhaps the most extensively researched topic on musical
expression concerns the overall affective tone of a piece of music
(e.g., Gerardi and Gerken, 1995; Balkwill and Thompson, 1999;
Eerola and Vuoskoski, 2011). Pratt (1952) demonstrated that
laypersons can correctly identify the mood of a passage of music:
Given the choices of stately, spritely, wistful, or vigorous, 91%
labeled the opening of Brahms’s First Symphony stately, and 99%
called Mendelsohn’s “A Midsummer Night’s Dream” Overture
sprightly. Many researchers (e.g., Thayer, 1986; see Table 10.2 in
Gabrielsson and Lindström, 2001, for a review) have attempted
to identify the particular musical features—tempo, articulation,
mode, volume, and so on—that express different emotions.
Results are consistent across studies and would be unsurprising
to any musician. Using computer analyses of sound features in
film scores to predict emotion ratings by non-musician judges,
Eerola (2010) found that happiness was associated with high
pitch, rapid tempo, bright timbres, and major mode, whereas
sadness was expressed by “rich timbre, slowly changing key
centers, and a stable, unchanging register” (p. 220). Sloboda
and Juslin (2001) described such musical qualities as iconic
sources of emotion, and Snowden et al. (2015) showed parallels
across species: “the acoustic structures involved must have similar
effects on the nervous system of both human infant and animal
recipients” (p. 24).

Pratt (1952) and Langer (1957) argued that these associations
reflect certain formal similarities between music and affect—
the phenomenon remarked on by Aristotle in the Problemata.
Zbikowski (2010) argued that it is the fundamental cognitive
capacity for analogy that underlies the ability to perceive music in
emotional terms. Attractive as this argument is, it is incomplete,
because it does not explain the basis of the analogy. There is
a related issue long studied by philosophers and psychologists:
cross-modal or amodal perception. Even infants intuitively grasp
that what is seen and what is felt is the same object, despite the
difference between vision and touch (Stern, 1985). To paraphrase
Pratt (1952), we might say that a ball looks like a ball feels. This
is possible because there is some set of essential characteristics of
objects (perhaps size, orientation, motion) that can be perceived
interchangeably through different senses. It is not entirely clear
what essential characteristics are shared by sounds and feelings.

In some cases the basis for the analogy is understandable.
Depressed patients may show psychomotor retardation,
and funeral marches are invariably slow. The conflict that
characterizes the experience of anger parallels the clash of
dissonant harmonies. Certainly the degree of arousal in an
emotion can be linked to the energy of the music—its tempo and
volume; and the aggressive impulses generated by anger have a
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formal parallel in accented, staccato notes. But by what analogy
is a major chord perceived as happy and a diminished seventh
chord as spooky? Why does a bright timbre (itself so-called
in analogy to light) resemble a cheerful mood? Answering
such questions may deepen our conceptualization of affect
as well as music.

STUDIES OF AFFECT IN TIME

As Reybrouck and Eerola, 2017, (p. 5) noted, music is a temporal
phenomenon, “with the experience of time as a critical factor.”
The same might be said for the affective aspect of emotion.
Watson (2000) argued that “waking consciousness is experienced
as a continuous stream of affect, such that people are always
experiencing some type of mood” (p. 13). Barrett et al. (2007)
concurred, but noted that emotion may be back- or foregrounded
in consciousness by attention. Obvious as these observations may
be, until recently they had not inspired much research.

Temporal Studies of Affect
Some exceptions should be noted. Watson (2000) has reported an
extensive program of research on mood, including daily, weekly,
and seasonal variation. In a measure of emotional intelligence,
Mayer et al. (2000) included subscales that assessed the ability
to predict sequences of emotional events: progressions (as from
anger to rage) and transitions (as from fear to tranquility through
acceptance). Appraisal theories (e.g., Lazarus, 1966; Ellsworth
and Scherer, 2003; Moors et al., 2013) see emotion episodes
as unfolding processes, with appraisal of an event and of our
ability to deal with it leading to an emotional state that affects
attention, memory, and physiological arousal in preparation for
a behavioral response. But those theories often imply that the
emotion feeling itself is a static state, neither growing nor waning
in intensity, nor altering in character. If emotions were truly like
this, it is not music but painting or sculpture—or photographs of
faces—that would be the language of emotion.

Following a series of pleas for research on temporal sequences
in affect (Frijda, 2007; Ebner-Priemer and Trull, 2009; Larsen
et al., 2009), researchers have begun to analyze affective patterns
over time (Kuppens, 2015). The major tools used in these studies
are recollections collected at the end of a day or week, or real-time
ambulatory assessments usually involving telephone prompts and
responses. Typically, affect dynamic studies assess positive affect
(PA) and negative affect (NA) repeatedly over the course of a
day or week; data are summarized in terms of theoretically-
based statistical indices, such as intrindividual variability; and
the indices are used to predict psychological well-being (Houben
et al., 2015) or psychiatric diagnoses (Santangelo et al., 2016).

Unfortunately, results to date from these studies have been
meager. Dejonckheere et al. (2019) reanalyzed a series of studies
and showed that “all affect dynamic measures add little to
the prediction of psychological well-being once the explanatory
power of mean levels of PA and NA is taken into account” (p.
483). They concluded that “conventional emotion research is
currently unable to demonstrate independent relations between
affect dynamics and psychological well-being” (p 478). It is

understandable that contemporary emotion researchers would
turn to statistical indices to quantify emotion dynamics, but at
this stage of research it may be more useful to describe emotion
patterns qualitatively, and for this music may offer some hints to a
way forward. Some steps have been taken in studies of prosody, in
Clynes’s (1977) notion of sentics, and in Frijda’s (2007) discussion
of emotion episodes.

Prosody
One area of emotion research that has explicitly drawn upon
music is the study of emotional prosody (Quinto et al., 2013;
Weniger et al., 2013). Prosody refers to the acoustic features of
speech—pitch, loudness, rate, and so on—that are determined in
part by semantics (as in the rising pitch at the end of a question)
and in part by the emotion the utterance expresses (as in the
harsh timbre and clipped words of a verbal threat). Prosody
has been widely studied, having applications in fields ranging
from speech pathology to human/robot interactions. Students of
prosody have often used research methods that parallel those used
in studies of music (e.g., Coutinho and Dibben, 2013). Results
show that the acoustic cues that express a particular emotion in
music generally express the same emotion in speech (Weniger
et al., 2013). This phenomenon has long been recognized, and
theorists from Spencer (1857) to Juslin (2013) have argued that
musical expression mimics emotional prosody, which in turn
reflects the underlying physiology of emotion: Slow music sounds
sad because it resembles the slow speech caused by psychomotor
retardation of depressed people.

Sentics
Manfred Clynes was a concert pianist whose colleagues included
Yehudi Menuhin and Pablo Casals; an engineer, inventor, and
neologist who coined the term “cyborg;” and a neuropsychologist
who co-edited a volume on emotions with Jaak Panksepp
(Clynes and Panksepp, 1988). But his theory of sentics—his term
for emotion—and the associated therapy, sentic cycles (Clynes,
1977), are far from mainstream. Only a handful of independent
replications of his work have been reported, with mixed results
(Nettelbeck et al., 1989; Hama and Tsuda, 1990). Some of his
ideas seem relevant only to a rarified group of musicians or
artists, and some of his claims strain credulity—practicing sentic
cycles is said to cure anxiety, prevent suicide, and increase
energy and creativity.

Nevertheless, his ideas merit consideration. Calling on great
musicians as expert witnesses in the communication of emotion
seems like a useful strategy, at least for the generation of
hypotheses. Clynes’s (1992) focus on the temporal shape of
emotions is surely appropriate. And his basic findings have a
certain plausibility.

Sentics, from the Latin sentire, to feel, is Clynes’s term for
emotion. He argued that the experience of emotion is inevitably
tied to its expression or perception, so the natural unit of emotion
has the duration of a single expression—a smile, a shout, a sigh.
Longer emotion episodes are compounded of repeated instances.
Clynes focused on basic emotions, and argued that each has a
distinctive temporal form, regardless of the modality by which
it is expressed (tone of voice, facial expression, musical phrase).
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His procedure for detecting that form employs a sentograph,
a pressure gauge on which participants rest their middle finger;
the finger remains on the finger rest throughout the procedure.
The pressure gauge is wired to a computer that records data
and produces graphs of pressure-by-time curves. Participants are
instructed to express a given emotion on a signal by pressing
their finger once. (Recall that Clynes was a pianist, for whom the
pressure of fingers is virtually the only way to express musical
emotion). Signals are given by the experimenter at random
intervals of a few seconds, and pressure is recorded both vertically
(up vs. down) and horizontally (i.e., inward vs. outward). Each
response is called an E-acton. When averaged over 50 trials,
characteristic vertical and horizontal curves are obtained, distinct
for each emotion, but generalizable across persons and cultures
(at least in Clynes’s own research).

Consider three examples. Over a period of 2 s, an individual
expressing anger gives a quick, sharp press down and outward
that is quickly released. It is hardly a stretch to call this a jab.
In contrast, an individual expressing love gives a slow, gentle
touch that fades away; there is a slight motion inward. Joy is seen
in a quick downward press that rebounds upward—a jump for
joy. These are intuitively reasonable results, comparable to the
findings that anger is expressed musically by loud and staccato
sounds, and sadness by low and slow melodies (Gabrielsson and
Lindström, 2001). What Clynes added was a specific temporal
sequence and duration.

Many students of prosody have datasets in which the acoustic
properties of utterances are recorded over time, and the duration
of a typical sentence or pseudo-utterance is comparable to the
duration of an E-acton. Clynes’ curves thus provide specific
hypotheses that might be tested with available data. Do the pitch,
or loudness, or rate contours of emotional sentences match his
predictions?

In a sentic cycle, an individual seated at a sentograph is
prompted to express (with finger pressure) a series of emotions
in a fixed order: anger, hate, grief, love, sexual desire, joy,
and reverence (Clynes, 1977). Multiple trials are given for each
emotion before moving to the next. About 4 min is allotted to
each emotion, so a single session requires about one-half hour.
After 4 min, the felt emotion begins to fade—a phenomenon
Clynes (1988) attributed to saturation of its neurohormonal
substrate. Participants find it easy to switch to a new emotion,
and any emotion can succeed any other, but with some carry-over
effects: “Each state appears to cast its shadow on the following
ones” (Clynes, 1977, p. 147).

Episodes, Themes, and Threads
In his chapter on “Time,” Frijda (2007) made a great deal of a
dissertation by Sonnemans (1991), because it was a rare and early
source of information on the duration of emotions. Sonnemans
asked informants to recall an emotion they had had the previous
week and to describe what caused it, how they felt, and how
the experience unfolded over time; informants created a graph
of feeling intensity over time. Many of these accounts covered
hours or days; many included more than one feeling intensity
peak; and many mentioned a number of different emotions,
simultaneously or successively, as part of the experience. For

example, a woman reported on her response to a demeaning
catcall: Over the course of 11 h she felt disgusted, angry,
and humiliated and had disturbing dreams; the next morning,
however, she thought the harasser had shown himself ridiculous
and laughed the incident off.

Frijda (2007) called such experiences emotion episodes, which
is perhaps an unfortunate word choice. Other researchers (e.g.,
Konečni, 2008) use the term “episode” quite differently, to refer
to a single occurrence of a basic emotion, many of which might be
included in each of the experiences Sonnemans (1991) analyzed.
In literature, an “episode” is typically one of a series of distinct
but coordinate units, such as chapters—but Frijda’s emotion
episodes presumably are often isolated incidents, not necessarily
continuous in time.

For musicians, the lexical ambiguity is even more awkward:
A musical episode in a fugue is an incidental diversion from
the ongoing development of the theme, whereas Frijda’s concern
is precisely with the developing emotional experience. From a
musical perspective, what Frijda described is in fact the analog
of a theme, a recognizable tune that appears and disappears over
the course of development, that (particularly in Romantic music)
is emotionally expressive, and that often evolves, changing from
soft to loud or from major to minor in successive statements.
Frijda’s phenomenon is a series of emotions bound together by
a common theme (e.g., reaction to a catcall).

However, the word theme is at least as ambiguous as episode,
so I suggest this phenomenon be called an emotion thread.
A plot thread is the narrative parallel to a musical theme: a
distinct subplot that can appear, disappear, and reappear; evolve
in tone or significance; and interact with other plot threads. When
people are asked to recall emotional experiences, Sonnemans’s
(1991) findings suggest that they organize them by emotion
threads. If so, this poses yet another challenge to ambulatory
assessment: Perhaps researchers need to sample feelings when,
and only when, a particular thread is activated—which may be
difficult to predict.

TEMPORAL FORMS IN MUSIC AND
AFFECT

Music analysts have a great deal to say about the temporal
structure of music, from chord progressions to the sequence of
movements in a symphony. Imberty (2011) discussed parallels
between music and narrative, noting that musical works have
plots, with a beginning, complications, and resolutions; the
tensions generated by this sequence compel the listener’s
attention. Meyer (1956, 2001) argued that the central feature of
music is a series of expectations, which are either gratifyingly
fulfilled or cleverly disrupted. Narmour (1991) elaborated
this idea, noting that the expectations may be bottom-up—
based on universal principles of perception identified by
Gestalt psychology—or top-down, based on learned musical
conventions. The resulting musical narratives can and usually
do express emotions. Zbikowski (2010) argued that music is
ideally suited to that task because of “the resources it offers for
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simulating the progress of emotional states, and the ways it is able
to represent rapid changes between such states” (p. 38).

If, as Langer (1957) argued, music is better suited to the
depiction of emotions than words are, the psychology of affect
can best be presented, not in a scientific theory, but in a musical
composition. This is, of course, routinely done by composers who
set words to music or write scores for films.

Musicologists distinguish between strophic and through-
composed (durchkomponiert) music. The former uses a single
melody for several verses, and so cannot be tailored to the
nuances of each different verse. In such cases it seems reasonable
to say that the music expresses the prevailing mood of the
piece: “Yankee Doodle” is a jaunty tune; “Amazing Grace” is
serene. Through-composed music, found chiefly in lieder and
opera (notably Debussy’s Pelleas et Melisande), tries to shape
music to the unfolding story, and so directly parallels the
evolution of emotions.

Cohen (2001) described how film scores intensify and clarify
the emotional content of a film. Imagine an application of this
process to a psychological analysis. What would be learned if a
composer were asked to provide a score for the videotape of a
psychotherapy session? Both patient and therapist might gain a
better understanding of how the patient deals with emotional
issues. But to qualify as conventional psychology, this stream
of affect would need to be translated into words, which would
require a vocabulary for describing emotional sequences. I will
discuss three concepts that may be useful for that purpose: affect
contours, volitional affects, and affect transitions.

All three concepts would be classified by Juslin (2013) as
intrinsic, involving “internal syntactic relationships within the
music itself ” that use changing levels of tension and release
to express complex emotions such as hope and relief. As he
noted, “(i)ntrinsic sources of musical expression have rarely
been investigated thus far” (p. 9), in part because they would
generally require the use of longer musical passages than are
typically studied.

Affect Contours
As long ago as 1929, Köhler proposed that psychologists adopt
musical terminology: “the inner processes, whether emotional
or intellectual, show types of development which may be given
names such as crescendo and diminuendo, accelerando and
ritardando” (Köhler, 1929, pp. 248–249, quoted in Langer, 1957).
Such developments correspond to what Mayer et al. (2000) called
progressions in emotion and to Kuppens and Verduyn (2017)
intensity profile shape. Köhler’s notion has been extended by Stern
(1985) under the name “vitality affects” or “vitality contours”
(Stern, 1999).

Stern pointed out that emotions have a temporal shape that
can be described by such terms as surging, fading away, fleeting,
and explosive. He considered vitality affects to be entirely distinct
from basic emotions, capturing the manner in which experience
was felt rather than the content: Joy, anger, fear, or excitement
may all fade away.

As Køppe et al. (2008) complained, in the course of his
writings Stern used a variety of terms for vitality affects and
extended their scope beyond affect to include temporal patterns

of behavior, cognition, and motivation. In his last work on the
topic, Stern (2010) called them “dynamic forms of vitality,” and
defined them as a Gestalt of “movement, time, force, space, and
intention/directionality” (p. 4) that gives the feeling of being
alive. For the purposes of this article, a more limited definition
is useful. I will use affect contours to refer to “the continual shifts
in arousal, activation, and hedonics occurring split-second-by-
split-second” (Stern, 1999, p. 70). Note that these are actually not
new affects, but descriptions of the temporal course of the familiar
dimensions of affect.

Stern, a developmental psychoanalyst who was chiefly
concerned with the details of interactions between infant and
parent, believed that these experiences have a very brief duration,
“rarely over 5 s” (Stern, 1999, p. 68). If so, an extended expression
of emotion, such as a full movement from a symphony might
show, would need to be construed as a chain of affect contours.

Consider a musical example. The emotional tone of the
Andante “teneramente, molto cantabile, con espressione” in
Tchaikovsky’s Pathétique Symphony (Figure 1) is shaped by many
musical features: the pure diatonic melody over a chromatic
harmony, the major mode, the timbres of horns and muted
strings. But the passage is brought to life—given vitality—by
musical versions of affect contours. Beginning piano, the volume
swells and sinks gently in the second measure and again in
the fourth, creating a wistful, sighing effect. The fifth measure
(incalzando, i.e., urgent, pressing) shows a rapid increase in
volume and tempo, a surge of passion and longing that dissipates,
at least in tempo, in the seventh measure. The seventh and eighth
measures repeat the melody of the third and fourth, but now,
played forte, they have a noble strength and dignity.

Although both Clynes and Stern were concerned with
temporal forms over a brief interval, they differ fundamentally
on the fixity of form. For Clynes, anger is always expressed
by the equivalent of a jab, although the intensity of the jab
may vary; for Stern, anger might be smoldering or explosive
or undulating. Affect contours do not define basic affects, they
merely shape them.

Volitional Affects
The flow of music is structured by expectations and outcomes
(Meyer, 1956, 2001; Narmour, 1991; Huron, 2008), which
Sloboda and Juslin (2001) call intrinsic sources of emotion.
Perhaps the most basic of these (at least to Western ears) is
the chord progression from consonance to dissonance and back
to consonance (e.g., I—V7—I), but any musical component
(rhythm, melodic interval, harmonic density) that generates an
expectation of some resolution creates (and can express) tension.
The time scale may be quite extensive: The entire development
section of a classical symphony creates a tension that is resolved
by the return of the original theme and key in the recapitulation
at the end of the movement.

A number of musical devices can be used to generate
suspense. Figure 2 shows a passage from the Allegro non-
troppo of the Pathétique’s first movement. Here a small motif
is repeated in successively higher pitches; key modulations
introduce uncertainty; phrasing is progressively compressed; and
the volume increases dramatically in the last two measures before
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FIGURE 1 | Andante from the 1st movement, Tchaikovsky’s Pathétique Symphony, measures 89–97 (Violin I). Audio version, Musopen Orchestra, Supplementary
Audio 1.

attaining the climatic F-sharp and a subsequent reduction in
tension. The passage might be described as showing an increase in
arousal—which it does—but there is also a sense of urgent seeking
that is more than mere arousal.

The psychological basis of Meyer’s (1956) and Narmour’s
(2000) theories of musical expectation is essentially perceptual-
cognitive; a computer program could specify the musical
expectations at any given moment in a musical passage. But from
an affective perspective, these expectations can be understood as
volitions: Listeners not only expect a dominant seventh chord
to be resolved into the tonic; they want it to be resolved. It
is this tension—the volitional pushes and pulls built into a
composition—that holds the listener’s attention. The affective
equivalents of musical expectation are expressed in such words
as longing, anticipation, suspense, and dread, which might be
termed volitional affects. Cowen et al. (2019, Figure 2) showed
a cluster of emotions including yearning, eagerness, and interest
that can be interpreted as positive volitional affects, and another

group characterized by detachment, boredom, and fatigue that
might be seen as negative volitional affects. (It is likely that
negative volitional affects play a much larger role in human
life than in music, because they would appear to have limited
esthetic appeal).

It is rather puzzling that suspense has not been recognized as
a basic emotion, like fear and anger; surely it is a common and
powerful feeling. Under the guise of tension, it has occasionally
appeared in dimensional models. Wundt (1902) included
tension/relaxation (Spannung/Lösung) along with dimensions
resembling valence and arousal, but most subsequent models—
notably Russell’s (1980) circumplex—have omitted it. Because
much research on music and emotion has been informed by
Russell’s model, a crucial element of musical expression seems to
have been missed. Eerola and Vuoskoski (2011) tried to correct
this oversight by proposing that three dimensions (valence,
energy arousal, and tension arousal) are needed to describe the
emotion expressed in music, and one might suppose that tension

FIGURE 2 | Allegro non-troppo from the 1st movement, Tchaikovsky’s Pathétique Symphony, measures 30–38 (Violin I). Audio version, Musopen Orchestra,
Supplementary Audio 2.
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arousal is related to the degree of expectation generated by the
music. There is, however, a possible confusion here, because
tension can mean either suspense (which can be resolved) or
harsh unpleasantness (which can only be endured or ended).
Eerola and Vuoskoski asked participants to rate excerpts from
film scores and found that ratings of tension were strongly
negatively correlated with valence (r = –0.83), suggesting that
tension was interpreted by the raters to mean music that was ugly
and jarring, suitable perhaps for horror films—indeed, a selection
from the score of Hellraiser was one of those chosen to represent
high tension. Compositions certainly do vary in the amount of
musical suspense they generate, but this is presumably unrelated
to valence; it is therefore essential to distinguish tension-as-
distress from tension-as-suspense.

Suspense has been treated by appraisal theorists as a
combination of hope and fear aroused by cognitive uncertainty
(Ortony et al., 1988), and Madrigal and Bee (2005) provided
evidence that both hope and fear occur and fluctuate when
viewing a television advertisement deemed to be suspenseful.
This would seem to suggest that suspense can be decomposed
into the feeling dimensions of valence (hope vs. fear) and
arousal (strong vs. weak) and the cognitive appraisal of outcome
uncertainty. But in music, and presumably in life, there is also
an affective component of suspense—something that feels like
holding one’s breath—and it can be felt without either hope or
fear. We sometimes want to know how something will turn out
even when it is of no consequence to us.

Goal-directed striving is central to Carver and Scheier (1998)
and Carver’s (2015) account of emotion, but the role of volition in
that model is quite different from what is suggested here. Carver
proposed that people monitor their progress toward goals (or
away from adversity), and that the rate of progress is signaled
by emotion: “Feelings with a positive valence mean that you
are doing better at something than you need to, and feelings
with a negative valence mean you are doing worse” (Carver,
2015, p. 302). Suspense is completely absent from this model,
because it is precisely the feeling that accompanies uncertainty
about whether (or when, or in what degree) you are doing
better or worse.

The premise of this article—that music can offer a guide
to understanding affect—is perfectly illustrated by the work of
Huron (2008), who stated that “music provided me with a
serendipitous starting place for theorizing more generally about
the psychology of expectation” (p. viii). Huron was concerned
with cognitive and physiological concomitants of expectation,
but also centrally with emotion. He proposed a model in which
five responses—imagination, tension, prediction, reaction, and
appraisal (ITPRA)—account for expectation effects. Imagination
consists of envisioning the consequences of a behavior and
foretasting the pain or pleasure it would likely lead to; tension is
an anticipatory arousal that is felt as suspense. After the event
occurs, people feel a degree of satisfaction if their prediction
was correct; this corresponds to the esthetic satisfaction that
Meyer (1956) described when listeners correctly anticipate a
musical event. The immediate, reflexive evaluation of an outcome
Huron called the reaction response; its counterpart is the pleasant
surprise that sabotaged musical expectations provide. The final

affective state results from a conscious, reflective assessment of
the event; this is the appraisal response, corresponding perhaps
to the perceived overall affective tone of a piece of music. Huron’s
(2008) book provides a detailed exposition of his model, with
extensive musical examples.

Affect Transitions
Music of a certain degree of complexity does not resolve all
expectations in the obvious way. Instead, composers maintain the
listener’s interest by changing the musical direction (Narmour,
1991) through key modulations, thematic variations, change in
mode, and so on. Musical transitions, whether rapid or gradual,
must be meaningful. For example, modulation—moving from
one key (or tonality) to another—usually requires an intervening
series of chords, each of which is compatible with the preceding
and following chord, thus forming a chain that links the two keys.
Clearly, such musical evolutions are akin to, and might express,
what Mayer et al. (2000) called emotional transitions. If I have
correctly interpreted the passage in Figure 1, it shows a transition
from wistfulness through self-assertion to dignity.

The tempestuous Allegro non-troppo of the Pathétique’s
first movement segues into the Andante shown in Figure 1
through sixteen bars of progressive slowing, quieting, and
thinning of the orchestral texture (Musopen Orchestra,
Supplementary Audio 3)—a transition based on affect contours.
After the second statement of the Andante, the theme dies away
to a passage marked pppppp (impossibly soft) for a solo bassoon,
followed immediately by a fortissimo chord in the full orchestra
(leading back to the “feroce” Allegro non-troppo). This too is a
legitimate transition, in part because the soft and loud chords
(D-major and C-minor sixth, respectively) form a meaningful, if
unusual, harmonic progression, but it is an abrupt change that
presents a dramatic surprise to the listener.

Surprise was considered by Ekman and Friesen (1971) to
be a basic emotion. But Watson (2000) noted that surprise
differs from other basic emotions in that it does not appear
to correspond to a trait affect. People can be anger-prone or
laughter-prone, but it appears that no one is surprise-prone.
If asked, people can rate how often they experience surprise,
but these ratings show little temporal stability, cross-observer
agreement, or correlation with basic personality factors (Watson,
2000). Surprise appears to be not a basic emotion rooted in
characteristics of the individual, but an affect transition inherent
in the emotional experience itself (cf., Ortony, 2021).

Transitional affects are closely tied to emotion threads. The
surprise fortissimo pivots from the Andante theme to the
Allegro non-troppo theme—a transition across emotion threads.
Figure 1 shows affect transitions within a theme: It is the
continuity of the thread that allows us to perceive a set of different
feelings (e.g., wistfulness, self-assertion, dignity) as different
stages of the same emotional experience.

Appraisal theorists are likely to attribute affect transitions
to reappraisals. In Frijda (2007) example of a woman whose
feelings in response to a catcall were transformed from anger to
amusement, the affective change was paralleled by a cognitive
reappraisal: The harasser, who had first been seen as malicious,
was reappraised as merely ridiculous. But the causal direction is
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not obvious here. It is entirely possible that the feelings of anger
and disgust exhausted themselves in the course of a few hours
through processes of affective adaptation, and the new attribution
was merely a rationalization for the changed feelings. Indeed,
the unmotivated affect expressed in music is problematic for
appraisal theorists: Ellsworth and Scherer (2003) admitted that
“neither appraisal theory nor any other current emotion theory
can easily accommodate emotional responses to music” (p. 588).

SOME DIRECTIONS FOR THE STUDY OF
AFFECT IN TIME

Traditional studies of emotion—which ignore its temporal
course—address a wide range of issues: Are emotions evolved
and innate, or culturally acquired? When do they emerge
developmentally? What are the physiological concomitants of
emotion? the cognitive and interpersonal consequences? All these
questions might be asked with regard to affect contours, volitional
affects, and affect transitions. But surely we need to begin with
description, to create a natural history of affect-through-time.

Pioneering researchers have offered a set of techniques
for studying affective dynamics. Stern (2000) described a
microanalytic interview in which a one-min section from a tape
of a recently experienced event is reconstructed in detail by the
interviewee. Schubert et al. (2012) assessed continuous ratings of
emotion expressed by music by instructing respondents to move
a computer mouse over a face representing the basic emotion they
currently perceived. Carpenter et al. (2016) provided guidance in
using experience sampling methods (or ambulatory assessment).
Rachuri et al. (2010) developed an unobtrusive cell phone-
based system that monitors tone of voice and infers emotional
state. Here I will focus on the issues such methods might be
used to investigate.

Duration
Perhaps the most basic question is the duration of affects. Clynes
(1977) and Stern (1999) argued that the natural unit of emotions
is a few seconds, and Pöppel (1997) has argued that experience is
integrated by the central nervous system into a subjective present
of about 3 s. Emotion research on this micro time scale seems
to be indicated. But emotion episodes are surely longer, and
probably vary by type. Scherer and Wallbott (1994) found that
fear, disgust, and shame tended to be short-lived, whereas joy and
sadness could persist for hours or days. Watson (2000) studies
of mood across hours and days suggests that, for most people,
positive affect is a chronic state normally distributed around a
personal mean, whereas negative affects are sporadic and thus
show a skewed distribution.

For most affects, duration can be defined and assessed as
the period from inception until “the intensity of the emotional
response returns to zero or to a baseline level” (Verduyn et al.,
2015, p. 331). But anticipation, dread, and suspense—volitional
affects—potentially last from the recognition that an uncertain
outcome is looming until it occurs, if ever. The outcome—a
medical test result, a job offer—may be days or weeks away.
Is the volitional affect continuous over that interval, perhaps
backgrounded in consciousness, or does it recur when prompted

by relevant cues, or surface spontaneously like intrusive post-
traumatic thoughts?

Vicissitudes and Metamorphoses
What is the typical course of an emotional experience? Emotions
may grow in intensity, as when one works oneself up from
annoyance to rage. Some affects—or their foregrounding in
consciousness—may wax and wane periodically. Others may
have an acute phase—say, the terror that a near-miss accident
generates—and recur later as echoed apprehension. These
patterns might be called the vicissitudes of affect.

But affects may also change qualitatively, morphing into new
feelings. Reisch et al. (2008) used quarter-hourly assessment
of borderline personality disorder patients to examine the
sequence of specific emotions; they noted that compared to
controls, the patients more frequently “switched from anxiety to
sadness, from anxiety to anger, and from sadness to anxiety” (p.
42). Volitional affects are presumably resolved by the dreaded
or desired outcome and succeeded by the appropriate basic
emotion—despair or joy. Do positive and negative anticipations
(hopes and fears) alternate, or does one predominate (see
Madrigal and Bee, 2005)? Mayer et al. (2000) considered natural
affective sequences as emotional transitions, and identified
enough examples to construct a scale—though more extensive
and systematic research on the nature and frequency of such
spontaneous transitions is needed.

Ambivalence and Equifinality
Emotional transitions in real life are complicated and ambivalent,
because experienced affect is not monophonic, a simple sequence
of successive feelings like notes in a melody. It is instead
polyphonic, or homophonic, or bitonal, or cacophonic—that is,
it is a continuously varying mixture of different feelings that
may reinforce, contextualize, or clash with each other (cf., Larsen
and Stastny, 2011). The trajectory of any single mood in this
ongoing mix is surely affected by the other felt moods, which
themselves may vary in their usual intrinsic duration. If Clynes
(1977) was right, and “each state appears to cast its shadow on
the following ones,” then the intricacies of affective patterns will
be baffling.

Hollenstein (2015), however, has proposed that human affect
is a complex system characterized by attractors. These are
particular configurations of affects that tend to endure or
recur regardless of the initial starting point—a phenomenon
known as equifinality. The identification of such attractors—
ideally in an affective space far more differentiated than the
usual two-dimensional model—ought to be an aspiration of
students of emotion.

Individual Differences
One set of causes for affective attractors has already been
identified: personality traits. Personality traits have long been
linked to the frequency and intensity of affects (e.g., Costa
and McCrae, 1980; Watson and Clark, 1992). There is some
evidence that the durations of positive and negative affects
(like their frequency and intensity) are linked to Extraversion
and Neuroticism, respectively (Verduyn et al., 2015). Penner
et al. (1994) found that there were consistent individual
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differences in the degree of variability of 11 affects, and these
variances were themselves intercorrelated. Some people thus
show greater emotional lability then others, and in extreme
cases this may contribute to Borderline Personality Disorder
(Ebner-Priemer et al., 2015).

SOME CONSIDERATIONS FOR THE
STUDY OF EVOLUTION

Cultural Evolution
The fact that music seems designed for the expression of emotion
does not imply that every musical utterance or style will be a
perfect embodiment of emotion feelings. Humans have painted
since they decorated Lascaux, but they did not master linear
perspective—an accurate representation of the visual field—until
the Renaissance. In the same way, there has been progress in the
accurate musical expression of emotion, from simple keening to
the intricate, extended, and nuanced portrayals of human passion
in works like Wagner’s Tristan and Isolde.

Crocker (1966) traced the development of Western music
from monophonic chant to the polyphonic motets and masses
of the late Middle Ages. A particularly notable innovation of the
15th century was the shift from the open and neutral harmonies
of fourths, fifths, and octaves to the emphasis on third and sixths,
in both major (happy) and minor (unhappy) forms. Here at last
was a musical structure that reflected the basic dimension of
valence. Indeed, as Eerola et al. (2013) have shown, major or
minor mode is the most important cue in the identification of the
emotion expressed by a musical passage. If and when we have a
full understanding of human affect, we will better be able to grasp
the historical development of musical styles.

Comparative Studies of Affect Dynamics
The evolution of music, like that of language, is a relatively
recent phenomenon. The evolution of emotion is surely far more
ancient, and one might surmise that the lessons offered here are
of little relevance to an understanding of how affective systems
arose. But the central argument advanced is that emotion is
a temporal phenomenon, and its dynamics can and should be
studied through cross-species comparisons.

Emotional reactions have durations in all species. The
piloerection of a startled cat fades away, but how rapidly,
with what contour, and with what adaptive significance? A dog
awaiting the return of its owner surely feels the volitional effect
of anticipation. Elated by the owner’s appearance, it eventually
calms down; is this, as Clynes (1988) supposed, because of
neurohormonal saturation? Certainly there are affect transitions
in non-human animals: quarrels break out in social groups
and are somehow resolved; infant distress is soothed by a
parent; apathy turns to agitation when a threat appears. Are
there commonalities in these processes across species, and if
so, how far back in the evolutionary chain are they shared? A
consideration of temporal sequences adds a new set of variables
to the comparative study of emotion.
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The cultural project is a therapeutic melding of emotion, symbols, and knowledge.

In this paper, I describe how spiritual emotions engendered through encounters in

imaginative culture enable fixation of metaphysical beliefs. Evolved affective systems are

domesticated through the social practices of imaginative culture so as to adapt people

to live in culturally defined cooperative groups. Conditioning, as well as tertiary-level

cognitive capacities such as symbols and language are enlisted to bond groups through

the imaginative formats of myth and participatory ritual. These cultural materializations

can be shared by communities both synchronically and diachronically in works of art.

Art is thus a form of self-knowledge that equips us with a motivated understanding of

ourselves in the world. In the sacred state produced through the arts and in religious acts,

the sense of meaning becomes noetically distinct because affect infuses the experience

of immanence, and one’s memory of it, with salience. The quality imbued thereby makes

humans attentive to subtle signs and broad “truths.” Saturated by emotions and the

experience of alterity in the immanent encounter of imaginative culture, information made

salient in the sacred experience can become the basis for belief fixation. Using examples

drawn from mimetic arts and arts of immanence, I put forward a theory about how

sensible affective knowledge is mediated through affective systems, direct perception,

and the imagination.

Keywords: affect, ecological psychology, salience, extended evolutionary synthesis, affective neuroscience,

mimesis, ritual, immanence

INTRODUCTION

In this paper, I explore the relationship between belief, art, and religion through describing sensible
affective knowledge in imaginative culture1. The foundational insight I aim to articulate is that
belief fixation arises through an assemblage of emotion, symbols, and knowledge, which are
delivered through ritual participation and art practices.

I argue that emotions evoked through ritual in art and religion play a significant role in belief
fixation as part of the cultural evolution of imaginative culture. This is because participatory rituals
compel feelings of immanence, which indicate heightened significance, or salience (section Spiritual
Emotions). This spiritual emotion composed of awe, wonder, and transcendence is the indwelling,
inherent, the plenitude within2. Philosophers have discussed this aspect of human existence as

1On the relation between broader cultural projects and psychology, see Noë (2015), Asma and Gabriel (2019), and Damasio

(2019).
2The concept of immanence has been discussed under other names, such as salience and presentness, it shares similarity with

this definition of enchantment: . . . a state of wonder. . . the temporary suspension of chronological time and bodily movement.
To be enchanted, then, is to participate in a momentarily immobilizing encounter; it is to be transfixed, spellbound. . . Contained
within this surprise state are (1) a pleasurable feeling of being charmed by the novel and as yet unprocessed encounter and
(2) a more unheimlich (uncanny) feeling of being disrupted or torn out of one’s default sensory-psychic-intellectual disposition.
(Bennett, 2001, p. 5). See also Bataille (1948/1989).
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Dasein, presence, the noumenal, oceanic state, or the sublime.
I take these to be contextualized versions of universal human
emotions founded on the basic affective systems of PLAY, CARE,
FEAR, and GRIEF that are then conditioned and associated
into epistemic cultural niches3. I expand on how this numinous
emotion is central to the maintenance of shared social norms
as expressed through rituals that perpetuate the social order
of the logos (section Ritual and Logos). As aspects of the
epistemic niche, Art and the Humanities contain practices
that enable modes of reflection and expressive formats for
coping and knowledge (section Art as Self-Knowledge). Thus,
drawing from insights in affective neuroscience and ecological
psychology (section Emotions and Direct Perception), a theory of
sensible affective knowledge as an embodied, imaginative set of
reflexive practices is provided (section Sensible Affective Forms
of Knowledge). I illustrate how emotions and reflexivity provide
the means for belief fixation and sensible affective knowledge by
exploring the mimetic arts (section Drama and Literature) and
arts of immanence (section Arts of Immanence).

CULTURAL EVOLUTION

Spiritual Emotions
We occupy an ecological niche of symbiotic links between place,
geography, alimentary sources, weather, and other elements
of the environmental landscape. Settled human habitation
materializes our activities and conceptual categories in the way it
is organized around ecological features like water sources, trees,
and geological features. Our ancestors built infrastructure that
now constitutes an extended ecological setting (Laland et al.,
2015). Extended ecology includes man-made elements that solicit
and direct thought. Think of how the layout of a classroom or a
train station platform solicit particular behaviors and modes of
attention. The cooperative activities that our species engage in
are shaped by the extended ecological niche of cultural lifeways
(Donati, 2010; Sterelny et al., 2013).

We inhabit an epistemic niche, called culture, that structures
the ways we think and navigate social settings. Cultural artifacts
like names, totems, techniques, social norms, hierarchies, and
ontologies are traditions passed down through generations. They
constitute a symbolic language that through associations and
conditioning motivate our affective experiences. According to
Roy Rappaport: “Humanity is a species that lives and can only
live in terms of meanings it itself must invent. These meanings and
understandings not only reflect or approximate an independently
existing world but participate in its very construction. The worlds
in which humans live are not fully constituted by tectonic,
meteorological and organic processes. . . but are also constructed
out of symbolically conceived and performatively established
cosmologies, institutions, rules, and values” (Rappaport,
1999, p. 8)4.

3Numinous rerefers to the non-discursive, affective, ineffable qualities of relation,

whereas sacred signifies the discursive aspects of religion, which can be expressed

in language, see Rappaport (1999). On basic affective mechanisms, see Panksepp

(1998). On how spiritual emotions are related to basic emotions and may have

arisen through domestication of affect, see Asma and Gabriel (2019).
4See also Austin (1962) on performative acts.

Cultural establishment of conventions which shape the way
individuals approach the world are reified, modified through
language, and made into real things by social actions, like rituals
(Rappaport, 1999, p. 9). They have a significant effect upon
how individuals structure their goals, fears, and aspirations.
One important cultural convention of norms and metaphysics
is religion, it is a system that establishes the Truth upon which
other symbols and convictions depend (Rappaport, 1999, p. 21).
Social norms embedded in religious dogma dictate agreed-upon
ethical forms of action, thereby helping manage the passionate
behavior of individuals and groups. Norms can be passed down
as part of the extended ecology and cast into practices, to
such an extent that conformity to required public behavior
is more important for social living than actual privately held
beliefs (Hayden, 2003). Indeed, an unambiguous public act is
fundamentally social and thus provides the basis for public order
and obligations in a manner which the holding of private beliefs
cannot. In addition to bold decree, conventions, rules, and norms
are established through such performative acts (Rappaport, 1999,
p. 123). The process of maintaining shared social norms as an
extended ecological niche requires learning and evaluation, as
well as confrontation and revision, but most importantly it is
perpetuated through participation in ritual.

Ritual and Logos
Ritual is “the performance of more or less invariant sequences
of formal acts and utterances not entirely encoded by
the performers” which “logically entails the establishment of
convention, the sealing of social contract, the construction of the
integrated conventional orders we shall call Logoi (i.e., logos), the
investment of whatever it encodes with morality, the construction
of time and eternity; the representation of a paradigm of creation,
the generation of the concept of the sacred and the sanctification
of conventional order, the generation of theories of the occult, the
evocation of numinous experience, the awareness of the divine,
the grasp of the holy, and the construction of orders of meaning
transcending the semantic” (Rappaport, 1999, p. 9).

Ritual is the space within which the truth of our symbolic
conceptions of reality are forged. These orders bind together
natural, cultural, social, individual, group, discursive and non-
discursive elements into a certified whole, a Logos (Rappaport,
1999, p. 346)5. We can observe the political nature of ritual
and logoi for example in early manifestations of institutionalized
ritual organization such as secret societies (Hayden, 2018).

As opposed to pathos (emotion) and ethos (honesty inspiring
trust), logos is a mode of persuasion (Tallis, 2018). This sacred
truth, or mysterious intelligibility, gives shape to our perception
of the world, it provides an all-encompassing order not only
of nature but also of morality and thus the ways in which
we structure human society (Rappaport, 1999, p. 369). It does
so through naturalizing self-consciousness, agency, selfhood,

5Rappaport compares Logos to the ancient Egyptian term Ma’at, the Vedic term

R. ta, the Sioux Wakan-tanka, Orenda of the Iroquois, pokunt of the Shoshone,

Manitou of the Algonquin, and Nauala of the Kwakiutl peoples, and the early

Iranian term Asha, which all served similar functions in the respective societies.

It is worthwhile to consider which terms are used now to denote ultimate orders,

some possibilities are Nature and Biology, see Gabriel (2021b).
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and intelligence into a mathematical order subordinated to the
principle of sufficient reason regulated by laws and patterns of
causation (Tallis, 2018). Logos is a source for explanation, it is
the local well of established and learned metaphysical symbols,
established through convention and performance. We pursue
the need to develop a personal sense of meaning by engaging
in epistemic foraging through the collective wells of meaningful
symbols provided in our culture’s myth, religion, and ideology
(Tallis, 2018).

The experience of the numinous, i.e., immanence, is archaic.
Religion may be most accurately conceptualized as the cultural
technology whereby discursive conventions of the sacred canalize
non-discursive mammalian affective processes in ritual actions
within a liturgical drama (Rappaport, 1999, p. 390). Significances
and emotional associations are strengthened through the
collective effervescence of ritual participation which uniquely
achieves the hermetic bonding of groups of individuals into
communities (Durkheim, 1915). Ritual has positive effects on
social bonding and affective state (Charles et al., 2021). The
emotional state which emerges from group ritual is sometimes
called communitas, it stands apart from rational forms of
organization and profane activities of the society (Turner,
1969). Émile Durkheim claimed this experience is fundamentally
social rather than individual, though its proximal result is the
personally-felt sense of profundity which solidifies beliefs in the
given liturgical tradition being enacted (Mazzarella, 2017).

Emotions become attached to shared systems of meaning,
logoi, through conditioning, and tertiary-level cognitive
processes such as symbols and language (Panksepp and Biven,
2012). The unification of the community through participation
in ritual that enacts logos is a higher sense of meaning, of
immanent certitude. Power is routinized through these displays.
Rituals evolve to convey information about metaphysical beliefs
through repetition and costly displays of commitment. Religion
is a way to arrange the mind by organizing one’s sense of meaning
in life, meaning as relevance (or salience), and semantic meaning,
toward the goal of self-regulating her emotions and cognition.
Religion requires a theory of systems, cognition, and a relational
sociology, one of the mechanisms to enact these beliefs is ritual
(Oviedo, 2019). There are two types of ritual: imagistic ritual is
a once-in-a-lifetime event, these initiatory ceremonies generally
employ a dysphoric situation to bond the novitiate to the group
and his new identity through trauma (Whitehouse et al., 2017).
Doctrinal ritual, on the other hand refers to standardized, rote
sets of behaviors, such as daily prayers (Whitehouse, 2015).
Accordingly, rituals performed more frequently tend to become
less emotionally stimulating (Whitehouse, 2000; Atran and
Henrich, 2010). The reason particular ideas that provide a
background for doctrinal ritual such as miracles and stories of
the gods are memorable may be because they break expectations
in such a way as to grab attention and remain memorable (Atran
and Norenzayan, 2004). The costliness of embracing seemingly
absurd beliefs is said to cement social bonds between believers
(Atran, 2002). Ritual sanctifies belief, it shifts the world away
from empirical, social and pragmatic concerns to contain powers
beyond those of rationality (Alcorta and Sosis, 2005; Hammoudi,
2006).

The psychological state implicated in ritual participation
engages a type of thought,mythopoetic, which is heavily imagistic
and embedded in sensible affective modes of knowledge (Turner,
1969: 277; Asma, in press). Rituals are performances that
engage mimetic practices of imitation, or overimitation, wherein
participants may not understand the causal story of what their
behaviors are leading to but nevertheless mimic the behavior of
those higher in the social hierarchy, and thereby solidify social
norms (Johnson and Earle, 2006; Bulbulia et al., 2013). One of
the ways imitation is assured meaningfulness is through indices
that are impossible to falsify and resistant to misinterpretation
(Rappaport, 1999, p. 56). For example, individuals regularly
engage in physical torture, scarification, tattooing and learning
immense amounts of information as part of ritual participation.
It is worth noting the importance of mimesis for the arts, as
imitation of nature in the Aristotelian sense, as well as in terms of
mimetic desire which leads to dramatic societal conflict (Girard,
1977; Drost, 1991).

Mimetic behaviors involved in ritual amplify components
of formality, pattern, sequence, and repetition through the
practicing of liturgical elements as well as more immediate
synchronization of rhythmic drivers in autonomic function,
as in music, chanting, and dance (Alcorta and Sosis, 2005).
We know that synchronizing pulse rate, heart contractility,
and skin conductance is positively associated with feelings
of empathy, which are crucial for maintaining shared social
norms (Levenson, 2003). Music and dance in these contexts
can evoke similar emotions because the symbols included in
the logos are learned through conditioning, they are communal
elements of affective and conditioned meaning encapsulated in
imaginative culture. For example, the Māori haka war dance
consists of rhythmic group movements, singing, and mutual
emotional contagion. In Arabic music, the sense of saltanah or
tarab (musical ecstasy) occurs in a cohesive group setting in
response to motivational sound symbols like qaffla (resolution)
and maqam modulation (Racy, 2003). These examples which
I expand upon in section Arts of Immanence, illustrate how
physical ritual requires internalization of symbols, stories, and a
metaphysical frame which can then be embodied in communal
participatory practices.

Communal ritual invests objects, individuals, and ideas with
emotional significance which in part creates or perpetuates a
shared symbolic system that gives a valence to individual choices
and motivates behavior. The conditioned association of such
emotions as fear and awe with symbolic cognitive schemata
achieved through these rites results in the sanctification of
those symbols, whether places, artifacts, or beliefs. Because
such symbols are deeply associated with emotions engendered
through ritual, they take onmotivational force (Alcorta and Sosis,
2005, p. 341; Dehaene and Changeux, 2000). The coordination
of bodily affective arousal in individuals as well as across
a group of participants engage non-linguistic drives which
attain apperception of sacrality (Lex, 1979). “Sanctity. . . stabilizes
the conventions of particular societies by certifying directives,
authorities whomay issue directives, and all of the mythic discourse
that connects the present to the beginning, establishing as correct
particular meanings from among the great range of meanings

Frontiers in Psychology | www.frontiersin.org 3 December 2021 | Volume 12 | Article 757234135

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Gabriel Affect, Belief, Arts

available to the genetically unbounded human imagination”
(Rappaport, 1999, p. 321). Sacrality is akin to the feeling of
immanence, it acts as a felt anchor to the legitimacy of belief in
a logoi.

In this state of immanence, the postulates that tend to become
ingrained in individual belief systems through this ritual process
cannot be falsified or verified logically or empirically. They are
felt to be beyond question and supported by a kind of sanctity
that renders belief impervious to change through discourse
(Rappaport, 1999, p. 281). There is a certainty beyond doubt that
rituals engender through their engagement and synchronism of
affective states; this is the context of belief fixation. Doubt, which
arouses anxiety and seeks the closure of certainty is assuaged
through rituals that establish logoi. This is the experience of the
numinous: the non-discursive, non-rational, ineffable portion of
the Holy6. In the modern era, we attain such certainty through
the same means: ritual, emotional saturation, charismatic figures,
and ceremonies of legitimacy. The intimate communication of
reading, the absorption of viewing pictorial art at a museum,
or the overwhelming experience of the concert hall and the
nightclub all take place in spaces of enchantment. Art has taken
on many of the practices and methods of ritual experience thus
developing a creative use of psychological manipulation that
allows for the contemplation of sacred truths of personhood and
cosmology through beauty.

Central to the notion of imaginative culture is the relation
between psychological motivation and social function. I
argue that this relation is embodied in religious behaviors—
most importantly, ritual—and art. Specifically, the proximate
emotional causes and adjuncts of religion and art provide
space for belief. Ritual creates, recognizes, and discovers,
the sacred, specifically the sense of emotional significance
which then motivates belief. “Belief is. . . achieved through ritual
behaviors. . . ritual presentations of myth, ascetic practices, and
healing ceremonies, all of which instill an experience of. . . the
‘sacred’” (Purzycki and Sosis, 2013). Spiritual emotions, like
awe, create conditions for the imprinting of metaphysical
beliefs. Participation in ritual disables emotions arising from
fear and anxiety, thus mediating between conflicting drives as
a form of sublimation (Rappaport, 1999, p. 49 n12)7. Whether
through public displays of strength as in the military parade or
public displays of wealth as in private museums or conspicuous
consumption, the generation of awe functions as a tool for the
legitimatization of power (Johnson and Earle, 2006).

The materializations of beliefs implicit in ritual can be shared
by communities both synchronically and diachronically in works
of art. Art materializes experience, bringing a cast of mind into
the world in objects (Geertz, 1983). “It is out of participation
in the general system of symbolic forms we call culture that
participation in the particular we call art, which is in fact but
a sector of it, is possible” (Geertz, 1983, p. 109). For example,
so as to present the metaphysical beliefs of their community,

6See discussion of Rudolph Otto’s The Idea of the Holy (1917) in Rappaport (1999,

p. 377).
7On fear and anxiety see Malinowski (1922). On conflicting drives and emotions

see Freud (1907). On sublimation, see Turner (1969).

shamans create stories, songs, and parietal art to materialize
the mystic visions they experience through trance and altered
states of consciousness (Lewis-Williams, 2002). Alterity and
metamorphosis is central to the process of creating the sense
of communitas in the overwhelming affective experience of
immanence. Communal rituals which depict logos, ormana, then
have a function of stabilizing social organization (Johnson and
Earle, 2006; Mazzarella, 2017; Asma and Gabriel, 2019).

Imaginative culture plays a crucial role in recurrent
aspects of religious behavior: belief in supernatural agents
and counterintuitive concepts, communal participation in
costly ritual, separation of the sacred and the profane, and
the importance of adolescence as the life history phase most
appropriate for the transmission of religious beliefs and values.
Emotionally charged imaginatively-derived symbols invest
objects and ideas with motivational meaning in the context of
religion and ritual (Alcorta and Sosis, 2005). Art is a natural
human activity (Dissanayake, 1992). Ancestor worship is implicit
in ritual objects, for example wine vessels and bronze pots of
the ancient Chinese Bronze age. These objects perpetuate the
liturgical order of the time by embodying it in the object as awe
toward mortality in nature worship or belief in spirits from the
power of objects and spectacle. Additionally, well-crafted rhetoric
convinces the listener about particular claims one may not have
entertained; it is partly the art of the rhetoric that induces awe
and other elevated emotions which push an individual toward
revising her beliefs. Religious art clearly depicts mythic stories
and allegories that underlie ethical precepts. The grandeur with
which we see these parables depicted in the high period of
Christian art in Western Europe in the last 2000 years, whether
in the Cathedrals of Italy or the wooden votives of Prussia testify
to the awe-inducing spiritualism of such objects. There is also
the nameless sensation engendered by landscapes and abstract
patterns and images which nudge the mind to consider mystery.
Much of modern art seems to be engaged in materializing such
a sense of confusion and alienation in the clattering plenitude of
our times.

Saturated by the emotional experience and the consequences
of alterity in the immanent encounter of imaginative culture,
information made salient in the sacred experience can become
the basis for beliefs (Durkheim, 1915). This is true both for
the artist (or shaman) as well as the other participants who
are compelled through the artistic object or event into spiritual
emotive states wherein they become receptive to the fixation
of metaphysical belief. Immanence implies unforgettableness,
complete presence, this feeling serves as an anchor for the
salience and perceived correctness of the belief associated with
the event. Belief is not necessarily a reflection of truth, rather
it serves as a reflection of the social sacred and its attendant
forms of ministering to affective needs with the available
tools/language games8. I provide examples and elucidation of
these idea in section Arts of Immanence.

8“(T)he older and more foundational function of mind is ‘hedonic sharpening’ or,

if you like, ‘biological flourishing;’ not accuracy of indicative models and theories.”

See Asma (in press).
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In the power of drama, we surrender and are changed9.
The feeling of immanence experienced during rituals, carnivals,
concert, dramas, and cinema act as liminal zones of time
and space. Liminality and marginality are conditions in which
myths, symbols, rituals, philosophical systems, and works of art
are particular potent (Turner, 1969, p. 128). Good stories “in
addition to the pleasure they bring us, serve to file down and
better sharpen our judgment, such that pleasure does not remain
pointless” (Amyot, 2008, p. 159). Thus art as a creative use of
psychology sharpens our affective sense of reality through the
symbols of the local knowledge practices. In these spaces, humans
use mimetic representations to reflect on social structures, desire,
and existential questions (Turner, 1969). Artists are responsible
for constructing ways for the culture to affectively experience and
consider the meaning of their local symbols. Art is thus a sensible
affective knowledge practice that bestows self-knowledge through
the play of symbols drawn from an epistemic niche.

CREATIVE USES OF PSYCHOLOGY IN THE

ARTS

Art as Self-Knowledge
The arts consist of techniques to craft objects and ideas that
play with emotions toward engendering transformations of
understandings of space, place, identity, thoughts, and beliefs.
Ranging from enjoyment to torture and reflection to laughter,
pushing one to the edge of confusion or the fog of the
sublime, the affective states achievable through art and ritual
are accomplished through creative uses of psychology10. In
encapsulating deeds of thought, art articulates humanity in a
way that is informative as well as pleasurable, a utile dolci. As
discussed above, this emotional element is crucial for how art
practices engage belief. It is through artworks that we consider
the human condition. Indeed, the imagination is a tool for
wisdom, it aids in the development of macro-level, coherent,
global explanations. Art allows for the creative discovery of
connections by revealing multiple aspects of ideas and objects
(Roszak and Berry, 2021). Thus, I discuss imaginative uses of
psychology as forms of reflexivity.

Cultural conventions like ethical norms can be worked out
through the mimetic function of representation in Art. This is
because the way we depict ourselves, the way we talk about
ourselves, our sense of norms all must be displayed in a
form which complements its content. Whereas norms are often
communicated didactically or prescriptively as dogma, they

9Charles Morgan quoted in Geertz (1983, p. 28). Also, see Cavell (1979, p. 159),

“To satisfy the wish for the worlds’ exhibition we must be willing to let the world

as such appear. According to Heidegger this means that we must be willing for

anxiety, to which alone the world as world, into which we are thrown, can manifest

itself; and it is through that willingness that the possibility of one’s own existence

begins or ends. To satisfy the wish to act without performing, to let our actions go

out of our hands, we must be willing to allow the self to exhibit itself without the

self ’s intervention. The wish for total intelligibility is a terrible one. It means that

we are willing to reveal ourselves through the self ’s betrayal of itself.” Though see

Fried (1998) on theatricality and objecthood.
10The mystification inherent in the emotional response to many works of art and

ritual ceremonies draws from the occult power of collective effervescence and the

confrontation of multiple orders and disorders. See Rappaport (1999, p. 48 n11).

can also be adjudicated through simulations in fantasy worlds
and in artful forms of expression. The aestheticizing of these
fantasies can glorify and elaborate upon the ideas presented. The
depiction of mythological stories, like those of Hercules, or the
glorification of Oba in the Benin bronzes, serve to present norms
of heroism and greatness. Our emotional lives are domesticated
into symbiotic norm-governed relations in groups, through such
social practices of imaginative culture. The social norms derived
through imaginative culture are forms of affect management
perpetuated through normative rituals and traditions11. The
depiction of legendary figures, like Aeneas who founded Rome,
allow for the concentration of affective power upon a symbol. It is
through symbolic activities like these examples of public memory
that people are adapted to live in culturally defined cooperative
groups (Richerson and Boyd, 2001).

Art is a form of self-knowledge that equips us with amotivated
understanding of ourselves in the world (Pippin, 2020)12. To
achieve this requires aesthetic attending, an imaginative seeing of
the work (Pippin, 2017). An artist will engage their audience’s well
of symbols, their cultural epistemic niche, through the capacity to
gain acquaintance knowledge through aesthetic comprehension.
Art is thus implicated in the “construction and deconstruction
of conventionally constructed symbolic systems” that materialize
experience and superstitions through formal content and can
then be used by individuals to make sense of the things that
happen to them (Geertz, 1983, p. 119). We observe this process
for example in hyper-motion with memes that symbolically
represent ideas and affiliations and can be (de)constructed
according to various ideological platforms.

Along with philosophy and religion, Hegel considered art to
be part of our collective attempt to gain self-knowledge. We learn
what we really think about shame for example by attending to its
display by Emil Jannings inDer blaue engel (Pippin, 2017, p. 4–6).
Themimetic function of art in tragedy and cinema are then forms
of moral psychology. As Aristotle would have it, we learn about
ourselves, about our condition through watching others like us.
For German Romantics like Friedrich Schiller, art is a means of
self-completion through which we cultivate and ennoble human
nature. The aesthetic condition achievable through art allows for
the totality of human potential, partly through extending our
notions of what is possible and learning from simulations of
reality (Schiller et al., 1993). Similarly, for poet Rosanna Warren
(2008), literature is that symbolic space in which wemake formal,
imaginative experiments in consciousness and conscience. Poetry
is then “art in quest of difficult knowledge.” One technique by
which literature accomplishes the experience of deeper meanings
is the use of metaphor to enrich and offer affectively powerful
resonances (Rappaport, 1999, p. 393)13. Analogical thinking is
one of themain tools used by empirical psychologists to construct

11Asma and Gabriel (2019). See Chapter 9.
12Or, in Cavell’s (1979, p. 110) words, “Painting, being art, is revelation; it is

revelation because it is acknowledgment; being acknowledgment, it is knowledge,

of itself, and of the world”.
13Analogy, as Levi-Strauss claims, is also a quality of wild thought which

creates order by making connections between ideas. Freud as well as the British

Empiricists thought that the mind is intrinsically given to making associations,

whether in primary processes and the dream-work or through laws of association.
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a narrative order out of disparate empirical facts (Gabriel, 2021b).
The mimetic representation of mind through metaphor allows us
to see ourselves under such description. This analogical aspect of
scientific explanation functions along the same lines as mimesis
in art: symbols structure the order we experience.

The function of art and ritual is not simply acceding to
Dionysic affective states, it is in the service of the broader
organization of discursive and non-discursive understanding.
Art articulates humanity by rendering explanation through the
techniques of immanence. Like ritual, or as ritual, art forges
an image of the divine through language, movement, and
the motivational force of the emotions (Rappaport, 1999, p.
388, 399). “If art and ritual, and art in ritual, are successful
they construct “sentiments” out of the inchoate stuff of vital
experience on the one hand and objects of discursive relation
on the other.” They point toward grace, or holiness, that
is, the reunion of the “multiple levels [of the mind] of
which one extreme is called consciousness and the other the
unconscious” by guiding experience to particular objects of
thought (Rappaport, 1999, p. 387). In section Mimetic Arts, I
explore the power of the arts to compel belief fixation through
emotional states of immanence using examples from tragic
drama, cinema, the sublime in visual art, and the use of music
to engender trance states.

The communication at the core of artistic practices is special
not because the artist has something to express, but because
what she has to express can be shared. We are sense-making
animals and thus we must be attentive to the ways in which
artists lead viewers to make connections. This manner of
manipulating our proclivities to form particular understandings
is a fundamental aspect of the shared experience of art. In viewing
a work, we acknowledge the artist’s view of the world, we thus
enter into an alterity: identification with another imagination
within the context of our own shared and unique point of
view. Such a conversation quite often leads to new knowledge
about the self, society, customs, ethics, techniques, and aesthetic
objects. The arts are capable of establishing mental relations
and associations between and across different natures through
a symbiotic alliance; as a heterogeneous alloy of methods and
mediums, we can call them assemblages (Delanda, 2016). Thus,
the creativity assemblage is a ‘line of flight’ that allows affect to
flow between ideas, bodies, and things14. What is the nature of
the knowledge derived from and through the arts?

Sensible Affective Forms of Knowledge
The format of mimetic and immanent arts is not the same as
discursive or descriptive analysis, their methods are culturally
evolved for the purposes of exploring and deriving other kinds
of knowledge. I argue these elusive forms of knowledge are
intrinsically tied to emotions, the body, and the imagination.
Philosophy is a discursive rational project, while art seeks
knowledge through engaging the affective, sensory modality. For
Hegel and the German romantics, like Schopenhauer on music
and Nietzsche on tragedy and Wagner, art can be a form of

14On ‘line of flight,’ see Deleuze and Guattari (1987/2013). See also Tan (2018).

collective self-knowledge in which humans externalize and self-
realize their conceptions (Pippin, 2020). A Hegelian approach
treats artworks as “rendering matters of concern more intelligible
to us in a distinctly sensible affective way—treats artworks
as instances of determinate, and certainly not accumulating,
knowledge claims or as evidence or justification for knowledge
claims” (Pippin, 2014).

Hegel deepened Kantian notions of the kinds of content that
can be communicated through art15. He claimed that sensible
affective self-understanding is itself a form of insight that is
philosophically and historically sensitive. For Enlightenment
thinkers, art was a way of relating to the world, a free play of
faculties and non-cognitive recognition of the purposiveness of
nature relative to the moral nature of humans as free beings.
This type of knowledge was said to not be eclipsed or replaced
by rational processes, yet we have not been able to clarify what
such knowledge consists in.

One approach to specifying this knowledge is to focus on the
aesthetic dimension, namely how beauty allows us to understand
the reality of freedom in the world (Pippin, 2014, p. 7–8, 11,
13)16. Another tack is to interrogate the art object as to the
practices behind its production. This leads to appreciation of
its existence within the social order as part of an historical
materialism (Clark, 1999). The latter approach enables us to
understand ourselves in the context of our historical moment
through the art object. This amounts to using idiographic factors
to determine how the intention of the artist is realized in the
work as a representation of the sensible affective profile of
the community of which it is a product. Rather than pursue
psychic laws of causality, the humanities are concerned with
questions of interpretation, aesthetic judgment, and ethical
evaluation (Rodowick, 2015).

These aesthetic and materialist approaches are couched in
Hegel’s larger project to identify how Geist, the collective spirit,
comprehends an age in thought by assessing the rationality of
its norms (Pippin, 2014, p. 20, 24). In this scheme, art is the
way humans realize freedom by establishing a self-understanding
that aligns rational social relations within the context of the
community. For Charles Taylor (1971), interpretation and
understanding require a reflexive turn in self-interpretation
because knowing is intertwined with questions of value and
significance. Hegel claims that aesthetic intelligibility is a modality
of sensible affective truth, or genuineness. Artful expression is
then a form of philosophy (Rodowick, 2015, p. xv.). This all
depends upon our intelligibility to each other as social agents
within a collective cultural niche of symbols as well as the
maintenance of the following qualities in an artwork: credibility,
compellingness, and conviction (Pippin, 2014, p. 135).

The broader Hegelian project is not essential to my argument,
since aspects of other approaches such as that of Aristotle

15See Kant’s Critique of the Power of Judgment (1790), and Hegel’s Lectures on

Fine Arts given between 1818 and 1829 and collected in Hegel and Knox (1998).
16For Pippin (2014, p. 16), aesthetics allow for “a reconciliation of sorts between

the inescapably finite, constrained, natural embodied features of human existence

and the practically undeniable, meaning- and norm-responsive, reflective, self-

determining features.” See also Tuan (1993).
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similarly cohere with my project. For my intents and purposes,
what Hegel means by Geist, I take to mean the power of
reflexivity: how we can represent ourselves to ourselves within
a situated system of symbols. The study of mind which has
come to be called psychology in the last 150 years is in
essence a reflexive project wherein, using the symbols of a
secular, technological society, we question how and why we
think the way we do. I would like to suggest that preceding
and coinciding with the project of empirical psychology, artists
are also engaged in a study of the mind17. Yet their goal has
never been nomothetic, that is, to create general laws, rather
artworks are created as idiographic reflections, crystallizations,
interpretations, judgments and ethical considerations about
particular local cultures, and, sometimes, something like truths
about the human condition.

My unique contribution to the question of how art enables
self-knowledge is an elaboration of those aspects of mind in
between intuition and conceptual thought that actually mediate
sensible affective knowledge. I emphasize the role of sensation-
perception and the imagination in these intermediate forms of
knowledge18. I also explore how knowledge by acquaintance is
another sensible affective mode crucial for the arts of immanence
in which first person acquaintance provides authority for fixing
belief (Lewis, 1989). Crucially, sensible affective knowledge is
largely contingent and context dependent, and yet this reliance
upon context and contingency is precisely what allows it to
provide knowledge that nomothetic projects cannot (Rodowick,
2015, p. xi, 301)19.

It is possible to explore the mechanics of sensible affective
knowledge now because the study of emotions in recent decades
has transformed our understanding of their range and capacities
(See for example, Panksepp, 1998; de Waal, 2001; Prinz, 2004;
Phelps, 2006; Davidson et al., 2009; Pessoa, 2013; Damasio,
2019). Meanwhile, ecological psychology (also referred to as
direct perception) has refined our understanding of the active
nature of sensation and perception (See for example, Turvey,
1992; Reed, 1996; Chemero, 2009; Withagen and Chemero,
2009; Heft, 2010; Rietveld, 2012). Affective neuroscience and
ecological psychology both arise from reflection upon the
insights, and shortcomings, of prevalent methodologies in the
cognitive sciences, social psychology, and machine learning. This
allowed for shifts in focus, from cognitive to affective aspects of
mind and from computational mechanics to bodily–perceptual
explanations of behavior. Emotions play a role in aspects of
mind heretofore misunderstood as simple and passive. In fact,
emotions, perception, and non-linguistic imaginative processes
are together capable of substantial adaptive feats. Elaborating on
sensible affective knowledge can be done by drawing on elements

17Gilles Deleuze (1986) claims that the crisis of empirical psychology to unite

idealism and materialism, as seen in the work of Henri Bergson and Edmund

Husserl, coincides with the rise of cinema as a method to unify movement, action,

and emotion in moving images.
18These forms of intermediate aspects of mind are discussed in detail in Asma and

Gabriel (2019).
19This is akin to Nietzsche’s notion of the genealogy of knowledge in which our

consideration of the timeliness of the idea, its changing character allows us to

recognize that value and meaning are themselves relational and contextual.

of direct perception, affective neuroscience, and the evolution of
the imagination.

Emotions and Direct Perception
Emotions are most accurately conceived as affective systems
hierarchically structured in layers of interpenetrating functions
and motivations (Panksepp, 1998). The evolution of mind is the
developmental story of how these layers emerged and acted as
feedback loops on each other. Such feedback is an embodied,
enactive, embedded, and socio-cultural process. Imaginative
culture is conditioned into our thoughts andmotivations through
the cultural lifeways that make up our epistemic niche. The
indelible richness of experience is formed of such associations
that weave together multiple strands of memories, emotions,
ideas, and glimpses which range from bold presence to ghostly
whisper. It is only with great difficulty that we attempt to trace
the complexity of our conscious experiences, and that is why we
rely on knowledge from acquaintance upon which we can say we
know something because we are conscious of it. In this context,
language is given epistemic legitimacy because it allows us to
say something even when our statements do not convey fully
(Wittgenstein and Anscombe, 1997).

In the evolutionarily oldest and anatomically lowest part of
the brain, are instinctual drives, like fight or flight. Primary-
process emotions include (i) sensory affects (sensorially triggered
pleasant-unpleasant feelings), (ii) homeostatic affects (hunger,
thirst, etc. tracked via brain-body interoceptors), and (iii)
emotional affects (emotion action tendencies). The primary layer
influences the secondary-process emotion, which includes social
emotions, like GRIEF, PLAY, and CARE. This layer is sculpted
by learning such as classical and operant conditioning as well
as habits at the secondary level and then by language, cognition,
and regulation at the tertiary level. Emotions are thus capable of
learning, of complex admixture with memory, and various forms
of domestication into social and artistic functions20. There is thus
a capacity for knowledge in the emotional system. Yet we do not
have clear introspective conscious access to the functioning of
primary and secondary layers, they are often unconscious. Our
kind of consciousness is primarily mediated through language
and cognition, as well as the tertiary-process emotions into which
we are acculturated21. Unfortunately, this was the only layer
that most philosophers and psychologists took into consideration
due to Cartesian and anthropocentric biases. That is why it
has been difficult to conceive of sensory affective knowledge,
because knowledge was taken to only mean propositions or other
declarative information.

We know now though that there are plenty of things that the
body knows that cannot be stated propositionally, i.e., procedural
or muscle memory, such as how to ride a bike or how to dance
the mashed potato. Direct perception is a school of empirical
psychology which describes how perception–action systems, like

20See Chapters 7 and 8 of Asma and Gabriel (2019).
21Though they are energized by the lower level emotions, ruminations and

thoughts, represented in language, symbols, and directed by executive control

constitute the tertiary-level. These serve as top-down regulators and directors

of emotion. At this third level we arrive at uniquely human emotions that

include cognitive executive functions, emotional ruminations and regulations, and

conscious agency.
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visual or auditory senses are constituted of relational loops
with the environment wherein sensation produces dispositions
to act in the perceiver (Reed, 1986). Effectivities provide the
animal’s bodily dispositions in relation to the perceived surface,
or that which seizes and actualizes affordances, which are the
indicative and imperative elements of the sensory percept (Shaw,
2003; Withagen and Michaels, 2005). The imperative aspect of a
percept dictates how the animal can respond, for example spatial
navigation relies on local cues that designate possible routes
(Millikan, 1996). An actor chooses affordances to be realized,
a corresponding mode of action, and the appropriate laws of
control by which to regulate the action (Warren, 1988). An
organism’s exploration of the environment includes prospective
control, that is, modifying its relation to the environment to
perceive particular affordances in the context of goals to be
realized (Pezzulo and Cisek, 2016).

In addition to physical ecology, we can extend the notion of
the niche occupied by humans to its sociocultural constituents,
the epistemic niche of symbols and other social actors. From
neonatal care relationships to coalition-building, to apprentice
learning of sophisticated skills to cultural institutions, other
social agents are an intrinsic part of the environment. Interaction
takes place in a niche wherein communication and social position
provide affordances for social navigation (Warren, 2006; Laland
et al., 2010).

The elements of direct perception which may mediate sensible
truths when applied to the aesthetic intelligibility of art are:
affordances, effectivities, imperative representations, social and
spatial navigation, and emotional contagion. These processes
are all hooked in to affective reactions to the environment in
the context of an organism’s pursuit of endogenous homeostasis
(Damasio, 2019; Gabriel, 2021b). Emotions are manifested
as evaluative and expressive actions or dispositions toward
objects in the environment. Emotional contagion, the sharing
of emotions via non-verbal means, is widespread in mammals
and begins in infancy in humans, for example could be the basis
of empathy unto feelings of alterity and metamorphosis that
occurs in the mimetic arts and the shared ritual experience of
performance (de Waal, 2001).

The crucial connection between sensible and affective
knowledge is the imagination: a precognitive simulation system
that mediates between perception and cognition. According to
Thomas Aquinas, imagination is an expanded perception of
the world, it is necessary for abstraction of material from the
senses and thus determines the quality of cognitive processes
(Roszak and Berry, 2021). For instance, imagination is the
sphere of playful adumbrations of image, sound, and movement.
Voluntary imagination evolved from earlier involuntary
imaginative states such as dreams (Panksepp, 1998; Asma, 2017).
There are other evolutionarily early forms of imagination which
produce knowledge that is not declarative but rather poised
between concept and intuition. They include: image-based
inferential processes, image grammar, body-task grammar,
non-conceptual content, unconscious bundling, prototypes, and
analogical modeling22.

22On image grammar, see Barsalou (1999). On body-task grammar, see Barton

(2012). On non-conceptual content, see Bermúdez and Cahen (2015).

Various forms of art are thus creative uses of psychology
that attain knowledge through sensible affective means. Sensible
affective means consist of the tripartite affective system, direct
perception, imagination, and knowledge by acquaintance of
immanence. To demonstrate these connections, I group the arts
in two formats: (a) Mimetic arts (such as drama, cinema, and
literature), in which individuals empathize into an alterity and
may undergo ethical transformations through metamorphosis in
the process, and (b) Arts of immanence (such as music, dance,
painting, and cinema), in which emotions learn through the
entrancing imaginative play of immanence.

MIMETIC ARTS

Drama and Literature
Plato tells us in the Republic that art is imitation, that the artist
holds a mirror up to nature (Harrison, 1913). We know it is
more complicated than that, that mimesis is a moral form of
imitation, that the manner in which an artist renders nature
is through his aesthetic education and the intentions brought
to bear on the task. We also know that imitation is a form of
bodily identification in which we internalize and mirror what
we observe. Let us review some forms of imitation involved in
the practices of art. Art and ritual share the mimetic impulse
to express “a strongly felt emotion or desire by representing,
by making or doing or enriching the object or act desired”
(Harrison, 1913, p. 27). Viewers are drawn in through emotional
contagion and the activity ofmirror neurons (Gallese et al., 1996).
Seeing another person cry or erupt in a rage is an imperative
representation, it forces us to go along with the emotion being
expressed or actively ignore the impulse (Millikan, 1996). Such
affordances and effectivities abound in mimetic arts. Actors in
theater in particular are trained in simulating recognizable social
behaviors and forms of bodily and vocative expression to draw
the viewer into the situations they are representing. These sensory
perceptions of actors and characters can be ratcheted up to levels
of great complexity when symbols and words are also loaded
with emotions and associated ideas through the developmental
process of acculturation. That is one of the reasons that art
is such a potent tool for political expression and ideology
(Trotsky, 1960).

The traditional manner of presenting mythology through oral
recitation was expanded into dramatic tragedy and, subsequently,
the novel. Each development allowed for further complexity
and reflexivity between the work, the viewer, and the artist.
Whereas ritual specifies a liturgical order, Greek tragedy elicits
reflection upon that order by the audience (Rappaport, 1999,
p. 42). According to Jane Harrison, drama comes from the
Greek word for rite, “dromenon,” meaning “thing done,” and
denoting religious ritual. Dramas like the Greek tragedies were
an enactment of myth, which, unlike ritual, did not indicate
its acceptance per se23. Ancient Greeks fashioned Tragedy to
incite mimesis in an emotive ritual about social norms and the
nature of compassion. Through engaging the emotional states
of guilt and shame, characters in tragedy provide a focus for
social expectations to consider how actions alter relations to the

23See Chapter 2 of Harrison (1913).
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world. Actors do not take actions, rather they imitate action,
which is then observed by the audience who enact a mimetic
contemplation, as ritual participation in the drama (Rappaport,
1999, p. 137). In Greek tragedy, the viewer must locate a source
of necessity beyond divine order and physical constraint in the
internalized other (Williams, 1993)24. The genuine social reality
of the limitations of metaphysical freedom are thus dramatized in
Tragedy. This is especially clear in Attic tragedy which addressed
crises in the basic institutions of society, for example, justice in
Aeschylus’ Oresteia, or the conflict between filial piety and civic
responsibility in Sophocles’ Antigone25.

The novel is comprised of subgenres which create models
for mimetic reflection: a celebratory, idealist view of human
life in the epic and chivalric stories, and a derogatory, anti-
idealist attitude in picaresque stories, and novellas (Pavel, 2013).
The nineteenth century European Novel refines drama into
more involved narrative elements (Bruner, 1991). During this
period of positivist optimism, and urbanization/industrialization,
Honoré de Balzac and Emile Zola sought to provide a mythic
description of their times. They achieve this through reflections
on society and the role of the individual within it (La Comédie
Humaine and the saga of the Rougon-Macquart) (Pavel, 2013).
Rather than reduce lived reality to laws and processes as the
empiricists were wont to do in their nomothetic practice, the
project of the novel is stoutly idiopathic with the belief that
such collective portrayals of individuals deliver the human form.
Their exhaustive descriptions maintain an air of the descriptive
project of humanism. As if to say that if all material and mental
conditions were laid out empirically and phenomenologically,
then a complete description could constitute something like an
explanation. Expressivist poetry and diarists like Jules Renard
in his Journals likewise transcribe the man to himself. The
great novelists of the nineteenth century were chroniclers of
the human heart. Indeed, the novel provides a format for
writers to assay the major conflicts of their time in the form
of increasingly self-conscious narrative structures in which
literary technique depended on changes in the social structure
(Watt, 1957). Literature allows for narratives that explore how
individuals relate to the society in which they live, with all
its tensions, aspirations, and constraints (Lukacs, 1916/1971).
Readers mimetically sense the conditions through the rhetoric
of realism and the artful presentation of the situation rendered
by the writer and elaborated upon by their own imagination and
sympathy. The ambition and popularity of nineteenth century
literature suggest that it provided a superior way for the artist
and the reader to consider the world they lived in. Ethical
transformations could take place through this encounter, for

24Contemporary performative art forms like the rock concert and experimental

theater attempt to render the audience into a type of congregation. Moreover,

social media allows for a mode of contemplative participation through spectral

self-presentation.
25Narrative formats of drama elicit emotional responses, for example, Romance
gives narrative expression to the sexual desire and longing (i.e., LUST and

SEEKING), while the typical horror plot is a narrative expression of terror (i.e.,

FEAR). Tragedy engages feelings of grief (i.e., separation distress system), while

mysteries and hero stories engage tantalizing meanderings (of the SEEKING

system). See Asma (in press).

example Upton Sinclair’s depiction of the slaughterhouses of
Chicago in The Jungle (1906) raised for public reflection the
conditions of industrial animal sacrifice.

Knowledge by acquaintance is a rich tool in the artist’s arsenal.
It can be achieved for example in how memory is regained
through the artful exploration of thought, nostalgia, and ethics.
FromMarcel Proust to John Milton, a paradise is rendered in the
utile dolci of imagined worlds both informative and pleasurable.
Moral literature aims for such a convergence. There is a mimetic
function played by literature in this sense, it provides a simulation
of the social imaginary in which we can conceive of our ethical
pursuits (Dutton, 2009). Because narratives enact ideals and
norms, they propose hypotheses about human life and imagine
fictional worlds in which characters like the readers exist with
qualified autonomy. These imaginative projections include the
depiction of human types and consideration of the meaning of
life, love, and the nature of human interaction (Pavel, 2013, p. 17–
19). These elements of the modern novel dovetail with the reason
we derive intuitive satisfaction from modern psychology, namely
because it furthers core values of expressive individualism and
voluntarist enlightenment humanism. From the epic to chivalric
tales, tragedy, and a vast array of narrative formats, imagination
is our omni-host in the mimetic arts. In this way, mimetic arts
engender a sense of immanence through garnering personal and
epistemological significance as narrative forms in the context of
secular modernity. We understand ourselves and others through
the self-reflective experiences of attending to the dramas that
invite mimetic participation.

Cinema and Ritual
Myth and ritual are central to how every society collates, creates,
and perpetuates the core of its significances, values, aspirations,
origins, goals, and ethical lineaments. Rituals occur in the
enclosed space of the ritual arena. In these spaces, different
rules apply. They bring about different ways of relating to
the community, to ancestors, time, and fundamental notions
of meaning and significance (Heesterman, 1993). Rituals are a
form of communication beyond language, they carry canonical
messages which are difficult to fake or misinterpret for members
of the community (Rappaport, 1999, p. 140). Ritual makes
facts palpable through their performance. It is thus illuminating
to consider how the arts constitute a transformation of these
functions of ritual and myth (Nugent, 2017). The two communal
rituals I focus on are cinema and deep listening to music. These
formats of mimetic and immanent arts allow for the derivation of
sensible affective knowledge.

Cinema has become an effective medium for portraying
complex stories that enable viewers to participate in, and
reflect upon, the myths of our times26. In movies, the scale
of human action takes on mythic proportions. Not only
in size and effort and money necessary for production but
in terms of the importance of gesture, storyline, character,
mood, setting, and scene construction. Archetypal characters,

26Film is magical and thus sacred for Stanley Cavell because it satisfies the wish for

“the magical reproduction of the world by enabling us to view it unseen. . . to see in

this way. . . the world itself ” (Cavell, 1979, p. 101).
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or types, bring to life finely-wrought scripts wherein storylines
illustrate moral reflections, aspirational narratives, and the
dramatization of historical events. Patterns of social action are
represented in the form of a story grounded in aesthetic and
sensory perceptual forms, historical settings, and interpretational
structures (Rodowick, 2015, p. 25). By presenting ideas in this
manner, film provides an epistemological platform for our ethical
consideration. The ways in which this is materialized can take
an almost infinite range of forms. To take one example, Alfred
Hitchcock’s Vertigo (1958) brings the audience to consider
our mutual interpretability: how to make sense of each other’s
motivations in the broader context of our lives and desires
(Pippin, 2017). John Ford’s The Man who shot Liberty Valance
(1962) provides a way to understand how the Law is established,
how a city comes to be founded through the ambiguity of moral
claims. The character John Wayne plays in the classic Ford
Western is an epistemological foundation to consider the uses
of violence, coercion, liminality, foundation narratives, the wild
West, and many other issues in political theory (Pippin, 2012).
Cinema is not repetitive nature, rather it shares with ritual the
endlessly iterative production cycle of the bardic griot recitation
of mythology27.

Cinema regularly induces a sense of immanence in the viewer
through several means; it takes place in a mythic time of heroes
(Bogart, Garbo, Brando, Grodin) and is enacted in an immersive
atmosphere not unlike the ritual arena28. The movie theater, a
closed room, dark but for the light burning through translucent
celluloid, in which we sit among strangers with whom we share
emotions to spectral events in “speculative solitude” (Cavell,
1979, p. 7). By sharing our reactions, we consider and often
reinforce cultural values. The communal setting of the ritual
arena of theater confirms us as a community and builds our
shared history and interpretation of reality out further. Light
flickers on the empty frame, which screens the viewer from the
world and the artifice of the film from the viewer (Cavell, 1979, p.
24)29. Cinema is larger than life, that is how it can represent life to
us in a mimetic ritual of drama. We understand something about
ourselves by becoming other or anonymous, by being taken in by
the story and coming out the other end in a slightly altered form.

Then there is the narrative, the aesthetic charm poured into
the dramatic form. That distillation of life into moments, sieved
into distinct memorable tales. This narration by the camera,
the filmmakers, the unity of interpretive meaning behind the
selection of shots, give cinema its reflective form (Pippin, 2020,
p. 24). The overwhelmingly melodramatic format of the journey,
the love triangle, romantic love and skepticism, the conflict, the
play of trust, etc., pushes us to identify with the characters.
Some movies bring us into the community of the characters

27Stanley Cavell (1979, p. 6) puts this nicely: “It is generally true that you do not

really like the highest instances unless you also like the typical ones. You don’t even

know what the highest are instances of unless you know the typical as well”.
28With the ubiquity of video-recording technology, questions arise about what

attempts to “capture the moment” mean: What is the psychological import of

recording itself? Do individuals record events as a way of sanctifying them relative

to prosaic life? Does recording entail a form of techno-sacralization?.
29“We are tantalized at once by our subjection to it and by its subjection to our

views of it” (Cavell, 1979, p. 189).

such that plot development resembles nothing so much as gossip.
This mimetic form of interaction with fictional characters allows
the viewer to enter into the social situation, to think of her
reactions, her proclivities relative to the actors on screen. For
example, In Jean Renoir’s La Règle du Jeu (1939), one is led to
consider the decadence of leisure, the fickleness of fun. We are
brought into empathy and ethical reevaluation by considering
human motivation in diverse moral contexts (Pippin, 2020, p.
14). Knowledge is here mediated by our emotional reactions,
while the ways in which we derive meaning from the perception
of moving pictures rests upon our shared epistemic cultural niche
of symbols. The characters, the sets, the situations; if we are
appropriately enculturated, they will be motivationally loaded
with meaning by conditioned associations. Each symbol sings a
note distinct. They draw out learned emotional reactions and
lead us to make inferences. Emotions force us to question, to
reconsider, to decide. They provide a non-conceptual content
that motivates thought and action.

We accept film reality so easily because we already take reality
to be drama; in fact, it may have to be dramatic to be convincing
to secular moderns (Cavell, 1979, p. 90, 92). The actors, sets,
and script by being recorded and presented in a ritual arena
convert profane time into mythic time. The process resembles
a rite of sacrifice—profane time becomes immanent through
the medium. Dialogue in movies is so finely selected that it
resembles the manifest content of dialogue in dreams, which
Freud claimed was of utmost importance since the medium of
dreams is visual such that words that sneak through the censor
must be vital. Cinema presents dream and desire in the most
accessible of formats, for it is in dreams that we lie in the
dark watching moving pictures over which we have no control.
But cinema, like dreaming, is more than an illusion, it can be
a mode of reflective thought through image-based inferential
processes.30 Montage itself relies upon our ability to make quick
unconscious inferences that give disparate images a narrative
structure. For Deleuze, the movement-image, which is a long
shot, is intercut with the action-image (the medium shot) and the
affect-image (the close-up) to produce affection: “motor tendency
on a sensible nerve” (Deleuze, 1986).

For example, we develop image-based grammar, like
prototypes of characters based on physiognomy. Slight cues, like
the shot of a building or the shadow over a face compel us to
refer to mnemonic schemas and scripts, like the femme fatale or
the lonely drifter, the one-horse town or the bustling newsroom.
Unconsciously, we bundle images together as situations, settings,
forms of life, and draw inferences thereby. The mind is thus
engaged in analogical modeling, wherein connections are made
between images and sounds across memories of other films and
lived experience. The emotional associations that arise then
cue us to the mimetic relation between cinema and life, forcing
both conscious and unconscious reflections. From romance
to violence, through cinema we learn prototypes of possible
encounters that sculpt how we face our futures.

30Image does not just refer to visual sensation, complex sounds and touch

perception are also images. See Damasio (2012).
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Time is transformed in the cinematic state; for us, it is an
escape from private fantasies and responsibility, a vacation, a
portal out of the world and its uncontrollable physical laws.
The liminality of being out of time in a dark room seemingly
“doing nothing” allows for separation from so much that binds
us. We are freed from speaking, from the dense maze of active
interactions that make up public life. Here we are voyeurs who
participate emotionally, even when nothing is asked of us. The
situation depicted in the film becomes present for us, immanent
in its richness because the filmmakers have fashioned it so.
Through montage a story comes together, through casting we are
directed to recognize characters, through lighting and sound we
are immersed in environments. We spot prototypes of narrative
arcs that draw our expectations and thus our further participation
in the immanent art. All we have to do is keep our eyes and ears
open. If we give it attention, the screen creates the illusion of four
dimensions. It offers them to us, it takes them all up and drags
us in its wake. The emotional intensity of the ritual, the sense
of presence, of the immanent encounter with the mythic, draws
from us the ingredients necessary for belief fixation: salience
and profundity, credulity. “It is the knowledge. . . that we exist in
the condition of myth: we do not require the gods to show that
our lives illustrate a story which escapes us; and it requires no
major recognition or reversal to bring its meaning home. Any life
may illustrate any; any change may bring it home” (Cavell, 1979,
p. 157).

After the liminal, anonymous space of the ritual, we leave the
arena, discombobulated, and sensitive to light and motion. We
reaggregate ourselves after having imaginatively become part of
a different reality. After the affectively disruptive ‘line of flight,’
we reflect upon what we saw and heard. The movie becomes
memory, remembered as if in a dream (Cavell, 1979, p. 12).
We return to each other loaded with stories, characters, and
ghostly memories. The myth has been received, the experience
has become a part of us. The affection-image is both reflecting
and reflected; it is a combination of immobile unity and intensive
expressive movement that refracts through us as affect (Deleuze,
1986, p. 87). Cinema offers moments of alterity in which we are
transformed through the power of imagination.

Arts of Immanence
Art is linked to ritual by their shared methods for heightening the
intensity, or sense of immanence, of a situation. Participation in
rituals and aesthetic attendance to various forms of art engender:
(a) states of alterity in which we lose ourselves, and (b) emotional
experiences that transform our belief states. In addition to image-
based inferential processes, sensible affective knowledge engaged
by art often relies on the feeling of immanence as discussed in
section Cultural Evolution. This knowledge by acquaintance can
lead to changes in an individual’s beliefs because the emotional
drama of entering mythic time within the shared space of the
spectacle is one of the most powerful experiences an individual
can have31. I will not endeavor to specify the exact knowledge

31According to Walter Freeman, “the role of trance states was particularly

important for breaking down preexisting habits and beliefs. That meltdown

appears to be necessary for personality changes leading to the formation of social

attained through these practices, but rather suggest how art
enlists the processes that constitute sensible affective knowledge
to bring them about.

The role of participatory ritual, i.e., Dionysian ritual, is to
edge us toward a state of receptivity, of liminality, confusion,
emotional saturation, and maybe most importantly, a state
of surrender. In surrendering ourselves to become completely
present, we often refrain from rational contemplation, language,
and prospective memory. In the arts, one may focus on the
spectacle, the dance, the sounds, the cinematic screen, to the
exclusion of all other thoughts and external stimuli or bodily
action. This attentive state sometimes allows for absorption
unto a sense of immanence in the viewer; a state in which
stories, characters, environments, emotions, and ideas become
powerfully present.

There are many methods by which such absorption can be
elicited—from lighting to assaultive sounds to transfixing actors
and actresses, compelling narratives, etc. Participation through
attention and belief are the key to engagement in ritual. The
quasi-sacred spaces in which art articulates cultural dramas of
meaning resembles the arena of sacrifice. The concert hall, the
movie theater, the church, the after-hours club, etc., all direct our
attention and through their extended ecology provide a context
for salient emotional responses. This bodily tacit knowledge
frames our interactions and primes us for particular emotional
experiences and social scripts.

With effective execution, art allows participants to lose
themselves and come to exist inside, or alongside the spectacle.
Drawn in its train, one becomes entrained to the unfolding
display. The sense of time for example seems diffuse when
one is in the flow of an engaging spectacle. A great movie
or song or painting takes us in till we merge in communion.
The ultimate forms of immanence are when an individual
experiences trance and possession. Many musical traditions
are built around such experiences; for example Arabic tarab,
Moroccan gnawa, Tunisian stambeli, and American rock n’ roll.
Tarab is a borderline state of consciousness in which sensory
and aesthetic percepts are mixed to afford a form of ecstasy, it is
analogous to Spanish duende, Sufi hāl, and secular Deep Listening
(Racy, 2003). These experiences resemble the possession states
directed by shamans and rituals of spirit possession (Lewis, 1989).
As imaginative uses of culture, they fulfill a similar function of
solidifying metaphysical belief through spiritual emotions.

Analogously, in pictorial art a painting can arrest time and
make present, or immanent, aspects of human action and of our
condition relative to objects and nature. The way we see and
the moments in which our nature reveals itself is the territory
of pictorial art. In the aesthetic experience, one enters a state of
reflective play in which pleasant sensations accompany aesthetic
attendance and reflection upon the work (Pippin, 2014, p. 4

groups by cooperative action leading to trust. Bonding is not simply a release of

a neurochemical in an altered state. It is the social action of dancing and singing

together that induces new forms of behavior, owing to the malleability that can

come through the altered state.” (Freeman, 2000, p. 422). Bateson (1972) calls this

third-level learning.
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n8)32. Photographs, with their connection to the journalistic,
truth-telling project, likewise capture light and time to bring the
moment to us in all its immanent glory (Pippin, 2014)33.

Artists habitually report the sensation of being absorbed in
the flow of the performance or creation of the art object. They
experience a state of immanence in which their sensitivities
are transformed; this is manifested in changes to their relation
to time, space, other people, and the rehearsed or improvised
content of the performance (Tan, 2018). Often, a sense of
profundity ensues; it is fecund and leaves traces worth consulting
for the creation of further work or in re-assessing the nature
of performance. “(M)ystical states seem to those who experience
them to be also states of knowledge. They are states of insight
into depths of truth unplumbed by the discursive intellect. They
are illuminations, revelations, full of significance and importance,
all inarticulate though they remain; and as a rule, they carry
with them a curious sense of authority for after-time” (James,
1910/1982, p. 380–381).

Participation is a sort of trade: time, credulity, and attention
are sacrificed on the altar of immanence. It is a state in which
one is rendered amenable to transformations in the form of
emotional crises that lead to reconsideration of beliefs. You
sacrifice yourself, your memories, preoccupations, and sense of
individuality in the ritual toward a state of immanence in which
truth seems to shine through. Escape is a type of sacrifice because
you stop inhabiting your particular world, with its frames, habits,
and familiarity. You escape into another world, you enter the
mind of the people who produced the spectacle and, while it lasts,
this imaginary world is overwhelmingly present. One can become
other by identifying with characters on the stage, one could
become other by losing herself in the world that the spectacle
creates. This metamorphic merging with the spectacle constitutes
a type of alterity in which forms of mimetic empathy, built
upon emotional contagion, transform our notions of others and
ourselves relative to them.

Music and Trance
Sensible affective knowledge is achieved in the immanent arts
through the play of imaginative faculties upon the individual’s
habitus, i.e., epistemic cultural niche. Trance is an endpoint
of immanence, it is a dissociation characterized by a lack of
voluntary movement and by automatisms of act and thought
exemplified by hypnotic and mediumistic conditions. Adepts
claim that riddles are solved and crises are resolved through the
catharsis of the phenomenological space of trance. Individuals
experiencing trance surrender themselves and thus enter a state
of involuntary imagination in which, mediated by perception
and cognition, their habitus is used as the material for the

32This making present is called “presentness” by Michael Fried, and for Hegel art

has the task of bringing the Absolute to presentness.
33Modern art can be considered a dramatization of how our condition implicates

a crisis of meaning, political strife, theatricality, consumer fetishism, and a lack

of coherence due to the surfeit of information that came along with technical

mastery. Modern art thus discloses the immanence of such issues in the intention

of the artist and in truths that transcend the artist’s intentions. See the chapter on

Heidegger’s view of art as a deed of unconcealment in Pippin (2014).

play of images, memories, neural-somatic states and image-
based inferences. This is similar to the dream state in which
symbols loaded with affective content populate involuntary
image-based thinking.

Some likely sensible affective truths that emerge
include shifting the emotional content between symbols,
or exaggerating/diminishing the significance of a symbol
depending upon particular contingent experiences the individual
encounters. Part of the knowledge that is produced is a self-
consciousness of one’s context. This reflexive illumination arises
from the heightened emotional saturation of the experience
of entering a mythic time beyond the prosaic. There is also
the mimetic empathy of communal participation in which our
emotions are tethered to other people. The affordances made
available in social spaces like dance festivals thrust one into
a state of immanent acknowledgment of oneself as a body in
space related to other bodies. Our spatial abilities are piqued
by this non-verbal experience in which body task grammars
are engaged (Barton, 2012). Social navigation is also activated
in these situations and can also eventuate in changes in the
evaluative tenor of social memory (Fiebich, 2014).

Trance is an altered state of consciousness that plays an
important part in the ecstatic religious tradition. It asserts the
confident and egalitarian relation between man and the divine
(Lewis, 1989, p. 179, 184). Techniques for achieving trance
include: alcohol, hypnotic suggestion, rapid over-breathing,
inhalation of smoke and vapors, music, dancing, and imbibing
psychoactive drugs. Sensory deprivation and hypnosis have also
been implicated as inducers of trance34. Shamans and holy
men regularly display their mastery of spirits by introducing
them into their own bodies during trance states35. The mystical
aspects include feelings of profundity which lead to the
adoption or strengthening of belief, trance is accordingly often
described as divine possession (Bourguignon, 1973). Examples
of such practices can be observed in Nubian zar ceremonies,
Haitian voudoun communities, Sufi dhikr ceremonies, as well
as Pentecostal traditions of speaking in tongues. The sensible
affective knowledge derived from such liminal states is directly
dependent upon the public and socially-sanctioned shared
symbols of the trancer’s culture (Jankowsky, 2007). In this way,
trancers enact the dominant beliefs of the community through
being possessed by them in the ritual arena. These events serve
therapeutic purposes as well; the possessing personality forces an
identificationwith the trancer in the light of his personality needs,
life situation, and cultural background to either act out a wish
fulfillment or directly manipulate other people.

Music is an art of immanence which exteriorizes and socializes
trance (Herbert, 2011)36. It has the capacity to engender
trance through several characteristics, including rhythmic
entrainment of autonomic nervous system (ANS) arousal and
subsequent structural coupling between the individual and other

34Penguin dictionary of Psychology quoted in Lewis (1989, p. 33).
35An epidemiology of possession indicates that individuals can modify their

socio-political standing through their role in these rituals. See Lewis (1989).
36Herbert quotes Nettl (2000, p. 468) in describing music as the crucial component

of ritual and link to the supernatural found in some form in all societies.
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social agents in supra-individual cultural syntheses (Becker,
2004). Certain emotional states like “chills” are mediated
by endogenous opioids and oxytocin which play a role in
social bonding (Panksepp, 1995). These characteristics provide
excellent grounds for sensible affective knowledge in the form of
direct perception and imagination. Direct perception of sound
makes a body move; whether it is dancing, swaying, or launching
into participatory sound-making, the affordances are present
in the sensation of hearing. The absorptive state of sound-
induced trance allows for imaginative involvement and hypnotic
suggestibility that helps one transition out of prosaic time and
into mythic time. This includes an escape from the bounded
Cartesian self that makes possible a radical reflexivity (Becker,
2004, p. 27; Herbert, 2011). Other neurotransmitter systems,
like monoamines and peptides implicated in such arousal states,
seem to have an effect on one’s sense of self, expanding it out
and into the world. The skill of listening allows for all this
to lead to emotional arousal, depersonalization, amnesia, and
cessation of inner monolog (Becker, 2004). The autobiographical
self may be occluded in trance by spirit possession or reversion
to a more basic core bodily self (Damasio, 2012). What might
be occurring is that bottom-up arousal is being interpreted by
top-down cognition which contains learned social and cultural
symbols. Trance and other forms of immanent participation
are the space for the play of cultural symbols in which image-
based thinking predominates. The transformations in notions
of significance within the individual’s system of symbols can be
modified by unconscious bundling when the autobiographical
self is re-appointed after the liminal state of trance. Fundamental
beliefs are often drawn up in and around these cathartic reflexive
experiences, which are altered states of consciousness.

Indeed, trance requires both psychophysiological
modification as well as cultural materials. It has been used for a
wide range of purposes, including modification of metaphysical
belief (Rouget, 1985). We are physically susceptible to these
receptive states and subsequently build cultural institutions
like venues, festivals, and schools, around the immanent arts to
produce artists who can attain trance states as well as generate
them in others. These individuals, such as the Egyptian Sheikh
Yassine il Touhami, generally straddle the social distinction
between artists and spiritual teachers. Like shamans before
them, masters of trance fulfill a crucial function for metaphysical
belief fixation.

Beliefs are constructed out of cultural material and learned
dispositions inhabited by the individual in the community
(Bourdieu, 1984). For example, in the late eighteenth Century,
through music, light, hypnotic suggestion, and creating rituals
that leaned on his status as a magical and learned man, Franz
Mesmer was able to induce trances in salons across Western
Europe. French psychologist Jean Charcot and Pierre Janet
likewise used their knowledge, educational status and other
tools of authority to engender trance states in their patients
toward exploring liminal forms of knowledge and memory of
trauma (Becker, 2004, p. 14–16). Of course, in our times, it is

psychologists and magicians who have a license to hypnotize
us into trances and modify our beliefs about our cognitive and
behavioral palette.

CONCLUSION

In the state of immanence produced through the arts and in
religious acts, the sense of meaning becomes profound, i.e.,
noetically distinct, because affect infuses the experience, and one’s
memory of it, with salience (James, 1902; Gabriel, 2021a). The
quality imbued thereby makes humans attentive to subtle signs
and broad “truths” (Bellah, 2011). We have a cognitive instinct
to know and an inner instinct for self-preservation which is
expressed as feelings (Schiller et al., 1993). The epistemological
epochē in which one seeks understanding of the mind is a
heightened state of salience and significance37. These instincts
are implicated in imaginative cultures as part of the experience
of organizing sensible affective knowledge.

Knowledge is itself a reflexive mimetic activity, this can be
observed in trance and possession as forms of acquaintance that
transform the knower at the moment he learns (Calasso, 2020).
The impulse to believe, the desire to know, and the feeling
of immanence, or salience, spur the mind toward epistemic
closure. The feeling of presence, that is, the emboldening direct
experience of mental contents, may be the best grounds for
experiencing an attainment of truth (Otto, 1904). This knowledge
by acquaintance was the foundation of Williams James’ radical
empiricism (James and Castell, 1948). The forms in which belief
is materialized in religious and art practices vary widely because
they employ sets of symbols drawn from the local epistemic
niche38. Ritual manifests the liturgical order by engendering the
feeling of immanence and canalizing metaphysical belief into
local knowledge practices. These are the grounds upon which
the logos is enforced (Rappaport, 1999, p. 396). In this paper, art
is portrayed as that space for reflexive knowledge which serves
purposes of solidifying cultural norms through belief fixation.
This process relies upon the decisive authority of the felt sense
of immanence. In addition to adding a vivid sense of pleasure, art
conscripts bodily, affective, and imaginative processes to mediate
the attainment of such sensible affective forms of knowledge.
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Stories do not fossilize. Thus, exploring tales shared during prehistory, the longest
part of human history inevitably becomes speculative. Nevertheless, various attempts
have been made to find a more scientifically valid way into our deep human past of
storytelling. Following the social brain hypothesis, we suggest including into the theory
of human storytelling more fine-grained and evidence-based findings (from archaeology,
the cognitive sciences, and evolutionary psychology) about the manifold exaptation and
adaptation, genetic changes, and phenotypic plasticity in the deep human past, which
all shaped the emergence of storytelling in hominins. We identify three preconditions for
humans sharing stories: first, the long evolution of language in the different taxa as one
of the preconditions of ostensive signaling; second, the pivotal role of childhood in the
evolution of collaborative intentionality; and third, the role of fireside chats in the rise of
elaborative (i.e., narrative) sharing of stories. We propose that humans, albeit perhaps
no other hominins learned to understand others through sharing stories, not only as
intentional agents, but also as mental ones.

Keywords: literary anthropology, evolution of language, evolution of storytelling, evolution of childhood, taming
of fire

ANTHROPOLOGISTS UNITE!

The longest part of the human history of storytelling is uncharted territory. This is so because
neither stories nor sharing them fossilize in a world without writing. Exploring the tales shared
during deep human history will therefore remain speculative (Turner and Maryanski, 2015).
Nevertheless, literary anthropology needs to find a scientifically valid way into our deep past
of storytelling. Insights have emerged from various fields, such as archaeology findings and
ethnographic fieldwork, evolutionary and developmental psychology, and the cognitive sciences
(e.g., Dunbar et al., 2014). To turn speculation into plausible explanation, literary anthropology
needs to integrate the disparate data, models, and theoretical concepts of this wide variety of
disciplines (Carroll, 2020). While integration provides an important empirical lens for examining
storytelling, anthropological research remains largely divorced from the body of theoretical work
on culture and evolution within the humanities in general, and social anthropology, in particular.
It is rare that anthropologists bridged the divide between evolutionary and social anthropology
(Eriksen, 2006: 23). They include Barnard (2011, 2012) or more recently Wengrow and Graeber
(2021). Kupers and Marks (2011) appeal—“Anthropologists unite!”—remains valid, because the
opposing views in anthropology hamper the efforts of literary anthropology to understand both the
symbolic and the evolutionary nature of human storytelling as part of a single framework.

Despite the fundamental discord in research on human origins, literary anthropology has
recently established some promising avenues for illumining how humankind began to share stories.
The concept of the “social brain” encompasses most of these attempts. It represents a major shift
in efforts to understand the human history, at least since around the Middle Pleistocene in the
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light of a fundamental tendency toward prosocial behavior
(Watts et al., 2016). Understanding the importance of sharing
stories is part of this larger shift in theorizing the evolution of
human prosocial behavior, which enabled hominins to better
adapt to increasingly diverse habitats across the globe (Carroll,
2015). Based on the social brain hypothesis, we conceptualize
storytelling as a specific form of intentionality, namely, collective
intentionality, which enabled humans to develop complex
cultural practices and concepts (Tomasello and Rakoczy, 2003).
In the evolution of social cognition, which is unique to
the modern human species, narrative practice was central to
individuals and groups developing collective cultural products
(Gallagher and Hutto, 2008). Stories are one very effective way
of modeling the world on the level of collective behavior because
stories teach hominins to understand that others have thoughts
and values, expectations, desires, and beliefs that are worth
learning from. Hence, anatomically modern humans model other
humans as mental agents, not only as intentional agents.

Yet proponents of the social brain hypothesis are divided over
the precise adaptive function of sharing stories. While some have
claimed that humans began to enjoy sharing stories, because
they directly affect the survival, others have argued that sharing
stories is a by-product (i.e., impacts survival merely indirectly
or as exaptation). In this regard, the debate on Pinker (1997)
cheesecake hypothesis, that a preference for the arts is but a non-
adaptive exploitation of adaptive sources of pleasure, is central
(Carroll, 1998). So, too, is Pinker’s critique of the theory of the
“literary animal” (Gottschall and Wilson, 2005; Pinker, 2007),
which, in contrast, posits that storytelling has a direct adaptive
benefit. As critics have stressed (Mellmann, 2012), this debate—
adaptation versus by-product—limits research on the sexual
selection, and about how mating schema, confidence tricksters,
or bride abduction influence narrative plots to this day and
have triggered aesthetic pleasure for thousands of years. The
often-used metaphor of the literary animal is misleading. Even
worse, it tends to reduce the debate to the notion that stories are
mostly about “humans facing problems and trying to overcome
them” (Gottschall, 2013). Although we have merely outlined the
debate (concentrating on the period 1995–2015), it is evident
that literary anthropology insists on exploring the adaptive
benefits of story sharing rather than seeking to understand the
enabling conditions.

Instead of extending the adaptation versus by-product debate,
we highlight three evolutionary developments in the rise of
storytelling: the emergence of a vocal and grammatically complex
language, the evolution of childhood, and the taming of the
fire (which expanded language to narrativity). During hominid
evolution, language became more than signaling, namely, a tool
for ostensive signaling (Dissanayake, 2000). Such narrativization
gradually enabled hominins to simulate perspective of another
person and to relate simulation to their own perspective (Harris,
1996). Childhood and the taming of fire both fostered this
narrativization.

These three evolutionary steps remind us that other
developments, such as foraging or weather shamanism, as
well as climate or demography, also need to be considered
in modeling the deep history of storytelling. We argue that

the three developments—language, childhood, and fire—directly
influenced the origins of human narration, even if they did
not drive human evolution alone. But language, childhood, and
taming fire are gradual phenomena involving multiple stages.
Thus, tracing the long evolutionary history of humankind is more
important to understanding the specificity of the imaginative
culture of humans than searching for a proximate adaptive
function. Emerging from the convergence of various ancestral
hominin traits, storytelling coevolved into a typically human
cooperation strategy. Over time, individual narrative styles
(Wobst, 1977; Wiessner, 1984) and other ostensive signaling
became increasingly important. In line with Mithen (1996);
Dissanayake (2000), and Smith et al. (2017), we understand
that the sharing of stories as a means of conveying information
about others as mental agents, and about their social identity,
to assess the individual behavior in complex foraging bands and
their social norms. Further, we suggest that humans, though
perhaps not other hominins have learned to understand others
as mental agents.

VOCAL LANGUAGE, NOT SOLELY A
HUMAN PRIVILEGE

Recent findings in genetics suggest that about 300,000 years
ago, many human lineages coexisted and sometimes interbred,
including the anatomically modern human (Hublin et al., 2017).
This time span almost doubles the realm of human evolution
and enabled our lineage to glean from the speech production
apparatus of our sister lineages. Archaeological records have
provided rich insights into Neanderthal culture: the complexity
of its fiber, leather, and clothing technology (Wales, 2012; Hardy
et al., 2020); its ample medical knowledge, among others, about
the use of bitter herbs or about dental treatment (Hardy et al.,
2012); or about making fires using manganese dioxide (Heyes
et al., 2016). These findings narrow the gap between the now
extinct lineages and anatomically modern humans. Further
evidence, albeit still circumstantial, includes the burial of a
Neanderthal child (Balzeau et al., 2020), or ritual cannibalism,
and secondary burials (Frayer et al., 2020). More robust evidence,
on decorative bones, feathers, or constructions (Jaubert et al.,
2016; Majkić et al., 2017; Finlayson, 2019), enables attributing
complex social and cultural life to our sister lineages. Evidence in
support of this attribution includes anatomical findings about the
anatomy and physiology of the vocal tract, and about breathing
control and acoustic sensitivity (Conde-Valverde et al., 2021),
which indicates how close Neanderthal cochlear volume and
audition (Beals et al., 2016; Stoessel et al., 2016) were to modern
humans. Together, this mounting evidence demonstrates that
symbolic behavior and speech also existed beyond our lineage.

The available data do not allow drawing direct inferences on
the prehistoric linguistic structure. That, in fact, is impossible.
Nevertheless, anatomical data dating back to approximately half
a million years, in particular about the vocal and auditory
apparatus in hominin lineages, and about the Neanderthal
symbolism and composite tool building, suggest that language
as a vocal system, which is characterized by sounds mapping
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meaning and by recursive grammar, gradually developed
from proto-languages (Mithen, 2005) in hominin evolution.
A growing body of evidence suggests that language might not
be exclusively linked to the last surviving hominins: us (Dediu
and Levinson, 2013, 2018). By no stretch of the imagination
did the Neanderthals, and perhaps even other hominins, have
a large lexicon and propositional encoding. Yet, they managed
to culturally adapt to different climates, from the Arctic to the
Mediterranean, to bury their dead with mortuary ceremonies,
or to penetrate deep caves—even if their lexicon, habitats,
and cultural practices seem less diverse than those of modern
humans. One indication of the gradual differences between
the Neanderthals and modern humans is the proliferation of
ornaments in the Upper Paleolithic. This array coincides with
the reach of modern humans within Eurasia and also with the
eventual disappearance of the Neanderthals (Kuhn et al., 2001).

In this perspective, language, as a gradual phenomenon,
evolved in multiple steps. The question, however, is: what might
these major steps be in the evolution of human language?
Did language originate in a more holistic protolanguage, which
subsequently evolved toward segmented and composed language
structures, as Arbib (2005) and Mithen (2005) have suggested?
Such a holophrastic protolanguage implies the existence of
multipropositional utterances, where complex processes, such
as burial rituals or composite tool making are compressed into
one or a few unitary utterances. Still, as critics have pointed
out (Tallermann, 2008), such a protolanguage needs to involve
a holistic cognitive mode, an inevitably complex mode featuring
highly sophisticated conceptual planning capacities, large mental
storage, and fast lexical retrieval vastly superior to those
available to sapiens. However, such a protolanguage consisted
of components, which due to greater mental fluidity and
conscious learning (Cleeremans et al., 2019), became increasingly
hierarchically organized and recursively structured—if not on the
level of syntax, then on the level of semantics and pragmatics, and
including ever greater contextual inferences. There is no need for
a rigid phrase structure on the surface level since even today’s
languages differ widely on that level (Austin and Bresnan, 1996).

The gradual evolution of language over at least 500,000 years
in hominin lineages is one of the major stepping stones in the
evolution of storytelling. This claim is supported by increasingly
better, although not conclusive evidence from linguistics and
cognitive psychology, from genetics and archaeological sites.
In this perspective (i.e., a long evolution of diverse lineages),
hominins are very articulate beings. Their language skills enabled
them to learn complex behavior, such as making clothing or
using ornaments to adorn the body with paint, beads, and bird
feathers (Rodríguez-Hidalgo et al., 2019). These observations
suggest that the Neanderthals and other hominins already used
language to learn how to make composite tools or to signal
the meaning of personal ornaments. They were capable of
receiving information from others, communicatively, such that
utterances may have been a focal point. This marked a shift
away from the narrator’s situation (Mellmann, 2010, 2014),
and thus enabled the Neanderthals and other hominins to
simulate a specific perspective on processes and phenomena
(Cosmides and Toby, 2001).

We nevertheless need to discuss whether Middle Paleolithic
symbolism differs in complexity from anatomically modern
humans (Chase and Dibble, 1987). We suggest that the difference
lies not in language itself, but in the extent of its narrativization.
Almost no non-utilitarian composition has survived for Homo
erectus, whereas symbolic behavior is well documented for the
Neanderthals (Prévost et al., 2021). However, comparing the
Neanderthals and anatomically modern humans, the degree of
including other perspectives and values, beliefs and expectations
might still be assumed to differ from the narratively more
complex stories shared between sapiens. Even if the Neanderthals
had shared meanings, and even if these were consciously
learned and construed, while inducing thinking, action, and
follow-up communication between individuals and the band
(Henshilwood, 2014), differences may still have existed between
sister lineages. In this sense, hominins knew that individual
and ostensive signaling preceded referential information (Sperber
and Wilson, 1986), yet to a different degree. Their ability to
organize language along narrative practices varied, and therefore
the complexity of their collective intentionality (Hutto, 2008).
We suggest that ostensive signaling varies between sapiens and
their sister lineages to the extent that task-relevant information
is available to all co-actors (Vesper et al., 2021). Conventions,
norms, and beliefs are not directly available to co-actors and
need to be expressed verbally if not narratively. We assume
that the ability of telling stories about norms and beliefs differs
between hominin lineages. The degree of narrativity, and the
extent to which norms and beliefs are narrated, is closely related
to how far they understood intentionality of others and how far
hominin lineages could scale up collective intentionality to group
life. Groups become more interdependent and build a stronger
group-mindedness by the growing ability to share knowledge
about conventions, norms, and beliefs (Tomasello et al., 2012).
The degree to which sapiens but no other hominins can mark
individuals as members of a particular cultural group is shaped
by the ability of humans to narrativize information into stories.
If the cultural and biological evolution of Homo sapiens in Africa
occurred as a mosaic of local developments (Scerri et al., 2018;
Sehasseh et al., 2021), language might be assumed to have evolved
from a signaling tool into the hominin ability to understand
intentions of others and further into understanding others as
mental agents holding complex beliefs and norms.

CHILDHOOD REVISITED

In the course of evolution, hominins became better learners
mainly by integrating the knowledge of others. A tendency
toward natural pedagogy (Gergely and Csibra, 2006) makes
hominid evolution unique. Ostensive signaling is central to
learning. It involves providing recipients with cues that they
should devote their cognitive resources to figure out the
content of messages. Learning, however, is risky and costly in
evolutionary terms. Therefore, learning is invested solely to the
extent that children receive sufficient nutritional and protective
support from their parents, as claimed by the developmental
support hypothesis (Snell-Rood and Snell-Rood, 2020).
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Hominins became voracious learners. They adapted to a
wide range of habitats through this kind of support, which today
we call as childhood. Childhood increases brain size and delays
maturation. Childhood and youth evolved significantly during
hominid evolution (Bogin, 1990), though not simply in one
direction. In analyzing tooth calcification, Smith et al. (2010) and
Smith (2013) found that the Neanderthals may have reversed
the trend toward prolonged childhood. The characteristically
prolonged development of modern humans might have evolved
fully after these taxa diverged. In addition, it might explain why
no hard evidence has thus far been found for Neanderthal rock
art (Pons-Branchu et al., 2020). Although the lineages are close,
differences still exist in the long history of hominin taxa. This
also holds true for storytelling.

It is difficult to establish how much Neanderthal tales differ
from those of sapiens. One difference, we suspect, is the role of
skilled narrators in more complex forms of audience-narrator
cooperation. Indirect support for this claim comes from the
evolution of childhood, which seemingly occurred over millions
of years, as suggested by data on the infant-mother ratio and on
the birthing of relatively large neonates since the Ardipithecus
(DeSilva, 2011). Mutualistic collaboration, as evident in sharing
stories, needs childhood, because a prolonged childhood enables
humans to learn to cooperate with the group-oriented and
coordinated individual behavior, as captured best by Tomasello’s
(2009) concept of collective intentionality. Yet this line of
research has been overlooked how raising children contributes to
the evolution of collective intentionality. Childcare is the place
for developing collective intentionality, perhaps even more than
hunting. In particular Sarah Hrdy (2009), based on ethnographic
studies of today’s forager societies, has impressively discussed
the decisive role of parenting in the evolution of collective
intentionality. Caring is far more than maternal care: it involves
highly coordinated behavior, such as mother and pair-bonded
fathers, siblings, unrelated alloparents, and post-menopausal
grandmothers (Hawkes, 2014). Over time, such collaborative
breeding distinguished us from our sister lineages and contrasted
ever more sharply with our closest primate relatives.

Alloparenting or allocare, that is, cooperative breeding in
the extended family, drove the evolution of human primates
(Konner, 2010: 426–451). Distinguishing joint and shared
attention (Schweikard and Schmid, 2020) suggests that prolonged
childhood is the principal environment for learning the
differences between many agents around children and for
developing a basic consensus on how alloparents cooperatively
raise a child (joint attention). Parenting agents intend to achieve
a collective goal, which includes the coordinating knowledge
between many parents. This requires understanding others
not only as intentional agents but also as agents with shared
habits, norms, and beliefs (Tomasello and Rakoczy, 2003). While
children learn to incorporate the preferences of others, the
children of sapiens seem to have learned better than any other
hominin to understand others as mental agents.

In this interplay of different roles, the cooperative
skills of infants as well as those of adults have improved
and transformed infancy, childhood, and adolescence
over time toward more complex cultural learning

(Tomasello and Gonzalez-Cabrera, 2017). Learning in infancy
requires taking perspective and treating others as intentional
agents. Thus, it involves learning that others do things on
purpose—and due to their social norms or habits. This makes it
the most probable foundation for all subsequent, more advanced
forms of social cognition (including storytelling). Allocare
requires knowing what others know, as well as recognizing the
differences between them and their roles, and communicating
what others need to know to raise helpless children (shared
intention). It is difficult to imagine that alloparenting works
without language to share the information about actions and
roles over nearly two decades (collective acceptance). Finally,
the evolution of neoteny depends heavily on collective emotions
to know what matters for child and alloparents, and what
needs to be done next (collective emotions). In sum, allocare
formed a large, often the largest part of anatomically modern
human life in the Pleistocene (Gopnik et al., 2020). We learned
collective intentionality in childhood. As we became children,
we became humans.

Early-life experiences shape later cognitive abilities more
than the later life experiences. This applies not only exclusively
to human evolution. But it holds true particularly for the
divergence from other taxa of anatomically modern humans, as
their childhood lasts longest, that is, children remain connected
with male and female allomothers for the longest period. Hrdy
calls this the cooperative breeding hypothesis (Hrdy, 2009,
2016). Cooperative breeding is closely related to the vocal
flexibility: “Once vocal control has evolved to help infants
secure care, it is only a small step to producing utterances in
context-specific ways.” Further: “[This] may only be possible
against a background of other psychological skills, such as the
ability to share intentions and attention, and well-developed
comprehension” (Zuberbühler, 2012: 80). Language is highly
useful, not only between alloparents but also for children,
for instance, to attract carers. A child shapes its calls into
babbling and widens its vocalization and its voluntary control
of vocalization (Goldstein et al., 2003; Burkart et al., 2018).
Changes in actions are reflected by the changes in vocalization.
Both caregivers and children learn to coordinate vocalization in
the shared tasks. To effectively communicate and collaborate,
both sides must develop a shared understanding of each
other’s intentions (Trevarthen, 1979; Murray and Trevarthen,
1986; Moll et al., 2021) and a growing sensitivity for the
differences in vocalization. To this day, motherese is not a
holistic, non-phrasal language but rather a language with strong
pragmatics, highly controlled prosody, and a rapidly complex and
recursive syntax.

Moreover, child-directed speech is not symmetrical. It has
different roles and playing with roles is part of things. Knowing
whom to learn from is fundamental for everyone involved
in this long history of childhood communication. Gradually,
the evolution of roles included more members of bands than
merely parents. Data on the average territory of small-scale
hunter-gatherer bands suggest that behaviorally modern humans
have more elaborate roles than their close relatives, because
transportation distances and networks increased compared with
Neanderthal times (Marwick, 2003; Nash et al., 2013).
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This asymmetry becomes important for sharing stories
among sapiens. Childhood changes the use of language, from
purely factual use, with the speaker as the deictic center
of communication, to narratives, which grant narrators the
freedom to transcend the here and now. A kind of division of
labor, between more skilled narrators and more experienced,
elderly persons sharing their knowledge with younger and less
experienced ones, is a default constellation of the storytelling that
emerges in alloparental care. Against the romantic notion that
mythical stories are the core of storytelling, we follow Scalise
Sugiyama (1996) in emphasizing how strongly forager societies
depend on reliable knowledge about their lifeworld. Storytelling
is a part of natural pedagogy and exhibits the typical signs of
ostensive communication (i.e., eye contact, exaggerated prosody,
and gestures). It is part of motherese (just listen to how we explain
new things to novices).

Sampling data from over 50 forager cultures on five continents
and including over 30 language families, Scalise Sugiyama
(2021) found that storytelling predominantly serves to transmit
generalizable knowledge rather than mythical tales. Although
mythological stories have been found in hunter-gatherer bands,
knowledge about places and weather, animals and plants, as
well as about social rules, such as stories about bullies and
tricksters (as shown in refs. Boyd et al., 2011; Nakawake and Sato,
2019), dominate the stories shared in hunter-gatherer cultures as
recorded since the nineteenth century.

In the course of evolution, storytelling largely became an
expert practice, at least in sapiens. Storytellers adapted their
repertoire to their audience, looked directly at their listeners, and
spoke in a different voice than in everyday exchanges. Often,
they rhythmically accompanied their storytelling with singing,
vocal mimicry of animals, imitated the actions of the small
number of characters in their stories, used repetitions, direct
address, laughter, or inserted songs during their performance
(Scalise Sugiyama, 2017). Narrators—from mothers to experts—
narrativize language. Overwhelmingly, their stories do not
feature mythical heroes (Biesele, 1993), but characters which
make sense in egalitarian cultures, where people depend on
one another rather than on dominant figures (Boehm, 1999).
Narrators therefore tell stories about cooperation, about equality
between the sexes, and about egalitarianism. Stories become
tales about social norms, including the role of storytellers.
Good storytellers cooperate with their audience and, in return,
become preferred social partners with greater reproductive
success (Smith et al., 2017). Once more, this points to the
selection pressure under which the socially more cooperative find
themselves.

FIREPLACE TALKS

Humans started to love sharing stories under the selection
pressure exerted by a more social brain. Yet storytelling behavior
was driven by several factors. The taming of fire is a third
major factor in any broader account of the evolution of human
storytelling. Recent research has found evidence for a deep
history of the controlled use of fire by hominins. Fire became
embedded in the hominid behavior approximately 1.5 million

years ago, although artifactual evidence for early hominin use is
still rare, which suggests that fire was used merely sporadically.
From the Middle Pleistocene, hominins deliberately made fires,
with hearths becoming more common in the last 400,000 years
(James, 1989; Dunbar and Gowlett, 2014). In addition, this
affected the storytelling.

Hominins used fire at night and in caves (Gowlett, 2016), two
very special environments for hominins. For example, Bruniquel
Cave, where hominins would meet about 350 m from the
entrance (Jaubert et al., 2016). While fire makes nights and
caves special, we have no record of what they meant for those
who ventured into dark caverns. Ethnographic records of today’s
hunter-gatherers help to understand what might have happened
at those special places in hominid times. As Wiessner (2014)
has observed, fireside talk among Ju/’hoan (!Kung) bushmen
telling stories at night differs from their daytime exchanges.
While everyday information and gossip dominate during daylight
(Dunbar, 2004), and at night, long tales about traveling through
the time and space, about humans metamorphosizing into
animals, and animals into humans, about cosmic phenomena,
such as the moon and the stars or ancestors, about ghost
and demons, structure the stories shared by firesides. In a
number of societies, it is forbidden to tell tales during daytime
(Scalise Sugiyama, 2017). Narrative tales belong to the night
and caves. They are more complex than the instructive stories
shared during daytime.

The (narrative) stories told at firesides, in caves and at night,
explain the larger scheme of human existence: why we die, what
the world above and below us looks like (d’Huy, 2020a,b), why
people go hungry, or why cheating is bad. While this cosmic
world is not completely unlike the world known to the narrator
and the audience, stories often center on people, places, and
animals familiar to the group. As the term “myth” is potentially
misleading, we speak of narrative tales. The rules in these stories
are those of the band and concern reciprocity, marriage, and the
exchange of goods. Tales, however, paint a bigger picture of the
world, and as such stir the imagination more than the everyday
gossip. The substrate of the imagination “deal[s] with problem
points in living which must always have characterized the
hunting-gathering adaptation, such as uncontrollable weather,
difficulty in procuring game, danger from carnivore attacks, and
correct relations with in-laws” (Biesele, 1993:13).

Now, we might object that the fireside storytelling makes
everything special. However, it requires more cognitive effort
than ordinary language. Besides, it may have contributed to the
emergence of a theory of mind and to metacognitive fluidity
on a scale where sapiens began understanding each other as
mental agents. Humans learned through stories to foster social
cooperation, that is, to teach each other social norms while also
expressing their identities.

As storytelling is costly (Smith et al., 2017), as it means walking
into dark caves and conjuring up the extraordinary, a broader
account of human evolution (including the selection pressure
toward the social brain) needs to consider the taming of fire.
Sitting around a campfire instead of running away from heat
makes such occasions unique while the stories told in such
moments encourage hominins to walk into special places, such as
deep caves. In this sense, storytelling is more than gossip, and as
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such closely tied to special places and times (Flesch, 2007). We do
not know whether such elaborate storytelling existed in other taxa
(e.g., the Neanderthals). Bruniquel Cave, however, whose annular
structures of broken stalagmites date back 176,000 years, suggests
that even the Neanderthals wandered hundreds of meters into
the darkness, guided by torches, to build what we now call the
first architecture in world history. We can imagine them telling
stories as they moved ever further into darkness. Quite likely,
anatomically modern humans are not the only storytellers on
earth, even if they are perhaps the most skilled. Storytelling, then,
evolved gradually, over the course of the long human journey
toward cooperative behavior. It started long before us.

DISCUSSION

Based on recent findings in various fields (paleo-archaeology,
ethnography of forager cultures, comparative anthropology and
anatomy, and cognitive psychology), we have attempted to offer
solid empirical insight into the origins of storytelling. This has
involved conceptualizing the evolution of sharing stories as a
gradual phenomenon as a part of a larger process: the evolution
of the social brain. We have highlighted the deep evolution of
language against the background of holistic protolanguages, the
pivotal role of childhood, and fire as central to the transformation
from telling to narrating. It seems that humans rather than their
sister lineages turned language into narrative. Childhood and the
taming of fire were pivotal to the narrativization of language.

We have argued that more detailed empirical research is
needed in literary anthropology, as is already well-established
in visual arts research (e.g., Straffon, 2014) or musicology
(e.g., Grauer, 2015). It is tempting to interpret the results as

representing a closed research agenda. Nothing could be further
from the truth, because the three factors that we have highlighted
are part of a more complex history of human cooperative
behavior. While they serve as a proxy, these factors account
neither for the important role of climate changes nor for moving
in very different habitats. Nor do they address the evolution of
the sexes, or the differences and intersections between gathering
and hunting, the back and forth in evolution (which involves
many ratchet effects, but also many losses, which prove hard
to detect). Evolution is a convoluted process, whose ups and
downs elude any detailed account. Yet in line with an extended
evolutionary synthesis (Pigliucci and Müller, 2010; Laland et al.,
2014), where organisms modify environments and environments
shape organisms, where physical development influences the
generation of variation and is transmitted extra-genetically, we
might think of the evolution of human imaginative culture as
a process, where language, childhood, and fire shape, how we
learned to love storytelling.
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Video games are popular and ubiquitous aspects of human culture, but their
relationships to psychological and neurophysiological traits have yet to be analyzed in
social-evolutionary frameworks. We examined the relationships of video game usage,
motivations, and preferences with autistic and schizotypal traits and two aspects of
neurophysiology, reaction time and targeting time. Participants completed the Autism
Quotient, Schizotypal Personality Questionnaire, a Video Game Usage Questionnaire,
and two neurophysiological tasks. We tested in particular the hypotheses, motivated
by theory and previous work, that: (1) participants with higher autism scores would
play video games more, and participants with higher schizotypy scores would play
video games less; and (2) autism and positive schizotypy would be associated with
opposite patterns of video game use, preferences and motivations. Females, but not
males, with higher autism scores played more video games, and exhibited evidence
of relatively male-typical video game genre preferences and motivations. By contrast,
positive schizotypy was associated with reduced video game use in both genders, for
several measures of game use frequency. In line with previous findings, males played
video game more than females did overall, preferred action video games, and exhibited
faster reaction and targeting times. Females preferred Puzzle and Social Simulation
games. Faster reaction and targeting times were associated with gaming motives related
to skill development and building behavior. These findings show that gaming use and
patterns reflect aspects of psychology, and gender, related to social cognition and
imagination, as well as aspects of neurophysiology. More generally, the results suggest
that video game use is notably affected by levels of autistic and schizotypal traits, and
that video games may provide an evolutionarily novel medium for imaginative play in
which immersive play experiences can be decoupled from social interaction.

Keywords: autism, schizotypy, video games (psychology), play, imagination, evolution, social cognition,
technology

INTRODUCTION

Why do people play? Play is a nearly universal behavior among mammals (Burghardt, 2005), but
only humans have the capacity for complex and social pretend play, and for developing the multiple
orders of intentionality necessary for narrative production, theory-of-mind, and abstract thinking
(Nowell, 2016). Play has also been postulated as a fundamental preparatory adaptation for higher-
order adult social behaviors such as competition, reciprocity, and moral development (Bekoff, 2001;
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Bateson, 2005). There is also evidence that play may be
considered a form of proto-creativity, which may underlie
higher-order social cognitive processes including imagination,
theory-of-mind, and abstract problem-solving (Vygotsky, 1967;
Leslie, 1987). For example, in both object and pretend play,
there is a transitive process where children spontaneously extract
or conjure abstract properties of objects, manipulate or “play”
with such constructs, then project them onto other entities. The
transitive process of spontaneously conjuring abstract properties
and manipulating them among unrelated objects is a hallmark
of imagination, creativity, and divergent thinking. Physical play,
such as rough-and-tumble play, has also been implicated in
the development of social behaviors, such as dominance and
cooperation (Smith and Boulton, 1990). Thus, play appears to
be a key ontogenetic developmental phase in human social
cognitive development.

How, then, does the current digitalization of the social world
affect how people play? Given increased virtualization of the
social world, video games have come to increasingly predominate
the “iGen” (i.e., the generation of individuals born between 1995
and 2011, who grew up with smartphones and social media)
play space (Twenge, 2017). As of 2021, there are nearly 227
million video game players in the U.S., with the median age at
31 years old (Entertainment Software Association [ESA], 2021),
making video games one of the most popular pastimes enjoyed
by people from all age groups. Annual video game sales in the
U.S. have also grown from $25 billion in 2016 to $35 billion in
2018 (Entertainment Software Association [ESA], 2019), making
it one of the most lucrative and fastest growing industries in the
entertainment sector. The increasing accessibility and ubiquity of
digital technology, such as mobile phones and tablets, have made
it possible for most of the population to access games at their
fingertips. The increasingly accessibility of video games has also
made it possible for games to be incorporated into a diverse range
of day-to-day activities, including but not limited to education,
entertainment, rehabilitation, and therapy.

Despite the growing importance and popularity of video
games in modern life, the relationships of video game culture
with social and cognitive phenotypes remain little understood.
To date, most research on video games had focused on specific
aspects of neuropsychological traits to video game use, such as
the relationship between aggression and violent video games
(Scott, 1995), the use of video games in training faster reaction
times (Dye et al., 2009), and the effects of Big Five personality
traits on video game preferences (Peever et al., 2012). Such work
is useful for elucidating the proximate mechanisms underlying
video game use but does not capture the overarching questions of
how and why video game usage is involved in the larger socio-
evolutionary framework of play, social cognitive development,
and imaginative culture. In other words, why do people play
video games? Why is such play important? What social-cognitive,
psychological, and neurophysiological traits are associated with
video game usage, preferences, and motivations? And how do
video games factor into the evolutionary functions of play in
general?

Current evidence suggests that video game usage patterns
are consistent with psychological profiles and behaviors that
mirror real life motivations and preferences (Wang et al., 2019;

Delhove and Greitemeyer, 2020). For example, self-perceived in-
game aggression in the First Person Shooter game Overwatch
is positively associated with trait aggression, Dark Tetrad traits,
and negatively with empathy and agreeableness in players
(Delhove and Greitemeyer, 2020). Multiple lines of evidence also
suggest Big Five personality traits have a measurable impact
in individual patterns of video game usage (Tabacchi et al.,
2017; Wang et al., 2019; Yang et al., 2020). For example,
extraversion has been positively associated with preference
for party, music, and casual games, and negatively with
fantasy role-playing, MMORPGs (massively multiplayer online
role playing games), action role-playing, and strategy games
(Peever et al., 2012). Similarly, conscientiousness has been
associated with preferences for sport, racing, flight simulation,
and fighting games (Peever et al., 2012), which suggests
that athletic and action video game genres involve clear and
identifiable goals and immediate reinforcement of achievements,
and conscientiousness is associated with greater goal orientation
(Colquitt and Simmering, 1998). Openness to experience,
a personality trait linked with creativity and imagination
(McCrae, 1987), has been associated with preferences for
action-adventure and platformer games (Peever et al., 2012),
both of which usually involve open exploration of virtual
environments and creative puzzle-solving (e.g., Legend of
Zelda, Super Mario). Indeed, openness to experience has
also been associated with greater motivation to play video
games for immersive experiences (Johnson and Gardner,
2010). Individuals with higher social orientation tend to play
competitive or multiplayer games such as Call of Duty or World
of Warcraft and individuals with high goal orientation prefer
exploratory, intrinsically rewarding games such as Minecraft
(Tondello and Nacke, 2019).

How, then, does the development of diverse social-
psychological phenotypes correlate with general video usage?
From the pattern described above, different typologies of video
game players may be elucidated further, based on differential
development in socio-cognitive traits and usage profiles.

Emerging evidence indicates that video games usage
may reflect not only users’ psychological traits, but also
neurophysiological skills such as reaction time (Dye et al., 2009;
Deleuze et al., 2017; Gorbet and Sergio, 2018; Kowal et al., 2018;
Torner et al., 2019), spatial visualization (Dorval and Pepin,
1986), multiple object tracking (Green and Bavelier, 2006),
better cognitive flexibility in task-switching (Li et al., 2020) and
probabilistic inferences on visual perceptual task (i.e., being able
to quickly discriminate whether a display of randomly moving
dots are moving toward the left or right) that are generalizable
across modalities (Green et al., 2010). Furthermore, video game
users also exhibit better hand-eye coordination skills than non-
users (Griffith et al., 1983), but the question of whether video
game usage improves hand-eye coordination times, or whether
users with better hand-eye coordination play more video games
(or both), is not yet resolved.

Considered together, these results support the view that
video game usage patterns are associated with variation in
some psychological traits and neurophysiological phenotypes.
However, most studies have focused on action games, and no
previous work has analyzed subclinical autistic and schizotypal
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traits (i.e., traits related to social cognition, neurodevelopment,
and other phenotypes) together in relation to video game usage
and preferences and their neurophysiological correlates. Such
studies are important given the important roles of video games
of diverse genres in human imaginative culture, and given
that individuals with autism or schizotypy show some evidence
of high rates of video game usage (Mazurek and Engelhardt,
2013a,b; Schimmenti et al., 2017; Choi et al., 2020; Menear and
Ernest, 2020; Coutelle et al., 2021). This study thus analyzes
how video game usage patterns, genre preferences, motivations,
and reaction times are associated with measures of non-clinical
autism and schizotypy.

Two studies suggest that psychological variations related to
the autism spectrum and the schizophrenia spectrum, including
positive schizotypy, may mediate aspects of video game use. First,
Wendt et al. (2019) reported a positive genetic correlation of
computer game use with autism risk, and a negative genetic
correlation of computer game use with schizophrenia risk. These
findings suggest that autism and schizophrenia or schizotypy
may show opposite patterns of association with video game
use in non-clinical populations, for reasons that have yet to
be investigated.

Second, according to the diametric model of social brain
disorders (Crespi and Badcock, 2008; Crespi and Go, 2015;
Crespi, 2016, 2019, 2020), autism and psychosis can be
conceptualized as polar ends of a continuum of social cognition
development, with normality at its center. Thus, autism is
characterized by low mentalistic thought (i.e., social cognition)
and high mechanistic thought (i.e., non-social cognition),
and psychotic-affective conditions, such as schizotypy, are
characterized by high mentalistic and low mechanistic thought
(Crespi and Badcock, 2008). Given that childhood play can be
categorized in non-social (i.e., object) and social (i.e., pretend or
imaginary) domains, video game usage patterns may be expected
to co-vary according to the socio-cognitive traits in autistic and
schizotypal spectra.

Mechanistic thought is characterized by a cognitive style
specialized for recognizing patterns in rule-based systems (i.e.,
“if p, then q”) (Baron-Cohen et al., 2009). In autism, a
systemizing cognitive style is applicable to a broad swath of
domains such as collectibles (i.e., distinguishing between types of
objects and collecting them), motoric (i.e., throwing a Frisbee),
mechanical (i.e., taking apart objects and reassembling them),
spatial (i.e., fixed interests with routes), action sequences (i.e.,
analyzing dance techniques), and numerical traits (i.e., solving
math or logical problems) (Baron-Cohen et al., 2009)—all of
which are conducive for puzzles, action, platformer, sports, and
construction simulation types of video games where extensive
strategizing of rule-based systems is involved. Indeed, previous
studies have found that individuals with autism prefer gaming
genres such as Action, Platformer, and Shooter (Mazurek and
Engelhardt, 2013b; Kuo et al., 2014), all of which challenge the
player’s coordination, and speed in rule-based gameplay. A strong
systemizing style can also involve especially high attention to
details and fast sensory processing (Baron-Cohen et al., 2009),
which may facilitate higher video game usage by enhancing
attentional focus, reaction times, and hand-eye coordination.

Furthermore, autistic traits have been associated with higher
video game usage (Mazurek and Engelhardt, 2013b), and
problematic video game usage (i.e., symptoms of clinical
addiction to video games) (Liu et al., 2017; Coutelle et al.,
2021; Craig et al., 2021; Murray et al., 2021). Compared to
neurotypicals, boys and male adolescents with ASD also play
video games for longer times, prefer to play alone, and play
less frequently in multiplayer mode (Paulus et al., 2019). Taken
together, autistic traits may thus involve higher video game usage,
as well as increased preferences for puzzle, action, platformer,
strategy, racing, sports, idle, and construction and management
simulation games. Given the positive association of action video
games with autistic traits, we also expect that autistic traits in
non-clinical individuals may also be positively associated with
increased neurophysiological skills such as faster reaction and
hand-eye coordination times.

In contrast to autism, positive schizotypy can be characterized
by hyper-mentalistic traits such as fantasy-proneness, ideas of
reference (i.e., illusory social references to self), paranoia (e.g.,
illusory eye contact and fear), and increased imagination (Crespi
and Badcock, 2008; Crespi et al., 2016). All of these traits may
be expected to increase preferences for fantasy or fantasy-based
role-playing video games that are extensions of pretend play.
In contrast to autism, which is known for its singular focus on
select topics of special interests (Casey et al., 1993), schizotypy
is associated with information processing impairments such as
poor sustained attention (Lenzenweger et al., 1991), deficits in
sensorimotor gating (i.e., inability to filter out irrelevant stimuli
from the environment) (Cadenhead et al., 2000; Park et al., 2015),
and deficits in smooth eye pursuits (Lenzenweger and O’Driscoll,
2006)—all traits that may make video games challenging, as
they commonly involve detecting and tracking sudden and fast-
moving objects and distractors while multi-tasking (Hubert-
Wallander et al., 2011).

Positive schizotypal traits, in particular, have been associated
with slower reaction time during conditions of high perceptual
load (Lenzenweger, 2001) and deficits in predicting targeting
hand movements (Asai et al., 2008), both of which would
impede video gameplay, particular action genres, as a large
component of gameplay involve fast decision-making and quick
executions of hand-eye movements via controller use. Thus,
positive schizotypal traits may be associated with decreased video
game usage, as well as a preference for fantasy or fantasy-based
role-playing video games, which tend to be slower-paced and
emphasize user-directed exploratory behavior rather than time-
intensive tasks.

Gender differences in play have been well-documented in the
literature, extending into video game usage and preferences. Male
play is more physically aggressive (Ostrov and Keating, 2004) and
“thing-oriented,” with increased interests in objects and functions
of objects such as construction and transportation (Servin et al.,
1999). In comparison, female play tends to be more socially
directed and involve fantasy-role playing, such as play parenting
(i.e., doll playing), a sex difference that has been observed in
primates (Pryce, 1995), and pretend play (i.e., toy tea-sets) (Servin
et al., 1999). Preliminary lines of evidence suggest that sex
differences in childhood play may also extend to video game
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usage. For example, college-aged males prefer more physical
aggressive video game genres such as action, racing, and sports
(Greenberg et al., 2010). In contrast, females prefer to prefer
more “traditional” games such as puzzles, cards, classic arcade
games, or board games (Greenberg et al., 2010), all of which
are less physically aggressive. Thus, sex differences in patterns of
video game usage, genre preferences, and motivations might be
expected to reflect general sex differences in childhood play.

Based on the reasons outlined above, the following predictions
can be made:

Hypothesis 1: Gender differences in video game usage,
genre preferences, and motivations will vary in the
following ways: (1) Males will report greater video game
usage than females, (2) Males will prefer mechanistic-
oriented video games such as Action, Platformer, Strategy,
Racing, Sports, RPG, and Construction and Management
Simulation games while females will prefer Puzzle and
Social Simulation video games, (3) Males will report greater
motivation for Skill Development and Customization
games and females will report greater motivations of Social
Interaction, a Way to Fantasize, and a Way to Escape on the
Video Game Usage Questionnaire used here.

Hypothesis 2: Autistic traits will be associated with
increased video game usage. Total and positive schizotypal
traits, as quantified by total score on the SPQ-BR and
scores on the SPQ Cognitive-Perceptual subscale, will be
negatively associated with frequency of video game usage.

Hypothesis 3: Autistic traits will be positively associated
with preferences for relatively rule-based video game
genres including Puzzle, Action, Platformer, Strategy,
Racing, Sports, Idle, and Construction and Management
Simulation games. Total and positive schizotypal traits will
be positively associated with preferences for Fantasy, Role
Playing, and Social Simulation video games.

Hypothesis 4: Autistic traits will be positively associated
with mechanistic motivations such as Skill Development
and Customization on the Video Game Usage
Questionnaire. Total and positive schizotypal traits
will be positively associated with mentalistic motivations
such as Social Interaction, Way to Fantasize, and Way to
Escape on the Video Game Usage Questionnaire used here.

Hypothesis 5: Autistic traits will be associated with
increased neurophysiological skills, such as faster reaction
time and hand-eye coordination time. Conversely, total and
positive schizotypal traits will be associated with slower
reaction and hand-eye coordination times.

Hypothesis 6: Increased total video game usage will be
predicted by higher reaction and hand-eye coordination
time. In turn, slower reaction and hand-eye coordination
time will predict lower video game usage.

The predictions of these hypotheses were tested using data on
measures of autism spectrum and schizotypy spectrum cognition
in a non-clinical population, and data on reaction times and

targeting times, two measures of neurophysiological performance
that may be related to video game use and performance.

MATERIALS AND METHODS

Participants
A total of 351 participants (207 females, 144 males, mean
age = 20.20 ± 3.04 years old) were included in the study.
The participants were recruited from various electronic mailing
lists (i.e., university student lists and newsletters) and the
Simon Fraser University Undergraduate Psychology Research
Pool. The following study description was circulated as the
recruitment email: “Do you play video games? Or do you not
play video games? Either way, we want to hear from you!
We are doing an online study on the relationship between
psychological traits and video game usage. You will receive a
$10 gift card for participation. For more info please contact
nancy_yang_2@sfu.ca.” Participants were reimbursed with either
a course credit or a $10 electronic gift card for their time.
All participants provided informed consent before participating
in this study. Data collection took place during the Spring
2021 semester (January–April 2021). The study was approved
by the Simon Fraser University Research Ethics Board (Study
Permit 2020s0503).

Psychological Questionnaires
The Autism Spectrum Quotient (AQ) was used to assess
individual variations in autistic traits (Baron-Cohen et al., 2001).
The AQ comprises 50 questions assessing five different domains:
(i) social skills, (ii) attention switching, (iii) attention to detail,
(iv) communication, (v) imagination. Responses were scored in a
4-point Likert-scale format from “definitely agree” to “definitely
disagree.” Participants score one point when they report a trait
that is consistent with the autism spectrum, for a possible
scoring range of 0–50. Higher scores on the Social Skills and
Imagination subscale represent lower social skills and lower
social imagination.

Schizotypal traits were quantified with Schizotypal Personality
Questionnaire-Brief Revised (SPQ-BR) (Cohen et al., 2010). The
SPQ-BR includes 32 items in a 5-point Likert scale format
with response choices ranging from “strongly disagree” to
“strongly agree.” Possible scores range from 0 to 160, with
higher scores indicative of higher levels of schizotypy. The
SPQ-BR is clustered into three superordinate factors: Cognitive-
Perceptual, Interpersonal, and Disorganized schizotypy—which
map onto the positive, negative, and disorganized dimensions
of schizophrenia, respectively (Andreasen et al., 1995). The
Cognitive-Perceptual (positive) schizotypy scale (referred to
here as SPQ-CogPer) consists of three subscales: Magical
Thinking, Unusual Perceptions, and Ideas of Reference. The
Interpersonal schizotypy factor includes Social Anxiety and
Constricted Affect, and the Disorganized factor includes
Eccentric Behavior and Odd Speech.

A Video Game Usage Questionnaire was adapted from the
Gaming Attitudes, Motives, and Experiences Scales (GAMES)
(Hilgard et al., 2013). The questionnaire has six main sections to
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assess patterns of video game usage, as well a short demographic
section that asks participants to report their age and gender (ex:
male, female, other, prefer not to answer). First, participants
were asked the amount of weekday and weekend hours spent
on video games, as well as self-evaluations of video game usage.
Participants are also asked the titles of the video games that
they play, preferred types of video game genres, motivations for
gaming (i.e., Social Interactions, Stress Relief, Skill Development,
Adrenaline Rush, A Place to Escape, A Way to Fantasize,
Customization), self-evaluations of video game performance, as
well as preferred type of device for playing video games. For game
titles, participants were given a list of popular video games to
choose from, as well as write their own response in an open-
ended “Other” answer box. For video game genres, participants
were given the following list to choose from, as well as brief
examples of what each genre entails. The list of video game
genres was as follow: Puzzle games (candy crush, portal), Action
games (first-person shooter like Doom, Call of Duty), Platformer
games (side scrolling games like Mario, Sonic), RPG (action-
based role-playing games, Darkest Dungeon, Skyrim, Kingdom-
come: Deliverance), Strategy (turn based or real time—Xcom,
Civilization, Total Warhammer), Sports games (tennis, golf),
Construction and management simulation (Minecraft), Social
Simulation (Animal Crossing), Idle games (Cookie click, idle
heros), and Other (open ended response where participants
could write their own). Given that most video games overlap
somewhat in their genres, we hereby differentiate action-oriented
role-playing games and fantasy-based role-playing games by
categorizing the former as “RPG,” as per popular usage (Rehbein
et al., 2016), and the latter as “Social Simulation” to better
emphasize differences between these two genres. We excluded
responses entered in the “Other” video game genre question item
as the responses were too few to reach statistical power.

The frequency of video game usage was quantified via
participant self-evaluations on this questionnaire. There were
five questions pertaining to video game usage. First, participants
were asked on the following: (1) Self report usage: “What is
your video game usage like?” on a 5-point Likert scale where 1
was “Very Often” and 5 was “Very rarely or not at all,” (2) Self
report frequency: “How frequent do you play video games? Check
one.” Participants had the option of selecting from “Daily,” “2–
3 times a week,” “weekly,” “2–3 times a month,” “monthly,” “less
than monthly,” and “never,” (3) Self report spare time: “What
proportion of your spare time is spent on video games?” on a 5-
point Likert scale where 1 was “Almost all of none of my spare
time” and 5 “Almost all of my spare time.” For self-reported
frequency, responses were scored as “1” if participants answered
“Never” and “7” for “Daily.” Participants were also asked to
enter the number of hours spent on video games for an average
weekday and weekend day.

Experimental Procedures
Participants were first given the battery of questionnaires
to complete, in the following order: Video Game Usage
Questionnaire, AQ, and SPQ-BR. Afterward, participants
completed two computer tasks (1) Fitts Law Task to
quantify targeting time, and (2) Simple Choice Task

to quantify reaction time. Both computer tasks were
administered via https://www.psytoolkit.org/ (Stoet,
2010, 2017), a toolkit for online cognitive-psychological
experiments and surveys1. The questionnaires were
administered via SurveyMonkey2. The computer tasks are
described below.

Fitts’ Law Task (20 Trials in total) (Fitts, 1954): There were
20 trials in total. On each trial, the participant was presented
with a yellow square on the left upper side of a black screen.
The participant was instructed to click on the yellow square with
their mouse cursor. After the yellow square was clicked on, a red
rectangle, of a randomized size, appeared on a random place on
the screen. The participant was then instructed to move their
mouse cursor to the red rectangle as quickly as possible, for a
total of 20 times. When participant completed the Fitts’s Law
Task, they were presented with a feedback screen that said: “Great
job! Press the space bar to continue.” Then the participants were
presented with a short summary of the task objectives: “Fitts’s
Law. The time it takes you to move the cursor on the red rectangle
depends on the size and the distance. Press space bar to exit.”
After completion of the Fitts’ Law Task, the participant moved
onto the Simple Choice Task.

Simple Choice Task (8 Training Trials, 20 Experimental Trials)
(Deary et al., 2011): For this task there were 28 trials in total, with
8 practice and 20 experimental trials. On each trial, a black cross
appeared on a white square on the computer screen. Participants
were instructed to press the space bar as soon as possible when
they see a black cross appearing in the white box. The time when
the cross appeared in the white box varied from trial to trial. No
feedback on performance was given for either computer tasks.

Analyses
Analyses were conducted in R (v4.0.5) (R Core Team, 2021)
using functions in the base statistical package. Linear regressions
were conducted using the lm() function while logistic regressions
were conducted using the glm() function with binomial response
family. Stepwise elimination of independent variables, for
stepwise regressions, was accomplished using the step() function.
Two extreme outliers were removed from the reaction time
analysis, due to them being over eight standard deviations from
the other reaction time scores. To assess the relationship between
the frequency of video game use and the thirteen AQ and SPQ
subscales we conducted multiple regressions for each of the five
measures of videogame use. We also conducted separate analyses
of covariance (ANCOVAs) for each of these dependent variables,
using each of the AQ and SPQ subscale scores as independent
variables, and gender as a cofactor. To assess the relationship
between the frequency of video game use and the composite,
we conducted ANCOVAs as for the subscales and included
interaction terms along with the gender cofactor. Correlations
between reaction time and targeting score were assessed using a
linear model analysis of covariance using the targeting score as
the outcome variable and reaction time as independent variable,
with gender as a covariate.

1https://www.psytoolkit.org/
2www.surveymonkey.com
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Effects of reaction time and targeting scores on each of the
five measures of video game use were analyzed with ANCOVAs
using each of the game use variables as an outcome and either
reaction time or targeting time score as the independent variable,
and gender included as a covariate, and without an interaction
term. To analyze the effects of the AQ and SPQ subscales, we
performed backward stepwise regressions starting with each all of
the AQ and SPQ subscales and gender as independent variables
for each of the five use measure outcome variables. The least
informative independent variable was iteratively dropped from
the model until dropping a variable led to a less efficient model,
as assessed using the Akaike information criterion.

Tests for association between reaction time, and targeting
scores, on the type of games played were conducted using logistic
regressions. Each of the game types was modeled with a separate
analysis, with type of game played as a Boolean outcome; the
independent variables were either reaction time, or targeting
score, each of which also included gender as a covariate, without
interaction terms. Tests for the association between reaction time
and targeting scores and each of the different types of motivation
to play games were conducted in the same manner, with one
logistic regression of the motivational type as a Boolean outcome
variable against either reaction time or targeting with gender
included as a covariate.

To test for associations of AQ and SPQ scales with the type of
games played, logistic regressions were conducted using general
linear models with binomial response families. Each of the game
types was modeled with a separate analysis, with type of game
played as a Boolean outcome, and all subscales were entered
as independent variables along with gender. No interaction
terms were entered. A backward stepwise method was used to
successively drop the least informative independent variable,
until dropping a variable led to a less efficient model, as assessed
using the Akaike information criterion. Tests for association
between the AQ and SPQ subscales and the motivations to
play games were conducted in the same manner, with a
separate stepwise elimination of subscales until reaching the most
efficient model for each of the different motivation types. Simple
bivariate analyses (e.g., t-tests, product-moment correlations)
were conducted for some analyses, in addition to ANCOVAs and
multiple regression analyses, for representation and depiction
of the results for each relevant test, since these analyses make
fewer assumptions.

RESULTS

Gender Differences in Autism Spectrum
Quotient, Schizotypal Personality
Questionnaire, and Patterns of Video
Game Usage
Females scored higher than males on SPQ-Ideas of Reference,
SPQ-Social Anxiety, SPQ-Magical Thinking, SPQ-Odd Speech,
SPQ-Cognitive-Perceptual, SPQ-Disorganized, and SPQ-Total
(Supplementary Tables 1, 2). There were no outliers in the
AQ-total or SPQ-total scores (Supplementary Figures 1, 2).

Males scored higher than females on all the variables that
quantified video game usage (Supplementary Tables 1, 2). Males
also demonstrated faster reaction and targeting time on the
Simple Choice Task and Fitts’ Law Task than females, respectively
(Supplementary Tables 1, 2).

Females preferred Puzzle and Social Simulation games more
than males did. By contrast, males preferred Action, RPG,
Strategy, and Sports games (Supplementary Tables 1, 2). Males
were more motivated by Social Interaction, Skill Development,
Adrenaline Rush, and Fantasy reasons compared to females.
No gender differences were detected for the motivations
Stress Relief or Escape. Females were more motivated by
Customization than males.

Patterns of Video Game Use in Relation
to Autism Spectrum Quotient-Total,
Schizotypal Personality
Questionnaire-Total, and Schizotypal
Personality Questionnaire-CogPer
By product-moment correlations, higher AQ-total scores
were significantly associated with higher video game use for
the following usage measures: weekend hours, self-reported
frequency, and self-reported usage, in females only (Table 1).
Higher SPQ-CogPer scores were associated with reduced
weekday and weekend hours, as well as decreased self-reported
frequency and self-reported spare time spent on video games,
when both genders were pooled together. In females only,
higher SPQ-CogPer scores were also associated with decreased
self-reported spare time video games usage. No statistically
significant relationships were found for SPQ-Total. Higher

TABLE 1 | Pearson Correlations of AQ-total, SPQ-total, and SPQ-CogPer scores
with Measures of Video Game Usage.

Video game usage

Weekday
time (h)

Weekend
time (h)

Self-
report

frequency

Self-
report
usage

Self-
report

spare time

Females (N = 207)

AQ: Total 0.13 0.21** 0.17** −0.20** 0.11

SPQ: CogPer −0.05 −0.06 −0.12 −0.04 −0.17*

SPQ: Total −0.02 0.05 −0.01 −0.10 −0.03

Males (N = 144)

AQ: Total −0.02 0.04 −0.03 0.07 0.05

SPQ: CogPer −0.04 −0.03 −0.10 0.02 −0.04

SPQ: Total 0.03 0.06 −0.02 −0.10 0.11

Both Genders
(N = 351)

AQ: Total 0.02 0.08 0.04 −0.06 0.04

SPQ: CogPer −0.13** −0.14** −0.20*** 0.06 −0.18***

SPQ: Total −0.05 −0.02 −0.09 −0.04 −0.04

Note that the scale for “Self report usage” is directionally opposite to the
other scales. *Denotes significance at < 0.05. **Denotes significance at < 0.01.
***Denotes significance at < 0.001. Boldface values indicate that relationships were
statistically significant.
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FIGURE 1 | Relationship between self-reported frequency and AQ scores for
females (red) and males (blue).

AQ-Total scores were positively associated with higher self-
reported frequency of video game usage in females, while male
video game usage was relatively high across the entire range of
AQ-Total scores (Figure 1).

ANCOVAs revealed that higher AQ-total was associated with
greater weekend time, higher self-reported frequency, and higher
self-reported usage of video game usage with an interaction
effect indicating that the effects were restricted to females
(Supplementary Table 3 and Figure 1). Higher scores on SPQ-
CogPer were associated with lower self-reported frequency and
lower self-reported spare time, with no gender interaction effect
(Supplementary Table 3).

Both forms of analyses showed that higher AQ-total scores
were associated with greater weekend time, self-reported
frequency, and self-reported usage, in females only. Higher scores
on SPQ-CogPer were also associated with lower self-reported
spare time in females only and in both genders pooled together.
Higher scores on SPQ-CogPer were also associated with lower
self-reported frequency scores in both genders together.

Patterns of Video Game Use in Relation
to Autism Spectrum Quotient and
Schizotypal Personality Questionnaire
Subscales
By product-moment correlations, in females only, scores on
AQ-Attention to Detail were associated with greater weekday
hours spent on video games (Supplementary Table 4). AQ-total
was not associated with any of the video game usage variables
when males were analyzed separately or with the genders pooled
together. In females only, AQ-Social Skills scores were positively
associated with greater weekend time, self-reported frequency,
and self-reported usage spent on video games. In females only,
scores on AQ-Imagination scores were associated with greater
weekend time and self-reported frequency spent on video games.

In females only, higher SPQ-Magical Thinking was associated
with decreased self-reported spare time, while SPQ-Social
Anxiety and SPQ-Disorganization were associated with greater
weekend time on video games. In females only, SPQ-Eccentric
Behavior scores were also positively associated with greater
weekend time and self-report spare time on video games, with
the relationship marginally non-significant (p = 0.06).

In males only, higher SPQ-Magical Thinking was associated
with greater self-reported usage and spare time spent on video
games. Higher SPQ-Eccentric Behavior was associated with
greater self-reported usage and spare time on video games.
In males, higher SPQ-Disorganization was marginally non-
significantly associated with greater weekend time (p = 0.06),
and significantly associated with greater self-reported usage, and
self-report spare time on video games.

When both genders were pooled together, higher SPQ-
Magical Thinking was associated with decreased weekday,
weekend, self-reported frequency, self-reported usage, and self-
reported spare time on video games. Higher SPQ-Ideas of
Reference scores were associated with decreased self-reported
frequency on video games. Higher SPQ-Unusual Perception
was associated with decreased weekday hours on video games.
Higher SPQ-Eccentric Behavior scores were associated with
greater weekend time, self-reported usage, and self-reported
spare time on video games.

By ANCOVAs, higher SPQ-Eccentric scores and SPQ-Magical
Thinking were associated with higher and lower self-report
spare time spent on video games, respectively (Supplementary
Table 5). The combined results from both analysis revealed that
higher SPQ-Magical Thinking was associated with lower self-
reported spare time spent on video games in females, in males,
and in both genders combined. Higher SPQ-Eccentric was also
associated with greater self-reported spare time spent on video
games in males only, and in both genders combined.

Video Game Genre Preferences in
Relation to Autism Spectrum
Quotient-Total, Schizotypal Personality
Questionnaire-Total and Schizotypal
Personality Questionnaire-CogPer
Scores
By t-tests, higher AQ scores were associated with increased
preference for Construction type games and higher SPQ scores
were associated with preferences for Social Simulation, when
both genders were pooled together (Supplementary Table 6).
Higher AQ-total scores were also associated with decreased
preference for Sports, and higher SPQ-total scores were also
associated with preference for Puzzle and Racing. Higher SPQ-
CogPer scores were associated with increased preference for
Puzzle and Racing games, and decreased preferences for RPG and
Construction type games.

When males were analyzed separately, higher AQ-total scores
were associated with decreased preference for Platformer and
Sport games. Higher SPQ-total and SPQ-CogPer scores were
associated with increased preference for Racing games in

Frontiers in Psychology | www.frontiersin.org 7 February 2022 | Volume 13 | Article 767446163

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-13-767446 February 17, 2022 Time: 16:19 # 8

Yang et al. Autism, Schizotypy, and Video Games

males. When females were analyzed separately, higher AQ-
total scores were associated with increased preference for RPG
and Construction games. Higher SPQ-total and SPQ-CogPer
scores were associated with increased preference for Puzzle
games in females.

Backward stepwise regression, conducted to test the effects
of AQ-total, SPQ-total, and SPQ-CogPer on each video game
genre while taking account of gender differences, showed that
males reported higher preference for Action and Strategy games
(Supplementary Table 7). Preferences for Action and Strategy
video games were not associated with AQ-total, SPQ-total,
or SPQ-CogPer. Higher AQ-total scores were associated with
preference for RPG and Construction games in females. Higher
SPQ-CogPer scores and higher SPQ-Total were associated with
higher preference for Puzzle games. Both sets of results indicated
that females with higher AQ-total scores reported a higher
preference for RPG and Construction games.

Video Game Genre Preferences in
Relation to Autism Spectrum Quotient
and Schizotypal Personality
Questionnaire Subscales
Preference for Puzzle games was associated with higher AQ-
Imagination, higher SPQ-Eccentric Behaviors, and in females.
Preference for Action games was associated with higher
SPQ-Eccentric Behaviors in males (Supplementary Table 7).
Preference for Platformer was associated with higher SPQ-
Eccentric Behaviors. Preference for RPG was associated with
higher AQ-Social Skills, lower SPQ-Ideas of Reference, and
higher SPQ-Eccentric, and in males. Preference for Strategy
was associated with higher SPQ-Eccentric Behaviors and in
males. Preference for Sports was associated with lower AQ-
Communication and in males. Preference for Construction
was associated with higher AQ-Social Skills, marginally with
lower SPQ-Ideas of Reference, lower SPQ-Magical Thinking, and
higher SPQ-Odd Speech. Preference for Social Simulation was
detected in females, but no relationship to either AQ or SPQ
subscales. Preference for Idle games was marginally associated
with AQ-Attention Switch.

Video Game Motivations in Relation to
Autism Spectrum Quotient -Total,
Schizotypal Personality
Questionnaire-Total and Schizotypal
Personality Questionnaire-CogPer
By t-tests, females with higher AQ-Total scores were motivated
by Stress Relief, Fantasy, and Customization (Supplementary
Table 8). Males with higher SPQ-CogPer scores were motivated
by Stress Relief and Skill Development. Males with higher SPQ-
total scores were motivated by Escape and Customization. Males
with higher AQ-Total scores were more motivated to play video
games for Customization.

When both genders were pooled together, higher AQ-Total
scores were associated with motivations of Skill Development,

Fantasy, Customization, and Stress Relief. Higher SPQ-Total
scores were also associated with the motivation of Stress Relief.

By multiple regression analyses, Social Interaction was
associated with decreased AQ-Social Skills, increased AQ-
Attention to Detail, increased SPQ-Social Anxiety, and
decreased SPQ-Magical Thinking (Supplementary Table 9).
Stress Relief was associated with increased AQ-Social Skills
and increased SPQ-Unusual Perception. Skill Development
was associated with increased AQ-Attention to Detail,
increased SPQ-Idea of Reference, and increased SPQ-Social
Anxiety. Adrenaline Rush was associated with lower AQ-
Attention Switch, higher AQ-Attention to Detail, higher
AQ-Communication, and higher AQ-Imagination. Escape was
marginally associated with higher SPQ-Constricted Affect,
higher SPQ-Eccentric Behavior, and marginally associated
with SPQ-Magical Thinking. Fantasy was associated with
higher AQ-Social Skills and higher SPQ-Magical Thinking.
Customization was associated with higher AQ-Attention to
Detail and higher AQ-Communication. Higher AQ-Total was
associated with greater motivations of Stress Relief, Fantasy,
and marginally with Customization. No significant relationships
were observed between SPQ-Total, SPQ-CogPer, and any of
the motivations.

Reaction and Targeting Times in Relation
to Autism Spectrum Quotient -Total,
Schizotypal Personality
Questionnaire-Total, Schizotypal
Personality Questionnaire-CogPer, and
Gender
By product-moment correlations, in females only, faster reaction
times were associated with higher AQ-Total and SPQ-Total
scores (Supplementary Table 10). There was also a marginally
non-significant trend of association of higher AQ-Total scores
with faster targeting time in females (p = 0.06). No other
statistically significant relationships were detected in males or in
both genders pooled together.

Reaction and Targeting Times in Relation
to Autism Spectrum Quotient and
Schizotypal Personality Questionnaire
Subscale Scores, and Gender
Faster reaction times were associated with higher SPQ-Eccentric
Behavior scores in both genders pooled together and in females.
In females only, faster reaction times were associated with higher
SPQ-Social Anxiety, SPQ-Disorganization AQ-Social Skills, and
AQ-Attention to Detail. Higher SPQ-Magical Thinking scores
were associated with slower reaction time in both genders pooled
together and in males only (Supplementary Table 10).

Higher AQ-Social Skills and SPQ-Social Anxiety scores were
associated with faster targeting times in females. Higher SPQ-
Magical Thinking scores were associated with slower targeting
times in both genders pooled together, in males, and in females.
Higher SPQ-Unusual Perception scores were associated with
slower targeting times in both genders pooled together. Faster
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targeting time associated SPQ-Interpersonal in males. Higher
SPQ-CogPer scores were associated with slower targeting time in
both genders and in males.

By multiple regression analyses, reaction times were
significantly positively correlated with targeting times, with
males being faster for both relative to females. No AQ or SPQ
subscales were significantly associated with faster reaction
times. Higher SPQ-Magical Thinking scores were associated
with slower targeting times. These results are summarized in
Supplementary Table 11. By both forms of analyses, males
exhibited faster reaction and targeting times than females,
and higher SPQ-Magical Thinking was associated with slower
targeting times.

Relationships of Reaction and Targeting
Times With Video Game Usage,
Preferences and Motivations
By product-moment correlations, faster targeting times were
associated with increased self-reported spare time, weekend
hours, weekday hours, greater self-reported video game usage
and frequency in both genders pooled together, males only, and
females only (Supplementary Table 12). Faster reaction times
were also associated with greater self-reported of spare time,
weekend hours, weekday hours, greater self-reported usage, and
greater self-reported frequency of video game usage in both
genders pooled together and in males (Supplementary Table 8).

By stepwise regression analyses, higher self-reported video
game usage was associated with higher AQ-Attention to
Detail, higher SPQ-Eccentric, faster targeting times, and
being male. Higher self-report frequency of video game
usage was associated with faster targeting times, and being
male. Higher weekday time was marginally associated with
higher AQ-Attention to Detail (p = 0.058), SPQ-Odd Speech,
faster targeting times, and being male. Higher weekend
time was marginally associated with AQ-Communication,
SPQ-Odd speech, faster targeting times, and being male.
Higher self-report spare time was associated with higher
SPQ-Eccentric Behaviors, lower SPQ-Magical Thinking, faster
targeting time, and being male. No statistically significant
relationships were detected for reaction times and any of the
time use variables. Results are summarized in Supplementary
Table 13.

Relationships of Reaction and Targeting
Times With Video Game Usage
ANCOVAs were also conducted to analyze the relationships of
neurophysiological indices (i.e., reaction and targeting times) and
the five video game usage variables. Gender was significantly
associated with all usage variables (Supplementary Table 14). In
the case of self-reported frequency, males reported high baselines
of video game use frequencies; a potential positive relationship
between self-reported frequency and faster reaction time may
have gone undetected due to a ceiling effect of general usage.
In females, a strong positive relationship between self-reported
video game use frequency and faster targeting times was detected.

Relationships of Reaction and Targeting
Times With Video Game Genre
Preferences
By t-tests, faster reaction times were associated with preference
for Action video games in both genders pooled together and
marginally non-significantly in males (p = 0.07) (Supplementary
Table 15). Faster reaction times were also associated with
preference for RPG in both genders pooled together, in females,
and in males. Strategy was also associated with faster reaction
times in both genders pooled together and marginally non-
significantly in females (p = 0.06). Construction was associated
with faster reaction times with both genders pooled together and
in females. Idle game use was associated with faster reaction time
in both genders and in males only.

Preferences for Action and Idle game genres was associated
with faster targeting time in both genders pooled together,
and in females. Preferences for Role Playing Games (RPG),
Strategy Games, and Construction Games were associated with
faster targeting time in both genders, in females, and in
males. Preferences for Social Simulation were associated with
faster targeting time in females and males when they were
analyzed separately.

ANCOVA was also conducted to analyze the separate
relationships of reaction times, targeting times, to each of the
10 video game genres (Supplementary Table 16). Faster reaction
times were associated with preference for Action, RPG, Strategy
in in males. Faster reaction times showed a marginal association
with preference for Construction (p = 0.066). Females reported
greater preference for Puzzle and Social Simulation, but no
significant relationships were found between reaction times and
these two genres.

Faster targeting times were associated with preference for
Action, RPG, Strategy, and Sports games in males. Faster
targeting times were associated with preference for Construction
and Idle, but no gender differences were detected. Females
reported greater preference for Puzzle, but there were no
significant differences in preference for Puzzle games and
targeting times. Preference for Social Simulation were associated
with faster targeting times in females. Results are presented in
Supplementary Table 16.

By both types of analyses, preference for Action, RPG, Strategy
were associated with faster reaction and targeting times in
males. Faster reaction and targeting times were associated with
preference for Construction in both genders together. Preference
for Social Simulation was associated with faster targeting times
in females. Females reported greater preference for Puzzle
but Puzzle was not associated with either faster reaction or
targeting times.

Relationships of Reaction and Targeting
Times With Video Game Motivations
By t-tests, faster reaction times were associated with the
motivations Social Interaction, Skill Development, and
Customization, in both genders pooled together and in males
(Supplementary Table 17). Faster targeting times were associated
with Social Interaction, Stress Relief, Skill Development,
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Adrenaline Rush, Escape, Fantasy, and Customization in both
genders pooled together, males only, and females only.

By logistic regression analyses, Social Interaction was
marginally non-significantly (p = 0.067) associated with faster
reaction times in males (Supplementary Table 18). Skill
Development was associated with faster reaction times in males.
Males reported a greater preference for Adrenaline Rush, but no
significant relationships were detected between Adrenaline Rush
and faster reaction times. Customization was associated with
faster reaction times. Social Interaction and Skill Development
were associated with faster targeting time in males. Stress
Relief was marginally non-significantly associated with faster
targeting times (p = 0.051). Males reported greater preference
for Adrenaline Rush, but no relationship were detected between
Adrenaline Rush and targeting times. Fantasy and Customization
were associated with faster targeting times.

By both types of analyses, Social Interaction and Skill
Development were associated with faster reaction and targeting
time in males. Customization was associated with both faster
targeting and reaction time. Stress Relief and Fantasy were
associated with faster targeting times.

DISCUSSION

The principal aims of this study were to investigate the
relationships of autistic and schizotypal traits, gender, and select
neurophysiological traits, with video game usage, preferences,
and motivations. Table 2 summarizes the main results in the
context of the predictions described in the Introduction. The
most important findings are threefold. First, our results are
largely consistent with prior findings that differences in patterns
of video game usage mirror gender differences in childhood play,
with some notable differences in females with higher autistic
traits. Second, we have observed a male-typical pattern of video
game usage, motivation, and genre preferences in females with
higher autistic traits, which is in support of the Extreme Male
Brain theory of autism (Baron-Cohen, 2002). Third, the results
partially support Crespi and Badcock’s (2008) diametrical model
of social brain disorders, in that some video game variables
show opposite patterns between autism and positive schizotypy.
We expand on each main result in turn, and then discuss the
evolutionary psychological implications of virtual play on human
social behaviors.

Gender Differences in Patterns of Video
Game Usage
First, differences in video game usage patterns, genre preferences,
and motivations are largely consistent with prior findings that
males played more video games than females, preferred action
type video games, and exhibited both faster reaction times
(Greenberg et al., 2010) and enhanced targeting abilities (Watson
and Kimura, 1991; Cook and Saucier, 2010). Our study has found
that females reported greater gaming motives of Customization;
by contrast, Hartmann and Klimmt (2006) found that females
generally enjoy video games for their socially interactive aspects.

Why do males play video games more than females? One
possibility may be that most video games are designed to simulate
male-male individual or coalitional competition (Mendenhall
et al., 2010), which are intrinsically rewarding and enjoyable to
males (Chou and Tsai, 2007; Olson et al., 2007). For example,
most first-person shooter (FPS) video games, such as Call of
Duty, involve playing from the first-person view of a soldier. FPS
gameplay mostly involves three main themes: (1) mastering the
deployment of various weapons to destroy targets and enemies,
(2) collaborating with other soldiers to accomplish missions,
(3) rising through status hierarchies via achieving goals or
collecting rewards and gear. In line with our results, previous
studies on first-person shooter games have identified that they
are mostly played by young males, who spend an average of
2.6 h a day on gaming, and report social interaction, competition,
and challenge as their main motives for gaming (Jansz and
Tanis, 2007). Likewise, MMORPGs, such as World of Warcraft
(reported to consist of 85% of male user-base (Ducheneaut
et al., 2006) are designed to promote inter-factional warfare, the
collection of rare and conspicuous avatar equipment (i.e., status
signaling) and collaborative practices that simulate conditions
of hunting (Mendenhall et al., 2010). Altogether, the greater
representation of male video game players appears to reflect
the male-typical competitive environments of most video game
genres, which seek to recreate or simulate settings of cooperative
hunting and warfare.

The findings reported here are also consistent with prior
research indicating that females prefer classic puzzle or board
games (Greenberg et al., 2010) and life simulation games
(Nepomuceno et al., 2010; Yee, 2017), the latter of which tends
to be more exploratory in nature and with a greater emphasis
on social relationships than competition. Interestingly, although
females generally reported a preference for Social Simulation
games, they did not cite Social Interaction as a motivation for
using video games. Contrary to the hypothesis posited here,
females reported Customization as their primary motivation.
Two possibilities may be at play here. First, given that females
with higher autistic traits play more video games (as discussed in
more detail below), the female pattern of video game motivation
may reflect the higher mechanistic (i.e., non-social) preferences
of the autistic phenotype. That is, given that autistic traits have
been associated with greater preference for building activities and
solitary play (Holmes and Willoughby, 2005), the identification
of Customization, rather than Social Interaction, as the main
gaming motive, may reflect the systemizing bias of autism.
Secondly, given that females are more likely to be casual video
game players than males, and casual video game players tend
to rank higher on extraversion (Potard et al., 2019), females (at
least ones with lower AQ scores) may have other social outlets
for meeting interpersonal needs outside video games, and thus
be less likely to identify Social Motivation as a main motive for
video game usage.

Females with higher levels of autistic traits also preferred
male-typical video game preferences, including RPG and
Construction, relative to general female-typical genre preferences
such as Puzzle and Social Simulation. A preference for
Construction type games was not detected among males,
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TABLE 2 | Study findings in relation to the main predictions.

Predictions Supported? Findings

(1.1) Males will report greater video game usage than females. Yes Males reported higher video game usage across all time use variables.

(1.2) Males will prefer mechanistic-oriented video games (Action,
Platformer, Strategy, Racing, Sports, RPG, Construction) while females
will prefer Puzzle and Social Simulation video games.

Partially Males reported greater preference for Action, Strategy, Sports, and
RPG games. Females reported greater preference for Puzzle and Social
Simulation games.

(1.3) Males will report greater motivation of Skill Development and
Customization and females will report greater motivations of Social
Interaction, Fantasy, and a way to Escape.

Partially Males reported greater motivations of Social Interaction and Skill
Development. Females with higher AQ reported greater motivations of
Fantasy, Stress Relief, and Customization.

(2): Autistic traits will be associated with increased video game usage
across all time use variables. SPQ-total and SPQ-CogPer will be
associated with decreased video game usage across all time use
variables.

Partially Higher autistic traits were associated with greater video game usage in
females. Higher SPQ-CogPer scores were associated with lower video
game usage in both genders pooled together Higher autistic traits were
not associated with greater video game usage in males.

(3): Autistic traits will be positively associated with preferences for
Puzzle, Action, Platformer, Strategy, Racing, Sports, Idle, and
Construction. SPQ-total and SPQ-CogPer will be positively associated
with preferences for fantasy, RPG, and social simulation video games.

Partially Females with higher AQ-Total preferred Construction and RPG games.
Higher SPQ-CogPer scores and higher SPQ-Total scores were
associated with greater preference for Puzzle games.

(4): Autistic traits will be positively associated with greater mechanistic
motivations. SPQ-Total and SPQ-CogPer will be positively associated
with mentalistic motivations.

Partially Higher AQ-Total was associated with greater motivations of Stress
Relief, Fantasy, and Customization. No associations were found for
SPQ-Total or SPQ-CogPer.

(5): Autistic traits will be associated with faster reaction times and
targeting times. SPQ-Total and SPQ-CogPer will be associated with
slower reaction and targeting times.

Partially. Higher SPQ-Magical Thinking was associated with slower targeting
times.

(6): Increased total video game usage will be predicted by higher
reaction and targeting times. In turn, slower reaction and targeting
times will predict lower video game usage.

Yes Faster reaction and targeting times were associated with greater video
game usage.

although previous studies have documented male preferences
for constructive toys (Blakemore and Centers, 2005). As for
males with higher AQ, females with higher AQ also identified
the mechanistic preference Customization as one of their
main gaming motives.

Extreme Male Brain Theory of Autism
and Patterns of Video Game Usage
Our second hypothesis predicted that autistic traits will be
associated with increased video game usage. Interestingly, higher
autistic traits were associated with greater video game usage, but
only in females and not in males. The pattern of females with
higher total autism scores playing video games more frequently
is of notable interest, as it fits with Baron-Cohen’s (2002) extreme
male brain theory of autism, and partially with the predictions
from Crespi and Badcock (2008) and Wendt et al. (2019). Thus,
females with higher AQ-total scores were “more male” in their
pattern of higher video game usage. Analysis of the AQ subscales
revealed that that decreased social skills, higher attention to
detail, and lower social imagination showed evidence of being
related to greater video game usage in females with higher
autistic traits. Taken together, the cluster of autistic traits outlined
above suggest that higher video game usage in females may
be attributable to a more systemizing cognitive style (Baron-
Cohen, 2010). Indeed, the association between higher autistic
traits in females and greater motives of Customization and
preference for Construction-type games is consistent with such
view. For example, one popular Construction game, Minecraft,
focuses predominately on the mechanistic drive of building
objects. As the virtual environment is literally made of pixelated

blocks, gameplay is centered around manipulating objects in
systematic ways to construct buildings, mazes, and even entire
cities. Paralleling play behaviors in children with autism, building
activities in Minecraft are usually solitary, detail-oriented, and
reality-based. For example, “making” a book in Minecraft, as with
real life, requires arranging virtual pieces of paper with virtual
leather in a particular order for the object to be realized. Given
that people with autism are disproportionately represented in
the engineering field (Baron-Cohen et al., 1997; Baron-Cohen,
1998) and children with autism tend to focus on functional play
(i.e., play with an object for its function) and constructive play
(i.e., building sand castles), preference for parallel (i.e., playing
alongside others but not together) or solitary play (Holmes and
Willoughby, 2005), the patterns of video game usage described
above appear to be an extension of autistic play behaviors to in a
virtual, computerized medium.

Females with higher total autism scores also reported greater
gaming motivations of Stress Relief, Fantasy, and Customization;
the first two motivations may be categorized under social
fulfillment via virtual play, and the latter may represent an
autism-related preference for rule-based, solitary mechanistic
interest such as building objects (e.g., Minecraft). Taken together,
these patterns suggest that higher autistic traits may be related
to greater video game usage via a decreased capacity for, or
interest in, social and pretend play. In other words, because most
video games environments involve pre-programmed characters,
narratives, and behaviors, they may appeal to individuals with
higher autistic traits who prefer predictable environments that
can be navigated with pre-defined action patterns. In this
light, video games may also function specifically for their self-
contained immersive experiences that provide the illusion of
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sharing a social world without partaking in one. Furthermore,
the relative anonymity and use of virtual avatars in video
games offer an additional layer of interpersonal distance that
can be conceptualized as the virtual extensions of parallel play
behaviors commonly observed in children with autism (Holmes
and Willoughby, 2005). Users are thus playing “together” but
remain alone. Moreover, the pattern of autistic game play
pattern described here can be differentiated from general play
differences in two important ways: (1) although females with
higher autistic traits report male-typical preferences such as RPG
and Customization, they do not share the other male-typical
preferences that were more socially collaborative in nature,
such as Sports, or Action and Strategy genres that involve
extensive teamwork (ex: military group-collaborations in Call
of Duty); and (2) the identification of Fantasy as a motivation
was not associated with the concurrent motivation of Social
Interaction, which suggest that solitary play was the common
denominator described here.

Why was there no evidence of a positive correlation of AQ
score with video game use among males? One possibility is a
“ceiling effect,” whereby males would exhibit too little variation in
video game use scores for a positive relationship to be detected.
However, males do exhibit comparable levels of variability
(as measured by standard deviations) to females across the
various measures of video game usage, and positive correlations
restricted to females were found for multiple video game use
frequency measures, which appears to render major influences
from ceiling effects relatively unlikely. Alternatively, because
most video games are designed with male-typical preferences
such as competition (Jansz and Tanis, 2007) and physical violence
(Jansz, 2005), and females are more likely to prefer non-violent
entertainment ventures (Slater, 2003) and may be less competitive
than males (Deaner, 2013), video game usage among females with
higher total AQ scores may be more pronounced, compared to
males, with high-AQ females demonstrating more male-typical
cognitive phenotypes relative to the general female population.

The Diametrical Model of Social Brain
Disorders and Patterns of Video Game
Usage
Our second hypothesis also predicted that patterns of video
game usage would vary in opposite patterns along the autism-
schizotypal axis, with autistic traits associated with greater video
game usage and positive schizotypal traits (i.e., SPQ-Total and
SPQ-CogPer) with lower video game usage.

Evidence of negative relationships of SPQ-CogPer and SPQ-
Magical Thinking with video game usage was detected from
several analyses. These findings partially support predictions
of the Crespi and Badcock (2008) model, in that autistic and
positive schizotypy traits predicted greater and lower video
game usage, respectively (though with gender-limited effects
for autism that were not predicted by the model). Given
that SPQ-Magical Thinking was also associated with slower
targeting times, lower video game usage of individuals with
high levels of this psychological trait may stem, in part, from
general hand-eye motor speed and coordination difficulties

from executing particular action patterns necessary for effective
console/controller use. Indeed, a positive relationship was
detected between SPQ-CogPer and Puzzle games, but Puzzle
was not associated with faster reaction or targeting times.
Furthermore, although both Puzzle and Social Simulation games
are generally designed to be played at leisure, the latter was
associated with faster targeting times but not the former, further
providing support that variation in neurophysiological indices
may be contributing to the overall lower video game usage.

Why would individuals higher in positive schizotypal traits
play video games less frequently? As outlined above, most video
games appear to offer immersive but ultimately solitary play
experiences that may not fulfill the mentalistic interests of many
schizotypal individuals. Historically, most video games were
developed as single-player ventures; lack of historical internet
access meant that most games were developed to be enjoyed with
only a limited number of players. For examples, the popularity
of PC-based games in the 1990s meant that most games were
designed to be self-contained, with clearly defined objectives,
and catering to single players. In this light, given that the
Crespi and Badcock (2008) model predicts that autistic and
schizotypal traits would vary in opposite directions in socio-
cognitive development—what would be the theoretical equivalent
of autism and videogames for positive schizotypy?

An opposite medium (as opposed to different games per se)
would theoretically contain the following characteristics of high
positive schizotypy: (1) rely on a short and fractured attention
span on a wide variety of inter-changeable topics instead of one
highly concentrated focus on a restricted set of clearly defined
objectives, (2) verbally based, (3) high social connectivity, (4)
virtual elements of high social monitoring in terms of detectable
social feedback signals (i.e., likes, followers) that mimic in-person
cues of joint attention and/or eye contact. In short, the logical
equivalent of autism-video games appears to be schizotypy-
Twitter or TikTok. Although we did not explicitly test for the
relationship between schizotypy and social media platforms here,
the association between positive schizotypy and Puzzle games
suggest that such preferences could theoretically be extrapolated
to social media platforms. Like most Puzzle games, most social
media applications are designed to be used leisurely, with less
cognitively taxing actions, and with no penalties if the user has
less than accurate targeting movements.

Several explanations have been proposed for gender
differences in reaction and targeting time. First, given that
playing action video games can improve reaction time (Chandra
et al., 2016), the gender differences may stem from the strong
male preference toward action-oriented video games that require
fast decision-making and projectile analysis in a simulated
3-D space. Our data support the training effects of video game
usage in that in both genders, reaction and targeting times were
positively associated with greater video game usage. Second,
males also reported greater motivation for using video games
for Skill Development, another factor that could contribute to
the development of faster reaction and targeting time due to
greater intrinsic motivation for improvement. Alternatively,
the gender differences in reaction and targeting time may stem
from evolved physiology in sexual divisions of labor; that is,
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males may have evolved faster reaction and targeting times
than females due to greater neurophysiological demands of
hunting and competition that have characterized the human
hunter-gatherer past (Cherney and Poss, 2008). Finally, given
that SPQ-Magical Thinking was associated with slower targeting
times and that females scored higher on SPQ-Magical Thinking
than did males, the gender differences in targeting time may
be linked with general gender differences in levels of this
schizotypal trait. Indeed, the association of higher Magical
Thinking with slower targeting time is consistent with previous
literature showing that higher positive schizotypy is associated
with higher prediction error rates on hand-eye coordination
tasks (Asai et al., 2008) and increased dyscontrol in fine motor
movements (Roché et al., 2015). These findings may, more
generally, reflect the higher levels of sensory and sensorimotor
deficits found among individuals on the schizophrenia spectrum
(Javitt and Freedman, 2015).

Second, in accordance with the Crespi and Badcock (2008)
model, autistic traits were generally associated with mechanistic
genre preferences such as Construction and RPG. However,
contrary to the predictions made here, higher SPQ-CogPer
scores and higher SPQ-Total scores were associated with greater
preference for Puzzle games. Theoretically, puzzle games could
be considered a mechanistic-typical genre as most traditional
puzzles involve deducing or reverse-engineering a set of given
patterns to arrive at the correct solution. What would explain
this finding? One possibility is that most virtualized puzzle games
do not involve the same depth or rigor of algorithmic thinking
as it would in traditional puzzle games. For example, one of the
most popular app-based puzzle games, Candy Crush, involves
detecting a pattern of three or more identical shapes and swiping
them away with ones’ fingers; gameplay is largely easy and simple
pattern-detection in a 2-D space. In contrast, a traditional puzzle
game might be solving the Magic Cube, a task that involves
simultaneous operations of 3-D mental rotation, mathematical
operations, and mental simulation of object transformations
in horizontal/vertical space. Thus, although both physical and
virtual “puzzle” games may appear similar, the constraints of
representing games in a virtual 2-D space may remove or imbue it
with different functions that may render it considerably different
from its original counterpart.

The association of positive schizotypal traits with Puzzle
type games is consistent with previous findings that patients
with schizophrenia rated puzzle-type games as one of their
top three preferred game genres (i.e., board/card games) (Choi
et al., 2020). Surprisingly, contrary to the predictions made
here, positive schizotypal traits were not related to more
socially oriented or fantasy-based genres such as RPG or Social
Simulation. Two possible explanations may help to account for
this result. First, most popular role-playing video game games,
such as World of Warcraft, are cognitively demanding and
involve juggling of multiple simultaneous tasks (i.e., switching
between weapons, building and maintaining multiple coalitions,
tracking and shooting at multiple targets), which may be
challenging given that schizotypy has been associated with
attentional impairments under situations of high perceptual load
(Stotesbury et al., 2018). In comparison, Puzzle-type games, such

as Candy Crush, tend to less time-intensive, more casual, and
designed to be played at leisure with no penalties if the user
stops at random intervals. Second, the most popular current
Social Simulation franchise, such as Animal Crossing, involve
considerable components of customization (e.g., building and
furnishing houses, gathering, and collecting items) which may be
more mechanistically inclined and less appealing to individuals
with higher schizotypal traits.

Lastly, patterns of video game motivations described here
partially support the Crespi and Badcock (2008) model that
autistic traits predict mechanistic motivations for playing video
games (i.e., Customization). Interestingly, AQ-total was also
associated with Fantasy, but not Social Interaction, motivations.
The pattern described here is suggestive that video games provide
an evolutionarily novel play environment where fantasy play can
be decoupled from social interactions. In other words, although
autistic traits were associated with motivations for utilizing
video games for Stress Relief and Fantasy motives, it was not
associated with motivations for socially interacting with others,
which suggests that although, on the surface, most role-playing
games involve multiplayer modes and opportunities for social
interactions, individuals with autistic traits seem to partake in
them for the immersive experience but not the social aspect.
Thus, utilizing video games for fantasy play appears to differ from
real-life fantasy play in the important aspect that the imaginative
component could be dissociated from its corresponding social
component, which are intricately linked together most real-life,
in-person childhood pretend play.

Limitations
Our study is constrained by several limitations. First, the data
were collected during a school semester; thus, general video
game usage patterns may have been under-reported due to
greater time demands of the typical school semester. Future
studies may account for potential differences in video game usage
patterns due to classwork demands by incorporating a non-
typical school semester in its time span of data collection for
comparison. Second, given that we primarily recruited through
a psychology student pool as well as university email lists,
most of participants may have come from the undergraduate
population; thus, the findings cannot be extrapolated to clinical
populations, children, the elderly, or professional gamers who
may demonstrate psychological traits atypical of our sample.
Third, given that autistic and schizotypal traits were assessed
via self-reports, results may be limited in that higher autistic
and schizotypal traits may, paradoxically, be associated with
lower cognitive insights and thus under-report of traits. Fourth,
given the heterogeneous nature of most video games (ex: Legend
of Zelda is classified as Action on most commercial video
game websites, but it also involves considerable role-playing
and puzzle-solving), findings from this study may be limited
due to blending of mechanistic vs. mentalistic gameplay that
characterize some video games. Future research could address
such limitations by adding an open-feedback answer item as to
better disentangle nuances in users’ motivations for gaming and
gaming preferences. Finally, given that we administered reaction
time and targeting time tasks online, variability in reaction and
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targeting time data may be confounded by participants’ choice
of electronic device to complete the tasks (ex: computer with
mouse, laptop, iPad or another hand-held device with touchpad).
Although the computer tasks were designed to accommodate a
wide variety of electronic devices, variability in reaction time
and targeting time data may be influenced by participants’ use
of a mouse vs. touchpad, which we did not control for. Some
studies have shown that individuals were slower and tend to make
more errors when using a touchpad than mouse to make pointing
actions (Hertzum and Hornbæk, 2010), and that using the mouse
was faster than touchpads or MultiTouch devices in cursor
positioning (Shanis and Hedge, 2003). Given that our study was
conducted remotely and thus we could not verify what sort of
hardware participants used, future research could collect data on
the type of device used to control for any potential confounds.

Since the COVID pandemic began, more and more
recreational platforms have been moving to the virtual world.
What will become of iGen 2030? The patterns described above
suggest that the replacement of in-person play with virtual media
may have important implications for the evolution of imaginative
culture. First, the patterns in autistic play behaviors and video
game usage described in this study suggest that video games may
be a proverbial “new and reinvented” version of fantasy play.
That is, unlike a traditional fantasy game where people must
spontaneously imagine a shared mental space and participate
accordingly, video games offer a pre-programmed imaginative
space where anyone can join without having to spontaneously
imagine entities into existence. Moreover, for the first time in
human history, people are no longer bounded by the temporal-
spatial limitations of other players to start and maintain a game.
Almost everyone now can play a video game together—and alone.

Finally, although we have found some evidence of decreased
video game usage in association with positive schizotypy, we
did not observe statistically significant patterns for greater
mentalistic preferences in positive schizotypy as we did for
mechanism and autism. Why would this be? One possibility is
that video games only represent one end of the spectrum of
virtual play behaviors that has now substituted for much of real-
life play. The patterns of video game usage, preferences, and
motivations described above suggest that imaginative and social
aspects could be dissociated in video games; individuals with
higher autistic traits appear to partake more in the former in

lieu of the latter. In this light, as Crespi and Badcock (2008)
postulated autism and psychosis as two ends of a continuum
of social cognitive development, so there may exist a similar
virtual gradient of play behaviors that may be expressed in two
opposites but related media. What could be on the other end of
the spectrum? Given that most social media platforms are highly
socially oriented, verbally based, and performative, future studies
could investigate potential relationships of social media use and
positive schizotypy given the former’s mentalistic bias.
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This paper uses autocatalytic networks to model discontinuous cultural transitions

involving cross-domain transfer, using as an illustrative example, artworks inspired

by the oldest-known uncontested example of figurative art: the carving of the

Hohlenstein-Stadel Löwenmensch, or lion-human. Autocatalytic networks provide a

general modeling setting in which nodes are not just passive transmitters of activation;

they actively galvanize, or “catalyze” the synthesis of novel (“foodset-derived”) nodes

from existing ones (the “foodset.”) This makes them uniquely suited to model how new

structure grows out of earlier structure, i.e., cumulative, generative network growth.

They have been used to model the origin and early evolution of biological life, and

the emergence of cognitive structures capable of undergoing cultural evolution. We

conducted a study in which six individual creators and one group generated music,

prose, poetry, and visual art inspired by the Hohlenstein-Stadel Löwenmensch, and

answered questions about the process. The data revealed four through-lines by which

they expressed the Löwenmensch in an alternative art form: (1) lion-human hybrid, (2)

subtracting from the whole to reveal the form within, (3) deterioration, and (4) waiting to

be found with a story to tell. Autocatalytic networks were used to model how these four

spontaneously derived through-lines form a cultural lineage from Löwenmensch to artist

to audience. We used the resulting data from three creators to model the cross-domain

transfer from inspirational source (sculpted figurine) to creative product (music, poetry,

prose, visual art). These four spontaneously-generated threads of cultural continuity

formed the backbone of this Löwenmensch-inspired cultural lineage, enabling culture to

evolve even in the face of discontinuity at the level conventional categories or domains.

We know of no other theory of cultural evolution that accommodates cross-domain

transfer or other forms of discontinuity. The approach paves the way for a broad scientific

framework for the origins of evolutionary processes.

Keywords: autocatalytic network, cross-domain transfer, cultural evolution, cultural discontinuity, Hohlenstein-

Stadel Löwenmensch figurine, inspiration, music, sculpture
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1. INTRODUCTION

This paper provides an existence proof1 that a formal model
of cultural evolution can accommodate a widespread form of
cultural discontinuity: cross-domain transfer. In cross-domain
transfer, an inspirational source from one domain (e.g., music)
influences a creative work in another (e.g., painting) (Gabora,
2010b; Gabora et al., 2012; Ranjan et al., 2013; Scotney et al.,
2019). For example, George Mestral’s invention of Velcro was
inspired by analogy to burdock root seeds (Freeman and
Golden, 1997) which, in turn, inspired “shoelace-less runners”
(or “shoelace-less sneakers.”) This example illustrates a central
feature of cross-domain transfer: with respect to themost obvious
techniques for classifying them—e.g., as sculptures, pieces of
music, or technological inventions—there is a discontinuity from
one cultural output to the next. This research set out to test
the hypothesis that there are nevertheless identifiable threads of
continuity that connect the inspirational source with any cultural
outputs it inspires, which serve as the basis for their proximity in
a cultural lineage, enabling us to formally model even seemingly
discontinuous lines of cultural descent.

The term culture generally refers to extrasomatic adaptations,
including behavior and artifacts, that are socially rather
than genetically transmitted. Although cultural transmission—
in which one individual acquires elements of culture from
another—is observed in many species, cultural evolution is much
rarer (and perhaps, unique to our species). By evolution, we
mean change that is cumulative (later innovations build on earlier
ones), adaptive (new innovations yield some benefit for their
bearers), and open-ended (the space of possible innovations is
unbounded, since each innovation can give rise to spin-offs).2

Formal theories and models of cultural evolution must be
able to accommodate discontinuities, because they permeate all
branches of culture, including art, science, and technology, as
well as economic and political systems (Kuhn, 1962; Wilson,
1973; Bar-Yosef, 1998). They present a formidable challenge
for models of cultural evolution, which often have built-in
assumptions about how new innovations build on established
knowledge (Lewis and Laland, 2012; Montrey and Shultz,
2020). The assumption that new knowledge in a domain
builds incrementally on existing knowledge in that domain
is inconsistent with findings that entrenchment in established
practices and perspectives can hinder innovation, and cultural
breakthroughs often come about by striking out in an altogether
new direction (Frensch and Sternberg, 1989; Wiley, 1998). For
example, if Henry Ford had invested extensive time and energy
into perfecting the diet, exercise regime, breeding practices,

1An existence proof shows merely that it is possible for something to exist, and as

such it requires just a single instance.
2The term “cultural evolution” is sometimes used in a less restricted sense to refer

to novelty generation and transmission without the requirement of cumulative,

adaptive, open-ended change, e.g., Whiten (2019). Non-human animals are

capable of limited cumulative cultural change in the sense of improvement with

respect to efficiency or number of traits, but as pointed out by Mesoudi and

Thornton (2018), humans appear to be uniquely capable of recombining traits and

adapting them to new contexts (Gabora, 2019a), cultural exaptation (La Porta and

Zapperi, 2020), and niche construction (Odling Smee et al., 2003), which can result

in discontinuities.

and so forth, to get a faster horse, he likely would never have
invented the automobile. Since cultural change is not necessarily
incremental, and not always confined to a given domain, cultural
lineages cannot be documented merely through the analysis of
cultural outputs. A theory of cultural evolution must incorporate
the conceptual networks and psychological processes that spawn
cultural innovations. Moreover, such a theory must be non-
normative; it must be able to account for individual and group
differences in the organizing of knowledge and experience, so as
to address how these differences lead individuals and groups to
uncharted terrain, and guide their explorations therein, resulting
in cultural novelty.

Some models of cultural evolution do an excellent job
of revealing patterns of continuity and discontinuity arising
through innovative “tweaks and leaps” (Kolodny et al., 2015;
Miu et al., 2018). However, their focus is on global patterns (as
opposed to underlying mechanisms), and limited to a specific
kind of discontinuity that reflects rapid change in the number
of elements in a population’s toolkit (Kolodny et al., 2015). It
is commonly assumed that a cultural discontinuity is due to an
“intermediate” that is missing from the archaeological record,
but often the discontinuity is due not to a lost intermediate
but to complex cognitive processes that are not evident from
examination of the cultural outputs themselves (Heyes, 2018a,b;
Osiurak and Reynaud, 2020). Such discontinuities may involve
modification of superficial structure despite a preservation of
deep structure, as occurs in metaphor (Lakoff, 1993), analogy
(Gentner, 1983; Holyoak and Thagard, 1996), and cross-domain
transfer. In the early scattered stages of cultural evolution
research, these discontinuities can be ignored as outliers, but to
build a theoretical framework for cultural evolution, they must
be accommodated. Such a framework requires a process model
of how and why cultural lineages unfold as they do, i.e., how
a given modification builds upon existing conceptual structure,
and paves the way for future conceptual structure.

Recognition of these issues has led some to develop network-
based and systems-based models of cultural evolution (Gabora,
1995; Enquist et al., 2011; Kirby, 2017; Gabora and Smith, 2018;
Buskell et al., 2019; Tangherlini et al., 2020). By incorporating
actual and potential relationships amongstmental representations
(MRs),3 networks provide a means of escaping local maxima
(e.g., breeding a faster horse) and finding global maxima
(e.g., inventing the automobile). Network-based approaches to
culture have also been developed to overcome concerns with
phylogenetic approaches (discussed in detail elsewhere, e.g., Lipo,
2005; Gabora, 2006; Tëmkin and Eldredge, 2007; Gabora et al.,
2011; Veloz et al., 2012; Gabora and Steel, 2021).

This paper proposes a method for modeling cultural
discontinuities caused by cross-domain cognitive processes using
Reflextively Autocatalytic Foodset-generated (RAF) networks.
The term reflexively is used in its mathematical sense, meaning
that each part is related to the whole. The term autocatalytic

3Although we use the terms “mental representation,” we are sympathetic with the

view (common amongst ecological psychologists and in the quantum cognition

community) that what we call mental representations do not “represent,” but act as

contextually elicited bridges between the mind and the world.
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will be defined more precisely shortly, but for now it refers to
the fact that the whole can be reconstituted through interactions
amongst its parts. The term foodset refers to the elements that
are initially present, as opposed to those that are the products
of interactions between them. The psychological significance of
this is that the MRs that collectively form a RAF are mutually
accessible, i.e., there exists some possible associative path (either
direct, or indirect) from any one mental representation in the
RAF to any other. Thus, MRs can be compared, contrasted,
and strung into sequences, and mental operations, such as
addition and subtraction, concept combination, and so forth,
are possible.4 The study of autocatalytic networks is a branch
of network science, the study of complex systems composed
of interacting parts. The parts are represented by nodes, and
interactions amongst them are represented by edges. Thus, the
nodes of a network are vertices where the edges intersect. In
applications of network science to cognition, the nodes generally
represent concepts or other sorts of MRs, and the edges represent
relationships between them, such as associations due to similarity
(e.g., Mars and Jupiter) or complementarity (e.g., mortar and
pestle). Autocatalytic networks differ from other network models
used to model cognition in that the nodes are not just passive
transmitters of activation; they actively galvanize, or “catalyze”
the synthesis of novel (“foodset-derived”) nodes from existing
ones (the “foodset.”) This makes them uniquely suited to model
how new structure grows out of earlier structure, i.e., generative
network growth (Steel et al., 2019).

The paper begins with a discussion of cross-domain transfer,
followed by an introduction to the autocatalytic approach
used to model it using RAF networks, and an overview of
past applications of RAF networks to cultural evolution and
cognition. We then present a study of a specific cultural
discontinuity involving cross-domain transfer of elements of an
inspirational source to creative targets. The inspirational source is
a celebrated example of Upper Paleolithic art, the Löwenmensch
or “lion-man” figurine (from the Hohlenstein-Stadel cave in
Germany). The creative outputs are pieces of music, writing,
and visual art inspired by this statue. Finally, we present a RAF
network model of this cultural discontinuity using an instance of
cross-domain transfer.

2. CROSS-DOMAIN TRANSFER

Cross-domain transfer is ubiquitous in the history of innovation
(Feinstein, 2006; Enkel and Gassmann, 2010; Kalogerakis
et al., 2010), and it has been suggested that the capacity to
accommodate it could serve as a litmus test for a viable theory
of cultural evolution (Gabora, 2019a). The cross-domain source
material may arise by noticing something in the environment.
For example, the concept of wing warping—the key insight in the
invention of the airplane—occurred to Wilbur Wright as he idly
twisted an inner tube box (Heppenheimer, 2003). He realized that

4For further details see Gabora and Steel (2017, 2020a,b, in press). Elsewhere,

we investigate the relationship between RAF structure and psychological

integration/fragmentation [Ganesh, K., and Gabora, L. (under review), A

Dynamical Autocatalytic Model of Therapeutic Change].

by twisting the trailing edges of the wings in opposite directions it
would be possible to control the direction of the aircraft, thereby
removing the remaining fundamental obstacle to human flight.

Cross-domain inspiration is prevalent in the arts. The re-
presentation of poetry, painting, or sculpture as music is
historically ubiquitous.5 A well-known example is Schubert’s
“Hymn to Mary,” also known as “Ellens dritter Gesang” (“Ellen’s
Third Song”) or (more famously) “Ave Maria.” This song from
the opera The Lady of the Lakewas inspired byWalter Scott’s epic
poem of the same title (Deutsch, 1928). Indeed, the phenomenon
of cross-domain creativity may go back much further, as the
earliest stringed instrument may have been derived from the
bow and arrow (Montagu, 2017). In short, cross-domain thinking
exerts a profound impact on cultural evolution.

The cross-domain thought that goes into a creative work is
not always evident in the work itself. The prevalence of cross-
domain influences on creativity was examined in two studies,
one with creative experts, and the other with undergraduate
students from diverse academic backgrounds (Scotney et al.,
2019). Participants listed both their creative outputs, and the
influences (sources of inspiration) associated with each of these
outputs. In both studies, cross-domain influences on creativity
were found to be widespread, and indeed, more frequent than
within-domain sources of inspiration. In another study in which
painters were instructed to paint what a particular piece of music
would “look like” if it were a painting, naïve participants were
able to correctly identify at significantly above chance which piece
of music inspired which painting (Ranjan et al., 2013). Although
the medium of expression was different, something of its essence
remained sufficiently intact for people to detect a resemblance
between the new creative output and its inspirational source.
These studies show that even when the creative output lies
squarely in one domain, the process giving rise to it may be rooted
in another. A viable theory of cultural evolution must be able to
incorporate this.

Cross-domain thinking often takes the form of analogy.
Analogy is central to our humanness (Holyoak and Thagard,
1996; Hofstadter and Sander, 2013), and satisfies our need to
understand the world through symbolic language (Hart, 2011;
Riddell, 2016). It can thus help us in the task of understanding
how culture evolves (Brand et al., 2020). A well-known example
of analogical transfer is Kekulé’s discovery of the structure of
benzene by visual analogy to a snake biting its tail (Findlay,
1965; Gabora and Steel, in press). This example reveals an
interesting aspect of the phenomenon: the information from
the source domain is not always retrieved from memory in the
form it was originally encoded. Items from memory may need
to be modified to be useful as a source (Holyoak and Thagard,
1996). (Kekulé had likely never seen a snake bite its tail, but his
daydreaming mind modified the concept SNAKE in a way that
elicited this insight.).

Analogy plays a role not only in the discovery and
development of ideas, but in the pedagogical process by which
cultural information is transmitted (Holyoak and Thagard, 1996).

5See, for example, research on ekphrasis, wherein a visual work of art is either

verbal described, or translated into some other artistic medium (Goehr, 2010).
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Analogies are often used by parents and educators to explain
abstract, or unfamiliar ideas, in terms of concrete or familiar
ones. For example, analogy to existing methods of gene editing
played a role in the discovery of CRISPR-Cas9 technology
(Doudna and Charpentier, 2014), and its discoverers explain
how it works through analogies to a weapons defense system
and a Swiss army knife (Doudna and Sternberg, 2017; Thagard,
2019). Thus, analogies influence—sometimes misleadingly—how
new concepts are understood, and developed further. Analogy
and cross-domain transfer rely on cross-domain associations that
often go unnoticed, or arise spontaneously due to the impact of
context, and, therefore, cannot be predicted in advance. These
associations, in turn, rely on the inter-connectivity of the human
brain (Gabora, 2010a). For this reason, it would appear that a
model of cultural evolution cannot accurately accommodate lines
of cultural influence that arise through these processes unless
network structure is at its core.

3. THE AUTOCATALYTIC APPROACH TO

CULTURAL EVOLUTION

Because an RAF captures the nature of a structure as a
whole, a cognitive RAF is, by necessity, abstract. It does not
distinguish between semantic memory (memory of words,
concepts, propositions, and world knowledge) and episodic
memory (personal experiences); indeed, we are sympathetic to
the view that these are not as distinct as once thought (Kwantes,
2005). As in other applications of network science to cognition,
in the RAF models developed here, nodes represent MRs. MRs
are composed of one or more concepts:mental constructs such as
DOG or FREEDOM that enable us to interpret new situations
in terms of similar previous ones. For a detailed comparison
between cognitive RAFs and other models used in cognitive
science and cultural evolution research, we refer the reader to
papers in which RAFs have previously been used to model the
origin of cultural evolution (Gabora and Steel, 2020b, 2021), and
the transition to behavioral and cognitive modernity (Gabora and
Steel, 2020a). The present paper does not address the origin of
culture, nor in a general sense how it evolves, but it contributes to
this overarching program of research by modeling a particularly
challenging aspect of cultural evolution, namely, the puzzle of
cultural discontinuities.

3.1. Rationale for the Approach
We now summarize the key advantages of the RAF approach.

(1) Semantic grounding. The distinction between foodset items
and foodset-derived elements provides a natural means of
grounding abstract concepts in direct experiences; foodset-
derived elements emerge through interactions, described as
“reactions,” that can be traced back to foodset-items.

(2) Reactivity of ideas. The rationale for treating MRs as catalysts
comes in part from the literature on concept combination,
which provides extensive evidence that when concepts act
as contexts for each other, their meanings change in ways
that are often non-trivial and defy classical logic (Osherson
and Smith, 1981; Hampton, 1988; Aerts et al., 2009, 2013,

2016). The extent to which one MR modifies the meaning
of another is referred to here as its reactivity. A given MR’s
reactivity varies depending on the other MRs present in
working memory.6 MRs activate, or “react with” each other,
by aligning with needs (e.g., the need to solve a problem or
resolve cognitive dissonance), and the emotions they elicit.
Whereas many conventional node-and-edge network models
require external input to continue processing, RAF networks
“catalyze” conceptual change endogenously, resulting in
new conduits by which needs and goals can be met. The
recognition that cognitive networks operate in the service
of goals and desires is not new, but here this relationship
serves to maintain a reflexively autocatalytic network. By
recursively inciting—or, catalyzing—MRs’ interactions—or,
reactions—between each other, MRs self-organize into new
structures that can be formally described. MRs are not only
activated by stimuli, and participate in pattern learning, but
form a network that is self-organizing and entropy-reducing,
and conceptual restructuring can percolate throughout the
network and affect its global structure. This is consistent
with findings that immersion in a creative task can be
therapeutic, and accompanied by a sense of release (Barron,
1963; Forgeard, 2013). Treating MRs as not merely passive
participants in spreading activation, but active catalysts of
conceptual change is central to our strategy for capturing
the flexibility of human cognition. It enables RAFs to be
used to model cognitive development during childhood of
the kind of conceptual structure that actively participates in
the generation of cultural novelty, i.e., the emergence of new
“hubs” in the cultural evolution machinery (Gabora et al.,
2021).

(3) Tracking cultural change within and across conceptual

networks. The RAF approach tags mental representations
with their source, i.e., whether they were (1) innate, (2)
acquired through social learning (of pre-existing information),
(3) acquired through individual learning (of pre-existing
information), or (4) the result of creative thought (resulting
in new information). This demarcation makes it possible
to trace innovations back to the individuals that generated
them, and describe and track how new ideas and cultural
outputs emerge from previous ones. We note that in the
cultural evolution literature, it is commonly assumed that
two processes contribute to cultural evolution: social learning
(including iterated learning), and individual learning (Rogers,
1988; Gabora, 1995; Henrich and Boyd, 2002; Mesoudi et al.,
2006, 2015; Kirby, 2017).7 Creative thought gets lumped in
with individual learning, but there is an important distinction
between them. In individual learning—obtaining pre-existing
information from the environment by nonsocial means

6For example, the degree to which PYLON qualifies as an instance of HAT

increases in the context “worn to be funny” (Veloz et al., 2011).
7Much has been made of Rogers’ paradox (that social learning can invade a

population without increasing its fitness). However, the apparent “paradox” is an

artifact of assumptions built into Rogers simulation (Gabora and Tseng, 2017;

Kharratzadeh et al., 2017), including that it incorporates social learning and

individual learning (of existing information) but not the creative generation of new

information.
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through direct perception—the information does not change
form once the individual knows it. Noticing for oneself that
lightning tends to be followed by thunder is an example
of individual learning. In contrast, in abstract thought—
the processing of internally sourced mental contents—the
information is in flux (Barsalou, 2005), and when this
incremental honing process results in the generation of new
and useful or pleasing ideas, behavior, or artifacts, it is said to
be creative (Basadur, 1995; Feinstein, 2006; Chan and Schunn,
2015a; Gabora, 2017). An example of abstract thought is
insight through concept combination, such as by fusing the
concept of TIRE with the concept of SWING to yield the
idea of making a swing from a tire. Distinguishing between
individual learning and creative thought enables us tomonitor
where in a cultural lineage each new idea (or idea component)
first arose, assess the relative contribution of these different
sources on the emerging conceptual networks of individuals
and social groups, and track cumulative change in cultural
lineages step by step.

(4) Integrative framework. The RAF approach offers an
established formal framework for integrating cultural
evolution research with cognitive science, and embedding this
synthesis in the study of self-organizing structures and their
role in evolutionary processes. RAFs replicate and evolve,
as demonstrated (both in theory and in simulation studies),
which makes them a viable candidate for explaining how
cultural information replicates and evolves (Gabora and Steel,
2020b). Indeed, the fact that autocatalytic networks (such
as RAFs) have proven useful for modeling the origins of
both biological (Vasas et al., 2012; Hordijk and Steel, 2016;
Steel et al., 2019; Xavier et al., 2020), and cultural evolution
(Gabora, 1998, 2000; Gabora and Steel, 2020a,b, 2021),8

suggests that RAF theory may provide a broad conceptual
framework that is applicable to the origins and early stages of
any evolutionary process.

3.2. Reflextively Autocatalytic and Foodset

Generated (RAF) Networks
The theory of autocatalytic networks grew out of studies of
the statistical properties of random graphs consisting of nodes
randomly connected by edges (Erdös and Rényi, 1960). As the
ratio of edges to nodes increases, the size of the largest cluster
increases, and the probability of a phase transition resulting in a
single giant connected cluster also increases.

The recognition that connected graphs exhibit phase
transitions led to their application to efforts to develop a formal
model of the origin of life (OOL), i.e., how abiogenic catalytic
molecules crossed the threshold to the kind of collectively
self-sustaining, self-replicating, evolving structure we call “alive”
(Kauffman, 1986, 1993). In the application of graph theory
to the OOL, nodes represent catalytic molecules, and edges
represent reactions. It is exceedingly improbable that any
catalytic molecule present in the primordial soup of Earth’s early
atmosphere catalyzed its own formation. However, reactions

8For related approaches, see Cabell and Valsiner (2013), Muthukrishna et al.

(2018), and Andersson and Törnberg (2019).

generate new molecules that catalyze new reactions, and as the
variety of molecules increases, the variety of reactions increases
faster. As the ratio of reactions to molecules increases, the
probability that the system will undergo a phase transition
increases. When, for each molecule, there is a catalytic pathway
to its formation, the set of molecules is said to be collectively
autocatalytic, and the process by which this state is achieved has
been referred to as autocatalytic closure (Kauffman, 1993).

Autocatalytic networks were also used to model how discrete
MRs coalesce into an integrated understanding of the world
capable of generating cultural novelty (Gabora, 1998).9 In
this application, nodes represent, not catalytic molecules, but
MRs, and the edges represent interactions amongst MRs, such
as through associative learning or concept combination. The
catalyst often takes the form of a problem, desire, or need.
It may be a biological need, such as the need for food or
shelter, or produced by some earlier “reaction,” as when solving
one problem leads to another. Very often, a reaction on one
MR is catalyzed by another MR that has become aligned with
the underlying need. For example, although Wilbur Wright’s
invention of wing warping was ultimately motivated by the need
to create a flying machine, it was directly “catalyzed” by the
notion of a bending box.

Autocatalytic networks have been developed mathematically
in the theory of Reflexively Autocatalytic and Foodset-
generated (RAF) networks (Hordijk and Steel, 2016; Steel
et al., 2019). The term reflexively is used in its mathematical
sense to mean that every element is related to the whole.
The term foodset refers to the reactants that are initially
present, as opposed to those that are the products of
catalytic reactions. RAF theory has been used to model the
emergence of a self-sustaining, self-replicating structure (i.e.,
a living protocell Hordijk and Steel, 2015). Thus, RAFs offer
a promising avenue for modeling the OOL, and thereby
understanding how biological evolution began (Vasas et al.,
2012; Hordijk and Steel, 2016; Steel et al., 2019; Xavier et al.,
2020).

RAFs have also been used to model cognitive transitions
underlying cultural evolution (Gabora and Steel, 2020a,b,
2021). This is consistent with the theory that humans possess
two levels of complex, adaptive, self-organizing structure—
an organismal level and a psychological level with the mind
playing the role in cultural evolution that the soma plays in
biological evolution (Maturana and Varela, 1973; Barton, 1994;
Gabora, 2004). The self-sustaining, self-protecting nature of
a conceptual network is evident in the tendency to reduce
cognitive dissonance, resolve inconsistencies, and preserve
existing schemas in the face of new information. This is
not merely an extension of organismal needs; indeed, these
two levels of endogenous control can be at odds (e.g., a
scientist immersed in solving a problem may neglect offspring
or forget to eat.) Although the contents of a conceptual

9Autocatalytic networks provide an abstract formal framework that happened to

be first applied to the origin of life, but are equally applicable to cognition. Neither

is more or less “metaphorical” than the other; they are simply different applications

of the same formal framework.
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network change over time, it maintains integrity as a relatively
coherent whole. Conceptual structure replicates, in a piecemeal
manner, when individuals share ideas and perspectives. We
posit that the generation of cumulative cultural novelty reflects
the capacity for conceptual networks to evolve. Elsewhere, we
have extensively compared and contrasted how RAF theory
terminology applies in biological and cultural/cognitive settings
(Gabora and Steel, 2017, 2020a,b, 2021, in press). The fact
that RAFs have proven useful in both these domains suggests
that RAF theory may provide a broad conceptual framework
that is applicable to the origins and early stages of diverse
evolutionary processes.

We now summarize the key concepts of RAF theory. A
network of interrelated parts, such as a conceptual network,
is referred to as a catalytic reaction system (CRS), and is
modeled as a tuple Q = (X,R,C, F) consisting of a set
X of interacting elements, a set R of reactions, a catalysis
set C indicating which types of elements catalyze which
reactions, and a subset F of X called the foodset. A Reflexively
Autocatalytic and F-generated set—i.e., an RAF—is a non-
empty subset R′ ⊆ R of reactions that satisfies the following
two properties:

1. Reflexively autocatalytic: each reaction r ∈ R′ is catalyzed by
at least one element type that is either produced by R′ or is
present in the foodset, F; and

2. F-generated: all reactants can be generated from the foodset F
through a series of reactions inR′ itself.

Recall that, in a cognitive context, the foodset, refers to those
MRs that the individual was born with, or that were obtained
through social learning or individual learning; i.e., it excludes
MRs resulting from creative mental operations (such as concept
combination or induction) in the mind of the individual. Thus,
psychologically, the first requirement means that each creative
mental operation can be triggered (galvanized) by an MR in
the RAF. The second requirement means that, starting from the
foodset, there exists a possible stream of thought (series of mental
operations) that culminates in each MR in the RAF.

A set of reactions that forms a RAF is simultaneously self-
sustaining (by the F-generated condition) and (collectively)
autocatalytic (by the RA condition) because each of its “reactions”
(or interactions) is “catalyzed by” (or facilitated by) an element
of the RAF. RAF theory has proven useful for identifying how
phase transitions might occur, and at what parameter values.
In the origin of life context, an RAF emerges in systems
of polymers (molecules consisting of repeated units called
monomers) when the complexity of these polymers (as measured
by maximum length) reaches a certain threshold (Kauffman,
1993; Mossel and Steel, 2005). The phase transition from no
RAF to an RAF incorporating most or all of the molecules
depends on (1) the probability of any one polymer catalyzing
the reaction by which a given other polymer was formed, and
(2) the maximum length (number of monomers) of polymers
in the system. This transition has been formalized and analyzed
(mathematically, and using simulations) and applied to real
biochemical systems (Hordijk and Steel, 2004, 2016; Mossel and
Steel, 2005; Hordijk et al., 2010, 2011), as well as cognitive

systems (Gabora and Steel, 2020a,b, 2021). Because of the
deep structural or algorithmic similarity between the origin
of life and the origin of culture (as discussed above), much
of this analysis can be readily imported from the former to
the latter.

3.3. Hierarchical RAF Structure
There are three ways in which subRAFs can combine and expand
(Steel et al., 2020):

(1) If a CRS (such as a network of catalytic molecules or a
conceptual network) contains an RAF, then the collection of
all its RAFs forms a partially ordered set (i.e., a poset) under
set inclusion, with a unique maximal element: the maxRAF.
Thus, the maxRAF is the largest RAF in the CRS. A CRS need
not have an RAF, but when it does there is a unique maxRAF.
Those RAFs that are not the maxRAF are called subRAFs. The
fact that the maxRAF may contain many RAFs enables RAFs
to evolve, as demonstrated (both in theory and in simulation
studies) through selective proliferation and drift acting on
possible subRAFs of the maxRAF (Vasas et al., 2012; Hordijk
and Steel, 2016). The union of any two (or more) subRAFs is
an RAF (which explains why there is a unique maximal RAF).
There may be a large number of irreducible RAFs, referred
to as irrRAFs: RAFs that cannot be broken down into smaller
RAFs. It is computationally straightforward to determine if a
network has a unique irrRAF.

(2) Some RAFs have the additional property of being closed,
meaning that they are stable unless the reaction or foodset
changes. Formally, a closed RAF is a RAF that contains every
reaction in the network that has each of its reactants and at
least one catalyst present either in the foodset or as a product
of some reaction in the RAF. The maxRAF is always closed.
A subRAF that is not closed is said to be transient. A transient
RAFmay add additional reactions until it becomes closed. The
closure of any subRAFwill contain the original subRAF, and be
larger (unless the original subRAF was already closed).

(3) R′ may combine with a co-RAF: a nonempty set of reactions
that is not an RAF on its own, but that forms a RAF when
combined with R′.

These are the only intrinsic processes by which RAFs can
expand. Expansion can also be extrinsically driven by a
change in the foodset, due to the presence of a new
environmental stimulus, or through social learning processes.
Extrinsic expansion can also arise due to a change in the
permitted reactions, such as when participants in an experiment
are instructed to “think creatively.” Computationally, it is
straightforward to determine if an RAF is the union of two
smaller RAFs, and if a set of reactions is a co-RAF (Smith et al.,
2014).

4. THE HOHLENSTEIN-STADEL

LÖWENMENSCH (LION-MAN)

The Löwenmensch or “lion-man” figurine from the Hohlenstein-
Stadel cave in Germany (Figure 1), carbon-dated to the
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TABLE 1 | Demographic information.

Artist Primary medium Age Nationality Years of experience

SLT*

AS Music - Percussion 33 USA > 15

LN Music - Vocals 36 Canada > 20

ND Music - Cello /

Computer

27 Persia/Russia > 10

SW* Written word (Novelist) 71 Australia > 30

WC* Music 67 Australia > 30

MG Music 38 USA > 20

LH Written word (Poetry) 78 Australia > 30

SD Visual Art 64 Canada/USA > 30

SB Written word (Novelist

and Playwright)

67 USA > 30

*Indicates participants who provided process descriptions (SLT refers to themusical group

composed of the three individuals, AS, LN, and ND).

Interpleniglacial period between 35,000 and 40,000 years ago, is
one of the oldest-known zoomorphic (animal-shaped) sculptures
in the world, and one of the oldest-known examples of figurative
art. It measures 31.1 cm, and was carved out of mammoth ivory
using a flint stone knife.

We cannot know exactly how the Löwenmensch figurine
was created. However, by reverse-engineering the process, it is
possible to infer what conceptual structure would, at a minimum,
have had to be in place for it (Tehrani and Riede, 2008; Gabora
et al., 2011; Veloz et al., 2012). Our earlier autocatalytic model
of the cognitive processes involved in the generation of the
Löwenmensch figurine (Gabora and Steel, 2020a) made use of
available evidence, such as our knowledge that the lion was the
largest and most dangerous predator in the ecosystem of the
Interpleniglacial period (Porr, 2010; Kind et al., 2014), and likely
a source of fear and awe due to its power and aggression (Hahn,
1986).

5. STUDY

To test the hypothesis that in cross-domain transfer there are
identifiable threads of continuity connecting the inspirational
source with the output it inspires, which can serve as the basis
for lines of cultural descent, we carried out a study of artistic
works inspired by the Löwenmensch figurine. We also sought
to determine, if such threads of continuity exist, what form
they take.

5.1. Participants
The researchers contacted musicians, visual artists, and
composers with whom LG was familiar, to ask them if they
would like to participate in the study, i.e., convenience sampling.
Participants were recruited by KG through email. This resulted
in seven participants/participant groups, consisting of one
musician, one musical group (consisting of three members),
one composer, one visual artist, one poet, and two writers.
Demographic information about the participants is provided in
Table 1.

FIGURE 1 | Sketch of the Löwenmensch or “lion-man” figurine from the

Hohlenstein-Stadel cave in Germany. According to the Ulm Museum, 14C

dates put it at an age of 35,000 to 40,000 years. The hand indicates its relative

size (Obtained with permission from the artist, Cameron Smith).

5.2. Method
Upon obtaining verbal consent, KG emailed the participants a
pamphlet about the Löwenmensch figurine, including its physical
description, history, and context of discovery (available in the
Supplementary Information). Participants were instructed to
read the pamphlet, view the picture of the figurine, and use it
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as an inspiration for a creative product. They were also asked to
document their process of thinking and creation, and answer five
questions that were emailed to them:

(1) What were your initial reactions to the figurine? What were
your thoughts and emotions when you first encountered the
object and its history, in the context of a creative prompt to
compose music/poetry?

(2) How did your idea for your creative product emerge? What
were some of the initial ideas that came up, and was there any
specific rationale for choosing the ideas that you did?

(3) What were your thoughts and emotions as you were engaged
in the process of creation? What was the process itself like?

(4) What were your thoughts and emotions when your creation
was complete?

(5) Has your creative involvement with the figurine triggered
other ideas and/or affected other areas in your life?

The finished artworks inspired by the Löwenmensch figurine are
accessible in the Supplementary Data section of the paper. As
such, they are able to exert an influence on the cultural lineage
of scholarly inquiry into the nature of cultural evolution and the
creative processes that fuel it. However, the influence of these
Löwenmensch-inspired artworks is not only scholarly in nature,
since some of the musicians made their pieces of music available
on the internet and a live performance of the music written by
the musicians has been planned for the spring of 2022. In some
cases, the musicians’ websites also included information about
the figurine itself, thereby expanding the scope of influence of the
figurine itself, and its artistic cultural “offspring.”

5.3. Data
Seven creative pieces in the form of images, poetry, and
music were submitted by participants. Although we asked
all participants to provide responses to the questions, we
only received responses from two individual participants
and the musical group, which were used in the analysis
below. The participants’ creative works are available in the
Supplementary Information.

5.4. Analysis and Results
To analyze the data, we used a qualitative data analysis method
known as thematic analysis (Braun and Clarke, 2012). Each of the
participants’ descriptions of their creative process was read over
several times by KG, and specific extracts of text were assigned
codes. For example, the extract, “We really wanted to focus on
the fact that the artist chose a lion and a human” was coded
“lion-human hybrid.” The initial codes were then refined and
organized into themes. A theme could pertain to any aspect of
the figurine, its history, or context, that inspired one or more
elements of the participants’ creative output. The assignment
of codes and the grouping of codes into themes facilitated the
process of identifying commonalities across the data provided by
the different groups.

The presence or absence of a specific theme in a process
description is depicted in Table 2. Three themes appeared
multiple times, i.e., in at least two of the three creative process

TABLE 2 | Presence (+) or absence (-) of through-line in the work of the creators.

Musical

group (SLT)

Writer (SW) Musician

(WC)

Lion-human hybrid + + +

Subtractive sculpting / negative space + - -

Deterioration / erosion by natural forces + + -

Waiting to be found (with a story to tell) - + +

descriptions: Lion-Human hybrid (LH), Deterioration / erosion
by natural forces (D), and Waiting to be found (with a story
to tell) (W). These three themes therefore served as three of
our four through-lines. The fourth through-line, Subtractive
sculpting (S), appeared only in SLT’s description.We nevertheless
retained it as a through-line because it was not straightforwardly
implementable in any domain other than music, and SLT
emphasized its central importance to their creative output.
Therefore, it was deemed to be of greater significance than any
other theme that appeared only once.

We then reviewed the creative output to confirm that each of
the four identified through-lines had manifested in at least one of
the creative outputs themselves, and this was indeed the case (e.g.,
the short-story described a lion-human hybrid, and subtractive
sculpting was evident in the music, which began with a chaotic
blend of many sounds, many of which had been “whittled away”
by the end to produce a sound that was purer and more musical).
We now elaborate briefly on the four through-lines:

(1) Lion-Human hybrid (LH): All three creative process
descriptions indicated how the anthropomorphic nature
of the figurine was an important source of inspiration.
For the group of musicians, this manifested as the fusing
of the sound of a lion roar with more “human” elements
(i.e., instrumentation). For writer SW, it manifested as a
story describing the deep bond between a misunderstood
girl and her friendship with a lion. For composer WC, this
“humanoid” nature of figurine led to exploring possibilities
of the figurine being one possibly used for ceremonial
protection, making the creative product a piece of music
meant for a chorus of individuals. As such, the creators
attempted to capture the fusing of human and animal in their
creative pieces.

(2) Subtractive sculpting/negative space (S): Subtractive sculpting
is the action of removal ofmaterial from awhole until a desired
form is reached. The musical group (SLT) took inspiration
from this to attempt to model their process after the action
of subtractive sculpting. They began with a “block” of sound,
and proceeded to remove notes from the same to arrive at a
finished product. They noted that this was counter-intuitive
to the typical method of creating music—“Instead of silence
being the ‘medium’ and sound the ‘paint,’ the opposite had to
occur in order for a true analogy to be made to the process of
carving.” Similarly, one of the members of SLT created a piece
of art inspired by negative space—a relief drawing of the roots
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TABLE 3 | *These are a sample from notes made by participants.

Cross-domain elements Symbol Extract from participants’ notes* Observed in creative output

Lion-Human hybrid LH Our human metamorphosis of the lion’s roar is inspired by the

anthropomorphic nature of this particular statue, as our

‘humanness’ becomes intertwined with the ‘animalness’ of

the lion.

The background of the piece is the sonically

elongated sound of a lion roar; It begins with the

pure sound of a lion, and human interaction in the

form of instrumentation and rhythm is gradually

introduced to interact with this sound.

Subtractive sculpting/negative space S This [the audio of the lion roar] will be the ‘raw material’ that

we work with and will represent the sonic equivalent of an

uncarved block, bone, or tusk... As musicians, our canvas is

generally silence and we tend to add sound to a blank

canvas. In this new form of creation, our canvas is instead

sound itself, from which we subtract a variety of sonic

material.

The piece begins with a full-bodied sound i.e., a lion

roar, and degrades over the course of the piece.

Deterioration/erosion by natural forces D We anticipate that what we created as our anthropomorphic

sound sculpture will deteriorate slowly like the Lion-Man

sculpture has over 40,000 years.

I found myself suggesting that they [her students] imagine

running their hands over the figurine... feeling how smooth the

ivory had been worn.

For generations, I was cradled in many worshiping

hands.

Waiting (with a story to tell) to be found W I didn’t feel as if I was making anything up, just reporting on

what really happened.

"... hid me deep in a cave, in the hope that one day,

what I’d become would found a new cult of

outsiders who believe in art... for forty thousand

years I have waited..."

The complete list of all instances can be found in the Supplementary Information. *Indicates participants who provided process descriptions (SLT refers to the musical group

composed of the three individuals, AS, LN, and ND).

of a now absent tree through tracing the negative space left by
it in the soil.

(3) Deterioration/Erosion by natural forces (D): The creators
described being inspired by the figurine’s age. SW described
imagining holding the figurine, and tracing its surface to
capture the wear-and-tear it must have experienced over
thousands of years. WC indicated how her piece of music
was to this reconstruction of the figurine in the present day,
rather then what it had been when it was undamaged. SLT
attempted to capture through music how the figurine went
from being something that was likely frequently held and
cherished, to something that was “abandoned” to the elements.
The piece begins slowly, reaches a crescendo, and then fades.
In their words, “We anticipate that what we created as our
anthropomorphic sound sculpture will deteriorate slowly like
the Lion-Man sculpture has over 40,000 years.” In contrast,
WC imagined this wear-and-tear as the figurine as having
“shattered” over time due to “despair.”

(4) Waiting to be found (with a story to tell) (W): Participants
described being inspired by the discovery of the figurine. The
context of its excavation and subsequent reconstruction led
some creators to imagine that the time had come for the
figurine to tell its story to the world. SW described feeling
a “growing conviction” that she “knew the true story of the
figurine,” and chose to write her piece in the first person, as the
figurine narrating its own life to the reader. Upon completing
her piece, she described experiencing a deep sense of “relief,”
and felt as if she had “done right by the figurine.”

Thus, we identified four through-lines by which characteristics
of the figurine manifested in the creative work: (1) the

notion of a lion-human hybrid, abbreviated LH, (2) the
notion of negative space, or subtracting from the whole to
reveal the form within, which we referred to as subtractive
sculpting, abbreviated S, (3) the notion of erosion over time
by natural forces, or deterioration, abbreviated D, and (4)
the notion of waiting to be a found with a story to tell,
abbreviated (W).

These through-lines, and examples of the evidence upon
which they were identified, are provided in Table 3, and the full
set of evidence is provided in the Supplementary Materials.
These four spontaneously-generated threads of cultural
continuity formed the backbone of a Löwenmensch-inspired
cultural lineage, enabling cultural evolution even in the face of
discontinuity at the level of conventional categories or domains.

In short, identifiable lines of inspiration connected the
original creative product (the Lion-man) to novel creations
by participants. This process of cross-domain transfer, from
sculpture to music, visual art, prose, and poetry is next modeled
using RAFs.

6. MODEL

We now present an RAF model of the process by which the
Löwenmensch figurine inspired these artistic works. The process
is summarized in Figure 2, and depicted in Figure 3.

6.1. Step One: Socially Learned

Background Knowledge
Each creator’s output was preceded by a lengthy period
sometimes referred to in the creativity literature as preparation,
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FIGURE 2 | (Left) Processes involved, and symbols used to depict them. (Right) Cognitive steps culminating in the cultural lineage described in the text. Items in black

are transmitted through social learning. Items in green are the result of individual learning. Each instance of social learning (Column 2) has been preceded by some

individual at some point in the lineage by a relevant instance of individual learning (Column 3) or creative thinking (Column 4). Steps one, three, and six transmit

foodset (existing) knowledge amongst individuals. Step two occurs through assimilation of the environment not mediated by social learning. Steps four and five

generate new foodset-derived knowledge in the mind of the musician.

which includes the acquisition of domain-specific knowledge.
In the case of the musicians, this includes learning to hear and
play or sing music by others, and knowledge of a particular
instrument, as well as music theory. Recall that F refers to the
foodset, thus Fi refers to the foodset of individual i, the musician,
and Si[Mg] refers to information acquired by i through social
transmission from Mg . The transmission of knowledge of music
from a music teacher,Mg , to the young musician,Mi is described
as follows:

Fi 7→ Fi ∪ {Mi}, Mi ∈ Si[Mg]. (1)

The musicians and other creators also made use of basic
knowledge of lions and humans the was originally obtained by
way of caregivers, which would be modeled in the same way as
domain-specific (e.g., musical) knowledge.

6.2. Step Two: Building on Social Learning
The musicians built on their socially learnt knowledge of
music through individual learning experiences involving practice
and experimentation. Si[l] refers to information acquired by i
through individual learning. Thus, we represent knowledge of
music acquired by the musicians through individual learning
experiences as follows:

Fi 7→ Fi ∪ {Mi}, Mi ∈ Si[l]. (2)

The creators also used individual learning to build on their
socially learnt knowledge of lions and humans, and that
mathematical description of this would be described analogously.

6.3. Step Three: Identify Through-Lines
Creative honing is often (though not always) stimulated by
problem finding (Abdulla et al., 2020), which begins with a
sense of uncertainty, incompletion, inconsistency, or need,
accompanied by a lingering feeling that compels the exploration
and expression of ideas (Feinstein, 2006). In this case, the
uncertainty concerned how to express the figurine (including
the emotions it elicits) in the creators’ domain. In the case
of the musicians, this entailed uncertainty as to how to adapt
characteristics of the figurine to the new domain of music.

Recall that our participants identified four through-lines,
which we refer to as lion-human hybrid (LH), subtractive
sculpting (S), deterioration (D), and waiting to be found (W).
These through-lines undergo cross-domain transfer into the
creators’ respective artistic domains. Let us continue to focus on
the musicians, and model social transmission of the LH (lion-
human hybrid) through-line from the individual h who carved
the figurine so long ago, to a musician, individual i, by way of our
pamphlet about the figurine. The participants had knowledge of
lions and humans prior the task, but the Löwenmensch figurine
showed them that these concepts could be combined to give a
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FIGURE 3 | Steps in the cross-domain transfer from figurine to music (These are the same six steps as in the previous figure; see text for details). Black arrows

indicate social learning, green arrows indicate individual learning, red arrows indicate creative thought, dotted purple lines with stars indicate “catalysis” of a creative

thought. Foodset items are black, and foodset-derived items are white. Since a particular concept, such as the concept of a lion-man hybrid, play different roles in

different steps, it is not possible to use color and shapes to depict roles, as in Figure 2. Orange oval represents the domain of music. Purple arrows in steps four and

five represent “catalysis,” i.e., the facilitation of a creative thought that would otherwise be unlikely or difficult. These steps are catalyzed by musical knowledge, and

the desire to express the experience of the figurine through the constraints of music. Note that since individual i obtained the products of step 5 through creative

thought, it is not member a of the food-set in i, but it is a members of the food-set item in j, k, and l, because they obtained it from i through social learning.

lion-human hybrid. We represent the social transmission of the
combination LION-HUMAN from the carver h, to the musician,
individual i, as follows:

Fi 7→ Fi ∪ {LHi}, LHi ∈ Si[LHh]. (3)

Assimilation of the S, D, and W through-lines are
modeled analogously.

6.4. Steps Four: Cross-Domain Transfer
Let us consider the process by which the musicians carried
out cross-domain transfer of the lion-human hybrid (LH)
through-line resulting in a musical expression of the lion-human
hybrid. This kind of mental operation is sometimes referred
to as representational redescription, and in the language of
autocatalytic networks, it is sometimes called a “reaction.” It
transforms an element of Fk into an element of ¬Fk. In the
case of the musicians and the LH through-line, the concept of a
lion-human hybrid (LHi) served (in the language of autocatalytic
networks) as a “reactant” that undergoes further transformation.
The process was facilitated (or, in the language of autocatalytic
networks, “catalyzed”) by musical knowledge, as well as by the
context: desire to express figurine as music, which we collectively
denote ni. We refer to this kind of need, or knowledge, or desire,
that sparks or enables a particular mental operation to take place,
as a “catalyst” of that mental operation. Cross-domain transfer
generates a product, denoted Ri ∈ musLHi. Thus, in general, for

an individual k (where k = i, j), we write ak
bk
−→ ck to denote

the process that transforms one MR (ak) to a resulting MR ck (in

¬Fk) by catalyst bk, and we let ak + a′k
bk
−→ ck denote a mental

operation that combines and transforms two MRs (ak, a
′
k) into a

new MR ck (in ¬Fk) by catalyst bk. We describe the musicians’
cross-domain transfer of the LH through-line as follows:

LHi
ni
−→ musLHi, ¬Fi 7→ ¬Fi ∪ {musLHi}, (4)

Cross-domain transfer of the other through-lines, specifically
Subtractive sculpting (Si), Deterioration (Di), and Waiting to be
found (Wi), are described analogously. Cross-domain transfer
expands the affordances of MUSIC (i.e., it is now perceived as
something that can be express the emotional response to an
ancient figurine). Affordances are a kind of association and, as
such, they increase the connectivity of the conceptual network.

6.5. Step Five: Combining Through-Lines

and Synthesis Into Creative Output
Once again, the products of the previous “reaction,” i.e.,
the musical forms of the through-lines—lion-human hybrid
(musLHi), subtractive sculpting (musSi), deterioration (musDi),
and waiting to be found (musWi)—serve as “reactants” that
undergo transformation through mental operations to achieve
the final finished product, a piece of music that conveys the
experience of encountering the Löwenmensch. This product is
denoted musLi ∈ Si(l). This step, like the preceding one, was
facilitated, or “catalyzed” by musical knowledge, as well as by the
context: desire to express figurine as music, which we collectively
denote ni. We describe this step as follows:

musLHi + musSi + musDi + musWi
ni
−→ musLi, ¬Fi

7→ ¬Fi ∪ {musLi}, (5)
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The new connections the creators acquired through the process
of transferring elements of the figurine from the domain
of sculpture to their chosen domain of artistic expression
reconfigured their conceptual networks. For example, the
realization that the concept LION can be hybridized with the
concept HUMAN, and that this new hybrid concept can be re-
expressed as music, forged new connections in their conceptual
networks. The initial creative phase was followed by a honing and
verification stage: development of the idea, as well as evaluation
and assessment. This involved practicing and improving upon
the original musical ideas. The thought processes underlying
these activities brought about further expansion of the maxRAF.

6.6. Step Six: Incorporating Musical

Expression of Löwenmensch Into Cultural

Lineage
Once the artist was confident he/she had achieved a musical
expression of the figurine, the next stage was to share it with
others, for example, by making it publicly available on a website.
We represent the social transmission of a piece of music inspired
by the figurine denoted musF, from a musician, individual i, to a
listener, individual j, as follows:

Fj 7→ Fj ∪ {musFj}, musFj ∈ Sj[musFi]. (6)

Note that in the RAF approach, the impact of entire experience
(including both the experience of acquiring knowledge about
the figurine and the experience of listening to the music) on
the listener is described differently for the musicians’ audiences
than for the musicians themselves. For example, the mental
representation of a lion-human re-expressed as music, i.e.,
musLH was obtained by the musician through representational
redescription, modeled as a “reaction” that expanded the set
of foodset-derived MRs, ¬F. In contrast, for the musicians’
audiences, musLH is obtained as through social learning, and
it expands the foodset, F. Not only did the creators’ insights
over the course of the project impact the scope of what
is possible in their chosen creative outlet, but it impacted
humanity’s conception of the figurine as well, by expanding
the breadth of associations to include musical, literary, and
two-dimensional outputs.

7. DISCUSSION AND CONCLUSION

The challenge of cultural discontinuities is sometimes swept
under the rug by discarding outliers with characteristics that
do not fit neatly into pre-established categories. However, this
rules out a priori exactly those elements of cultural lineages that
have the capacity to open up new cultural trajectories. Such
analyses appear to support phylogenetic tree models of culture,
but they disqualify those data that have the greatest impact on
how culture evolved, data that wouldmake cultural lineagesmore
network-like than tree-like. To describe and explain cultural
lineages—including their discontinuities—with as much rigor as
has been carried out for biological lineages, we need a theory that
incorporates individual and group differences in the structuring
of knowledge and experience that give rise to patterns of cultural

descent that stray from established classifications. A given song,
or tool, or artwork is not just a variant of its predecessors;
a host of subtler cultural influences may affect its form and
cultural impact, i.e., the feelings it evokes, and the utility people
gain from it. This paper investigated the hypothesis that, with
respect to one widespread source of cultural discontinuity—
cross-domain transfer—threads of cultural continuity can be
found, though they do not reflect categorical or domain-based
relationships, and cannot be predicted in advance since they arise
spontaneously through interactions between the inspirational
source, the target domain, and the creator. We identified four
such through-lines in the generation of creative works inspired
by the Hohlenstein-Stadel Löwenmensch figurine, and used one
of them to illustrate how such lines of cultural relatedness
can be modeled using the autocatalytic network approach. The
RAF approach enabled us to track trajectories of conceptual
change within and across individuals, and ultimately understand
how these processes culminated in the unique contributions
of individuals and groups to cultural evolution. Thus, the
approach was well-suited to modeling how new ideas grew out
of existing knowledge.

A limitation of this study was the small sample size. In
addition, the creative products may have been affected by
the limited time frame the creators had to produce their
work. Also, we were not able us to assess precisely which
aspects of the inspirational input inspired the through-lines;
for example, it is uncertain to what extent the through-lines
emerged due to visual inspection of the photograph of the
Löwenmensch figurine, or to the written document about it
that they were given. In future work, the approach will be used
to analyze vastly larger cognitive networks, capitalizing on its
merits relative to other methods for analyzing large networks,
and effectiveness for developing efficient (polynomial-time)
algorithms for questions that are computationally intractable
(NP-hard) (Steel et al., 2019). Another interesting direction
for future work in this area would be to explore the impact
of a creative source across other disciplines. For instance,
the Löwenmensch figurine may “catalyze”—either directly or
indirectly—thinking in disciplines such as archaeology or soil
chemistry, or enter into political discussion of the ethical
considerations in the use of ivory.

Like other network approaches to culture such as that of
Enquist et al. (2011), RAFs model the cognitive structures
and processes that influence cultural trajectories. Another
complementary albeit non-RAF approach is the work of
Carignani et al. (2019). They develop a “Woesian” (after Carl
Woese) model of technological discontinuities that they apply
to detailed analyses of the invention of the bow-and arrow,
the turbojet revolution, and the 3D printer. Unlike other
network approaches, the RAF approach differentiates between
(1) foodset MRs (knowledge that is either innate, or that
results from social learning or individual learning of existing
information), and (2) non-foodset MRs (new information that
results from abstract thought, or interactions amongst other
MRs). This makes it straightforward to identify the point of
origin of each new feature of a cultural lineage, and what
prompted or inspired that new feature, as well as the cognitive
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processes involved. Individual differences in reliance on foodset
versus foodset-derived information sources may culminate in
different kinds of conceptual networks, learning strategies, or
personality dynamics.

The RAF framework predicts that individuals whose
conceptual networks contain roughly the same concepts and
associations—i.e., they would be described similarly using
standard network approaches—may nevertheless think and
behave quite differently, due to different needs and desires
(and different degrees to which knowledge has been assimilated
into the network as a whole) which may “catalyze” different
thought processes. This in turn could result in markedly different
cultural contributions. This expected difference is modeled in
the RAF approach by describing interactions between MRs as
“catalyzed reactions.” In addition, individual differences in the
relative reliance on foodset versus foodset-derived knowledge
are expected to result in differences in the number, kind, and
impact of cultural contributions. For example, while Mozart
and Salieri had similar environments, experiences, and social
circles, their compositions and cultural impact were markedly
different. The RAF approach enables us to capture such
distinctions by providing a means of formalizing the notion
that cognitive growth may be sparked by cognitive dissonance
or a sense that something is unresolved, which triggers the
restructuring or redescription of representations, modeled as
“reactions.” By incorporating “catalysis,” RAFs can model how
new representations form and change when people look at
existing ideas from new perspectives, or view known concepts
from different contexts, or combine them. We suggest that the
difference between Mozart and Salieri reflects, not differences
in their knowledge of music and understanding of the rules of
composition, but in their proclivity to access life experiences and
emotions, mull them over, and allow them to serve as reactants
and catalysts in the musical domain. We further suggest that
differences in reactivity may help explain why intelligence is a
necessary but not sufficient condition for creativity (Jauk et al.,
2013).

An RAF-based theory of cultural evolution predicts that
productive collaborations require not just overlapping
yet different conceptual structures (so that each individual
contributes something to the whole). There is some support
for this. It has been suggested that creative breakthroughs are
more likely to arise from conceptually distant sources than from
conceptually close ones (Poze, 1983; Holyoak and Thagard,
1996; Gentner and Markman, 1997; Ward, 1998). There is
evidence that individuals from different (often adjacent) fields
produce the most creative solutions (Wiley, 1998; Jeppesen
and Lakhani, 2010; Franke et al., 2014). Some studies have
also shown an advantage of conceptually distant sources over
near ones with respect to novelty, quality, and flexibility of
ideation (Dahl and Moreau, 2002; Hender et al., 2002; Chan
et al., 2011; Chiu and Shu, 2012; Goncalves et al., 2013), while
other studies concluded that there was no such advantage
(Dunbar, 1997; Chan and Schunn, 2015b), or were inconclusive
(Malaga, 2000; Enkel and Gassmann, 2010). Despite their
potential benefit, distant sources may be harder to find, and

require more iterative processing (Chan and Schunn, 2015b).
A related prediction derived from the RAF approach is that
productive collaborations require not just overlapping yet
different conceptual structures, but compatible levels of MR
reactivity. If their joint reactivity is too low, new ideas fail to
emerge, but if it is too high, they lose the thread of continuity
necessary for cumulative change.

RAF networks have been used to model the origins of
evolutionary processes, biological (the origin of life) as
well as cultural (the origin of cumulative innovation). We
think this is not coincidental; indeed, elsewhere, we showed
that both the evolution of early life and cultural evolution
are instantiations of a primitive form of evolution—i.e.,
cumulative, adaptive, open-ended change—referred to as
Self-Other Reorganization (SOR) (Gabora, 2019b). Instead of
replication using a self-assembly code, SOR entails internal
self-organizing and self-maintaining processes within entities,
as well as interaction between entities. The argument for
SOR bolsters the argument for applying RAFs in both
domains, though the viability of the project of describing
cultural evolution using RAFs does not hinge on this
argument, and places the underlying cognitive processes
center stage.

In sum, this work shows that it is possible to incorporate
cultural discontinuities into the modeling of a cultural
lineage through the identification of spontaneously-generated
through-lines, and this has implications for in what sense
culture evolves. Using RAF networks to model such cross-
domain transfer allows us to better understand the minds
of creators, through a systematic mapping of the process
of creative inspiration, and its impact on expressions
of culture.
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To understand the evolution of imaginative culture, we need to understand its unique 
affective power. The purpose of this article is to explain our enjoyment of imaginative 
culture from the standpoint of a distinctive theoretical approach to understanding affect 
in terms of the dynamic and energetic features of consciousness. This approach builds 
upon John Dewey’s view of enjoyment as the enrichment of experience, adding perspectives 
from studies of the dynamics of consciousness and from ecological psychology. Its main 
thesis is that positive affect is determined by the causal enrichment of experience, which 
is defined as the differentiated-ness of conscious states. This approach suggests that 
the affective power of imaginative culture lies in the way it affords experiences of enriched 
meaning, as exemplified by our enjoyment of highly nuanced emotion in music.

Keywords: imaginative culture, enjoyment, affect, dynamics of consciousness, John Dewey, Alfred North 
Whitehead

INTRODUCTION

“Human experience in the large, in its coarse and conspicuous features, has for one of its 
most striking features preoccupation with direct enjoyment, feasting and festivities; 
ornamentation, dance, song, dramatic pantomime, telling yarns and enacting stories. In 
comparison with intellectual and moral endeavor, this trait of experience has hardly received 
the attention from philosophers that it demands. Even philosophers who have conceived 
that pleasure is the sole motive of man and the attainment of happiness his whole aim, 
have given a curiously sober, drab, account of the working of pleasure and the search for 
happiness. Consider the utilitarians how they toiled, spun and wove, but who never saw 
man arrayed in joy as the lilies of the field. Happiness was to them a matter of calculation 
and effort, of industry guided by mathematical book-keeping. The history of man shows 
however that man takes his enjoyment neat, and at as short range as possible” 
Dewey (1958, p. 78).

Surely one of the most prominent and distinctive traits of the human species is our insatiable 
appetite for imaginative culture. Broadly speaking, imaginative culture includes all the arts, 
many varieties of entertainment, and a good part of religion. It is found in every human 
society and in every era and comes in an endless variety of forms, from cave paintings to 
video games. More precisely, for the purposes of this article, imaginative culture refers to all 
the different ways in which we  seek to enrich our experience through the use of specially 
prepared media. In this article I  shall be  focusing on the arts, especially music, which I  take 
to be  representative of imaginative culture in the following respect: Whatever other uses it 
might have, at the heart of all imaginative culture is the cultivation of enriched experiences 
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Barrett Imaginative Culture and Positive Experience

that cannot be  had except through special means—song and 
dance, paintings, costume, and ritual—in short, all the specially 
organized materials and activities that make up various 
“technologies of the imagination.”

On this view, imaginative culture is understood primarily 
as a source of enjoyment. It follows that our insatiable appetite 
for this culture is driven by a “preoccupation with direct 
enjoyment,” as suggested by Dewey in the passage above. This 
view can be applied to the emergence of new forms of imaginative 
culture in the present as well as its origin in our distant past. 
In short, to understand the evolution of imaginative culture, 
we must understand how it works as a source of enjoyment 
and we must understand why this form of enjoyment seems 
to be unique to our species.

From this standpoint, I  contend that Dewey’s critique 
still holds today. We  do not have a scientific theory that 
adequately explains our enjoyment of imaginative culture. 
But the problem is much deeper than this, as we  do not 
have a theory that explains our experience of any kind of 
enjoyment or suffering. Moreover, I  suggest that the main 
obstacle is not the limited state of present knowledge, but 
rather a widespread failure to come to grips with the special 
challenges presented by the affective nature of experience. 
Most scientific treatments of pleasure only explain why 
we  enjoy this or that (e.g., see Bloom, 2011); they do not 
explain what enjoyment is.

The main purpose of this article is not to criticize other 
theories, however. Rather, the purpose is to present a theory 
of affect that can help us to make progress on questions about 
enjoyment that are too often set aside as beyond the reach 
of scientific inquiry. In particular, I  want to show that our 
seemingly species-unique enjoyment of imaginative culture is 
a critical piece of a much bigger puzzle that I call the “problem 
of affect.” Thus, to understand our enjoyment of imaginative 
culture, we  have to understand how it relates to other kinds 
of pleasure and enjoyment. At the same time, I  want to show 
that the specially enriched nature of our experience of imaginative 
culture provides an important clue to understanding the nature 
of affect in general.

As I  explain in the next section (see “The Problem of 
Affect”), at the heart of the problem of affect is the peculiarly 
elusive and yet unmistakable feeling of affective valence or 
hedonic tone. The rest of the article is devoted to the articulation 
of a theoretical framework that I  believe is able to face up 
to the special challenges of this problem.

First, I present the general outlines of a theoretical approach 
(see “The Enrichment Approach”) that builds upon Dewey’s 
understanding of aesthetic enjoyment as “the clarified and 
intensified development of traits that belong to every normally 
complete experience” Dewey (1980, p.  46). I  call this the 
“enrichment approach” to the understanding of affect. In brief, 
the enrichment approach seeks to understand enjoyment as 
the enrichment of experience as a whole rather than the addition 
of a special ingredient.

Next, to develop this approach into a more comprehensive 
theory of affect, I  propose to define affect as the causal 
enrichment of experience (see “The Causal Enrichment of 

Experience”). My central thesis is that changes of affective 
tone are related to the differentiated-ness of conscious states. 
Insofar as differentiated-ness is related to energy use, it follows 
from this thesis that positive affect makes energetic demands 
that can be  met in two ways: through the body’s own 
mechanisms of affective regulation or through engagement 
with the ambient arrays of energy on which perceptual 
experience “feeds.” These two main sources of enrichment 
correspond to two basic kinds of positive experience, and 
I suggest that our enjoyment of imaginative culture is a special 
variety of the latter.

In the final section (see “Imaginative Culture and the 
Enjoyment of Enriched Meaning”), I suggest that our seemingly 
species-unique enjoyment of imaginative culture is dependent 
on our ability to engage with the meanings carried by 
specially prepared media. As exemplified by our enjoyment 
of highly nuanced emotion in music, our enjoyment of 
imaginative culture is distinguished by the experiences of 
enriched meaning that it affords. I  close with the suggestion 
that we use the enrichment of imaginative culture to explore 
and transfigure our experiences of the most troubling aspects 
of life.

THE PROBLEM OF AFFECT

In this section I  define the focus of present discussion—that 
which psychologists refer to as valence—and provide a brief 
exposition of the peculiar challenge that it presents 
to understanding.

In both psychology and philosophy, affect encompasses a 
diverse range of physiological, behavioral, and psychological 
phenomena involved in emotions, moods, sensory pleasures, 
and physical pains (Fox, 2008). Here, we are primarily interested 
in our experience of affect, and we  will be  focusing on the 
affective trait of valence. As discussed here, valence is equivalent 
to pleasantness and hedonic tone. It refers to the pre-reflective, 
immediately felt, intrinsic value of experience. Valence is widely 
assumed to be  a “fundamental, universal property of human 
experience,” such that “every person on the planet (barring 
illness) can tell good from bad, positive from negative, pleasure 
from displeasure” (Lindquist et  al., 2016, p.  1910).

Due to space constraints, the following discussion is largely 
restricted to the positive side of valence. Although there are 
important differences between pain and pleasure, the problem 
of affect to be  articulated here applies to both in more or 
less the same way.

Also, throughout the following discussion, it should be kept 
in mind that affect includes more than just valence. Most 
theories of affect include an “energetic” dimension, variously 
called arousal, excitement, intensity, or tension (Barrett and 
Bliss-Moreau, 2009). Nevertheless, valence has a certain pride 
of place as the central feature in relation to which all affective 
phenomena—experiential, behavioral, physiological, and 
cognitive—are defined as such. In short, while valence is by 
no means the entirety of affect, it is the linchpin that holds 
our concept of affect together. It is also by far the most 
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challenging aspect of affect to describe and explain. Indeed, 
I  suggest that our feeling of value is one of those things that, 
as Augustine famously said of time, we  understand only as 
long as no one asks us to explain them.

When I  claim that most scientists have failed to come to 
grips with the special challenges presented by the affective 
nature of experience, I  am  referring especially to the feeling 
of valence. At first blush, such a sweeping claim is hard to 
square with the way in which affect has moved to the center 
of scientific and philosophical discussions of thought and 
behavior during the past several decades (e.g., Damasio, 1994; 
Panksepp and Biven, 2012; Colombetti, 2014; Asma and Gabriel, 
2019). Still, for a number of reasons, I  contend that questions 
about the nature of affect, and about valence in particular, 
have become a persistent blind spot even within affective science.

One reason is the fact that affective valence has been 
successfully operationalized for empirical study. Scientists have 
methods for eliciting positive and negative states (moods or 
feelings) and for measuring these states through self-report. 
Along as these methods are deemed reliable, and as long as 
a wealth of data can be  mined from studies of how these 
states relate to other measurable effects (e.g., on cognition), 
it seems that scientists need not enter into questions about 
how we feel valence. Moreover, such questions about, the feeling 
of affect have long been set outside the boundaries of scientific 
inquiry as demarcated by the so-called “hard problem” of 
consciousness (Chalmers, 1996).

The most influential formulations of the problem of 
consciousness (Nagel, 1974; Levine, 1983; Jackson, 1986; 
Chalmers, 1996) assert that a complete functional or causal 
account of mental processes could, in theory, be  provided in 
exclusively non-experiential or “third-person” terms. That is, 
if such an account were to be  attained, it would still leave 
the feelings of consciousness unexplained—this is why the 
problem of consciousness is “hard.” Or so the argument goes. 
Whatever its original motivation, this line of argumentation 
has contributed to an attitude of complacency toward questions 
about experience. If our feeling of affect has no place in a 
complete functional or causal understanding of affect, it is a 
“phenomenal residue” (Crane, 2019) that can be  disregarded 
by scientists. This way of thinking has also contributed to a 
widespread tendency to conflate affect with other aspects of 
experience: all feelings can be  lumped together and relegated 
to the other side of an “explanatory gap.”

As a result of this demarcation, scientific explanations of 
affect typically leave experience aside and focus on one or 
more of the following: description of functions (e.g., homeostatic 
regulation), identification of causal mechanisms (e.g., 
neurochemicals, such as vasopressin and oxytocin), and adaptive-
functionalist accounts of how these mechanisms have evolved 
to support our various species-specific likes and dislikes (e.g., 
see Bloom, 2011). Behind this explanatory approach is a 
mechanistic idea of affect, which I  suggest is responsible for 
the current limitations of affective science.

As a representative example, consider Pinker’s (1997, p. 534) 
famous conjecture that music is “auditory cheesecake, an 
exquisite confection crafted to tickle the sensitive spots of 

at least six of our mental faculties”. In its original context, 
this conjecture about music deliberately echoes earlier remarks 
about the pleasure of cheesecake: “Cheesecake packs a sensual 
wallop unlike anything in the natural world because it is a 
brew of megadoses of agreeable stimuli which we  concocted 
for the express purpose of pressing our pleasure buttons” 
(p.  525). Phrases like “sensitive spots” and “pleasure buttons” 
are not meant literally, of course. Nevertheless, I  suggest that 
they are accurate expressions of the thoroughly mechanistic 
thinking behind most scientific explanations of pleasure 
and pain.

By “mechanistic” I  mean to refer to the way in which all 
affective responses are understood to be  triggered by certain 
kinds of stimuli (or, in the case of interoception, certain bodily 
states). The critical point is that valence, whether positive or 
negative, is understood as the product of a mechanism that 
is activated or “turned on” in such a way that affective responses 
do not discriminate between stimuli that are functionally 
equivalent. Importantly, this mechanistic concept of affect covers 
a wide variety of functions (e.g., homeostatic regulation) and 
causal mechanisms (e.g., neurochemicals). That is, whatever 
the functional and causal details turn out to be, any affective 
response that works this way can be  described as a “pleasure 
button.” Insofar as different nervous systems are “wired” 
differently, different species may have different pleasure buttons. 
But for any given species, all stimuli that suffice to activate 
a pleasure mechanism elicit the same affective response. Thus, 
according to Pinker, although we did not evolve pleasure buttons 
specifically for music or cheesecake, the only difference between 
these artificially crafted pleasures and those for which our 
pleasure buttons originally evolved is the added “wallop” achieved 
by combining triggers and boosting their strength. In all other 
respects, affective responses to different stimuli are essentially 
the same.

There are good reasons why the mechanistic view of pleasure 
is so widely assumed. It seems plainly evident that different 
animals are “wired” differently for pleasure—consider, for 
instance, how dogs seem to be delighted by smells that we find 
revolting. Moreover, all behavioral conditioning (and perhaps 
all learning) seems to depend on the existence of a “hard-
wired” set of unconditioned responses that function as pleasure 
and pain buttons. Through conditioning, any stimulus can 
be made to push these buttons and thereby trigger an equivalent 
affective response. These are important facts, and all theories 
of affect should be  able to account for them. Even so, when 
considered from the standpoint of experience, the mechanistic 
view of pleasure has major shortcomings.

In particular, when applied to our enjoyment of various 
kinds of imaginative culture, as well as an enormous variety 
of other commonly enjoyed activities—socializing and festivity, 
play and sport, hunting and fishing, etc.—the mechanistic view 
fails to account for the interactive and highly context-specific 
nature of our experience. In anticipation of later discussion, 
I  suggest that we  gather all of these different varieties of 
enjoyment into a single broad category of positive experience 
that is distinguished by the way the singular character of an 
experience of enjoyment develops through interaction. The point 
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I wish to make is that it is difficult to understand this interactive 
kind of enjoyment as a “triggered” response.

For example, in the case of music, our enjoyment does 
not seem to be  an all-or-nothing response to certain stimuli. 
Rather it seems to be  an extended experience that builds 
over time and entails the perception of specific features (e.g., 
nuances of expression), which, in many cases, are unique to 
the present performance. To be  clear, the problem is not 
that the mechanist view denies that these features are part 
of our experience; the problem is that it cannot consider 
these features as contributions to enjoyment. As explained 
above, insofar as affective valence is something “triggered” 
or “turned on,” affect does not discriminate between equivalent 
classes of stimuli. The distinctive features of a musical 
performance or other work of art therefore cannot enter into 
enjoyment except as instances of a general class. Whenever 
the musical triggers of enjoyment are present to a sufficient 
degree, enjoyment should automatic and it should 
be  recognizable as a common type. It seems, however, that 
music and other interactively enjoyed activities are not 
automatically enjoyed, and that the character of our enjoyment 
is as diverse as all the different objects and activities that 
we  find enjoyable in this way. Enjoyment of this kind seems 
not to depend on any one feature or quality; rather, it seems 
to depend on or rather to consist in the “overall quality” of 
our experience. This overall quality has to do with specific 
features of the object or activity as well as our engagement 
with these features. Enjoyment of this kind is therefore an 
interactive achievement, not something triggered.

A second and perhaps even deeper shortcoming of the 
mechanistic view is the implication that valence is a special 
ingredient—a distinct quality—that is added to experience. 
Admittedly, because the feeling of affective valence is so rarely 
described (because, like time, everyone “knows” what it is), 
it is difficult to pin this view on particular theories. Nevertheless, 
I  submit that valence is widely treated as if it were a distinct 
quality that is added to experience, and that the plausibility 
of the mechanistic approach depends in part on this 
common assumption.

To be sure, this assumption is not unique to affective science. 
It is based in our ordinary way of talking about pleasures 
and pains. The intimate and unmistakable presence of affective 
feelings lead us to believe that we  know them by a distinct 
quality that clearly marks them as pleasant or painful. As 
observed by Moore (1968, p. 13), pleasure is like color perception 
in that the presence of a good feeling is as unmistakable as 
the yellow of a sunflower: “though pleasure is absolutely 
indefinable, though pleasure is pleasure and nothing else 
whatever, yet we feel no difficulty in saying that we are pleased”. 
And yet, during the last century and a half, philosophers and 
psychologists who have undertaken careful examinations of 
our feelings of pleasure and pain have concluded that affective 
valence cannot be  identified with any distinct quality. In the 
words of Charles Peirce, “it is not the fact that any such 
common quality…is readily to be  recognized” (Sidgwick, 1874; 
Arnold, 1960; Alston, 1967; Peirce, 1998, p.  190; Frijda, 2009; 
Labukt, 2012; Aydede, 2014; Katz, 2016).

The most common way of pointing out the lack of any 
distinctive quality that marks pleasantness or painfulness is to 
compare different feelings of pleasure and pain. The fact that 
no such quality “is readily to be  recognized” is referred to as 
the “problem of heterogeneity” (Labukt, 2012; Aydede, 2014). 
The peculiar elusiveness of affect can also be  indicated by an 
examination of the common phenomenon of alliesthesia (Cabanac, 
1971): a change in the valence of a stimulus, usually caused 
by a change of internal state (such as a loss of appetite). 
Instead of comparing different kinds of pleasure, in cases of 
alliesthesia, we  can consider how a single kind of pleasure 
changes. For example, consider how the pleasantness of chocolate 
or some other pleasing food changes as a result of binge eating 
(see Small et al., 2001). What constitutes the difference between 
pleasant chocolate taste and unpleasant chocolate taste? It is 
hard to say, and that is the point: we  cannot say how the 
valence of experience changes even when we  know for sure 
that it does. Valence is not marked by any single, discrete 
quality that we can isolate within experience, not even a vague, 
diffuse quality similar to ambient temperature, noise, or light. 
And yet, we  have no problem detecting changes of valence 
and reporting them to others; indeed, we  do it all the time.

The absence of any distinct affective quality is at heart of 
the problem of affect. In brief, this problem can be summarized 
as follows: Despite its unmistakable presence and its fundamental 
and pervasive role in thought and behavior, affect is extremely 
difficult to describe and analyze because it has no distinctive 
quality of its own.

Although the problem of affect is evidently a problem of 
experience, it is curiously absent from most formulations of 
the problem of consciousness. This blind spot is likely the 
result of a pervasive “sensory bias” (Frijda, 2009) in modern 
thought about consciousness. According to the philosopher 
(Crane, 2019, p.  94) “over the course of the [last] century, 
consciousness in the analytic tradition became conceived of 
as a primarily sensory phenomenon, with the sensory element 
itself conceived of as something inexpressible, indefinable, 
inefficacious and separable from the rest of mental life”. This 
way of thinking about consciousness has been sharply criticized 
(e.g., Dennett, 1988), but as long as the underlying preoccupation 
with the qualitative aspects of experience holds sway, philosophers 
and scientists are prone to overlook the distinctive challenge 
presented by our feeling of affect. When we  feel the blues 
we  do not feel anything like the color blue.

In the philosophical literature that has examined the problem 
of affect most directly, it remains unresolved (see Katz, 2016). 
Probably the best indication of the kind of solution we  are 
seeking comes from the “adverbial” view defended by philosopher 
Murat Aydede (2014, 2018). Aydede (2018, p.  253) argues that 
we  should think of affect not as a distinct feature but a way 
of feeling that modifies the various qualitative contents of 
experience. For instance, in the case of sensory pleasures like 
the sweet taste of strawberry, “we need to distinguish the 
phenomenology of sensations from the phenomenology of 
pleasantness that modifies or qualifies these sensations”. To 
show what he  means, Aydede uses the following analogy: the 
tempo of a dance can change in a way that modifies our 
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experience of the dance without changing its distinctive form—
fast or slow, a tango is still a tango. Aydede is suggesting that 
something similar happens when the pleasantness of chocolate 
changes while the taste remains more or less the same.

Helpful as Aydede’s analogy may be, it falls short in two 
key respects. First, an adequate concept of affective modification 
must be applicable across all sensory modes. Second, an adequate 
concept of affective modification must somehow illuminate the 
special connection between affect and value. While changing 
the tempo of a dance might increase our enjoyment, there is 
no inherent connection between tempo and pleasure. What 
kind of modification could account for the way in which 
affective feelings are, in Aydede’s (2018, p. 246) words, “inherently 
motivating and intrinsically good or bad”?

THE ENRICHMENT APPROACH

The theory to be  presented in the remaining sections of this 
article is an elaboration of what I call the “enrichment approach” 
to affect. The basic idea behind this approach is that a good 
feeling is not a special ingredient added to experience but 
rather a heightening, intensification, or enrichment of experience 
as a whole. In the words of John Dewey, enjoyment is “the 
clarified and intensified development of traits that belong to 
every normally complete experience” Dewey (1980, p. 46). This 
is why, when we  have an unmistakably good feeling, there is 
no special quality in experience that shows up as a mark of 
goodness. Rather, you  might say that what we  feel is an 
improvement in the activity of experiencing itself.

As I  will indicate momentarily, the enrichment approach 
needs to be  significantly revised and expanded before it can 
be  elaborated into a comprehensive theory of affect. But even 
as an initial orientation toward the problem of affect, the 
enrichment approach has important implications. In keeping 
with the adverbial view, it implies that affect is marked by a 
change in our way of experiencing rather than the addition 
of a special ingredient. It also implies that affect is integral 
to experience, so that there can be  no such thing as a totally 
affectless experience. And it implies that consciousness is not 
an all-or-nothing phenomenon—it can be enriched or 
impoverished. Finally, it suggests that positive valence consists 
in the overall richness of experience rather than a distinct 
quality or feature. But what exactly is meant by the “richness 
of experience” needs clarification.

The enrichment approach has many precedents stretching 
back as far as Aristotle and Plato. In contemporary psychology, 
the most well-known representatives of this approach are 
Csikszentmihalyi’s (1990) “flow” theory of optimal experience 
and Fredrickson’s (1998) “broaden-and-build” theory of positive 
emotion. As a concept of affect, however, enrichment faces 
serious obstacles, as it seems that no matter how we  define 
affect in terms of richness, we cannot account for certain basic 
kinds of positive and negative feeling.

In particular, the enrichment approach does not seem able to 
explain the kinds of reflexive, “button-like” affective responses that 
lend so much support to the mechanistic view examined above. 

Indeed, at first glance, it seems as if the enrichment view and 
the mechanistic view are not competitors but rather 
complementary approaches to two fundamentally different kinds 
of positive experience. For even if we  grant that enrichment 
theories are a good fit for all the various kinds of interactive 
enjoyment discussed in the last section (music, play, festivity, 
sport, etc.), they are clearly a poor fit for sensory pleasures 
like the sweet taste of strawberry. And, in fact, both 
Csikszentmihalyi and Frederickson make a distinction between 
the kinds of positive experience targeted by their theories and 
basic varieties of sensory or bodily pleasure (e.g., see Fredrickson, 
2009, p.  38).

I agree that some such distinction is warranted (see below 
for my version). But whenever we  make distinctions between 
certain kinds of positive feeling we  are begging the question 
of the nature of positive experience in general. Philosophers 
who reject the unity of valence (Solomon, 2007; Labukt, 2012) 
also beg the question of how such radically different kinds of 
feeling are identified as positive in the first place. To be  fair, 
the question is also begged by scientists who propose that 
different varieties of pleasure and pain constitute a “common 
currency” that is essential to decision making (e.g., Cabanac, 
2002; Leknes and Tracey, 2008; Barrett and Bliss-Moreau, 2009; 
Grabenhorst and Rolls, 2011; Berridge and Kringelbach, 2013). 
This proposal calls for a theory that explains how the enormous 
variety of positive and negative feelings belongs to a single 
affective continuum.

The larger point that I  am  making is that any attempt to 
explain a certain kind of pleasure or enjoyment—our enjoyment 
of imaginative culture being a central case in point—is entangled 
with unresolved questions about the nature of affect in general. 
In this respect, mechanistic and enrichment approaches are 
in the same boat. But the enrichment approach has significant 
advantages that indicate the possibility of its being developed 
into a more complete theory, one that can cover both “interactive” 
and “button-like” varieties of positive experience.

The first step toward a more complete theory is to refine 
our concept of the “richness of experience.” We need a concept 
that is general enough to apply to a wide variety of experiences 
and yet manages to illuminate the “intrinsically motivating 
and inherently good or bad” nature of all affective feelings. 
I suggest that the right kind of concept is supplied by philosopher 
Whitehead’s (1978) account of intensity.

According to Whitehead, all satisfaction consists in the 
intensity of feeling, which he  defines as a relational feature 
constituted by contrast. For instance, think of the intense 
contrast of blue and yellow. Whitehead’s concept of contrast 
is much more general than this, however. It includes all the 
various distinct qualities and features belonging to all sensory 
modes and refers to whatever overall effect is achieved by the 
interrelation of two or more qualities within a single feeling.

Once contrast has been generalized in this way, every single 
conscious feeling can be described as a unitary complex contrast 
comprising an indefinite variety of qualities and features. Also, 
contrast in this more general sense refers not just to the 
accentuation of difference but to all the different ways in which 
diverse aspects of experience condition one another. For example, 
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when we  use lighting and music to enhance the ambience of 
a dinner party these elements may not literally contrast with 
the food and conversation—most of the time they are not 
even noticed—but insofar as they condition other aspects of 
experience they participate in the overall contrast of feeling. 
Contrast, in this sense, is a way of describing the relational 
nature of all qualities and, even more generally, the overall 
compositional character of experience. Accordingly, when 
Whitehead claims that satisfaction consists in the intensity of 
feeling, he  is claiming that satisfaction consists in richness of 
contrast—the greater the contrast, the greater the satisfaction.

What exactly does it mean to increase contrast in this more 
generalized sense? Importantly, contrasts of feeling can vary 
in two ways: strength and diversity. Strength refers to the 
distinctness of the different components of feeling, while diversity 
refers to the number of distinctly discriminable components. 
As suggested by the way distinctness enters into both definitions, 
these two dimensions of contrast are interrelated: to count as 
a distinctly discriminable component of feeling requires a 
minimum level of strength. At the same time, these dimensions 
can vary somewhat independently: feelings may have high 
strength and low diversity (think of a black circle on a white 
background), or low strength and high diversity (think of the 
noise on a TV screen). In general, we  find a trade-off between 
changes of strength and diversity: increases in one dimension 
are generally balanced by decreases in the other (think of 
how diversity changes as ingredients are added to a dish). It 
is possible, however, to have feelings marked by high levels 
of both strength and diversity of contrast.

Now that these two dimensions of contrast have been 
distinguished, we  can define intensity, and thus richness of 
experience, with greater precision: intensity is strength of contrast 
compounded by diversity. On this view, the most inherently 
satisfying feelings are characterized by a diversity of strongly 
distinct qualities—think of the multicolored radiance of a 
stained-glass window or the richly textured sound of a jazz 
quintet. Notice that Whitehead’s intensity is not what we usually 
mean by an intense feeling (a sharp pain is not intense in 
the sense being described here). To prevent confusion, I prefer 
to refer to this feature as harmonic intensity. Whitehead’s 
intensity is “harmonic” because it has to with the way diverse 
elements of feeling condition one another as components of 
a single unified feeling.

Before moving on, it important to note both the advantages 
and the limitations of the enrichment approach as it has been 
elaborated so far. Let us start with the limitations.

Can we  equate the positivity of all positive experience with 
harmonic intensity? Alas, no. Although we  can confirm that 
some positive experiences are marked by harmonic intensity, 
it is easy to find a wide range of exceptions—strong pleasures 
that lack diversity (the taste of candy), soothing pleasures that 
lack strength (the sound of a noise machine), and so on. 
Moreover, even where harmonic intensity does show up, it 
does not necessarily constitute positive feeling: we  can feel 
harmonic intensity without being pleased by it. And even if 
we  can confirm that harmonic intensity is generally pleasing, 
in most situations it is not easily gauged. Certainly, when 

someone asks us how we feel, we do not examine the harmonic 
intensity of our experience. In conclusion, it seems that harmonic 
intensity, insofar as it can be  discerned, cannot be  identified 
with the positivity of feeling.

Nevertheless, it is important to recognize that harmonic 
intensity meets the criteria set forth at the end of the previous 
section. It is an “adverbial” feature that modifies experience 
across all sense modalities: it is evident that we  can feel with 
more or less harmonic intensity; the harmonic intensity of 
experience does vary. Furthermore, in some cases, it is evident 
that this variation is inherently connected to the felt value of 
experience, that is, to the “inherently motivating and intrinsically 
good or bad” nature of affect (p.  246). These features indicate 
that harmonic intensity merits careful consideration.

Perhaps the best illustration of these two key features—the 
multi-modal nature of harmonic intensity and its inherent 
connection to value—is found in the popular animated film 
Ratatouille (Bird, 2007). The entire plot of this film revolves 
around the special culinary genius of the protagonist, a rat 
named Remy. To show this genius to the audience, in an early 
scene the film depicts Remy’s enjoyment of cheese and strawberry 
as a kind of synesthesia using swirls and throbs of colors and 
strands of music. First, as he  tastes the cheese and strawberry 
separately, the two tastes are represented as distinct patterns 
of moving colors, each accompanied by a different musical 
theme. Then, when he tastes the cheese and strawberry together, 
the accompanying colors and music are joined together in a 
notably more lively, intensified form—with the result that 
we  can see and hear the lively contrast made by the taste of 
cheese and strawberry. What makes this scene so revealing is 
the way it exploits our intuitive understanding of harmonic 
intensity as a multi-modal characteristic of sensory enjoyment. 
We  intuitively grasp the connection between our experience 
of intensified music and color and Remy’s enjoyment of cheese 
and strawberry.1

Thus, within a limited range of experiences, the concept 
of harmonic intensity seems to capture something important 
about our experience of positive valence. At the very least, it 
seems to provide a clue about the kind of theory we  are 
looking for.

THE CAUSAL ENRICHMENT OF 
EXPERIENCE

In this section I  present the outlines of a theory of affect that 
extends the enrichment approach to the causal dynamics of 
experience. The argument now enters its most abstract phase, 
as consciousness is treated as a dynamical system. Also, insofar 
as it goes beyond the reach of current experimental evidence, 
this argument must be  treated as speculative hypothesis. It is 
not without empirical basis, however: it draws from recent 
studies of the dynamics of consciousness and is intended to 

1 To create the synesthetic tasting sequence, Pixar specially commissioned the 
Canadian animator Michel Gagné; the sequence can be  viewed on his YouTube 
channel and is highly recommended.
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contribute to this research through the formulation of testable 
claims about the dynamic and energetic underpinnings of affect.

A variety of scientific approaches to the empirical investigation 
of consciousness have emerged during the past 25 years (for 
an overview, see Northoff and Lamme, 2020). This research 
is powered by huge amounts of data harvested from neuroimaging 
as well as various techniques for analyzing and modeling this 
data (e.g., Breakspear, 2017). For present purposes, all but the 
gist of this work must be  left in the background. The general 
aim of these studies is to connect features of consciousness 
with dynamic variables at the “systemic molar level of neural 
activity” (Northoff and Lamme, 2020, p. 369). The basic guiding 
hypothesis behind this approach is the idea that consciousness 
has a distinctive “dynamic signature” that can be  described 
and measured.

What do these studies hope to reveal about consciousness? 
How do they get around the so-called “hard problem”? Although 
the explanatory logic of this research has not been spelled 
out in detail, it seems to be  guided by the expectation that 
dynamic descriptions of neural activity in conscious subjects 
will turn out to be  isomorphic with experience, and that this 
isomorphism will tell us something about the nature of experience 
(or at least help us to refine our questions). As far as I  can 
tell, none of these approaches has so far ventured to explain 
why certain levels or kinds of neural activity give rise to 
consciousness; for now, the goal is to describe and measure 
this activity as accurately as possible. Nevertheless, these 
approaches show that it is possible to make progress by observing 
how differences of certain measures of brain dynamics correspond 
to reportable differences of experience.

Many of these approaches seek to understand the difference 
between unconscious and conscious states in terms of some 
measure of the “complexity” of neural activity. Complexity can 
be  defined and measured in many different ways, however, 
and scientists do not yet agree on how best to define and 
measure the complexity that specifically corresponds to 
consciousness. Nevertheless, as a basic orientation this 
“complexity thesis” seems to accord well with experience. Each 
of our conscious feelings is a richly structured, complex whole 
(Haun et  al., 2017), and no two feelings are alike (Edelman 
and Tononi, 2000). It seems reasonable, then, to expect that 
the neural dynamics of consciousness can be  distinguished by 
the following three features: (1) it must be  integrated, (2) it 
must be  richly structured, and (3) it must have access to an 
enormous repertoire of possible states. Different methods target 
these features differently. Integration can be  measured by 
spatiotemporal coordination (Northoff and Huang, 2017), 
structure can be measured by “perturbational complexity” (Casali 
et  al., 2013), and repertoire size can be  measured by entropy 
(Carhart-Harris et al., 2014). All of these measurements can 
be  used to distinguish conscious from unconscious states.

Here we  are interested in the possibility that these same 
kinds of measurements can also be used to distinguish between 
basic levels or kinds of experience, such as levels of arousal 
(sleepy vs. awake) and, especially, changes of affective valence 
(positive vs. negative). As I  will discuss momentarily, some 
lines of research are actively exploring this possibility, although 

to my knowledge none has tried to describe and measure the 
dynamic signature of affect. In what follows I  move toward 
a dynamical characterization of affect that is most closely related 
to the third feature listed above: the size of the dynamic 
repertoire within which conscious feeling is determined. 
We  begin with a brief discussion of the concept of dynamic 
repertoire and another, closely related concept, the differentiation 
of conscious states.

The dynamic repertoire of a system is the set of states that 
can be presently accessed by that system (Hadriche et al., 2013, 
p. 449; Hudetz et al., 2015). The dynamic repertoire of a system 
is not the same as its state space, that is, the total set of all 
possible states defined by all possible values of its component 
variables. A dynamic repertoire is a lower dimensional subset 
of the state space: it describes how the state space is partitioned 
into qualitatively distinct macrostates according to differences 
of stability and thus, in some cases, can be  represented by an 
“attractor landscape.” So, for instance, a noisy system with a 
large state space may have very few stably differentiable 
macrostates and therefore a small dynamic repertoire. As discussed 
below, a critical feature of dynamic repertoires is that they can 
change as different states are stabilized or destabilized.

Differentiation has to do with the way in which states of 
a complex system are causally determined in relation to other 
states in the dynamic repertoire of the system. Notice that 
differentiation is a causal concept, although it is frequently 
associated with certain dynamical and informational features. 
In particular, according to a number of theories, conscious 
brain states are distinguished by their high differentiation (e.g., 
Edelman and Tononi, 2000; Hudetz et al., 2015; Carhart-Harris, 
2018). Importantly, for a state to be  highly differentiated it 
has to belong to a causally integrated system with a large 
repertoire of possible states—concepts of differentiation and 
dynamic repertoire are thus closely related.

For example, consider the countless different images that 
can be produced by a digital camera (Tononi, 2008). Regardless 
of how they might appear to us, these images do not constitute 
a dynamic repertoire and thus should not be  thought of as 
highly differentiated. The reason has to do with the camera’s 
lack of causal integration. Because the sensors of the camera’s 
light-sensitive array are activated independently of one another, 
each image produced by this array is not causally differentiated 
from other possible images. Rather each image is an aggregate 
of the various independently determined sensor states, each 
of which is minimally differentiated.

Insofar as causal integration can be established or assumed—
by no means a trivial matter—measures of the dynamic repertoire 
of brain activity can serve as an index of the differentiation 
of “whole-brain” states. The key supposition of the following 
discussion is that changes of the dynamic repertoire are directly 
related to changes of differentiation.

Investigations of the dynamic repertoire of whole-brain 
activity focus primarily on estimating its size, or number of 
states.2 For instance, one study found that the transition from 

2 One of many issues left in the background of this discussion is the question 
of how to distinguish the states of brain-wide activity. See Deco et al. (2019).
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unconscious to conscious states corresponds to an increase in 
repertoire size (Hudetz et  al., 2015). This finding seems to 
confirm the view that conscious states are distinguished by 
high levels of differentiation. Other studies have found that 
psychedelic states induced by psilocybin are also linked to 
increases in repertoire size (Carhart-Harris et  al., 2014; 
Tagliazucchi et  al., 2014). This finding suggests that conscious 
states can be  more or less differentiated. Moreover, it suggests 
a kind of “causal enrichment” could be  defined in relation to 
the differentiation of conscious states. Could it be  that 
differentiation is what determines affective valence?

In fact, scientists working in this line of research sometimes 
use the term richness in reference to the size of the conscious 
dynamic repertoire (e.g., Hudetz et  al., 2015; Carhart-Harris, 
2018; Deco et  al., 2019). This usage seems intended to suggest 
that changes in the size or richness of the repertoire, and 
thus changes of differentiation, are related to changes of 
experience. But what does it feel like when the dynamic repertoire 
expands or contracts? What is the difference from a first-person 
perspective between a highly differentiated state and a less 
differentiated (but still conscious) state?

In the experiments with psilocybin, changes of repertoire 
are indexed by changes of entropy and are associated with 
the highly flexible, hyper-associative, or “divergent” style of 
thinking commonly observed in subjects undergoing psychedelic 
experiences (Carhart-Harris et al., 2014; Tagliazucchi et  al., 
2014). Neuroscientist Carhart-Harris (2018, p.  169) concludes 
from these studies that expansion of the repertoire corresponds 
to increased “richness” of conscious contents as well as cognitive 
flexibility. However, although Carthart-Harris’s hypothesis that 
entropy marks a “key property” of consciousness is exactly 
the kind of dynamic connection we  are seeking, what he  calls 
richness is not valence. As Carthart-Harris himself points out, 
entropy and its correlated features—greater content and cognitive 
flexibility—are not necessarily markers of optimal experience, 
as their increase is accompanied by decreases of other features 
and reaches an upper limit beyond which consciousness is lost.

What might the dynamic signature of valence be, then, if 
not repertoire size? Carthart-Harris’s entropic hypothesis points 
toward a different kind of richness that is implied by the 
concept of dynamical repertoire. When defined as uncertainty, 
entropy measures only the size or diversity of the dynamical 
repertoire: the larger the repertoire, the greater the uncertainty 
of its states, the greater the entropy. It must be  remembered, 
however, that all changes of the dynamic repertoire are changes 
of stability (bifurcations). The dynamic repertoire is not the 
total state space but rather a lower dimensional set of stably 
differentiable macrostates. For example, the dynamic repertoire 
of the human body does not include every possible configuration 
but only relatively stable states (including patterns of movement), 
such as sitting, standing, walking, and running. The differentiation 
of these four states depends on their relative stability, and it 
is evident that their stability can change. When we  are tired, 
sitting becomes more stable relative to standing, walking, and 
running, but as long as the latter states can be  accessed and 
maintained they still belong to our dynamic repertoire. Thus, 
changes of stability allow for the dynamic repertoire of a system 

to change in more than one way: it can change in respect of 
the number of states, and also in respect of the relative stability 
of these states. These changes are closely related—they are both 
changes of stability—but they are not quite the same.

This point can be clarified by thinking of a changing dynamic 
repertoire as an attractor landscape: a surface whose peaks 
and valleys correspond to different levels of stability, so that 
each valley represents a differentiable state of the repertoire. 
So, for example, the single-state repertoire of a monostable 
system is represented by a single large valley, while the two 
states of bistable system are represented by two valleys separated 
by a peak of instability. As the repertoire increases in size, 
the landscape begins to resemble rugged mountains or gently 
rolling hills, depending on differences of stability. And this is 
the key point: repertoires of the same size, that is, with the 
same number of states, can be very different in another respect—
rugged or smooth—depending on relative differences of stability.

The repertoires of conscious neural systems are generally 
understood to be  characterized by metastability, which means 
that there are no true stable states, only more or less differentiable 
trajectories through state space (Kelso, 2012). We  can think 
of a metastable repertoire as a gently undulating surface in 
which a rolling marble would meander about, lingering in 
various places but never coming to rest. Although differences 
of stability approach a minimum in these systems, they must 
still be present enough for different states of a dynamic repertoire 
to be  identified as such. Moreover, I  suggest that even in the 
metastable regime there can be significant differences of relative 
stability. This possibility is implied by the increased cognitive 
flexibility—the ease and rapidity of transition between states—
associated with expanded repertoires (Carhart-Harris, 2018).

Drawing out the implicit feature of relative stability gives 
us a more complex notion of the richness of the dynamic 
repertoire of consciousness and the differentiation of conscious 
states. Insofar as a system can vary in both the number and 
stability of its states, we can think of the richness of its dynamic 
repertoire in terms of these two basic variables. A rich repertoire, 
in this modified sense, is one that has a large number of 
relatively stable states: richness is a function of both size and 
relative stability of the dynamic repertoire. Again, in the case 
of consciousness, “relative” is a critical qualification, as we  are 
talking about metastable repertoires in which stability approaches 
a minimum. Nevertheless, insofar as the relative stability of 
conscious states can vary, states can be more or less differentiated 
in this respect. To distinguish this kind of differentiation from 
that which depends only on the size of the repertoire, I  call 
it the differentiated-ness of conscious states.3

We can now formulate a more precise definition of affect 
as the causal enrichment of experience. I  propose that valence 
is determined by the differentiated-ness of conscious states, 
so that positive feelings are caused by an increase of differentiated-
ness and negative feelings are caused by its decrease. In other 

3 Unlike differentiation, differentiated-ness is not measured by entropy or any 
other index of the sheer size of the dynamic repertoire of a system. Among 
the many different techniques for measuring and analyzing brain activity, 
I  am  not sure which would work best as an index of differentiated-ness.
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words, I  propose that a good feeling is a highly differentiated 
feeling and a bad feeling is a poorly differentiated feeling.

Although this move builds upon the preceding arguments, it 
makes an inferential leap to a hypothesis of the relationship 
between affective valence and the dynamics of conscious experience. 
The strongest support for this claim comes from drawing out its 
implications, some of which will be  sketched below. Nevertheless, 
it is important to see how this hypothesis is based on an intuitive 
connection between differentiated-ness and harmonic intensity.

Recall that harmonic intensity was defined in the last section 
as a basic “adverbial” feature of experience related to the qualitative 
richness of experience. Specifically, harmonic intensity is strength 
of contrast compounded by diversity. Differentiated-ness bears a 
certain resemblance to harmonic intensity insofar as it also varies 
in two interrelated dimensions—relative stability and size of the 
dynamic repertoire. Moreover, if stability corresponds to strength, 
we  can say that differentiated-ness is strength of differentiation 
compounded by diversity. Based on this resemblance, we  can 
infer that greater differentiated-ness yields something like the 
harmonic intensity we  find in the qualitative contrasts of feeling.

The intuitive basis of my proposal, then, is the “harmonic 
intuition” that our feeling of value is determined by a harmonic 
feature of experience. This intuition is based, in turn, on the 
inherent appeal of feelings marked by harmonic intensity. But 
as I  have pointed out above, valence cannot be  explained by 
the explicit harmonic intensity that can be detected in the contents 
of feeling. Instead, I am now proposing that valence is determined 
by an implicit harmonic feature related to the causal determination 
of these contents. One could say that differentiated-ness refers 
to the way in which feelings are “harmonically individuated” 
within the dynamic repertoire of consciousness. Moreover, my 
thesis claims that changes of differentiated-ness somehow modifies 
experience by adding to (or subtracting from) its overall harmonic 
intensity even though it is never revealed to us as an explicit, 
discernible feature. Indeed, the differentiated-ness of feeling cannot 
be  revealed as an explicit feature, as it belongs to the way in 
which all contents of feeling are determined.

Admittedly, even if space were not limited, such abstract 
arguments can only go so far. Again, the best way to evaluate 
this harmonic theory of affect is to draw out its implications 

for experience and relevant areas of scientific research. In the 
next section, I  sketch some of the implications of this thesis 
for our understanding of imaginative culture. In the remainder 
of this section, I  want to show how the harmonic theory can 
be  used to distinguish between different kinds of positive 
experience and to understand these as belonging to a single, 
unified affective continuum.

First, the harmonic theory makes a distinction between two 
ways in which experience can be  enriched: richness of content 
(harmonic intensity), and richness of causal determination 
(differentiated-ness). These two senses of richness are probably 
not unrelated; in general, we  can expect that feelings with 
rich contents are also richly differentiated. With this distinction, 
the theory of causal enrichment allows for a much greater 
variety of feelings to count as enriched feelings, and this is 
a significant advance for the enrichment approach. For example, 
feelings dominated by a single quality—the vivid blue of a 
clear sky, the intense flavor of dark chocolate, the warm timber 
of a cello, the lush feel of velvet—can all be  enriched feelings 
if they are strongly differentiated from a diverse range of other 
feelings within the conscious repertoire.

Second, because richness is a function of two dimensions—
strength and diversity—it is possible for feelings to be enriched 
in more than one way, as indicated above (Figure  1).

The dimensionality of richness allows for different varieties of 
both positive and negative tone, as valence depends only on the 
overall richness of differentiation or, more precisely, on overall 
strength of differentiation compounded by diversity. Following 
Whitehead (1978), I  suggest that feelings marked by increased 
diversity have a wide tone, while feelings marked by increased 
strength have a narrow tone. For example, an intense sensory 
pleasure has a narrow tone, while a pleasantly relaxing feeling 
has a wide tone. This variability of tone is more or less congruent 
with other models of affect (cf. Barrett and Bliss-Moreau, 2009).

A third distinction depends on the way in which the energy 
required for causal enrichment is obtained. This point requires 
some elaboration.

In general, the differentiation of macrostates in complex, 
non-equilibrium systems constitutes a kind of order and thus 
requires a constant supply of energy. The dynamic stable states 
of whirlpools, Rayleigh–Benárd cells, and other “dissipative 
structures” (Kondepudi et  al., 2020) are common examples of 
this connection between stability and energy flow in 
non-equilibrium systems.4 Causal enrichment requires an increase 
of the stability or number of states in the dynamic repertoire 
(or both), and thus requires more energy.

In the case of the conscious brain, the states to which 
we  are referring are metastable patterns of spatiotemporal 
correlation within a context of continuous intrinsic neural 
activity that—like a whirlpool—depends on a constant flow 
of energy. This means that the conscious dynamic repertoire, 
as well as each and every state that is differentiated within 

4 Notice that the relationship between stability and energy use in nonequilibrium 
or dissipative systems goes against our commonsense intuition that the most 
stable states are those with the least energy (like a marble that has settled 
into the bottom of a bowl).

FIGURE 1 | Causal enrichment can be increased by adding stability 
(strength), size (diversity), or both.
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this repertoire, can be  thought of as a more or less ordered 
flow of energy, that is, as a dissipative structure. Any change 
of the conscious dynamic repertoire should correspond to a 
change in the way that energy flows through associated patterns 
of neural activity and should in principle be measurable as such.

A key implication of the harmonic theory, then, is that the 
causal enrichment required for positive experience of any kind 
depends in part on increased energy use. How does this square 
with what we  know about the energetics of the brain?

It is frequently observed that the brain is an “expensive 
tissue” that accounts for over 20% of the body’s energy 
consumption despite constituting only 2% of its mass (Campbell, 
2010). Also, the rate at which the brain uses energy changes, 
and the brain seems to be capable of regulating its own energy 
use (ibid.). More specifically, there is ample evidence that the 
brain’s energy use varies both temporally and spatially in 
connection with neural activity (Watts et  al., 2018), which, in 
turn, is widely believed to vary in response to task-specific 
cognitive demands. In addition, some have suggested that the 
transition to consciousness is connected with greater energy 
use (Shulman et  al., 2009). Thus, the idea that changes of a 
basic property of experience are connected to changes of energy 
use fits well with our current picture of the energetics of 
the brain.

However, in a recent article that explores the energetic nature 
of consciousness, Pepperell (2018, p.  3) cautions that there is 
“no clear correlation between total amount of energy used by 
the brain…and the level of consciousness detectable in the 
person”. Instead, he  proposes that levels of consciousness 
correspond to the “organization of energetic activity” in the 
brain, such that “wakeful conscious states are associated with 
more complex organization” (ibid., italics added). Similarly, a 
recent study of the relation between consciousness and the 
spatiotemporal coordination of neural activity claims that it 
is the “degree of fractal and scale-free organization” rather 
than “mere level of global activity or metabolism itself that 
is central for the level or state of consciousness” (Northoff 
and Huang, 2017, p.  634).

Nevertheless, insofar as complex organization entails greater 
energy use, these perspectives suggest that an increased supply 
of energy is a necessary condition for causal enrichment. 
Moreover, the harmonic theory suggests that causal enrichment 
can take different forms depending on how this condition is 
met. A broad distinction can be  drawn between two kinds of 
energy increase: those that simply add energy to the system, 
resulting in increased strength, and those that add both energy 
and organization, resulting in both increased strength and 
diversity. Insofar as both lead to an overall increase of 
differentiated-ness, both can lead to increased positivity.

Furthermore, I suggest that these two kinds of energy increase 
correspond to the two basic kinds of positive experience 
discussed in earlier sections: the “button-like” pleasure associated 
with “hard-wired” affective responses and the “interactive” 
enjoyment found in imaginative culture, play, and wide variety 
of other activities. I  will refer hereafter to these two kinds of 
positive experience as pleasure and enjoyment. In general, 
pleasure and enjoyment are characterized by different kinds 

of affective tone: pleasure is the result of added strength and 
so usually has a narrow tone, while enjoyment is the result 
of increased strength and diversity, and so is usually marked 
by the explicit richness of harmonic intensity.5

Pleasure and enjoyment also differ in the kinds of energy 
sources that they require. Intuitively, it should be  relatively 
easy for the body to give itself an energetic “boost” that 
momentarily strengthens feeling. We  do not know how this 
is accomplished in the case of pleasure, but the brain’s constant 
regulation of its own energy use suggests that it is possible. 
Meanwhile, for the kind of enrichment that supports enjoyment, 
it may be  necessary for experience to be  interactively coupled 
with a richly structured source of energy. Accordingly, I suggest 
that pleasure and enjoyment correspond to two sources of 
causal enrichment: (1) specially adapted regulatory mechanisms 
of the body and brain (neurochemicals and the like), and (2) 
engagement with richly structured “ambient arrays” of energy 
described by the ecological theory of perceptual experience 
(Gibson, 1986).

For readers who are unfamiliar with ecological psychology 
this last point will seem to come from left field. Unfortunately, 
the details of this approach to perception cannot be  reviewed 
here. Let it suffice to say that the harmonic theory of enjoyment 
can draw upon the ecological view of perception as an interactive 
process that quite literally “feeds off ” the richly structured 
gradients of light, sound, and chemicals carried by the media 
of air and water (ibid., p. 16–17). Normally ecological psychology 
focuses on the way in which these energy gradients serve as 
sources of information about things in our environment and 
the kinds of activities that they afford (p.  19–44). But within 
the ecological framework, it is clear that the thermodynamic 
nature of perception is not fundamentally different in kind 
from other organic processes (see, especially, Swenson and 
Turvey, 1991). In many if not most contexts of animal life, 
perceptual engagement with ambient energy is driven by a 
search for meanings relevant to current needs and interests, 
not for the sake of causal enrichment per se. Nevertheless, 
the preceding claims about the energetic nature of enjoyment, 
when combined with the ecological perspective, suggest that 
the capacity for enrichment—and the pursuit of this enrichment 
for its own sake—is intrinsic to perceptual experience.

It follows that enjoyment is a basic and universal dimension 
of animal life, an intensified form of experience that arises 
spontaneously whenever conditions allow. Probably the most 
commonly observed expression of this universal tendency is 
play behavior, which, according to some biologists, can be found 
in all or nearly all forms of animate life (Burghardt, 2005). 
In general terms, the conditions for enjoyment are enhanced 
versions of the same ecological conditions that hold for experience 
in general: engagement with richly structured gradients of 
ambient energy, which in turn depend on how light and sound 

5 More precisely, the condition for enjoyment is a continuous flow of highly 
differentiated feelings (“implicit richness”). So, for instance, it is possible for 
us to find enjoyment in minimalist art (e.g., Rothko’s multiform paintings) or 
an austere Japanese rock garden insofar as these support a continuous flow 
of richly differentiated feeling.
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interact with substances, surfaces, and events in the surrounding 
environment. In other words, the harmonic theory suggests 
that, unlike the capacity for pleasure, whose specialized 
mechanisms are products of natural selection, the capacity for 
enjoyment is not an adaptation. Rather, enjoyment is inherent 
to experience: any species capable of experience will ipso 
facto  be  capable of enjoyment. More species-specific forms 
of  enjoyment depend on more specific capacities of 
perceptual engagement.

IMAGINATIVE CULTURE AND THE 
ENJOYMENT OF ENRICHED MEANING

We come at last to imaginative culture. In light of previous 
discussion, we  can affirm that our experience of imaginative 
culture is a kind of enjoyment, that is, an interactive form of 
positive experience whose causal enrichment depends on 
engagement with richly structured sources of ambient energy. 
But it is evidently much more than this. Unlike play, which 
seems to be very widespread, enjoyment of imaginative culture 
seems to be  uniquely human. Also, it differs from other kinds 
of human enjoyment. I  suggest that the most distinguishing 
feature of our experience of imaginative culture is its 
meaningfulness. In this final section, I  will be  focusing on 
imaginative culture as a source of enriched meaning, and I will 
be  focusing on music as representative example.

Recall that imaginative culture was defined at the outset 
as the use of specially prepared media for the purpose of 
enriched experience. We  are not the only species capable of 
altering our environment for the purpose of enjoyment (think 
of otters and their slides). Imaginative culture can be  further 
distinguished by its highly distinctive ways of organizing materials 
and activities for purposes of enjoyment—in the case of music 
and dance, patterns of sound, and coordinated movements. 
But again, a number of animals engage in similar activities 
to attract the attention of conspecifics. I  suggest that what 
most distinguishes imaginative culture is the way in which 
meaning is perceived in and expressed through its various media.

This feature seems to be  grounded in the flexibility with 
which we  can switch between different ways of perceiving. 
Our understanding of this flexibility depends on how 
we  understand the perception of meaning in general. On the 
ecological view (Gibson, 1986; Clarke, 2005), meaning is directly 
perceived, not something added to “sense data” by layers of 
“information processing.” But this is not to say that it is the 
same for everyone. Rather, meaning is direct in the sense that 
it is specified by perceptual engagement with the ambient energy 
that informs perception. What meaning is specified depends 
on factors on both sides of engagement, including the way in 
which perceptual engagement is intentionally directed.

So, for example, when we  listen to music, the meaning 
we hear is not just a result of how musical sounds are specially 
produced and organized: we listen to these sounds in a particular 
way, and as a result, we  hear their meaning differently from 
the way we  hear the meaning of everyday sounds. Indeed, 
the same sound (from a physical standpoint) can be  heard in 

different ways depending on whether it is heard as music. 
Think of how the sound of someone striking wood changes 
depending on whether we  hear it as a knock at the door or 
as musical rhythm. I suggest that the difference can be roughly 
described as follows: With everyday sounds, we  direct our 
attention to their physical source, while with musical sounds 
we direct our attention to how they are related to one another. 
This is far from a complete account of musical meaning, of 
course. But it should be  acknowledged that such an account 
is in any case unavailable, as we  do not yet know how all 
the different meanings that we  hear in music are specified. 
In particular, we  still do not have a well-established scientific 
explanation of the enormous range and subtlety of emotion 
that we  can hear in music.

We seem, then, to have reached an impasse. After all that 
has been said about affect, it turns out that our understanding 
of the enjoyment of imaginative culture depends, at least in 
part, on our understanding of the experience of meaning.6 
And the problem of meaning is as important and as challenging 
as the problem of affect. Fortunately, the ecological thesis that 
meaning is directly specified by perceptual activity allows us 
to finesse the problem of meaning. We  need not describe the 
dynamic variables that specify particular kinds of meaning in 
order to consider the implications of direct specification for 
enjoyment. What matters most for present discussion is the 
richness of meaning specified by imaginative culture. The primary 
case in point is our experience of meaning in music.

Perhaps because music is so widely enjoyed, it is easy to 
overlook the fact that it offers direct experiential access to an 
extraordinary range, depth, and subtlety of meaning. The 
meaningfulness of music would be  an astounding discovery 
if it were not already such a commonplace feature of human 
life. Among the many different kinds of meaning experienced 
in music, perhaps the most common, and also the most 
powerful, is emotion. Moreover, one of the most striking features 
of our experience of emotion in music is its extraordinarily 
nuanced character.

Consider how pains of the heart are differently expressed 
by popular musical traditions—how each tradition uses a 
different emotional palette. The emotional nuances of blues 
are different from those of flamenco, and so on. Or consider 
the different nuances brought out by great performances of 
the same song—say, “One More for My Baby (and One 
More for the Road)” as sung by Holiday, Sinatra, Bennett, 
and Fitzgerald. It is amazing to consider the nuance of 
feeling that can be  found on the same street of the same 
emotional neighborhood. There are no words to describe 
such fine differences. But they are not trivial: our appreciation 
of these nuances and our enjoyment of music go hand in 
hand. Whenever we  enjoy the emotion of a particular song, 

6 It should be  clarified that meaning is being discussed here in a very broad 
sense that includes much more than representational content. Much of imaginative 
culture, ancient and modern, is “non-representational.” Nevertheless, all 
imaginative culture is experienced as having at least the kind of meaning that 
belongs to its particular medium. For example, the notes of a melody are 
heard as meaningfully related to one another, regardless of whatever other 
meaning they might have.
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what we  relish is not just the experience of emotion per 
se but this unique feeling of emotion brought forth by this 
performance of this song.

The point that I  am  making is that the sine qua non of 
musical enjoyment—as made manifest by our enjoyment of 
emotion—is the extraordinary differentiated-ness of our 
experience of musical meaning. As famously claimed by 
Mendelssohn-Bartholdy (2019), the feelings of music are too 
fine (bestimmte) for words to describe (cf. Barrett and Schulkin, 
2017). This view of musical enjoyment is not uncommon 
(Langer, 1996, p.  222–245), but neither is it self-evident. The 
elaboration of this view into a comprehensive thesis about 
our enjoyment of imaginative culture is even more tenuous. 
For present purposes, however, my intention is not to defend 
these positions but to show how they fit together within a 
theoretical framework that can help us to understand our 
fascination with imaginative culture.

The theory presented in this article is able to confirm Dewey’s 
claim that imaginative culture is driven in large part by our 
“preoccupation with direct enjoyment.” Moreover, it is able to 
describe in general terms how our enjoyment of imaginative 
culture relates to other kinds of enjoyment and pleasure. The 
thesis that our enjoyment of imaginative culture is based in 
experience of enriched meaning points to other motives besides 
enjoyment, however. In particular, the enormous popularity 
of songs about heartbreak suggests that imaginative culture 
serves an additional, albeit closely related, purpose. In short, 
if music and other forms of imaginative culture are just for 
enjoyment, why do we so often use them to explore the darkest 
and most difficult aspects of human life?

The question that I  am  raising is a version of the classic 
“paradox of tragedy.” In general terms, this paradox has to 
do with our tendency to use imaginative culture to cultivate 
enriched experiences of emotionally troubling events that in 
normal life we  try to avoid. Most explanations of this paradox 
belong to two types (cf. Levinson, 2014). According to one 
type, imaginative culture gives us the opportunity to experience 
these events “at a distance,” that is, without actually undergoing 
the troubling emotions that normally accompany them. According 
to another type, imaginative culture does induce troubling 
emotions, but it does so in a special way that is cathartic. 
Without ruling these out, the harmonic theory of affect suggests 
a third possibility. Through the enrichment of meaning, 
imaginative culture gives us the opportunity to transfigure our 
experience of these events, at least momentarily, in ways that 
are deeply gratifying and life-affirming.

An important part of this transfiguration is a change of 
affective tone. As evidenced by the popularity of songs about 

heartbreak, a musically enriched experience of heartbreak is 
deeply satisfying in a way that our normal experience of 
heartbreak is not. The harmonic theory explains this 
transfiguration by its claim that positive valence just is the 
enrichment of experience. Therefore, though it may seem 
paradoxical, an enriched experience of tragedy will feel better 
simply by virtue of its richness. A corollary of this thesis is 
that artistic depictions of tragic events are not satisfying except 
insofar as they achieve this richness, which helps to explain 
why art fails when it simply tries to “push our buttons.” It is 
not easy to produce an enriched experience of tragedy.

At the same time, the harmonic theory indicates that the 
transfiguration of experience wrought by imaginative culture 
is much more than a change of affective tone. An enriched 
experience of tragedy is also a cognitive achievement, which 
is why profound enjoyment of the arts is so often accompanied 
by an enlarged and refined experience of life as a whole. The 
harmonic theory also accounts for this contribution of imaginative 
culture, as it ties the affective enrichment of experience to 
the refinement of our conscious repertoire. It can even be  said 
that imaginative culture serves to improve our capacity to feel. 
Often this improvement is fleeting—our insight into the beauty 
of life evaporates almost as soon as the music is over. But 
for many people, a regular diet of imaginative enjoyment is 
maintained not only for its own sake but also for the sake 
of cultivating an enriched capacity for everyday experience.

In summary, imaginative culture is critical to our 
understanding of affect in at least three ways. First, it makes 
manifest the enriched nature of enjoyment and positive experience 
in general. Second, its use of specially prepared media exemplifies 
the dependence of enjoyment on engagement with a richly 
structured environment. Third, the use of imaginative enrichment 
to transfigure our experience of the most troubling aspects of 
life affirms that positivity is not a special quality added to 
feeling but an improvement in our overall capacity to feel.
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Imaginative pretend play is often thought of as the domain of young children, yet adults
regularly engage in elaborated, fantastical, social-mediated pretend play. We describe
imaginative play in adults via the term “pretensive shared reality;” Shared Pretensive
Reality describes the ability of a group of individuals to employ a range of higher-
order cognitive functions to explicitly and implicitly share representations of a bounded
fictional reality in predictable and coherent ways, such that this constructed reality may
be explored and invented/embellished with shared intentionality in an ad hoc manner.
Pretensive Shared Reality facilitates multiple individual and social outcomes, including
generating personal and group-level enjoyment or mirth, the creation or maintenance
of social groups, or the safe exploration of individual self-concepts (such as alternative
expression of a players sexual or gender identity). Importantly, Pretensive Shared Reality
(both within the specific context of table-top role-playing games, and other instances)
are primarily co-operative and co-creative. We draw on multiple examples, and focus
on Table-Top Role Playing games (TTRPG) – and specifically, the most popular and
enduring table-top role-playing games, Dungeons & Dragons (D&D) – as a primary
example of such play. Our conception of “pretensive shared reality” links the widespread
existence and forms of adult imaginative play to childhood pretense, places it within a
developmental and evolutionary context, and argues that pretensive shared realities –
which underpin many forms of imaginative culture – are an important topic of study
unto themselves, and may be utilized to provide methodological insight into a variety of
psychological domains.

Keywords: pretense, pretend play, games, imagination, table-top role playing, Dungeons & Dragons, pretensive
shared reality

INTRODUCTION

It is received wisdom that adults do not engage in imaginative play, largely because the benchmark
for this concept is childhood pretend play1. The likely cause of this assumption is the enduring
legacy of Piaget (Göncü and Perone, 2005) who claimed that “In a general way it can be said
that the more the child adapts himself to the natural and social world the less he indulges in
symbolic distortions and transpositions, because instead of assimilating the external world to the

1For the sake of clarity when discussing children we will use the term “pretend play” (consistent with the literature), and when
discussing adults we will use the term “imaginative play.”
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ego he progressively subordinates the ego to reality” (Piaget,
2013, p. 54). Scholars following Piaget have also suggested that
imagination tends to “go underground” (Harris, 2000; Singer
and Singer, 2005; Piaget, 2013), that imagination transforms
into other cognitive skills such as counterfactual thinking or
daydreaming (Walker and Gopnik, 2013; Weisberg and Gopnik,
2013) or that it becomes subsumed by the consumption of
fictional works in literature or film (Taylor and Mannering,
2007; Barnes, 2015). While Piaget is certainly a giant in the field
of developmental psychology, his conception of development
from pretense play to “games with rules” is, in our opinion,
mistaken. We argue that “games with rules” ought not to be
understood as “games with rules and without imagination.” We
are not the first to make this argument, though we are in the
minority for doing so (Lillard et al., 2010; Smith and Lillard,
2012; Weisberg, 2015), meanwhile, the vast majority of research
on pretend and imaginative play has been conducted within the
field of developmental psychology, with a particular focus on
pre-pubescent children. Here, we extend this topic by examining
pretense through an evolutionary lens to better conceptualize
the purpose of imaginative play in adults. In so doing we better
incorporate cross-cultural evidence and anthropological theory
to better inform us of the purpose of imaginative play across the
life-span, across cultures, and across socio-functional domains
(Nielsen, 2012; Renfrew et al., 2017); we are also better able to
draw connections between imaginative play and various domains
of imaginative culture and belief, including religion (Renfrew
et al., 2017) and strengthen a scholarly interplay between social
and developmental psychology, anthropology, and a recently
established niche within games studies which focuses on role-
playing (Zagal and Deterding, 2018).

We will demonstrate that adults engage in sophisticated forms
of imaginative play, and that this phenomenon is common
and widespread (though our examples are principally WEIRD
in nature). And, while imaginative play in adults frequently
requires rules, it operates by the same cognitive mechanisms of
imagination that support childhood pretense. Unlike childhood
pretense, however, such play is – critically, possibly even
necessarily – socially shared. We use the term “pretensive
shared reality” to describe this broad capacity, outline what
cognitive faculties we believe it relies upon, and discuss what the
implications are of this phenomenon. Pretensive shared reality
forms a frame of reference which is a “product of motivated
process of commonality of inner (mental) states with others about
the world” (Echterhoff et al., 2009). We will use the example
of Table-Top Role Playing (TTRP) and Table-Top Role Playing
Games (TTRPG) as a kind of case study, where we focus
primarily on the two dimensions of operation of pretensive
shared reality: physical embodiment and cognitive engagement.
Our work is functionally an extension the “cognitive theory
of pretense” advanced by Nichols and Stich (2000), inasmuch
as we incorporate a necessary dimension of social sharedness
and mutual representations that was initially under-developed.
We conclude that pretensive shared reality plays an important
role in imaginative cultures throughout the life-span and across
many social domains that would otherwise be missed if we
retained the parameters of “pretend play” as understood within

the developmental literature. We ultimately argue that pretensive
shared reality – as exemplified by table-top role-playing games –
is an interesting topic of study in-and-of itself, and is potentially a
valuable methodological tool for addressing challenging research
questions in the field of experimental psychology. Finally, we will
argue that our framework of pretensive shared reality re-casts the
conceptual understanding of childhood pretense in a new light,
allowing for new kinds of research questions to be generated.

Table-Top Role Playing Games appeared in their modern
form in 1974 when the first edition of Dungeons and Dragons
(D&D) was published (Ewalt, 2013). While D&D is among
the most famous of the table-top role-playing game genre, it
is by no means the only TTRPG, but its impact in popular
western culture is ubiquitous. Even those who are unfamiliar
with D&D as a game may be familiar with monsters such
as Beholders (a floating spherical monster with multiple eyes
on serpentine stalks), have consumed television or movies in
which D&D is featured or central (the most recent example
being Stranger Things), or have enjoyed the cultural output
of writers and actors who credit D&D as being a source of
inspiration, including George R. R. Martin, Robin Williams,
Ta-Nehisi Coates, Felicia Day, and Stephen Colbert (Gilsdorf,
2014; Plante, n.d.). A summary description of how D&D
is played is available in Appendix A for readers who are
unfamiliar. And while table-top role-playing games generally,
and D&D specifically, are relatively modern, the idea that
individuals have been collaboratively and collectively creating
and imagining alternative realities and the inhabitants thereof
is likely as old as the art of story-telling itself. The basic
cognitive concepts of role-playing – engaging in pretense that
involves representing others’ minds in the first person (Lillard,
2001; Sachet and Mottweiler, 2013) – is familiar to anyone
who has indulged the fantasies of a young child, or watched
film, television, or theatrical productions. Table-top role-playing
games (see Deterding and Zagal, 2018; White et al., 2018)2,
then, are but the most recent and most adult-like instantiation
of a tradition of fantastical, narratively driven, agentically rich
expressions of imaginative culture that has roots in both the life-
time development of humans, and the history of the species.
We choose to focus on table-top role-playing as it is an
highly illustrative example of adult imaginative play, and is
a useful way to understand adult imaginative culture as the
socio-cognitive extension of childhood pretend play (we have
provided a glossary of potentially unfamiliar terms that are
associated with table-top role-playing games, as we will use
these throughout; see Table 1). While we trace and propose
continuity between childhood play and adult-roleplaying, in the
same breath it is necessary to acknowledge differences. The
adult role-playing games are dependent on more complex social
contract between participants and heavier ecologies of rules,
which constrain in their aim of scaffolding the process of play
(cf. Montola, 2008).

2In this paper we largely omit kindred forms of adult role-play, especially that
of LARPs (live-action role-playing games) which almost deserve a stand-alone
argument, as they include even stronger participatory embodiment than tabletop
games. See Harviainen et al. (2018).
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TABLE 1 | Glossary of key terms and acronyms.

Term Meaning

Player The humans who are engaging in creation and maintenance of the pretensive shared reality.

Player-character The players’ representative in the pretensive world, constructed according to a set of rules and operated by the player. In
principle, while the player knows the mind of the player-character, but player-character must act as if it has without awareness
of the mind of the player.

Game master (GM) A unique player within the genre of table-top role-playing games who primarily regulates what is legal within the pretensive
shared reality. The GM serves two roles – storyteller and referee. The first is in determining and describing relevant features of
the pretensive world that the player-characters inhabit. The second is in determining what actions are consistent with the rules
of the table-top role-playing game system.
The GM does not operate a player-character, and is not responsible for regulating the actions of [players’] player-characters.
A GM may ‘set the scene’, but it is the players who – via their player-characters – “direct the action.”

Non-player character (NPC) A pseudo-player-character operated by the GM. NPC’s are independent from players and characters, but exist to populate the
world and enrich it. For example, if player-characters are working for some kind of leader – who is not one of the players’
player-characters – then the GM must create the leader, providing description, dialog and a set of ascribed motives, beliefs, and
actions.

Table-top role-playing/table-top
role-playing games

Table-top role playing/Table-top role playing games. At its core, a table-top role-playing game is a set of rules and mechanisms
that allow for coherency within the pretensive shared reality for a small group of players “around a table.” The most famous
example is Dungeons and Dragons (D&D), though countless variations and alternatives exist.

Pretensive shared reality Pretensive shared reality describes how a group of individuals employ a range of higher-order cognitive functions to explicitly
and implicitly share representations of a bounded fictional reality in predictable and coherent ways, such that this reality may be
explored and invented/embellished in an ad hoc manner to the semantic and narrative benefit of the group, and in so doing,
facilitate social utility.

Social utility Social utility is the purpose for engaging in pretensive shared reality. While the specifics may vary from player to player it may
include generating personal and group-level enjoyment or mirth, the creation or maintenance of social groups, or the safe
exploration of individual self-concepts (such as alternative expression of a players sexual identity). This term is deliberately broad
and should not be regarded as a prescriptive definition, but simply a place-holder term to describe the variety of motives
present for engaging with TTRPGs in a social context. Our definition can be abstracted and reduced to the following: Social
Utility, under the umbrella of pretensive shared reality and table-top role-playing is normatively co-operative, co-creative, and not
interpersonally competitive, and contains a heterogenous set of behaviors that can be dis-aggregated in meaningful ways.

Imaginative cultures The present manuscript is part of a special issue focusing on “imaginative cultures.” We accept the provided definition of the
term: Imaginative culture consists in shared and transmissible mental experiences that are aesthetically and emotionally
modulated.

Physical embodiment, axis of We define “embodiment” as the degree to which the pretensive shared reality (or imaginative culture) requires the participant to
perform actions which are externally visible and behaviorally representative of, and consistent with, the pretensive shared reality
with their physical body

Cognitive engagement, axis of We define “cognition” as the degree to which the experience requires cognitive engagement that is consistent with the object of
shared intentionality (i.e., the pretensive reality of the group)

IMAGINATIVE PLAY AS “PRETENSIVE
SHARED REALITY”

We use the term “pretensive shared reality” to capture the
psychologically rich and complex phenomenon of a specific kind
of imaginative culture. In doing so we must take care to clearly
define our terms. We use “pretensive” to describe something that
is derived or maintained by the faculties of imagination, which
differs from the reality of one’s perceivable environment (that
is, a reality that is different from the “real” world). The term
“shared” has two meanings. The first is dynamic: it is a process
in which multiple individuals engage with each other with shared
intentionality (Rakoczy, 2007), and the second is that the “shared
reality” is, to some degree, institutional or normative, and that the
object of shared intentionality has a set of premises, assumptions,
and semantic features that are durable for the period of group
activity, and which may endure beyond the immediate period
of shared intentionality (e.g., over multiple instances of game
play). We will elaborate on the term “reality” later with regard
to concepts described by Nichols and Stich (2000), but at its

simplest, “reality” should be understood as the details of the
imagined “workspace” that individuals collectively share, react
to, influence, and elaborate upon. Thus, pretensive shared reality
describes a constellation of mental objects subject to shared
intentionality, which is durable, and which embodies a set of
(implicit or explicit) premises, rules, or norms, that knowingly
differ from the “real” world by some degree. Finally, pretensive
shared reality permits and constrains the behavior of both players
and their player-characters (consistent with the premises and/or
norms of the imagined world). While our term captures the
process and outcome of actors on a stage3, “pretensive shared
reality” is more useful as it also captures play between children,
as well as the experience of table-top role-playing, and includes
more impoverished imaginative cultures such as fancy dress
parties, fantasy sports leagues, and cultural rituals like Christmas
or Halloween. Our term also excludes imaginative cultures
associated with the production or consumption of fiction: while

3Though we acknowledge that the study of performing arts and acting use the
phrase “living truthfully under imaginary circumstances” (Meisner and Longwell,
1987).
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we do not deny that writing a fictional story is imaginative, and
may even be collaborative, we do not regard it as a form of
“play;” simultaneously, reading a piece of fiction (or observing
one performed on stage), while moving and often social, does
not require the consumer to perform actions consistent with the
premises of the imaginative object (meanwhile, the actors are
engaging in a pretensive shared reality as they are required to act
in certain ways).

Importantly, our conception of pretensive shared reality
emphasizes the continuum of adjacent concepts of imaginative
cultures, which include various manifestations of the performing
arts, hobbies associated with counter-factual realities, and
conceptions of wild and institutional religions (Whitehouse,
2004; Renfrew et al., 2017; Boyer, 2020). In psychological terms,
pretensive shared reality generally, and table-top role-playing
specifically, draw upon many higher-order cognitive faculties.
These include Theory of Mind, the ability to entertain that
the contents of another’s mind is different from one’s own
(Ma and Lillard, 2017; Wellman, 2018); metarepresentational
abilities, that a stick may be regarded as a sword (Kim et al.,
2021), pretense (Lillard, 2017), the ability to imagine things
that are not real (Shtulman, 2009); norm psychology (Rossano,
2012), shared intentionality (Rakoczy, 2007), and many others.
Beyond individual cognitions, the specifics of any individual
table-top role-playing situation requires that the players share the
same understanding, and can manipulate their player-characters
within the situation that is consistent and coherent. While we
recognize that – as people – were we to jump from a 10th
story window we would likely die, we can negotiate and hold a
shared understanding of a pretensive reality where, if our player-
characters were to do the same, they might float gently to ground.
The specifics of the example are less important than the mere
fact that we, as adult humans, can entertain the premise of,
and sensibly determine the consequences of, certain imaginative
statements, where such statements may be counter-intuitive
or even impossible. Thus, the term “pretensive shared reality”
encapsulates a host of higher-order cognitive functions that can
be explicitly and implicitly shared by a group of individuals to
represent a fictional reality in predictable, coherent, and unlikely
ways, such that the “reality” can be explored, expanded, and
driven in directions that endure and enrich.

Our definition of pretensive shared reality has similarities
with the work of Nichols and Stich (2000), who describe the
cognitive architecture of the “pretend world box” and the
phenomenon of “cognitive quarantine” as well as describing
the four elements that constitute pretend play (in adults):
establishing a premise, inferential elaboration, non-inferential
elaboration (embellishment), and production of appropriate
pretend behavior. Their work is rightly well regarded, but as we
will argue, it doesn’t go far enough. For example, they claim that
“there are surprisingly few examples of adult pretense described
in the psychological literature” (p. 118), and then describe how
they asked student volunteers to pretend in various scenarios,
including pretending that a banana is a telephone, and asking
dyads to pretend to be a waiter and a diner in a restaurant. What
they fail to include in such illustrations is that, even in the first
instance [of the banana] there is a shared quality to the pretense.

It is as if the experimenter is saying “I propose the premise that
the banana is a phone, and I would like you to accept this premise
and act in a manner consistent with it.” In practical terms, this
is no different from a Game Master (GM; see Table 1 for a
definition) describing a scenario (You stand in an otherwise empty
room. In front of you is a table, and on that table is a phone) and
asking a player what they want to do. No instructions are given
for how to operate in either context: in both cases the student
volunteer or the player could call the police for help, order a pizza,
or pretend that someone is calling them. Similarly, the scenario
of the diner and the waiter in the restaurant is functionally no
different from two players (and a GM) pretending to occupy the
roles of a fighter and a healer in combat, i.e., the roles clearly
signify a space of social and functional affordances for all parties.
We argue that adult pretend play is not surprisingly infrequent,
it just comes with a specific set of institutions; in the case of
table-top role-playing games these institutions are a rule book,
and a GM. That said, the concepts of the pretend world box
and of cognitive quarantine posited by Nichols and Stich are
extraordinarily illuminating for the task at hand.

Now we must consider “cognitive quarantine” – and for the
sake of consistency merge it with the TTRPG terminology (see
Table 1) and ethnography. It is obvious that the actions or beliefs
of the player-character have a limited effect on the players and
their [real] world. The player is not changed if their player-
character eats, gets rich, falls in love, or pursues any other in-
world experience. The play is cognitively quarantined and creates
a safe creative zone, which Nichols and Stich would probably
perceive as fully separated from the player’s world. However we
must add that at least one of the strong motivations of playing
role-playing games is the aesthetic4 and emotional affection from
the play to the player (Stenros and Bowman, 2018). Consider the
case of player-character death. Nothing in the real world has died,
but the experience of grief may be authentic: the player can be
moved by the death of their player-character due to the affective
or aesthetic connection – how then, does cognitive quarantine
account for such experiences?

We suggest that the same set of phenomena which Nichols
and Stich call cognitive quarantine has its own history under the
umbrella term of “magic circle” or “boundary of play” within
games studies (Stenros, 2014), where it is in some ways more
elaborated due to the more variable range of experiences. We
presume most challenging topics for any theory of pretense will
be connected with the question of permeability of the boundaries
between the play and non-play, which is especially relevant
for embodied role-playing. We agree with Nichols and Stich’
thesis, that within the pretend-world-box that cognition mostly

4The notion of aesthetic motivation connects the experience of role-playing to
the experience of art, but also is probably a theoretical step away from the
clear conceptualization of the problem (what is the function of “aesthetic” in a
psychological sense?). There is classical account of personal player motivation
in RPG theory (Edwards, 2001; for broader discussion see Torner, 2018), which
distinguishes three ideal types of players and playing styles: gamist (enjoys and
focus on the “game,” stresses competition), narrativist (enjoys focus on “story,”
stresses creativity and storytelling within a theme, genre) and simulationist (enjoy
experiential consistency of play; stresses enactment of play with internal logic
and consistency), from which the latter two could be understand as aesthetic
motivation.
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operates in the same way as outside (no concept of special
pretend cognition is needed), nevertheless they somewhat neglect
a feedback effect of pretending experiences, the [pretenders’]
ability to form living streams of experiential states, in which
players are not just producers maintaining two disparate levels of
communications, but also recipients, as well as objects of pretense
upon which others can act. The cognitive theory of pretense does
not seem to take into account the problem of affective states (see
the concept of immersion in the role-playing studies, Bowman,
2018) of the real person and its relation to the pretend-world-box
of the player-character, or the necessity to discuss the cognitive-
affective distribution of cognitive and affective resources for
pretending. The porousness of the boundary of the play can be
illustrated best through spillover effects of play into player, or
vice versa, in so called “bleed-effects” (Montola, 2011; Leonard
and Thurman, 2019) – an experience where cognitive qualities of
the player may bleed-in to the player-character (such as a player’s
fear of spiders unintentionally influencing an player-character’s
action), or where the cognitive qualities of the player-character
may bleed-out into the player (such as a player’s sincere feelings
of grief). Thus, even though these experiences are partially
quarantined (i.e., the player still recognizes the source of the
experience), they also blend experiences, which posits challenging
examples of inadequacy of any pretense quarantine theory with
strict boundaries.

We find the representational theories of pretense and the
work of Nichols and Stich (2000) still pragmatically relevant
for elaboration of cognitive theory of pretense, but in respect
to adult role-playing we find it is useful mainly if we omit the
affective dimension and think of the problem as a question of
an socially mediated, unconstrained creative space dealing with
information exchange and maintenance. Here, Nichols and Stich’s
concepts of cognitive “boxes” that facilitate pretense remain
useful. First, there is the “Possible World Box,” which is simply
the “workspace” of imagination, a set of premises and semantic
claims about the world for the players in which the player-
characters are operated. In table-top role-playing game terms,
the possible world box is simply “the game world,” and the
game world is largely described and operated by the GM, though
player-characters can directly influence the game world (e.g., if
their player-character kills the Evil Queen who is holding the
Beautiful Dragon captive, then the game world no longer contains
the Evil Queen). Nichols and Stich (2000) go further, arguing that
there is an updating system, and that the player has a “belief box,”
or a set of belief-like representations consistent with the possible
game world. The important thing about pretensive shared reality,
and the very concept of adult imaginative play5 and imaginative
culture, is that pretensive shared reality does not require perfect
fidelity in sharedness, simply shared intentionality (Rakoczy,
2007). By sharing and distributing cognitive obligations to
maintain the [shared] pretensive reality, the imaginative world

5We use the terms “adult imaginative play” and “shared pretensive reality” in
a functionally interchangeable way. Shared Pretensive Reality, however, is but a
subset of all possible forms of adult imaginative play. We generally prefer the latter
term in order to make room for scholars who wish to discuss “adult imaginative
play” in ways that differ from our own, but will sometimes user the broader term
to refer to the broader category of action.

becomes more dynamic. The GM is responsible for regulating the
“official” game world (the possible world box) and holds in mind
simple belief boxes for NPCs (i.e., the motive of the Evil Queen),
meanwhile, the players hold a (incomplete but functional) “belief
box” about the game world, and hold elaborate and rich belief
boxes of their own player-characters. Players (including the GM)
and their player-characters (including NPCs) can hold belief-like
concepts within their belief box about other player-characters
and the game world generally. But so long as the premises are
maintained, as described and regulated by the GM, engagement
with the pretensive shared reality can generate a nearly limitless
set of imaginative and creative expressions from an initially
constrained set of circumstances.

WHY DO ADULT PRETENDERS
PRETEND AT ALL?

Having established that a central feature of pretensive shared
reality is that it is shared by a group, we can address a question
that Nichols and Stich (2000) struggled to answer: why do
[adult] pretenders pretend at all? While they labor on multiple
simplistic examples, primarily revolving around why adults
would engage in pretend play with children – for example, when
representing a train, one may cycle their arms and say “Chugga
chugga choo choo” – we assert that pretensive shared reality,
whether between a child and an adult, or a group of adults,
is to facilitate social utility6. We use this term to refer to the
manner in which pretensive shared reality facilitates particular
outcomes, and the functions that can be attributed to it; social
utility encapsulates cooperative behavior (that is rarely if ever
intentionally interpersonally competitive), which may generate
personal and group-level enjoyment or mirth, the creation or
maintenance of social groups, and/or the safe exploration of
individual self-concepts (such as alternative expression of a
players sexual or gender identity). This is true whether a father is
pretending to be a tiger while chasing his young child, or whether
four 35-year-olds operate invented player-characters to free the
Beautiful Dragon from the Evil Queen.

An important additional element of social utility, and one
of the reasons we speculate that adult pretenders pretend as
they do, is that pretensive shared reality in the form of table-
top role-playing games are expressions of alternative, unreal, or
impossible agencies. At first glance, the inclusion of “agency”
as a motivating feature of social utility within the context of
pretensive shared reality may seem out of place. However, we
believe it’s inclusion is a necessary extension of the work of
Nichols and Stich (2000), and incorporates other anthropological
research. First, Nichols and Stich (2000) do not explicitly address
the issue of agency, though it is implicit throughout their 2000
publication (and apparent in some subsequent publications,
particularly those of Nichols, 2000, 2004; Nichols and Stich,
2003), and is particularly relevant to their fourth condition

6Not to be confused with “social utility functions” (commonly referred to simply
as “social utility” by Loewenstein et al., 1989). Their definition of a Social utility
function is that of the consequent level of satisfaction as a function of outcome to
self and others in a social decision making context.
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of pretense (regarding behavior). Second, recent philosophical
scholarship places agency as an under-appreciated concept within
the study of “games.” Furthermore, agency as a necessary
component of pretensive shared reality (and consequently an
important motivation within this framework) is what separates
pretensive shared reality from more passive imaginative cultures,
and more linear forms of play (such as computer games). And
third, while most people engaging in pretensive shared reality
are doing so with minimal personal investment, some individuals
and groups engage in profound explorations of agency and
concepts associated with expression of identity and morality
(among many others). Consider the case where individuals are
safely exploring alternative gender or sexual identities that are
not presented to the “real” world (a point which we expand upon
with our discussion of Turner’s (1969) concept of communitas
and anti-structure).

Nichols and Stich (2000) only implicitly addressed questions
of agency. While children may engage in pretense spontaneously
(thus, within children there is agency in both the content of the
pretense and the premises thereof), adults do not (at least, not in
the same way as children). Nichols and Stich (2000) report a set
of pretense scenarios for one individual and for dyads (note: in
both cases the experimenter acts as an additional agent in these
scenarios, that of the premise-setter). The solo examples involve
pretending a banana is a phone, that the individual is a train, that
they are a dead cat, and that they are “home alone at night and
[you] hear a suspicious noise in the basement.” Each of these is
a very lab-friendly scenario, which are superficially open-ended,
but which actually only permit a relatively constrained range of
agencies. Each scenario has situational affordances7 which are
constrained by unacknowledged and unstated premises relating
to the intention of the researcher. The “noise” scenario is the
most open ended, and individuals may conclude it was a burglar
and consequently acted consistent with this (fighting, fleeing,
or calling the police); or they may have regarded the noise as
something harmless, created by the wind or a stray cat (hopefully
one that is not dead). Of course, other verisimilar options exist,
but for the sake of the argument they are not relevant. In any case,
the player was implicitly directed by the situational affordances
to resolve the mystery aspect of the premise, embellish it, and
act. However, it seems unlikely that any participant went against
this implicit demand. The premise was not “You live in a world
where anything is possible, and right now you are hearing a noise in
the basement. . ..” If so, someone might have justly responded “I
sprinkle fairy-dust on myself and fly to Never-Never land and spend
the evening drinking Pan Galactic Gargle Blasters with Sherlock
Holmes and Cleopatra.” No, the implicit instruction (and stated
affordances) were to resolve the noise. Agency, then, was highly
constrained. This is also true with the dyadic instructions, which
were both based around a server-and-diner in a fancy restaurant
or a fast food restaurant. The implicit demands were to imagine
specific kinds of food, and mannerisms. It seems unlikely any
dyad play-acted something like the scene from Pulp Fiction where

7Though it is unclear what affordances exist when pretending to be a dead cat. We
suppose one might engage in the process of dying, or twitch, or take on a static and
disfigured pose. . . but these are beyond the specific affordances of the premise (as
would pretending to be the ghost of a cat, or some kind of undead cat).

a diner decides to rob a restaurant, even though such an action is
well within the realm of possibility. Again, agency is constrained
by task demands and existing schemas. Pretensive shared reality
is constrained by situational affordances by design, but in the case
of TTRPGs, their defining feature is their open endedness (in
such games, flying to a new location, or robbing the restaurant,
while possibly surprising, would be wholly acceptable). Nichols
and Stich (2000) imply that agency is important by indicating
that individuals may creatively embellish a situation, and act
consistent with the premises and all subsequent information, but
do not go so far as to state that such decisions require agency. And
yet, it is clearly the case that agency is a requirement, and that
any examination of adult pretense or imaginative play without
this consideration is examining only an impoverished subset
of the phenomenon.

Beyond addressing the absence of agency within a useful
theoretical framework, there are other reasons to consider it
more closely. Nguyen (2020) argues that, just as paintings are
a medium of vision, music is a medium of sound, and stories
are a medium of narratives, that games are a medium of agency.
The ways in which we interact with games – and in this case,
table-top role-playing games – allows us to experience, master,
and derive pleasure from forms of agency not available to us in
the real world. While other modalities of experience – such as
reading or watching a movie – can transport us, can influence
our cognitions, our affect, and our sense of the world (Green
et al., 2004; Brown, 2015), so too can games. The key distinction
is that pretensive shared reality requires behavior on the part
of the players (even if that behavior is as simple as decision
making and speech acts). Engaging with a pretensive shared
reality allows individuals to collaboratively co-construct a place
for agencies to take place, where these agencies can take on forms
from the trivial to the profound. As stated, there is no a priori
reason to limit oneself to ordering food in a fantastical restaurant
(even impossible foods); one may do anything, and that includes
armed robbery. Pretensive shared realities, specifically in the form
of table-top role-playing games, may produce novel cognitive
content, and affective or agentic experiences which may be
valuable to the players as individuals or as a group (or both). The
opportunity for deeper involvement in the medium – via agency –
is principally greater than in more passive artforms that do not
require behavioral engagement.

Finally, having established established pretensive shared
reality – specifically in the form of table-top role-playing (but
certainly not limited to it) – is generally an attempt to provide
many degrees of agentic freedom, and that that agency is
relatively unique to such games (but again, not entirely limited
to it), we may consider the anthropological work of van Gennep
(1909); Turner et al. (2017) and a discussion of communitas
and anti-structure in the context of transformative rituals. While
we are not suggesting that TTRPGs are akin to rites-of-passage,
some similarities exist. Communitas and anti-structure may be
regarded as a phenomenon in which members of a community
temporarily suspend ordinary regard for social structures,
conventions, and existing status hierarchies (anti-structure) and
enter into a new social context in which all individuals are equal,
with the express purpose of being able to participate in, and share,
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a specific common experience (communitas) by “separating” (p.
94) from their “states” (ordinary social roles and schemas). In
the context of TTRPG this may be seen when adults play the
role of children, assume alternative genders, eschew their real-
world credentials (e.g., lawyers, professors, doctors), and ignore
(or even reverse) real-world status-hierarchies (e.g., employee
and employer). The players then enter a “liminal” space: the
game-world (or rather, given that no full transition between
states occurs, it should be regarded as a “liminoid” space; Turner,
1974). In TTRPG terms, the “characteristics” of the players and
associated player-characters are “ambiguous,” they exist in “a
cultural realm that has few or none of the attributes of the past. . .
state” (p. 94), and liminal entities [players and player-characters]
“are betwixt and between the positions assigned and arrayed by
law, custom, convention, and ceremony” (p. 95). The communitas
generated in this process is one of:

. . .homogeneity and comradeship. . . a “moment in and out of
time” and in and out of secular social structure which reveals,
however fleetingly, some recognition (in symbol if not always in
language) of a generalized social bond that has ceased to be and
has simultaneously yet to be fragmented into a multiplicity of
structural ties (p. 95).

Put in more contemporary terms: players sit at a table, and
engage in an extended period of social egalitarianism, where
they reduce themselves to alternative social-forms (their player-
characters), and participate as equals in a common, shared
experience. However, the analogy ought not be stretched too
far. Turner (1974) and others argue that after this liminal
phase, individuals are “aggregated” into new roles (i.e., a boy
becomes a man, a girl becomes a woman, a neophyte becomes
an acolyte) and they return to the “real” world in a new state.
This is obviously not true in the case of role-playing games –
such hobbies fall short in many dimensions of the richness of
rituals – but this doesn’t mean that the experiential quality of
eschewing social roles to engage in pretensive agency in an
equitable manner with like-minded others cannot be regarded
as a meaningful, and even symbolically potent, experience8.
Importantly, unlike rituals, one may construct their liminal
personae (p. 95) (rather than have it assigned by doctrine or
belief) in order to express agency and co-construct the pretensive
shared reality. This experience of seperation and liminality, of
anti-structure and communitas – despite falling short of full
aggregation/transformation – facilitates what we are referring
to as social utility: [the] generation of personal and group-
level enjoyment or mirth, the creation or maintenance of social
groups, or the safe exploration of individual self-concepts (such
as alternative expression of a players sexual identity).

Thus, our response to the question why do adult pretenders
pretend at all? is simply that adults are motivated to engage in
imaginative play as it facilitates social utility, which includes the
expression of alternative agency – agency which is necessary for
a pretensive shared reality to be co-constructed and maintained,
agency which is unavailable in other domains of real life, and

8For a lengthier discussion about the explicit and implicit power structures within
the context of D&D rules, Garcia (2017).

agency which may be explored or exercised without regard to
real-world social norms and structures.

However, the question of “why adult pretense” has at least
two levels of analysis. The above-provided answer relates to
the proximal interpretation, while the ultimate interpretation
remains unaddressed. The ultimate level of analysis forces us to
ask why adult pretense exists at all (Tinbergen, 2010; Bateson
and Laland, 2013). Let us first consider what childhood pretend
play is, then to examine why childhood pretend play is thought to
exist, before coming to a conclusion on why adult pretense exists
at all (and is not simply left behind, as Piaget suggests).

CHILDHOOD PRETEND PLAY

Childhood pretend play is seen in typically developing children
across cultures and contexts (Haight et al., 1999; Lillard
et al., 2010). While definitions vary, pretend play is most
often characterized by non-literal actions produced for non-
instrumental purposes such as enjoyment and exploration
(Weisberg, 2015). No single behavior is indicative of pretend play,
rather, any one of a suite of behaviors are typically characterized
as pretense. These include object substitution (e.g., using a pencil
as a rocket ship), attribution of properties (e.g., pretending a doll’s
face is dirty, and cleaning it), role play (e.g., running around as
a superhero), and pretense metacommunication (e.g., discussing
the rules and setting up an imaginary dentist’s office; Thompson
and Goldstein, 2019). Thus, pretend play can involve both social
and non-social representational content (Sachet and Mottweiler,
2013). Pretend play is active and embodied most of the time (and
is mostly measured through physical action), although it does not
have to be (and can occur only in a child’s mind), however, active
physical embodied is most common.

The earliest instances of pretend play is quite simplistic
(occurring in children as young as 12–18 months). Typically it
is a free-form solo activity without shared intentionality, and
does not contain normative rules or fantastical elements. As
children move through the preschool years into early elementary
school, pretend play moves from ad hoc counterfactual social
scenarios (that typically do not endure across multiple times
or contexts) to durable preplanned counterfactual worlds,
explicitly incorporating normative rules, social intentionality,
and collective negotiation (Fein, 1981). Engagement in pretend
play also varies widely in how grounded it is to reality and
everyday actions. While pretend play is often held up as an
exemplar of children’s wild imaginations, and their abilities to
take ordinary and everyday experiences and turn them into
fantastical events, evidence suggests an alternative view: that
young children’s pretend play is primarily grounded in reality,
and serves the purpose of helping children anticipate unknown
future real events (Fein, 1981; Harris, 2021). From drawing
development to metaphorical reasoning, younger children (aged
3–5 years) are more likely than older children (8 years and up)
to be grounded in reality and unable or unwilling to create
fantastic alternatives to real worlds they know about. Young
children (aged 2 and 3 years) often go so far as to reject non-
realistic pretend play (Vondervoort et al., 2017), and children up
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to age 6 will often prefer realistic endings to stories compared to
fantastical endings (Weisberg et al., 2013; Barnes et al., 2015).
It is only later in development, with exposure to fantastical
media and cultural stories involving elements of far fantasy
(Goldstein and Alperson, 2020) that relatively older children
begin contemplating the unreal.

Orientation to pretend play and fantasy is often
conceptualized, operationalized, and measured as an individual
difference in childhood (Bunce and Woolley, 2021) rather than
being conceptualized and measured as a global, developmental
trait. In preschool, a greater propensity toward play involving
non-realistic elements is associated with stronger emotional
regulation skills, over and above age or language skills (Gilpin
et al., 2015) and affective empathy over and above cognitive
theory of mind (Brown et al., 2017). Children who engage in
more fantasy play, via imaginary companions or non-realistic
role play, show higher levels of theory of mind (Taylor and
Carlson, 1997) and fantasy play interventions seem to increase
executive functions over non-imaginative play and other
control conditions, with children showing the highest levels of
fantastical play also show the highest gains in executive function
(Thibodeau et al., 2016). The data, however, are limited primarily
to preschool aged children, and assumes that pretense, pretend
play and fantasy orientation drops off between the ages of 6
or 8 years (Smith and Lillard, 2012); the empirical literature
has not meaningfully considered how older children and adults
engage with fantastical, embodied pretense and imaginative play
(Meyer, 2016).

Early developmental theory (Vygotsky, 1967; Piaget, 2013)
conceived of pretend play as not necessarily serving a direct
function itself, but rather as indirectly facilitating practice among
children for important socio-cognitive functions in the real
world. That is, play in fictive context x benefits action in
real context y. At the individual level, these functions include
physical and emotional control (Lillard, 2017; White et al.,
2018), counterfactual thinking (Buchsbaum et al., 2012; Gopnik
and Walker, 2013), creativity (Hoffmann and Russ, 2012),
and factual and conceptual learning (Weisberg, 2015; Zosh
et al., 2018). Pretend play also allows children to rehearse
engagement with cultural institutions such as behavioral and
object-directed norms (Nielsen, 2012), and formal institutions,
including religion (Renfrew et al., 2017), which may be built
upon evolutionarily derived selection pressures for survival
(Steen and Owens, 2001), successful acquisition of artifact
affordances (Nielsen et al., 2012), all via forms of natural
pedagogy (Csibra and Gergely, 2011). Consider the perennial
favorite game of pretense among Western children: cops and
robbers. Here, children pretend to engage in behaviors that
are consistent/inconsistent with cultural norms, to express
physical and emotional aspects consistent with particular social
schemas, engage in chase play, and to pretensively operate
artifacts common to culture but beyond their immediate
experience (e.g., such as weapons). While we are not claiming
that pretend play creates those occupying undesirable social
roles, such a familiar example neatly exemplifies that ways in
which pretend play in fictive context x may inform real-world
context y.

PRETENSIVE SHARED REALITY AS AN
EXTENSION OF CHILDHOOD PRETEND
PLAY

So why might adult pretense exist in an ultimate sense? We
suggest that adult pretense, specifically in the form of pretensive
shared reality, is a spandrel of childhood pretend play. The
evolutionary and biological definition of a spandrel is a feature
or trait that did not arise for adaptive reasons, but which
exists as a consequence of, or as a byproduct of, another
feature of trait that is adaptive (Gould, 1997; Buss et al., 1998).
Childhood play likely serves important and adaptive functions
in childhood (Hirsh-Pasek and Golinkoff, 2006; Lillard, 2017),
but is adult imaginative play adaptive? The strong response is
“no, it is not adaptive at all,” while the weak response is “no,
it is not adaptive in the same way as it is in childhood.” If
the latter is true, then adult imaginative play has been exapted
from childhood pretend play. While it is beyond the scope of
the present article to determine if adult imaginative play is
adaptive (Gould, 1997), we are comfortable in asserting – in
response to the question why does adult pretense exist at all –
that childhood pretend play arose before adult imaginative play
(Nielsen, 2012; Morley, 2017), that adult imaginative play exists
as a consequence of this adaptive developmental trait, incurs
a cost (which is minimally a time-cost), and serves a different
role in adult lives than in childhood. That said, while we softly
reject the idea that adult imaginative play is fitness enhancing in
adulthood as it is in childhood, we do accept that the many socio-
cognitive functions adult imaginative play serves are similar to
those of childhood.

INTERIM SUMMARY

Thus far we have attempted to establish the following premises:

1. Adults do, in fact, engage in imaginative play. However this
is not apparent if we judge what adults do by the standards
of children. Much as it is with children, adult imaginative
play exists on a spectrum of being highly embellished
with much pageantry, to being relatively spartan and
minimalist. Adults engage in imaginative play during table-
top role-playing games, live-action role-playing games, and
some board games; when adults assume fictional identities
during festivals such as halloween, cosplaying well-known
figures in popular media at conventions, or engaging in
some forms of kink-play; it occurs during “Model UN”
events, Moot-court events, and historical re-enactments;
imaginative play also includes “murder mystery” parties,
“escape rooms,” and fantasy sports leagues, and may even
include idle conversation about what one would do in a
zombie apocalypse.

2. Pretensive shared reality co-opts many of the socio-cognitive
mechanisms of childhood pretend play, and serves similar
qualitative functions as pretend play.

3. The key difference between pretend play and pretensive
shared reality, however, is the greater reliance on shared
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intentionality and agentic expression which yields personal
and social benefit under the umbrella term of “social utility.”

4. During pretensive shared reality, the pretend world box is
cooperatively co-constructed, and player-character behavior
therein – while governed by a set of rules about what is legal
– is exceptionally rich in opportunities for embellishment and
elaboration, as well as consistent and appropriate behavior.

5. During pretensive shared reality, each player cognitively
quarantines belief-like states between themselves and their
player-character, and while a certain degree of cognitive
porousness exists between player and player-character,
players operate with an understanding that game events
are not “real,” but that game events can generate authentic
cognitive, emotional and agentic experiences.

6. The important feature of pretensive shared reality is
certain permeability between the player and play, which is
responsible for affective dimensions of the experience.

If we accept these premises then several implications follow.
First, if pretensive shared reality is the qualitative extension of
pretend play in childhood – even if it does have more implicit,
explicit, and normative rules – then we can consider pretend play
as serving a much larger role in life-history, and possibly even
human evolution. Particularly with regard to the role pretend play
serves in childhood in terms of supporting and creating various
kinds of institutions (including religion) – a point developed by
others (Nielsen, 2012; Renfrew et al., 2017).

A second, related, point is that it allows us to consider
that, once children utilize shared intentionality within pretend
play (Thompson and Goldstein, 2019), that the socio-cognitive
functions of pretend play do not end when the child
developmentally transitions to “rule based games.” Rather,
that “social utility” of pretend play increases in maturity and
sophistication from childhood into adolescence and beyond,
to match the social and cognitive demands of more mature
life-stages. Through this lens, research on the development of
childhood pretend play is not simply an aggregation of cognitive
milestones toward adulthood, but as one end of a spectrum
along which various socio-cultural aesthetic experiences exist.
Childhood is a period of delayed growth in favor of the
acquisition of important social information (Nowell, 2016),
but it is not the case that learning how to navigate physical
and social environments ends with puberty – the demands
simply expand to include many other, new, concerns, such as
identity formation, higher-order representation of cultural and
institutional obligations, and the maintenance of different forms
of social relationships. Such a framework better incorporates the
finding that children tend to prefer reality-based pretense, while
adults tend to prefer the fantastic.

And third, if it is the case that pretensive shared reality
is an extension of childhood pretend play, and serves many
socio-cognitive functions, then it follows that pretensive shared
reality is a central conceptual point along several axes of
human culture, cognition, and behavior. As we will elaborate,
the theoretical commonalities between exercises in shared
reality may be represented as two-dimensional space in
which two continuous features exist: physical embodiment

and cognitive engagement. For example, watching the latest
Marvel Universe blockbuster requires low physical embodiment
(sitting in a theater), and requires only modest cognitive
engagement9. Playing in an “Escape Room” generally requires
more embodiment (physical manipulation of objects), and
often quite substantial cognitive engagement (coordinated
problem solving). Participating in improvisational or scripted
theater requires considerable embodiment (styles of dress and
appropriate movement) and cognitive engagement (the invention
or recall of lines, an understanding of motives not belonging
to the self which are to be communicated in performative
ways). While participation in religious rituals may require
various degrees of embodiment and cognitive engagement
(Whitehouse, 2004). These dimensions and their implications
will be elaborated hereafter.

Accepting the above, we also propose that pretensive shared
reality, specifically exemplified by table-top role-playing games
affords two empirical and research opportunities that are not
presently addressed in the literature. First, examining table-top
role-playing games as an organic phenomenon which can yield
insights into various areas of psychological enquiry, and second,
as a promising experimental paradigm with affordances beyond
many existing paradigms.

THE AXES OF PRETENSIVE SHARED
REALITY: EMBODIMENT AND
COGNITION

We propose that most kinds of imaginative cultures exist
in a nebulous space that can be characterized by two axes:
embodiment (externally, behaviorally relevant and observable
behaviors) and cognition (complexity of the mental tasks). While
we freely concede that this is a simplistic reduction, it is the case
that such models can be useful (even if they may lack nuance,
then again, “fuck nuance;” Healy, 2017). We accept that multiple
other dimensions exist, though we anticipate that if one were to
conduct a kind of factor analysis on the features of imaginative
cultures, these two factors would account for the majority of
variance, and themselves be relatively orthogonal.

Hereafter we will define our terms, but first let us revisit
the work of Nichols and Stich (2000). Nichols and Stich (2000)
argue that pretend play (in adults) requires the following four
elements from the participants: establishing a premise, inferential
elaboration, non-inferential elaboration (embellishment), and
production of appropriate pretend behavior. It is clear that the
first three points are cognitive, while the final point is behavioral.
As is consistent with the developmental literature, pretend play
in children is often difficult to define precisely, but is primarily
determined through the actions of the child, in relationship to
something imagined (e.g., hiding under the covers of the bed,

9We are not attempting to belittle fandom of this genre/franchise. Certainly, fans
may engage with some topics, themes, and the universe at large in a very elaborate
and cognitively complex way. However, one is not required by the circumstances to
do so. Also the social cognition needed to reconstruct even the main axes of social
complexity of the fictive world is scaffolded by the narration. Moreover the social
order is fixed, while in social games it is in the making.
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because a boogeyman is in the wardrobe). This conception has
precedent; our contribution is simply extending imaginative play
to various other forms of imaginative culture, and in particular,
pretensive shared reality. While our two axes conception is
simplistic, we believe it is useful (as will be elaborated upon).

We define “embodiment,” within the context of pretensive
shared reality (and imaginative cultures generally) as the degree
to which the pretensive shared reality (or imaginative culture)
requires the participant to perform actions which are externally
visible and behaviorally representative of, and consistent with,
the pretensive shared reality with their physical body. Table-Top
Role Playing requires participants not simply to make agentic
decisions, but to engage with those decisions via physical actions.
Table-top role-playing games generally require fairly minimal
embodiment, limited to speech acts and rolling dice. However,
it is also quite common for players – when operating their
player-character – to produce vocal affectations or accents,
and even behavioral mannerisms or styles of dress that are
representative of, and consistent with, their pretensive shared
reality. Such actions are not required, but are usually encouraged,
and are normatively permitted. This is in contrast to forms
of imaginative culture which operate at either extreme of the
embodied spectrum. At the low end there are imaginative cultures
which do not require such behaviors: such as reading fiction,
watching a movie, or listening to music. While at the high end
there is religion and ritual practices, where behaviors are not
simply required, but are prescriptive, defined in doctrine, and to
which there is symbolic meaning associated with the actions (and
often supernatural or moral considerations) (Whitehouse, 2004;
Kapitány et al., 2020a; Nielsen et al., 2020).

We define “cognition,” in the same context, as the degree
to which the experience requires cognitive engagement that
is consistent with the object of shared intentionality (i.e.,
the pretensive reality of the group). Of course, no waking
human activity is without active cognition, but some activities
require “more” than others (while some may arouse cognitive
engagement, they do not require active engagement). Again,
table-top role-playing requires active engagement (as opposed to
passive engagement). While it is possible that such engagement
is minimal (e.g., to merely indicate that one’s player-character
is going to swing a sword or shoot an arrow), it is frequently
more active, it is still agentic. Players must create back stories
and life histories for their player-characters, to hold motives
which must be acted upon consistently in the world, and –
most importantly – to engage in acts of agency consistent with
the world (Nguyen and Thi Nguyen, 2020). Again, this is in
contrast to forms of imaginative culture which operate at either
extreme of the cognitive spectrum. At the low/passive end there
are imaginative cultures which do not require [as much] active10

agentic cognition: reading fiction, watching a movie, or listening
to music only require attention, but does not require cognitions
associated with agency, problem solving, theory of mind, emotion
regulation, or others; though it is important to note that such
experiences may frequently arouse active cognitive processes,

10Active denotates here a possibility or necessity to engage with a decisive change
of or within the imaginative situation.

and doing so may be personally valuable or pleasurable, it is
not obligate. While at the high/active end there are certain
religious forms and ritual practices, where cognitions are not
simply required, but are prescriptive, defined in doctrine, and to
which there is symbolic meaning associated with the actions (and
often supernatural or moral considerations) (Whitehouse, 2004;
Kapitány et al., 2020a; Nielsen et al., 2020).

WHAT QUESTIONS CAN STUDYING
TABLE-TOP ROLE-PLAYING GAMES
ANSWER DIRECTLY?

Tabletop role-playing games are a specific and common example
of imaginative play by adults. This topic is under examined by
the psychological disciplines, and yet we believe that examining
it directly can provide opportunities to answer questions
surrounding cognitive engagement, the role of embodied- and
social- cognitive skills, and understanding particular qualities
of mind. Here, we suggest several low-hanging research topics
related to pretensive shared realities like those apparent
in TTRPG, such as D&D. We propose the following five
research questions.

First, by examining how individuals and groups engage with
pretensive shared realities in the context of table-top role-
playing games we can ask questions regarding theory of mind
and behavioral motivation. Shared pretensive realities require
the explicit discussion of players’ reasoning, internal states,
motivations, and desires. That is, the “belief box” associated
with their player-character must be apparent to all players, and
consistent with the pretensive shared reality, so that other players
can accept and engage with it further. In real life individuals
rarely explain their reasoning and motivation before they engage
in behaviors. However, in table-top role-playing games, players
must make the internal states of their player-character explicit to
justify their [player-character’s] actions. In most cases, the action
of the player-character need not necessarily benefit the group,
but it must at least be accepted as consistent with the world.
Thus, the pretensive shared reality of table-top role-playing games
can be used to observe, examine, and question topics associated
with theory of mind, social justifications, shared intentionality and
mutual understanding, by way of the often-necessary feature of
making the implicit explicit.

Second, the contents of shared pretensive reality can be used
to illuminate and explore social problem solving. In such games,
players must navigate themselves and their player-characters
through various kinds of conflicts and problems that must be
addressed in social ways. While social psychology attempts to
examine social problem solving through a variety of tightly
controlled and contrived scenarios, table-top role-playing games
offer a more “naturalistic” opportunity to examine how groups of
individuals negotiate outcomes within the confines of a variety of
explicit assumptions, constraints, motivations, and contexts. Just
like the real world, table-top role-playing games present players
with challenges that [may] have zero-sum outcomes, which are
morally or technically challenging, and which relate to the welfare
of self and others. Contrary to the pursuit of an empirically
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“clean” and controlled laboratory environment, table-top role-
playing games offer the opportunity to examine such questions
in less messy contexts than the real world, but more elaborate
and freeform environments than those of the lab. Thus, table-top
role-playing games can therefore be used to examine how groups
collaborate around goals and form holistic solutions from disparate
perspectives and abilities.

Third, the collaborative requirements of pretensive shared
realities can illuminate how shared realities are constructed,
and to what degree certain counterfactuals and alternative
agencies can be explored at the boundaries between player and
player-character. Players may experiment with certain things
that are safer, easier, and less consequential in a game-world
than in the real-world. A simple example may be how a shy
individual (player) may wish to exercise greater boldness or social
competence, while a more multifaceted example would be for
an individual to experiment with alternative gender or sexual
identities. And while these may be trait-like qualities, certain
alternative kinds of agency may also be explored: a law-abiding
citizen may wish to exercise acts of violence, or a teetotaler
may wish to play-act the conditions of addiction. While many
counterfactuals may only be trivially relevant to most individuals
in general, the observation of table-top role-playing games in
particular contexts can reveal how some individuals negotiate
complex personal and social agencies.

While our third example was primarily focused on how
individuals explore various agencies in real time, our forth
examples relate to how groups form, maintain, or change norms
and institutions. Shared realities can be both fictional (much
as they are in table-top role-playing games) or [normatively]
real (like formal communities engaged in specific tasks). This
includes examples as diverse as sports teams with the shared
goal of scoring more points than another team, but may
also include moral communities relating to social, political, or
religious ideologies. In such cases, the expectations of one’s inner
motivations must be reconciled and/or delineated from the “real”
world, and must be agreed upon to an extent that each member
of the group “buys in” to the set of terms regarding what is
acceptable or forbidden. This may be trivial, such as what body
part may/may not touch a ball, or profound, such as whether or
not violence is permissible as a means to an end. These shared
realities only work when all members of the group follow the
internal rules and boundaries. Consequently, breaking these can
ruin the coherency of the group (leading to a dissolution of social
or personal identities, or schisms within larger groups). Table-top
role-playing games provide low stakes and delineated opportunities
to examine and interrogate how individuals constitute groups in
real time as a function of invented norms and institutions.

Our fifth suggestion is that table-top role-playing games
are opportunities to examine microcosms of meaning-making
(by both individuals and groups). When individuals navigate a
pretensive shared reality with a player-character that is distinct
from their own identity, we can examine how they [the player]
may understand their own behaviors and desires [in the real
world] through the lens of their player-characters’ behavior and
desires [in the game world]. An individual may never have
considered, for example, whether or not they had a desire or

capacity for self-sacrifice, but through the game world, they
may be confronted with such a choice. In table-top role-playing
games and other realities, individuals can construct identities and
narratives that go beyond their everyday lived experiences, thus
allowing for examination of choices that may not be available in
the real world, and a construction of an understanding of one’s
own behavior that is not always apparent outside of a separated
or quarantined “reality.”

Our sixth and final suggestion utilizes Nguyen’s
conceptualization of games as a medium of agency and
portrays role-playing games as a possible laboratory for the
study of agency itself, that is as a medium of participatory
self-making. In the spirit of enactivistic models of cognition (De
Jaegher and Di Paolo, 2007; Barandiaran et al., 2009; De Jaegher
et al., 2010), role-playing games seem to be fitting examples of
information ecologies strongly dependent on iterative scaffolding
of perception-action loops – the meaning-making is participatory
and its parties are strongly co-constructed in the process. The
characters come alive through play, they seem to obtain at least
partial autonomy from the agency of the players and as such form
interesting phenomena for the psychology of self.

While this is far from a comprehensive list of research
opportunities, we hope that greater scholarly attention will be
given to pretensive shared realities, and specifically table-top role-
playing games such as D&D. Table-top role-playing games are
popular, relatively easy to learn, require as much (or as little)
researcher-input as desired, occur naturalistically and organically,
and capture a wide diversity of topics that interest behavioral
scientists: all of which marks them out as an underutilized topic
of inquiry. They also seem to be less costly than live-action
role-playing games in terms of embodiment and commitment,
D&D is very much comparable to board games, i.e., there is
still quite visible distance between player and character which in
LARPs diminishes when the table disappears to physical world
and players need to fully embody their actions.

TABLE-TOP ROLE-PLAYING GAMES
AND PRETENSIVE SHARED REALITY AS
A RESEARCH PARADIGM

While the discipline of “psychology” is diverse, we believe that
various sub-disciplines involving basic research on social and
social-cognitive topics, may benefit from engaging with TTRPG-
like methodologies that rely on pretensive shared reality. We
must be clear, however, that we are not suggesting this is
some kind of methodological magic bullet – far from it – but
simply that there are some instances in which embracing the
assumptions we’ve outlined may have greater claims to validity
and generalizability. We have identified three broad conditions
where methodological innovation may be possible if researchers
utilize insights derived from our outline of pretensive shared
reality. We will provide one example from the field of Moral
Psychology which we think encapsulates our argument.

Our first condition is pragmatic. There are many domains
of study – particularly experimental study – where researchers
cannot ethically or practically administer a manipulation.
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We suggest, in principle, that most studies that rely on
vignettes can be improved by embracing greater complexity via
pretensive shared reality.

Our second condition relates to researchers acknowledging
their own assumptions. Again, researchers that use vignettes or
priming paragraphs are asking participants to semantically or
affectively embrace a set of premises, then act in some responsive
way. Creating more complex and immersive scenarios may
produce more valuable focal outcomes.

Our third condition relates to experimental demands. In many
kinds of research participants may respond in socially desirable
ways. By creating a clearer delineation between the participant
and the scenario of interest, participants may be less likely to view
the behavior as diagnostic of their own inner-states.

Hereafter, we must offer some caveats: first, while we believe
we have identified (as many others have before us) that there
are various practical and pragmatic short-comings associated
with the methods of experimental psychology, our suggested
responses are speculative. Too little research has examined this
domain for us to consider these as more than suggestions.
And second, we must re-iterate that pretensive shared reality
is not the same as unconstrained childhood pretend play. Our
conception of pretensive shared reality as the co-operative co-
construction of premises and conclusions performed by adults
in imaginative and relatively unconstrained ways. As with
most psychological constructs, it is a spectrum. There may
be more or less co-construction, greater or fewer constraints,
and richer or more impoverished imaginings involved. Again,
this is not a methodological magic bullet, but a possible
avenue of innovation that may yield results that are more
valid or generalizable than existing methodologies. We foresee
two general caveats of using role-playing games as projective
research methodology: (1) the richer ecological validity inevitably
leads to lesser control and (2) the social role-playing games
are to some extent dependent on several social skills, which
introduces its own biases.

Moreover as role-playing is in some manner unconstrained
complex creative activity, the participants could and would
follow orthogonal individual heuristics for making sense of the
situation and the role of their own agency within the play if
they are not clearly instructed/conditioned by the experimental
design. For example players could implicitly understand their
playing agencies along different aspects of the collective action
(cf. Edwards, 2001; Torner, 2018), e.g., as gaming (“we are
supposed to compete”), or storytelling (“we are supposed to
co-create and enact a story with a theme”) or simulation (“we
should try to realistically portray the situation”). These heuristics
bring their own possibly skewing influences on the individual
and collective level for which the research design needs to
counterbalance or use them for the purpose of the research. As
our primary example let us consider an area that touches on
multiple research interests of behavioral scientists, and which is
widely known. Let us consider how experimental psychologists
and philosophers examine moral decision making: an area that
has multiple pragmatic and ethical concerns, where experimental
demands are extensive, and where acknowledging researcher-
and participant-centric assumptions are core.

The classic trolley problem (Foot, 1967) is typically presented
to participants as a vignette, because asking undergrads to
literally kill people is neither ethical nor practical (condition 1).
According to a relatively standardized protocol (Greene et al.,
2008), participants are briefed about what to expect, which
also includes disclaimers that aim to alleviate socially desirable
responding (condition 3): “Moral judgments can be difficult to
make, and we understand that people sometimes change their
minds about moral questions or feel conflicted about the answers
they’re given. Don’t think of your answers as "written in stone."
All we want from you is a thoughtful first response” (Greene et al.,
2008). Participants are then presented with a options they must
report as acceptable or not11. Arguably, the most famous example
of a moral dilemma is a variation on the “trolley (switch)”
problem, known as the “Footbridge” problem (with or without
reference to a “fat man”). Thomson (1985) originally described
the problem in philosophical terms (rather than experimental):

Consider a case. . . in which you are standing on a footbridge
over the trolley track. You can see a trolley hurtling down the track,
out of control. You turn around to see where the trolley is headed,
and there are five workmen on the track where it exits from under
the footbridge. [.] It just so happens that standing next to you on the
footbridge is a fat man. . .. He is leaning over the railing, watching
the trolley; all you have to do is to give him a little shove, and over
the railing he will go, onto the track in the path of the trolley [and
prevent the deaths of the five workers]. Would it be permissible
for you to do this?

Before we consider whether there are assumptions here with
regard to pretensive shared reality, let us first consider the
paradigm in terms of Nichols and Stich. Is there a pretend world
box (or, a set of premises)? Yes, in the first instance a “workspace”
is proposed by the researcher: it involves a footbridge, a large
man, a trolley/train, and five workers. Does the participant have
a meaningful belief box (or, a willingness to make inferences
about the world). Yes, they simply must assume that the lives
of these entirely fictional, nameless, identity-less individuals
matter, that their deaths in some sense represent death as it
is in the real world (Majdandžić et al., 2012) (participants are
also told explicitly a rather unlikely additional premise exists:
that one overweight man is sufficient to stop a rolling train,
while a “little shove” is enough to put him over the railing).
Is there non-inferential elaboration – or embellishment – in
the scenario? No, this is typically forbidden by the protocol.
Participants cannot, for example, ask whether the large man
has a family, whether the workers will notice the train at the
last moment and save themselves, whether intercessory prayer
is an option, or if this is a world in which it is customary
to execute workmen by locomotive. That said, participants
want to ask these questions, and there is emerging evidence
that participants are embellishing the situation in imaginative
ways, whether the researcher wants them to or not (Hauser
et al., 2007). And so while there is no formal embellishment,
many participants engage in these practices privately. Meanwhile,
within the study of moral decision making, the debate rages as to

11We note that there are multiple and varied ways to do this, and not all scholars
follow the same protocol.
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whether such minimalist designs have external validity (Bauman
et al., 2014). Finally, is there production of appropriate pretend
behavior? Yes, in the sense the participant makes evaluation
as a speech act or a mark on a page consistent with all
that has preceded it (rather than, say, disengaging with the
question and simply leaving the room). And so we see that the
minimal conditions are, to greater or lesser degree, apparent to
meet the definition of pretense advanced by Nichols and Stich
(2000).

Perhaps more important in this discussion is the concept
of cognitive quarantine. In the above example, a participant
operates some kind of player-character of themselves. They must
operate the player-character consistent with the assumptions
of the pretend world (i.e., that the body of a large man may
stop a train, and that the workers’ lives matter). The cognitive
quarantine under such conditions is remarkably porous: not
only do participants self-report an emotional experience, it is,
expectedly, observable in parts of the brain associated with
emotional engagement and processing (Greene et al., 2001).
This, alone, is not remarkable. What is striking is that in
instances where the situation is presented in virtual reality (VR),
where there is some sort of merging between the participant
and the player-character (Francis et al., 2016, 2017)12, there
is greater porousness (with regard to reported emotions and
physiological arousal; Francis et al., 2016; McDonald et al.,
2017) and that, on average, more participants perform the
act of sacrificing the large man (Francis et al., 2016, 2017).
Questions of external validity relative to vignette studies have
long been raised (Bauman et al., 2014; Bostyn et al., 2018),
however, we maintain that an awareness of the porousness of
the cognitive quarantine can be exploited in order to generate
new knowledge. And as such, this topic meets our second
condition, that there may be unacknowledged assumptions
inherent to the work.

The domain of moral decision making generally meets
the conditions in which table-top role-playing game-like
methodologies may benefit empirical research. First, there are
pragmatic and ethical and practical concerns. One cannot literally
give a participant the power of life-and-death. Second, there
are researcher-assumptions: What is the moral worth of a “fat
man” on a bridge, or of “five workers”? (This has long been
known to researchers in this area). Third, there are experimental
demands that influence focal outcomes. Again, this has long
been known, but as evinced through VR methodologies, it is
clear that creating richer experimental environments is valuable,
and to the extent that VR offers insight, we argue that so too
can TTRPG-like methodologies. Finally, it is clear that this area
meets many of the classic conditions for pretense as described
by Nichols and Stich: (a) shared sets of premises, (b) inference,
(c) elaboration, and (d) pretense-consistent action (whether
they are explicitly acknowledged or not). Thus, embracing the
assumptions outlined here in terms of pretensive shared reality,

12The exact nature of this is unclear and hotly debated, as is the distinction between
“moral decision making,” “moral action,” or “imaginative salience.” The specifics
are less important than the broader point, however, that some kind of self-player-
character merging is clearly occurring.

and in particular cognitive quarantine, may make room for
methodological innovation and advancement.

EXAMINING IMAGINATIVE CULTURES
THROUGH THE LENS OF PRETENSIVE
SHARED REALITY

We now arrive at the most contentious aspect of our argument:
that our understanding of pretensive shared realities not only
illuminates play, games, and the obviously fantastical, but can
also illuminate our understanding of social institutions with
imaginative culture components, like religion. We need to be
clear: we are not making the claim that religions are simply
“made up,” “fantastical,” or the product of “pretense.” Our term
“pretensive shared reality” was defined in Section “Imaginative
Play as “Pretensive Shared Reality,” but can be summarized in
the following way: Pretensive shared reality describes a space
of mental objects of shared intentionality, that is durable, and
which embodies a set of (implicit or explicit) premises, rules, or
norms that knowingly differ from the “real world” by some degree;
pretensive shared reality permits and constrains the behavior
of both players and their player-characters (consistent with the
premises and/or norms of the imagined world). Meanwhile,
we accept the definition of imaginative culture as shared
and transmissible mental experiences that are aesthetically and
emotionally modulated. Thus, pretensive shared reality is neither
superordinate nor subordinate to this concept, but something
that explains a subset of imaginative cultures.

We argue that this definition makes room for religion, in the
sense that the epistemic qualities of religious claims are shared,
durable, and embody rules. We do not care to weigh in on
whether religion describes reality, but only wish to demarcate
the epistemic quality of the claim “God is real” as different
from the claim that “this table is real” (inasmuch as the way I
can directly interact with a table is different from how I may
interact with God). Moreover, we do not wish to equate the
religious entity God with a table, or any hypothetical fictive
entity. We only need to maintain that such targets are shared
by a community, are associated with various kinds of norms,
require certain kinds of behaviors, and have an enduring quality.
The final point is most important; any form of imaginative
culture, from games to religion, requires a degree of sharedness;
any individual human can engage with their own imagination
and its products, though we would hardly talk about culture
if it was without a dimension of sharedness and engagement.
Further, we argue pretensive shared reality relies upon two axes:
embodiment and cognition. Religion can be characterized along
such dimensions (Whitehouse, 2004; Kapitány et al., 2020a;
Nielsen et al., 2020). Meanwhile, many researchers preceding
us have argued that childhood pretend play is evolutionarily
related to religion (Nielsen, 2012; Morley, 2017), and here, we
extend their arguments further than previously committed to
text, by examining what – exactly – are the constitutive parts of
pretensive shared reality.

What is important in our claim is not whether religions are
pretensive, but rather, whether our conception of pretensive
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shared reality can further illuminate the pursuits of the
cognitive sciences of religion (CSR; Xygalatas, 2014), and whether
examining religion can shed light on the study of the imaginative
capacities of adults. We assert that there is a phenomenological
“kinship” between pretensive shared reality and religion, and
believe that insights from one can inform the other. Further,
we suggest that experimental investigation into topics associated
with religion (such as how beliefs are formed and maintained,
particularly in unseen non-physical entities) can benefit from
incorporating TTRP-like experiences.

Before we defend these points, let us consider religion in
the terms of psychology and the cognitive science of religion.
Humans seem to be evolutionarily hardwired for social behavior
and have a strong capacity for “shared reality” (Echterhoff
et al., 2009). Yet it cannot simply be assumed that any random
collection of humans will generate a shared reality. Such a
thing would need to be established through communicative
interaction and would be dependent on multiple factors (some
of which we have discussed, some we have not). A shared reality
must necessarily be largely based on the ability of individuals
to exchange information, the acknowledgment of individual
goals and values, and require both a capacity for individuals to
form group goals, and a catalytic incentive or pressure for the
interaction. The most relevant theoretical consideration between
pretensive shared reality is the ways in which the sharedness is
created, and the ways in which social identities are constructed.
The definition of a ritual, according to Hobson et al. (2018) is
that rituals are (a) predefined sequences characterized by rigidity,
formality, and repetition that are (b) embedded in a larger system
of symbolism and meaning, but (c) contain elements that lack
direct instrumental purpose (p. 261). Pretensive shared reality
overlaps considerably: within a pretensive shared reality (a)
norms define what can/cannot be done, (b) claims and behaviors
are embedded within a larger system (i.e., the pretend world
box), and (c) behaviors are not instrumental [to the real world].
While we are careful not to equate “rituals” with “religion,”
many scholars within the cognitive science of religion argue
that rituals are what unites religious communities in a practical
sense (Whitehouse, 2004; Atran and Henrich, 2010; Rossano,
2012; Norenzayan et al., 2016; Renfrew et al., 2017; Hobson
et al., 2018; Kapitány et al., 2020a; Nielsen et al., 2020). Shared
pretensive reality – in the form of table-top role-playing games –
and ritual/religious behavior both require a strong institutional
frame (that is, a set of agreed upon premises), which establishes
a basis for shared intentionality and individual engagement
with representational content therein, and both require behavior
consistent with the stated premises. While this content (in both
table-top role-playing games and religion) is usually counter to
physical “reality” by various degrees, it becomes a pretensive
reality when it is shared, and elicits agentic action.

However, it is important that we examine in what ways
“reality” is conceived of as an object of shared intentionality for
various groups. Luhrmann (2020) argues “that god or spirit— the
invisible other— must be made real for people.” If we accept that
“the invisible other” (whether God, a deity, or some non-agentic
force) can be equated to a player-character (or any other enduring
aspects of a pretensive shared reality) we can use Luhrmann’s

framework to further our argument. God(s) are not empirically or
directly observable, nor are game worlds. Such objects require us
to accept certain premises, engage in inference and elaboration,
and act with consistent behavior. In this sense, the unreal
becomes real through cognitive and embodied engagement;
invisible others become real through experiential mechanisms
(whether rituals, or imaginative, inferential and elaborative game
play) and are made experientially real through the expression of
agency in counter-factual realities, whether invented by our GM,
or described by a religious authority.

But a serious objection arises: It seems the case that the
reality of the spiritual is differently real than the reality of
everyday observable objects, like tables, and different from
fictional entities, like Bishbosh the Goblin Shaman. Yet the
core distinction between spiritual (and fictional) objects and
profane objects is that the latter do not require “any effort
to experience them as real” (p. 5). Unlike tables, which we
simply accept as real, the contents of a pretensive shared reality
must be established, inferred, elaborated, and require action.
Religions are not obviously real. While the debate continues as
to whether children may be natural theists (Kelemen, 2004) or
not (Banerjee and Bloom, 2013), what is obviously true is that
even if naive individuals have theistic tendencies, it’s less than
likely that such tendencies will produce a consensus of theistic
doctrine, or consistency in ritual action (Kapitány et al., 2020a).
As such, the contents of religion must be established, inferred,
and elaborated upon, much as the contents of a pretensive
shared reality must also be. In each case we must construct
legitimate beliefs (or belief-like states) for non-observable claims.
As a result there is a similarity between the processes that
establish and maintain [belief-like states for] Bishbosh the
Goblin Shaman and spiritual figures, which – importantly – are
different from how we individually establish a belief about a
table. These are effortful experiences, and through expression
of agency and cognitive effort, as well as embodied (and often
ritualistic actions) belief-like states and shared intentionality
and created and maintained (Kapitány et al., 2020b; Luhrmann,
2020). And due to the complexity of evaluating reality-status
claims, adults tend to assign epistemic tags to their knowledge
(Harris et al., 2006) which are categorized within various domains
(Harris and Corriveau, 2021).

This reference to the general human capacity of operating
on different ontological levels and its intuitive connection
with action brings us back to the concepts of mechanisms
like cognitive quarantine. The status of non-obvious things
needs to be socially constructed, recognized, and attributed to
its proper epistemic level and domain. Thus, we arrive at a
response to the concern that the motives for imaginative play
and imaginative cultures are distinct from religious motivations:
Pretensive shared realities generate social utility, a process that
may include generating personal and group-level enjoyment or
mirth, the creation or maintenance of social groups, or the safe
exploration of individual self-concepts. Social Utility, under the
umbrella of pretensive shared reality and table-top role-playing
is normatively co-operative and not interpersonally competitive.
Pretensive shared realities are cognitively quarantined. In
religious practice, people usually strive to enmesh their religious
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practice to their daily life, or for the sake of the daily life, because
it feels rewarding, creates and maintains social groups, and allows
for the development of both social and self-identities. Religious
practice, like pretensive shared realities, are constructed in a
special domain with special behavior. The primary distinction
in this active meaning-making is the degree to which the
participants seek durability in the belief-like states, and the degree
to which the belief boxes are cognitively quarantined (games are
highly quarantined – Stenros, 2014 – while religion is not).

If there is a significant overlap of social and cognitive
mechanisms for shared reality between religious ritual and
ritual as some authors propose (Whitehouse, 2004; Atran and
Henrich, 2010; Rossano, 2012; Norenzayan et al., 2016; Renfrew
et al., 2017; Hobson et al., 2018; Kapitány et al., 2020a; Nielsen
et al., 2020), it seems apparent that religion with its more-
serious motivation is simply (and desirably) more porous. In
both pretensive shared reality and religion, spaces for specific
behavior exist, and a boundary for cognitive, affective, and agentic
experience exist, and which broadly serve the same goal of
social facilitation. And as established in the previous section,
some domains of research may generate greater insights by
experimentally applying TTRPG-like methodologies. Here, we
suggest that conceptualizing religion as a non-special case of
a shared reality (pretensive or otherwise) allows for important
insights, methodological, historical, and psychological. And while
many scholars within the field of cognitive science of religion
are likely to accept these claims, drawing a direct line between
childhood pretense, adult pretensive shared reality, and religion,
may still be fruitful.

LIMITATIONS, UNEXPLORED
OPPORTUNITIES, AND FUTURE
DIRECTIONS

We have attempted to outline a relatively simple thesis. Contrary
to the common wisdom, adults do engage in imaginative play
(much like children) and it is remarkably common. This play can
be encapsulated within our proposed definition of “pretensive
shared reality.” A key example of pretensive shared reality is
table-top role-playing games, like D&D. These are theoretically,
practically, and epistemically interesting because they are
popular, require very little training (for participants/players),
have no functionally upper-limit on descriptive richness or
opportunities for embellishment, and are exceptionally flexible.
We have contextualized our arguments in relation to the seminal
work of Nichols and Stich (2000), Piaget (2013), who have
(among others) shaped our understanding of these topics. We
have (humbly) extended their work by elevating the importance
of the social sharedness of this phenomenon, and described both
the individual and evolutionary reasons why adult imaginative
play is common, important, and interesting. We outline why the
study of pretensive shared reality, specifically in the case of table-
top role-playing games, is interesting in-and-of itself, how it may
be used to generate further methodological insights, and how this
framework (conceptualized along the axes of embodiment and

cognition) can allow for a reconceptualization of existing work.
However, we acknowledge many limitations.

First, this manuscript is but a foundation for further work.
It is neither complete, nor comprehensive, though we hope it is
sufficiently broad and clear so as to direct further thought. We
have focused on the relatively “dry” topics of embodiment and
cognition, while deliberately avoiding discussions associated with
topics such as emotion expression and intensity. For example,
how does cognitive quarantine and the porousness of belief
create and/or interact with the generation and expression of
emotion? Can TTRPG-like methodologies be used to study
affect? In what way can affect be manipulated in order to
influence decision making under conditions of pretensive shared
reality? We have only briefly discussed questions associated
with participant agency. To what extent does agency in a
pretensive shared reality meaningfully correspond with a sense of
agency in the real world? Emerging research suggests that game-
like methodologies produce valid measures of personality, and
overcome various issues associated with participant motivation
and demand-responses (McCord et al., 2019), and we anticipate
this to be true in other domains (though much validating work
is required). We have not discussed in any depth important
discussions in the psychological study of acting and aesthetics,
particularly with regard to whether participants/players inhabit
their player-characters authentically, or merely adopt the “mask”
of their player-character (Appel, 1982). We have given no time
to the individual differences associated with role-playing or
transportation. Fantasy Orientation (in childhood) is widely
recognized to be an individual difference (Bunce and Woolley,
2021), and the same is true in analogous constructs in adulthood.
How, then, are we to integrate such work into pretensive shared
reality? Nor have we empirically dissected “sharedness,” and the
degree to which individuals lead (or conform to) decision making
in group contexts, or the degree to which a social identity may
be constructed within a pretensive shared reality. And finally, we
have not discussed “reality,” and the degree to which pretensive
shared realities meaningfully correspond with (or deviate from)
the real world. Nor have we attempted to quantify degrees of
pretense: are some kinds of deviation more or less accessible to
participants, do different degrees of deviation impose greater-
or lesser- cognitive load (and consequently influence the degree
to which the pretensive reality is shared or the degree to which
participants commit to it). We lament our inability to pursue
these lines of enquiry and discussion, due both to time and word
constraints, as well as the limits of our own expertise. However,
we hope to have allowed sufficient room for future discussion. We
invite contact and collaboration.

We have, however, outlined some key ways we believe
adoption of this framework can benefit psychological enquiry
generally. First, pretensive shared reality as expressed in the form
of table-top role-playing is an understudied and interesting topic
in its own right. Second, applying TTRPG-like methodologies
may yield additional insight. Third, although such methodology
could be fully independent from its original sources (like D&D),
it cannot be overlooked that still the strongest knowledge about
the role-playing games’ causes and effects lies in the ethnographic
evidence and theorizing of role-playing studies, i.e., any crafting
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of such methodology would greatly benefit from a collaboration
with them. And fourth, taking the concepts herein, we may recast
our understanding of various developmental and evolutionary
topics: in particular childhood pretense. We hope our work has
been sufficiently self-apparent and careful in defining terms,
limiting the boundaries of what we can (and cannot) claim, and
suitably (but not exceptionally) provocative. Though it is a trope
to call for “further research,” we stand firm that this manuscript is
the foundation for our own further research, and we hope others
are persuaded by our argument.

CONCLUSION

Adult imaginative play is common, sophisticated, and an
interesting model for understanding a wide variety of topics
of interest to behavioral scientists, including social topics
(such as social identities, norm formation, and group problem
solving), cognitive topics (such as theory of mind, meta
representations, and pretense) and developmental topics
(specifically the longitudinal and ontological development
of pretense throughout the lifespan). Though long standing
definitions of childhood pretend play have largely rendered adult
imaginative play empirically invisible, it is a topic worthy of
considerable investigation. We have examined table-top role-
playing games (and specifically D&D) as we believe they stand as

a simple exemplar of many of the qualities most interesting within
the domain of adult imaginative play, though we explicitly argue
that they are but one example among many. We have not only
outlined why this is a topic worthy of study, but how application
of TTRPG-like methodologies may benefit behavioral scientists,
when their work is pragmatically or ethically challenging, when
participant demands are high, or when there may be hidden
assumptions buried within standard methodologies. We have
also (somewhat contentious) argued that further study on
pretensive shared realities can shed light on cross-culturally
interesting topics such as morality and religion. We make no
claim that what is in this manuscript is entirely comprehensive
and exhaustive, but we do hope it may serve as a foundation
for future research, and we welcome critique or opportunities
for collaboration.
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APPENDIX A

Basic Outline of How Dungeons & Dragons (Fifth Edition) Is Played
The following is a description of how Dungeons & Dragons (D&D) is played. D&D has been chosen as the example as it is the
most famous and most influential form of table-top role playing, even though many diverse examples exist (some of which bear little
resemblance to D&D). While the following description is likely to seem superficial to anyone familiar with the rules, the specifics are
not as important as the general, illustrative features.

A game usually consists of one to many sessions, which take several hours of real time. A typical setup is “campaign play,” which
takes the players over a series of predesigned narrative and character developments. A D&D campaign usually begins with a Game
Master (GM) organizing a group of players into a group, which involves collective decisions about the nature of the game and
creating or purchasing (in book or pdf form) a game-world and an adventure therein. The adventure may have next-to-no narrative
(explore a dungeon and secure the treasure), or have a rich narrative (employing many fully fleshed characters with independent
motives, relations, and conflicts), or anything in between. What’s important is that the GM presents some goal for which the
players can share intentionality. The GM role has multilayered playwriting and performative responsibility, on one side they must
design/prepare/improvise the story-arc or plot (This will be a story about group adventures rescuing a beautiful dragon from an evil
princess). The GM also sets the environment and time-frame, and manipulates the narrative space. For example, a GM may set the
scene (You find yourselves in a tavern, there is a musician on a small stage singing. Around you tables are full of others appearing more or
less reputable than yourselves. A fire-place heats the low-ceilinged tavern, and the room smells faintly of old beer) and then allows players
to choose [any] actions; the GM asks players to roll dice to determine if those actions are successful.

Each player arrives at the game with a player-character. While each character may have more or less backstory (depending on the
disposition of the player, or the expectations of the GM), each character must have a set of abilities – statistics for game mechanism
predetermining the probabilities of outcomes for specific encounters. In D&D there are many abilities, but they are all governed by six
basic “skills:” Strength, Dexterity, Constitution, Wisdom, Intelligence, Charisma. Such skills are represented by a number between one
and twenty, corresponding to a positive ability to perform skills, or negative ability. If a player wishes to do something, it is governed
by a skill/ability. If a player says, for example, that they wish to stand on the stage and perform a song, in order to create a distraction
for the thief character to steal money from the bar, then the GM will requires a skill check (in this case the performing character is
likely to perform a “performance” check which is governed by charisma, and the thief character is likely to perform a “sleight of hand”
check which is governed by dexterity). A check involves the DM determining how difficult a task is, then asking the player to roll a
20-sided dice (and then to add their modifier). The “performance check” is usually a number from 1 and 20 (though higher numbers
are possible). Higher numbers represent a more challenging task. The GM may decide entertaining a tavern full of people who are
drinking is relatively easy (a challenge of 12) but stealing the money is difficult (a challenge of 18).

Perhaps the would-be performer has a negative modifier. They roll, say, a 15, and then add their modifier (a negative 2). They
scored 13, which is higher than 12. The room is enthralled (At this point, the GM may ask the player to describe the scene, or the
GM may describe it themselves). Then the thief character rolls their check. They rolled an 8, but since they are good at theft, their
modifier is +6. Their total, 14, is lower than the challenge rating. The thief fails. The GM would usually describe the scene: As the
singer stands on stage singing a captivating song about a long past lover, the thief moves inconspicuously toward the bar. With a small act
of misdirection, and confident in their ability to grab a handful of coins, the thief reaches into the till. . .. And it is here the act fails. It is
now up to the GM: does the bartender grab the thief ’s hand and threaten to call the guards? Does the bartender notice the act, and
let the thief keep the money, with the intention to blackmail the thief later? Does the bartender cast a spell and put the thief to sleep?
The GM will usually make a decision that makes the world richer and adds value and motivation to whatever shared goal the group
is pursuing. Importantly, whatever the GM chooses to do, is constrained by certain acts that are legal within rules of the game and
consistent with the premises, but which have exceptional degrees of freedom. All three examples described above may be legal and
consistent, but hundreds of alternatives exist.

Though this is a brief and impoverished description of how D&D is played, it can be put into any imaginable setting, and include a
wide array interactive elements (many of which are described in rule books, where the rules are explicitly acknowledged as guidelines
under the discretion of the GM).
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Narrative fictions have surely become the single most widespread source of entertainment 
in the world. In their free time, humans read novels and comics, watch movies and TV 
series, and play video games: they consume stories that they know to be false. Such 
behaviors are expanding at lightning speed in modern societies. Yet, the question of the 
origin of fictions has been an evolutionary puzzle for decades: Are fictions biological 
adaptations, or the by-products of cognitive mechanisms that evolved for another 
purpose? The absence of any consensus in cognitive science has made it difficult to 
explain how narrative fictions evolve culturally. We argue that current conflicting hypotheses 
are partly wrong, and partly right: narrative fictions are by-products of the human mind, 
because they obviously co-opt some pre-existing cognitive preferences and mechanisms, 
such as our interest for social information, and our abilities to do mindreading and to 
imagine counterfactuals. But humans reap some fitness benefits from producing and 
consuming such appealing cultural items, making fictions adaptive. To reconcile these 
two views, we  put forward the hypothesis that narrative fictions are best seen as 
entertainment technologies that is, as items crafted by some people for the proximate 
goal to grab the attention of other people, and with the ultimate goal to fulfill other 
evolutionary-relevant functions that become easier once other people’s attention is caught. 
This hypothesis explains why fictions are filled with exaggerated and entertaining stimuli, 
why they fit so well the changing preferences of the audience they target, and why 
producers constantly make their fictions more attractive as time goes by, in a 
cumulative manner.

Keywords: cultural evolution, evolutionary psychology, fiction (narrative), fictionality, cultural attraction, 
superstimuli

INTRODUCTION

Narrative fictions are the hallmark of modern culture. People all around the world spend an 
enormous and growing amounts of time consuming them, in the forms of novels, films, TV 
series, video games, manga, or theatre plays. For instance, humans in 22 different countries 
spend on average more time watching TV than doing sport, shopping, attending events or 
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even seeing friends (Our World in Data, 2020). The production 
of narrative fictions has risen too, exponentially, both in number 
and in revenue, to tremendous levels. According to the latest 
estimations, the film industry and the book industry are worth 
more than 100 billion dollars worldwide each (Motion Picture 
Association, 2020), and the video game industry is worth 200 
billons dollars alone (Accenture, 2021). The recent massive 
success of streaming platforms for films and TV series, such 
as Netflix and Disney+, is yet another cue of this far-reaching 
cultural phenomenon.

Yet, the questions of the origin and evolution of narrative 
fictions have constituted a puzzle for decades. Are such behaviors 
of producing and consuming narrative fictions biological 
adaptations, or by-products? How do narrative fictions culturally 
evolve? There is little consensus, nor any evidence of a search 
of consensus, as to how and why narrative fictions emerged 
in human cultures. In evolutionary sciences, the question is 
framed as followed: “How can it make evolutionary sense that 
members of a species successful enough to reshape the earth 
spend so much time in telling one another stories that neither 
tellers nor listeners believe?” (Boyd, 2018). Why fiction, then? 
Why did narrative fictions appear? Why are they appealing? 
And why are they more successful in modern societies? We first 
review a set of current hypotheses before proposing the 
“entertainment hypothesis,” which posits that fictions are best 
seen as entertainment technologies.

STATE OF THE CURRENT HYPOTHESES

The Adaptive Hypotheses (and the 
Problem of Specificity)
A common view in behavioral approaches to literature is that 
the capacity to tell stories is adaptive (Gottschall and Wilson, 
2005; Carroll, 2012). Notably, it has been argued that consuming 
fictions leads to acquire fitness-related knowledge (Sugiyama, 
2001; Smith et  al., 2017; Schniter et  al., 2018; Nakawake and 
Sato, 2019; Sugiyama, 2021b), self-regulate one’s emotional states 
(Schaeffer, 1999; Gottschall and Wilson, 2005; Martin et  al., 
2018), simulate fake scenarios to be  better prepared to face 
the real world (Tooby and Cosmides, 2001; Sugiyama, 2005; 
Mar and Oatley, 2008; Bloom, 2010; Gottschall, 2012; Clasen, 
2019; van Mulukom and Clasen, 2021), or attract sexual mates 
(Miller, 2001). Evolutionary speaking, these hypotheses would 
hold only if our ancestors had faced a specific adaptive challenge 
that the behavior of producing or consuming fictions would 
have specifically solved (Tooby and Cosmides, 1992). It does 
not appear to be  the case: neither of these hypotheses identify 
an adaptive function that is specific to narrative fictions 
(Carroll, 2012).

Let us take first the evolutionary theories which have proposed 
that the function of fictional narratives is to transmit adaptive 
information, be  it about foraging (Sugiyama, 2001, 2021a), 
animals (Nakawake and Sato, 2019) or cooperation (Coe et  al., 
2006; Smith et  al., 2017). The point is that such claims are 
not specific to narrative fictions, as factual narratives can also 
(and is, we  assume, even more efficient to and more used to) 

transmit such generalizable knowledge. That is, communication 
and social learning had solved the adaptive problem of 
information transmission in such a way that fiction does not 
appear to enhance (Dunbar, 2003; Boyd et  al., 2011; Boyd, 
2018). Importantly, if many factual pieces of information, or 
‘teaching moments’, as Sugiyama (2021b) call them, are embedded 
in fictions, they are precisely features that would make us 
doubt of the fictional status of the overall product. To put it 
in another way, if individuals truly wanted to convey relevant 
and important information about the world, they would not 
use invented content or pragmatic signals of fictionality (letting 
the consumers understand that the text is partly composed 
of falsehoods, for example, by introducing the story with “Once 
upon a time”). In a nutshell, we contend that telling an openly 
non-fictional story is a much more efficient way to transmit 
non-fictional information.

Similarly, the simulation hypothesis cogently explains why 
humans have the capacity to imagine or simulate hypothetical 
scenarios: because it solves the adaptive challenge of forecasting 
problems and working out solutions without actual practice 
(Oatley, 1999; Harris, 2000; Tooby and Cosmides, 2001). 
Imagination and foresight might be  evolutionary adaptations 
(Suddendorf and Corballis, 2007; Fuentes, 2020; van Mulukom, 
2020), but imagination is not fiction. Military strategists, projects 
managers, or engineers all need to imagine several potential 
futures in order to find the best options. But this activity does 
not fall under the category of fiction. In fact, a science fiction 
writer is likely to trade the credibility of a simulation for its 
potential in terms of entertainment, through the invention 
and ostensive exaggeration of attention-getting situations. In 
science-fiction, nuclear wars, aggressive IA, and alien invasion 
are the rigueur, not in military’s strategies related to actual 
potential threats. In other words, if speculative imagination 
aims at forecasting potential events to be  better prepared to 
real life, this capacity seems now (and since quite a long time) 
to be  used to invent and share narrative fictions that do not 
directly aim at being better prepared to face potential real 
situations, because they are too far from real events (Morin 
et  al., 2019). From A Brave New world to 1984 to The 
Neuromancer, the worlds of science fiction are most often very 
dark, not because they aim at forecasting the future, but because 
they aim at entertaining the readers.

Other approaches posit that fictions are adaptive because 
they would train or enhance our social skills (Zunshine, 2006; 
Mar and Oatley, 2008). However, human social cognitive 
capacities, such as Theory of Mind (Gerrans, 2002; Tsoukalas, 
2018), and human behavioral preferences, such as morality 
(Sperber and Baumard, 2012; Baumard et  al., 2013; Tomasello, 
2015), have been selected by natural selection and do not 
need fiction consumption to fully develop. If it was adaptive 
for individuals to be  more cooperative, more cooperative 
individuals, that is individuals genetically more motivated to 
cooperate, would be  naturally selected without the need to go 
through the implementation of the cognitive capacities needed 
for the behaviors of producing fictions.

To take a similar case, no one argues that humans need the 
consumption of fiction to enhance their sexual and romantic 
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interests or to motivate themselves to raise children, because it 
is clear that if there were an adaptive advantage to being more 
motivated to have sex or to care for one’s children, then individuals 
who are more motivated to have sex or to care for their children 
would be  naturally selected (Cosmides and Tooby, 2013). As a 
matter of fact, it is interesting to note that pornography or romance 
are seldom view as adaptive, despite the fact that they share the 
same fictional nature as other more legitimate fictions (Salmon, 
2012). Besides, in the empirical literature, the effects of narrative 
fictions on the consumers’ beliefs or behavior are overall small 
(Gentile et  al., 2009; Mulligan and Habel, 2013; Vezzali et  al., 
2015; Borum Chattoo and Feldman, 2017; Mumper and Gerrig, 
2017; Dodell-Feder and Tamir, 2018; Rathje et al., 2021). Importantly, 
they are also elicited by factual narratives (Barnes and Black, 
2021). For instance, studies comparing people who consumed 
fictional movies and others who watched documentaries found 
no evidence of differential effects on prosociality (LaMarre and 
Landreville, 2009).

The same counterarguments hold for the hypothesis that narrative 
fictions have the adaptive function to regulate one’s emotional 
states. Emotional instability derives from hard-wired cognitive 
mechanisms that make people react to various situations in adaptive 
ways (Cosmides and Tooby, 2000; Nettle, 2012; Al-Shawaf et  al., 
2016). More precisely, emotions, such as fear, shame, guilt, gratitude, 
or pride, are cognitive programs whose specific function is to 
coordinate other mechanisms that should be efficiently coordinated 
facing a specific (adaptive) problem (Al-Shawaf et al., 2016). These 
behavioral programs are already fine-tuned to each situation, so 
that fictions would in fact be  counterproductive in terms of 
biological fitness if they substantially impacted their regulation. 
However, we do not make the (absurd) claim that narrative fictions 
do not change the emotions of the consumers. We  rather argue 
that they did not evolve to perform such a function. And, again, 
this idea is supported by the fact that the (minor) affective effect 
is not fiction-specific: it is elicited, for instance, by music (Mehr 
et  al., 2020; Savage et  al., 2020).

To conclude this section, we argue that the current adaptive 
hypotheses do not account for the fact that producers invent 
narratives and do not explain why consumers pay attention 
to narrative. The proposed evolutionary functions are not 
specific to fictional narratives. It is not clear why humans 
would need to evolve fictions to regulate their emotions, transmit 
information, or forecast the future because evolving fiction 
would not be  the most straightforward way to do that. Also, 
adaptive hypotheses do not explain why such fictions should 
depart from realistic narratives. Because fictional narratives do 
exist in human cultures, there should be  a specific advantage 
for narratives to be  fictional.

The By-product Hypothesis (and the 
Problem of Fitness Benefits)
The other hypothesis posits that narrative fictions are by-products, 
and therefore did not evolve through natural selection. Within 
this framework, it is argued that fictions co-opt pre-existing 
cognitive capacities and preferences that evolved in the human 
mind for no reasons related to fictions, and that this explanation 

is sufficient to explain the existence, universality, and pervasiveness 
of fictions in human cultures. A version of this hypothesis has 
been famously called the “cheesecake hypothesis” by Pinker 
(1997). Cheesecakes exploit the cognitive mechanisms designed 
to make humans detect and like the taste of glucose, at the 
proximate level. Those mechanisms have been selected by evolution 
because the ingestion of glucose enhanced fitness in the 
environments in which the human mind evolved, at the ultimate 
level (Ramirez, 1990). Therefore, the preference that makes 
humans like cheesecakes evolved long before cheesecakes appeared. 
Masks are another good example: because they display visual 
patterns that are close to real faces (e.g., two points at the top 
of a round shape, one point at the bottom of the same round 
shape; Farroni et  al., 2005), they meet the input conditions of 
the face recognition mechanism that evolved to identify individuals 
and understand their emotions (Sperber and Hirschfeld, 2004). 
As a consequence, they artificially trigger people’s face recognition 
mechanism and automatically grab their attention. On top of 
that, by exaggerating facial traits and facial expressions (e.g., 
bigger eyes, more colorful faces, etc.), they produce new, original, 
and often more powerful emotions.

Likewise, fictions would be pleasurable and attention-grabbing 
for the human mind, at the proximate level, because they 
would co-opt a myriad of cognitive preferences, that evolved 
before symbolic culture even emerged. In line with the by-product 
hypothesis, many studies brought evidence that fictions do 
co-opt cognitive preferences that evolved before fictions even 
existed (Table  1).

The by-product hypothesis explain well why fictions are 
attention grabbing (they meet the input conditions of many 
preexisting cognitive mechanisms). However, it does not explain 
why (1) producers produce fictions (what is the fitness advantage 
of creating worlds, characters, and plots?) and (2) why consumers 
consume fictions (what is the fitness advantage of spending 
so much time to learn about worlds, characters, and plots 
that do not exist?; André et  al., 2020).

To put it in other words, the by-product hypothesis makes a 
strong hypothesis about the nature of human cognition. It indeed 
assumes that the interest in fictions is essentially a mismatch and 
that humans are not able to understand that they are wasting 
their time with imaginary characters and imaginary worlds. This 
is very possible in theory. For instance, pure psychoactive drugs 
(e.g., heroin) that are administered directly in the blood are very 
novel. They thus bypass adaptive information-processing systems 
and induce positive emotions that give a false signal of a fitness 
benefit. This signal hijacks mechanisms of “liking” and “wanting,” 
and is inherently pathogenic (Nesse and Berridge, 1997). However, 
even in the case of drug, this assumption should be  considered 
with caution. For instance, the consumption of drugs that are 
eaten or smoked may very well be adaptive, notably against parasites. 
In line with the adaptive framework, the consumption of these 
drugs is lower for individuals whose brain is not mature enough 
to tolerate neurotoxins, and therefore adaptively varies with age, 
sex, and condition (e.g., pregnancy; Hagen et al., 2013). To conclude, 
it is possible that fictions are just the result of a mismatch, and 
hijack evolutionary ancient mechanisms. However, this mismatch 
hypothesis should really be  used in the last resort (as in the case 
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of directly administered drugs) when all possible explanations have 
failed. We  believe that this is not the case for fictions.

In the next section, we  propose a middle-ground solution 
that explains why the existence of fiction is adaptively plausible, 
for both the producers and the consumers, and why the content 
of fiction is so well tuned to the human mind.

A MIDDLE-GROUND SOLUTION: 
FICTIONS AS CULTURALLY EVOLVED 
TECHNOLOGIES TO FULFILL ADAPTIVE 
GOALS

We hypothesize that fictions are best seen as technologies. 
Why technologies? Fictions have a lot in common with other 
cultural inventions such as kayaks, wheels, or computers, which 
all are human technologies: they are cultural products designed 
by the human mind to perform specific functions (Stout, 2021). 
Have humans evolved cognitive mechanisms specifically designed 
to craft kayaks? The obvious answer is no: we  rather evolved 
(1) specific motivations (e.g., to get food and to get status) 
that regulate how we  allocate our time and energy (Cosmides 
and Tooby, 2013) and (2) specific cognitive mechanisms (e.g., 
planification, hand-eye coordination, and fine motor skills) that 
are flexible enough to be used in a variety of contexts (Vaesen, 
2012; Osiurak and Reynaud, 2019). This led to crafting kayaks, 
for instance, because they meet the purpose of travelling on 
water, in order to fulfill evolved motivations such as getting 
food, meeting social partners, and exploring new places.

This reasoning also applies to symbolic culture such as alphabets 
(Dehaene, 2004; Changizi et  al., 2006; Morin et  al., 2019), fake-
news (Altay et  al., 2020), shamanism (Singh, 2018), make-up 
(Sperber and Hirschfeld, 2004), puritanical norms (Fitouchi et al., 
2021), and symphonic orchestra (Mehr et  al., 2020; Dubourg 
et  al., 2021c). For instance, painters have discovered that, for 
some population, direct gaze (Morin, 2013) and “neotenic” features 
(big eyes or round faces; Costa and Corazza, 2006) in portraits 
are likely to attract the viewer’s attention, which is we  argue 
the ultimate motivation of painters. What should be  considered 
as adaptive, then, is the use of kayaks, computers, portraits, and 
other cultural productions to fulfill fitness enhancing goals (André 
et  al., 2020; Singh, 2020). Following the same line of argument, 
we  argue that humans did not evolve any specific mechanisms 
to invent fictions, but rather used their evolved cognitive mechanism 
to invent fictions just as they did for any other technologies. 
Yet, the production of fictions can be  considered as an adaptive 
behavior because it is regulated by the evolved motivation to 
fulfill a specific adaptive goal. What is this goal? We  argue that 
fictions are specifically used to entertain other people.

A SPECIFIC KIND OF TECHNOLOGIES: 
ENTERTAINMENT TECHNOLOGIES

The Centrality of Entertainment in Fictions
Literary theorists and historians have long noticed the cross-
culturally recurrent and entertaining features of fictions (which 
have also been called “themes,” “tropes,” or “patterns”) such 

TABLE 1 | Research papers explaining the appeal of fictions by linking fictional traits with the cognitive mechanisms they co-opt, and the evolutionary function of the 
mechanisms.

Research paper Fictional feature Cognitive preference Adaptive function

The psychological foundations of  
the hero-ogre story (Jobling, 2001)

Opposition between a hero and a monster 
committing crimes against the ingroup

Negative bias in the perception of 
outgroup members

Removing empathy toward potential 
enemies

Explaining the origins of comedy and 
tragedy (Nettle, 2005a)

Social networks with status competition and 
mate selection

Mechanisms designed to observe 
and track interpersonal behaviors

Making behavioral decisions conducive 
to high status or mate choice

A Biological Homage to Mickey  
Mouse (Gould, 2008)

Young protagonists with big heads (relative to 
their bodies) and dotting eyes

Mechanisms designed to detect 
and pay attention to baby faces

Ensuring parental care and investment

High on Crime Fiction and Detection  
(Grodal, 2010)

Crime fictions with a focus on the rational path 
to the truth, and the protagonists investigating

Cue-based seeking system Foraging and hunting

The rape-revenge film: biocultural 
implications (Andrews, 2012)

A rape (or another violent act) motivates an act 
of vengeance

Preference for retributive justice Keeping potential offenders in check

Monsters Evolve: A Biocultural  
Approach (Clasen, 2012)

Horrific monsters in horror fictions Mechanisms designed to detect 
and evaluate predators

Avoiding predators, fleeing

Evil Origins: A Darwinian Genealogy  
of the Popcultural Villain  
(Kjeldgaard-Christiansen, 2016)

Archetypal anti-social, selfish, dominant and/or 
sadistic villains

Free-rider detector system Avoiding free-riders and cheaters in 
the biological market of cooperation

The evolutionary and psychological 
foundations of universal narrative  
structure (Singh, 2019)

Protagonists depicted as cooperative partners 
which are competent, warm and/or in need for 
help

Mechanisms designed to assess 
others’ power and will to 
reciprocate

Ensuring cooperation by partner 
choice

Why Imaginary Worlds? The cultural 
evolution of imaginary worlds in 
fictions (Dubourg and Baumard, 2021)

Imaginary worlds with invented spatial 
environments

Exploratory preferences and 
abilities

Motivating spatial exploration and the 
discovery of fitness-enhancing 
resources
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as adventures, conflicts, love stories, imaginary worlds, monsters, 
gossip, authority, success, and the search of social status (Kato 
and Saunders, 1985, p. 232; Pavel, 1986, pp. 147–148; Campbell, 
1993; Schaeffer, 1999, p.  241; Huang, 2001, pp.  60–61; Hogan, 
2003; Booker, 2004). Evolutionary critics in the humanities 
and evolutionary social scientists brought evidence that such 
universal fictional features are influenced by the evolutionary 
history of the human mind (Carroll, 1995; Gottschall, 2008; 
Fisher and Salmon, 2012; Saad, 2012; Grodal, 2017). More 
recently, as we have seen in section The By-product Hypothesis 
(and the Problem of Fitness Benefits), these cross-cultural 
features have been linked to specific cognitive preferences 
(Table 1). In all, there seems to be a large and interdisciplinary 
consensus to say that narrative fictions include attractive and 
entertaining features. The question therefore is: Why are such 
features attractive and entertaining to the human mind?

We contend that such pleasurable features of fictions are 
very close to what evolutionary biologists called superstimuli 
(Tinbergen, 1969; Barrett, 2010). Many studies show that some 
species, in the course of their evolutionary history, recycled 
pre-existing attractive traits for new evolutionary relevant 
functions such as attracting mates (Lorenz, 1966; Krebs and 
Dawkins, 1978; Basolo, 1990; Ryan et  al., 1990). For instance, 
because the female frog Physalaemus pustulosus had developed 
preferences for lower-frequency chuck sounds, males evolved 
the ability to produce such sounds to tap into this sensory 
preference (Ryan et  al., 1990).

In nonhuman animals, this recycling of preexisting preferences 
usually emerges through biological selection. In humans, it can 
emerge through cultural evolution: producers use their expertise 
to target and refine stimuli that are already appealing to 
consumers (Lightner et al., 2022), so as to fulfill fitness relevant 
goals (Singh, 2020). We  will explain what these goals are in 
the next sub-section.

We therefore argue that content features in fictions are 
superstimuli: they are crafted to resemble stimuli that were 
already appealing to the human mind, because of the natural 
selection of attention-orienting cognitive mechanisms, and of 
the pleasure systems rewarding the behavior of paying attention 
to such stimuli. This is a form of what psychologists have 
called “content-based attraction,” when the attraction and 
prevalence of a cultural item is favored by its content (Sperber, 
1996; Claidière and Sperber, 2007; Scott-Phillips et al., 2018).

A question follows: Why are such stimuli attention-grabbing 
in the first place (in the real world)? This is where we  fall 
back on the by-product hypothesis: such preferences for some 
stimuli (e.g., social information) evolved because humans 
endowed with them survived and reproduced better in the 
ancestral environments when the human cognition evolved.

In evolutionary and cognitive approaches to fictional content, 
superstimuli have already been studied in fictional texts (Jobling, 
2001; Nettle, 2005a,b; Singh, 2019), in movies (Cutting et  al., 
2011; Andrews, 2012; Clasen, 2012; Cutting, 2016, 2021; Sobchuk 
and Tinits, 2020), in video games (Jansz and Tanis, 2007; 
Mendenhall et  al., 2010), in artistic representations (Verpooten 
and Nelissen, 2010, 2012), and in cross-media approaches to 
fiction (Grodal, 2010; Barrett, 2016; Dubourg and Baumard, 2021). 

Let us note that such fictional superstimuli can be  narrative 
superstimuli (e.g., how Marcel in Search of Lost Time reaches 
prestige), visual superstimuli (e.g., the form of Mickey), auditory 
superstimuli (e.g., the terrifying sounds in horror films), and 
other sensory superstimuli (e.g., the sense of control in open-
world video games or in virtual reality games). Producers of 
fictions use any means available to them to make the most 
attention-grabbing superstimuli and therefore the most 
entertaining fictions.

Of course, the pleasure-inducing effect elicited by superstimuli 
in fictions is also elicited by some other cultural behavior and 
products, such as sport and news (Barrett, 2010, 2016). This 
is because the fiction industry is not the only one to target 
entertainment. However, the presence of superstimuli successfully 
isolate fiction from non-fiction, because superstimuli are never 
included in non-fictional narratives: the obligation to (try to) 
stick to real facts prevent, to a large extent, producers of 
non-fictional narratives to invent and exaggerate any feature 
(or else their epistemic reputation might suffer, and the benefits 
of attracting other people’s attention would be  overweighted 
by the reputational costs of having deceived their audience). 
We  contend that such a distinction is intuitive to consumers: 
they will continue to consume and positively evaluate fictions 
that they take pleasure from, while they will either stop 
consuming or negatively evaluate fictions that deceive the 
expectation to be  entertained. Conversely, when they consume 
non-fictional narratives, such as a philosophical treatise, a 
political essay, or an history documentary, their primary goal 
is to learn things, so that they will not stop consuming the 
non-fiction if they are not entertained, and they will not base 
their evaluation on this criterion.

The Fitness Consequences of 
Entertainment Technologies
Why would producing fictions be adaptive? With the entertainment 
hypothesis, this question is the same as the following one: Why 
would attracting the attention of other people by inventing 
entertaining cultural items should bring any fitness benefit? 
We propose that, because they are highly attractive and entertaining, 
fictions can be  used to fulfill any evolutionary relevant goal that 
needs others’ attention to be  caught, be  it signaling one’s values 
to potential mates (Miller, 2001) or cooperative partners (Bourdieu, 
2010; André et  al., 2020; André and Baumard, 2020; Dubourg 
et  al., 2021b; Lightner et  al., 2022), transmitting knowledge 
(Schniter et al., 2018; Nakawake and Sato, 2019; Sugiyama, 2021b), 
communicating social norms (Mar and Oatley, 2008; Ferrara 
et al., 2019), or selling products (Saad and Gill, 2000; Saad, 2012).

Consistently, narrative fictions seem to have been used (1) 
as recruitment technologies: they allow the producers of fictions 
to attract and potentially cooperate with individuals that matter 
to them, by signaling one’s qualities (e.g., their competence, 
their moral sense, and their intelligence) and therefore enhancing 
one’s reputation as a cooperative partner (Sperber and Baumard, 
2012). For instance, in many countries at most time in history, 
cultural institutions and organizations aimed at spotlighting 
the producers of fictions, from the poetry contests (uta-awase) 
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in Japan from the Heian period to the modern Nobel Prize 
in Literature and movie Academy Awards. Narrative fictions 
are also obviously used to (2) derive economic or material 
gains. This is clearly pictured in the form fiction production 
and fiction consumption took in large-scale societies, that of 
a massive (and highly lucrative) contract-based market.

Crucially, such adaptive goals need not be  conscious or 
deliberate. They need not be  the only motivations either: 
drawing on adaptive hypotheses that we  reviewed in section 
State of the Current Hypotheses, producers of fictions can 
have other goals, such as transmitting knowledge (Sugiyama, 
2021a). The association between both motivations of educating 
and entertaining people has produced a new form of cultural 
devices called “Edutainment” (Singhal, 2004; Anikina and 
Yakimenko, 2015), which we  argue has emerged far back in 
human cultural history, embedding not only recent fictions 
(e.g., Dora the Explorer), but also ancient folktales (Sugiyama, 
2021b) and other literary forms such as pre-17th century 
European fairy tales.

According to this hypothesis, narrative fictions are sustained 
because they confer fitness benefits to the consumers too. 
First, let us note that the opportunity costs of fiction 
consumption seem rather low because people do not seem 
to consume fictions at the expense of other more “evolutionary 
relevant” activities such as sleeping, eating, and parenting. 
On the other hand, consumers can use fictions they liked 
to signal their skills (Veblen, 1899; Bourdieu, 1979; Lizardo, 
2006, 2013). They can also use more culturally successful 
fictions they liked to signal their personality traits (Dubourg 
et  al., 2021a), or to share cultural focal points for social 
coordination (Dubourg et al., 2021b,c). Besides, human minds 
have evolved specialized cognitive mechanisms to detect and 
use social markers for coordination (Nettle and Dunbar, 
1997; Boyer, 2018). We  propose that preferences for 
fictions have become relatively important markers in the 
ecology of modern cultural diversity, because of their 
signaling potential.

Summary of the Hypothesis
In all, we  propose that humans did not specifically evolve the 
capacity to tell fictional stories, but they rather produce fictions 
thanks to a range of other adaptations (e.g., language, the capacity 
to simulate, Theory of Mind, and communicative inferences; 
Zunshine, 2006; Mellmann, 2012; Wilson, 2018). Yet, we  do 
not consider fictions as “by-products,” because they clearly confer 
fitness benefits to the producers (André et  al., 2020). We  argue 
that fictions are “entertainment technologies” (Dubourg and 
Baumard, 2021): they are crafted by storytellers to artificially 
attract the attention of other people and then fulfill evolutionary-
relevant goals (Singh, 2020). Obviously, fictions are not the only 
example of entertainment technologies. Sport, TV shows (Barrett, 
2010, 2016), music (Dubourg et  al., 2021a), and performing 
arts (Verpooten and Nelissen, 2010, 2012) are also entertainment 
technologies in the sense that they are created to trigger people’s 
attention, and are consumed because they exaggerate the features 
of phenomena (e.g., human voice and interindividual competition) 
that humans evolved to be  interested in.

THE CULTURAL EVOLUTION OF 
FICTIONS

The main question which remains is whether this account of 
the evolutionary origin of narrative fictions can explain how 
they culturally evolved. If such fictions emerged because producers 
aim at entertaining their consumers by picking the locks of 
their cognitive preferences, we  should observe that: (1) the 
cultural evolution of fictions is driven by the evolution of the 
consumers’ preferences (i.e., what best attracts their attention 
in specific conditions) and (2) the producers improve their 
productions by making them more attention-grabbing and 
pleasurable, in a cumulative manner.

The Variability of Biological Preferences
The entertainment hypothesis posits that people’s preferences 
are factors of attraction and thus drive the cultural evolution 
of fictions, because the producers of fiction’s goal is to make 
entertaining cultural products. Therefore, because people’s 
preferences vary, we  expect narrative fictions to vary 
accordingly. More precisely, our framework predicts that the 
variability of preferences, which is explained and predicted 
by evolutionary psychologists and behavioral ecologists, impact 
the variability of cultural consumption. Here, we  identify 
three main sources of the interdividual variability of evolved 
preferences: the life stage, the sex, and the conditions of 
the local ecology of the individuals. We  propose that such 
causal factors of the variability of biological preferences can 
account for the cultural distribution of fictions across time 
and populations.

Life Stage
In humans, each life stage from infancy to old age (including 
childhood, juvenility, adolescence, and adulthood) has a 
specific suite of preferences, adaptively suited to the specific 
challenges they faced in the human evolutionary history 
(Bjorklund and Pellegrini, 2000; Del Giudice et  al., 2009). 
As life-history theory puts it, natural selection has favored 
individuals who are able to adopt an optimal scheduling 
of preferences, so as to maximize their expected fitness 
(Hill, 1993; Kaplan and Gangestad, 2005; Gangestad and 
Kaplan, 2015). For instance, in every evolutionary model 
of human ontogeny, the life stages of childhood and juvenility 
are defined as learning periods for foraging skills (Kaplan 
et al., 2000; Kaplan and Robson, 2002) or social skills (Flinn 
and Ward, 2005) which is made possible by parental caregiving 
investments (compensating for the low productivity of younger 
individuals). This gives children the crucial opportunity to 
be  explorative and curious (Gopnik et  al., 2015; Gopnik, 
2020), and crucially more so than adults (Defeyter and 
German, 2003; Gopnik et  al., 2017; Blanco and Sloutsky, 
2019; Sumner et  al., 2019; Liquin and Lombrozo, 2020; 
Spreng and Turner, 2021). On the other hand, children and 
juveniles are still sexually immature. Juvenility is seen as 
a developmental (hormonal and psychological) switch leading 
to adolescence: behavior and preferences (adaptively) start 
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to be  shaped by sexual selection from this point onward 
(Del Giudice et  al., 2009). For instance, in 11 different 
countries from around the world, risk-seeking preferences 
follow the same inverted-U pattern, peaking at around age 
19 (Steinberg et  al., 2018). Why? It is part of a broader 
reproductive strategy suited for the life stage of adolescence 
when humans become sexually mature and ought to signal 
their strength and resilience to costs to potential mates and 
rivals (Del Giudice et  al., 2009).

Both examples we arbitrarily chose [that, overall, (1) children 
and juveniles have stronger exploratory preferences, and that 
(2) adolescents have stronger risk-oriented preferences] are 
only two examples among many other adaptive age-specific 
preferences. Both of them lead to predictions about age-specific 
cultural preferences. The basic idea here is that there exists 
such a thing as a life history of cultural preferences. For instance, 
in a previous work, we argued that imaginary worlds in fictions 
tap into our exploratory preferences, and we therefore predicted 
that such imaginary worlds (e.g., Tolkien’s Middle-Earth and 
Rowling’s Wizarding World) should be  preferred by younger 
individuals (Dubourg and Baumard, 2021). Likewise, following 
our second example, we  (more straightforwardly) predict that 
adolescents will prefer fictions with romantic and sexual stories 
as well as fictions with risk-seeking protagonists. Such predictions 
(among many others relying on the same line of argument) 
remain to be  thoroughly tested with computational or 
experimental methods, so as to explain a part of the variability 
of cultural preferences for different fictions with insights from 
evolutionary developmental psychology.

Sex
Each sex faced specific adaptive problems and natural selection 
has favored different preferences to take them up (Trivers, 
1972; Symons, 1981; Buss, 1995). This is particularly the case 
in the domain of mating strategy (Buss, 1994) and parenting 
investment (Bjorklund and Jordan, 2013; Wilcox and Kline, 
2013). For instance, because human females invest more in 
their offspring than males (the minimum parental investment 
for a woman is 9-months pregnancy and several years of 
breastfeed), sexual selection resulted in females being more 
discriminating and males being more competitive (Trivers, 1972; 
Saad and Gill, 2001; Stewart-Williams and Thomas, 2013). 
Besides, specific courtship displays have evolved in both sexes 
as a result of mate preferences in one sex or the other, and 
this led to specific systems to detect such ornament-like features 
(Miller, 2001). For instance, females tend to seek more long-
term commitment and a propensity to bring in resources (to 
ensure paternal caregiving investment).

Therefore, we  argue that sex is another biological source 
of interdividual differences in cultural preferences. For example, 
following the evolutionary insight according to which female 
humans have sex-specific evolved mating preferences, it might 
be possible to predict which kind of romance fictions women 
will prefer. Cox and Fisher (2009) predicted that the success 
of popular romance novels from the widely successful 
Harlequin’s collection should be shaped by the evolved mating 
interests of women (accounting for 90% of the readers of 

Harlequin novels). They analyzed the titles of more than 
15,000 novels from that collection and found that the 20 
most frequent words in such titles were related to long-term 
romantic commitment. Sex-specific evolved mating preferences 
are also the cornerstones of classical romance novels such 
as Austen’s Pride and Prejudice (Strout et  al., 2010), of highly 
popular ‘slash’ fictions (Salmon and Symons, 2004), and of 
traditional folktales from around the world (Gottschall 
et  al., 2004).

Of course, there is also variability in how much such 
sex-related differences in preferences are pronounced. For 
instance, in economically developed countries, males tend to 
invest more resources in their offspring and to be more involved 
in long-term committed relationship (Geary, 2000). This evolution 
predicts that, since their life history get closer to the life history 
of females (e.g., high parental investment and preference for 
long-term relationships), their associated preferences should 
get closer to that of females (Stewart-Williams and Thomas, 
2013). This observation leads to the prediction that men and 
women should like the same types of family-related fictions 
in ecologies in which sex-related differences (adaptively) fade 
away. Many more predictions can be  derived and tested about 
the impact of sex-specific preferences on the cultural preferences 
for narrative fictions.

Local Ecology
Finally, behavioral sciences have shown that some cognitive 
preferences adaptively vary in response to changes in the local 
environment, especially changes in the level of resources 
(Frankenhuis et  al., 2016; Pepper and Nettle, 2017; Baumard, 
2019; de Courson and Baumard, 2019; Mell et al., 2019; Boon-
Falleur et al., 2020; De Courson and Nettle, 2021). For instance, 
higher levels of affluence, predictability and safeness makes 
people more future-oriented (Mell et  al., 2019; Boon-Falleur 
et  al., 2020; Guillou et  al., 2020), more optimist (Nettle, 2012; 
Inglehart, 2020), more cooperative (Baumard, 2019; Jacquet 
et  al., 2019), more tolerant (Inglehart, 2018), more romantic 
(Baumard et  al., 2021; Martins and Baumard, 2021), and more 
explorative (Eliassen et al., 2007; Maspons et al., 2019; Gopnik, 
2020). Improvements of living standards in human history, 
and in a wide range of different cultures, have indeed re-shaped 
many preferences in directions that are very consistent with 
this evolutionary account. Let us note that this plasticity in 
individuals’ preferences is considered to be  an adaptation to 
environmental variation in that it allows them to adaptively 
fit their preferences to each specific ecology. It is called adaptive 
phenotypic plasticity (Figure  1).

Although it has been overlooked in evolutionary and 
psychological approaches to symbolic culture and cultural 
artefacts, we  argue that this source of variability can explain 
a significant part of the variability of cultural preferences 
for fictions. Under the same rationale as we  used for other 
sources of variability (that producers make fictions that please 
their audience at a given time, in a given location), we propose 
that adaptive phenotypic plasticity is a major causal explanation 
for the cultural evolution of fictions across time (in diachrony) 
and for the cultural distribution of fictions across countries 
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or regions of the world (in synchrony). For instance, in 
more affluent societies, across both time and space, humans 
produced fictions with more romantic love stories (Baumard 
et  al., 2021; Martins and Baumard, 2021), more cooperative 
relationships (Martins and Baumard, 2020), and more 
imaginary worlds (Dubourg et  al., 2021a). This is the case 
because such elements tap into preferences that are more 
evoked in affluent environments. There is an avenue for a 
theory-driven, data-rich research program on the cultural 
evolution of fictions.

For instance, why would love stories such as Romeo and 
Juliet and fictions with imaginary worlds such as The Lord 
of the Rings be  more successful at some times in history, 
and not at other times, and why in some regions of the 
world, and not others? In other articles, we reviewed evidence 
that (1) romantic love stories are attractive because they 
exploit the evolved emotional device designed to facilitate 
pair-bonding and parental investments (Fletcher et  al., 2015; 
Baumard et  al., 2021) and (2) imaginary worlds tap into 
exploratory preferences which have evolved in humans to 
prompt them to explore their environments and find 
evolutionary-relevant resources, such as food and shelter 
(Cohen et al., 2007; Dubourg and Baumard, 2021). We argued 
that both love-related preferences and exploratory preferences 
vary according to ecological conditions: in more affluent 
environments, people can afford to invest more in their family 
(both in their romantic relationships and in their children) 
and to be  more explorative. As a result, adaptive phenotypic 
plasticity adaptively promotes such preferences in such fine-
tuned local ecologies (Baumard et  al., 2021; Dubourg and 
Baumard, 2021). We therefore predicted and provided evidence 
for the fact that romantic love stories and imaginary worlds 
increase when living conditions improve with economic 

developments (Baumard et  al., 2021; Dubourg et  al., 2021d; 
Martins and Baumard, 2021).

The Cumulative Cultural Evolution of 
Fictions
Not only are narrative fictions filled with appealing stimuli, 
but we  also posit that, over time, such stimuli are selectively 
retained and cumulatively refined to better attract the attention 
of the consumers. The basic idea is that narrative fictions 
compete for the attention of consumers in what one could 
call an ‘entertainment economy’. Producers are therefore likely 
to intensify already appealing stimuli, to increase the success 
of their narrative fictions. Importantly, producers need not 
know the evolutionary origins of such and such preferences 
shaping the content of their creations. The selection and 
refinement of features at each generation and the ‘trial and 
error’ process are sufficient to explain the improvement of 
fictional features across time.

Some empirical findings suggest that this is the case. The 
most grounded example is undoubtedly the one of the ‘baby 
schema’ in visual fictions. The ethologist Konrad Lorenz 
hypothesized that a set of infantile features, such as a round 
face and big eyes, is perceived as ‘cute’, at the proximate 
level, because, at the ultimate level, having one’s attention 
caught by cute babies motivated parental caregiving investments 
and was therefore adaptive. Lorenz (1943) provided 
correlational evidence that this was the case. More recently, 
experimental research reached the same conclusion: pictures 
of babies that were parametrically manipulated to produce 
an enhanced baby schema (e.g., with rounder faces and larger 
eyes than real babies) were rated as cuter and as motivating 
more caregiving than photographs of babies that were both 
manipulated to produce low baby schema (e.g., with less 
round faces and smaller eyes) and photographs not manipulated 
at all (Glocker et  al., 2009a). Using the same pictures (as 
experimental stimuli) and functional magnetic resonance 
imagining, another study showed that a specific brain system 
(the mesocorticolimbic system) is responsible for the emotional 
and behavioral response to cute babies (Glocker et al., 2009b). 
This line of research provide straightforward predictions, 
when applying the cumulative cultural evolution framework 
to the entertainment hypothesis: if producers of fictions select, 
refine and exaggerate appealing stimuli (to better tap into 
evolved preferences and make more entertaining fictions), 
protagonists should become cuter and cuter. This has been 
empirically shown with Walt Disney’s Mickey: the evolution 
of its design is driven by this preference for cute baby faces: 
across the last decades, Mickey progressively became cuter, 
that is, more baby-like, with larger heads and more doting 
eyes (Hinde and Barden, 1985; Gould, 2008).

Recent empirical work started to unveil other cumulative 
processes in the refinement of entertaining features in fictions. 
Godzilla grabs our attention because its height and strength 
would make it a very dangerous predator if it were real, and 
a quick look at its successive representations shows that it 
gets bigger and taller over time (Dominy, 2019; Sobchuk, 2019). 

FIGURE 1 | Examples of predictions about fictional features depending on 
the environment, derived from human’s adaptive phenotypic plasticity.
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More universally, movies grab our attention in part because 
the rapidity of the sequence of shots (i.e., the shot lengths) 
is suited to make the eye movements reevaluate each visual 
depiction: with 75 years of Hollywood film, Cutting et al. (2011) 
provided empirical evidence that shot lengths have significantly 
decreased, to enhance this control over the audience’s eye 
movements. In another work, we argued that imaginary worlds 
cumulatively evolved too, by including more and more 
information background and information devices that modern 
consumers find attractive (Dubourg and Baumard, 2021). The 
examples taken here all show cumulative processes: producers 
at each generation selectively retain and cumulatively refine 
fictional elements that seem to best fit their goal of entertaining 
their audiences. We  suspect that many more superstimuli in 
fictions have been cumulatively refine in recent times, because 
of the tremendous growth of both fiction production and 
consumption allowing faster cumulative processes. Much more 
empirical research is needed to assess the way each superstimulus 
in narrative fictions is cumulatively selected and refined over 
cultural history.

CONCLUSION

We hypothesized that narrative fictions are neither adaptations 
nor by-products: they are entertainment technologies, that 
is, crafted cultural items that producers create to attract the 
attention of the consumers, entertain them, and fulfill other 
evolutionary-relevant goals (e.g., reputational benefits and 
economic gains). In doing so, producers of fictions use 
superstimuli (i.e., already appealing stimuli which are 
exaggerated in the fictions so as to make them even more 
appealing). We  summarized external evidence that this is 
the case, from literary historians stating that some features 
are universal because they entertain their audience, to 
evolutionary social scientists arguing that the evolved mind 

has shaped the content of stories, and finally to evolutionary 
psychologists, who started to associate specific fictional features 
to specific evolved cognitive preferences. Finally, we  argued 
that this hypothesis cogently explains how narrative fictions 
culturally evolve. First, because producers compete for the 
attention of the consumers, they should try to target specific 
cognitive preferences, which are age-, sex-, and context-
specific. That is, biological determinants shape preferences 
and thus drive the distribution of fictions across time and 
population. Then, for the same reasons, producers at each 
new generation want to improve their narrative fictions by 
making them more attention-grabbing: they selectively retain 
and cumulatively refine appealing fictional features, in a 
cumulative manner. Overall, this hypothesis explains why 
and how narrative fictions evolved.
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The subjective delight associated with the creative arts poses a well-known challenge
to an integrated causal analysis of human psychology. Here we examine the distal
causes of art in terms of an irreducibly risky search in a vast phase space of cognition
and behavior. To explore means to engage in an activity that may result in a zero or
negative payoff. Moreover, you may be unable to assess the risks with any certainty;
the costs might spiral out of control. At the same time, the known alternatives may
simply not be viable; natural selection has no problems acting on the failure to locate
new habitable subspaces. This represents the hard problem of evolution: there is no
recurring procedure that will reliably deliver the benefits of a successful exploration.
We propose to locate the emergence of play and art in the tension between the
irreducible risks of exploration and its potential benefits and examine the complex suite
of adaptations that has emerged to solve, however, imperfectly, the hard problem of
evolution. This includes adaptations for lowering the cost of exploration and strategies
for open-ended yet loosely targeted searches. We argue that the ability to become
aware of possible actions, to evaluate their respective merits, and to explore and develop
new strategies of perception, thinking, and action have had a major impact on human
survival and reproduction and have been subject to persistent natural selection. The
arts, we suggest, represent a distinct cognitive mode of pushing the boundaries of what
is familiar and known into new areas of perceptual, emotional, and agentive exploration
and discovery, characterized by a proximal motivation of intrinsic enjoyment.

Keywords: artistic exploration, possibility space, perceptual affordances, decision theory, prospective cost,
probabilistic value assessment, communicative potential, actualizabiity function

INTRODUCTION

Art is experienced as intrinsically interesting and enjoyable, for reasons that are not obvious.
Dissanayake (2019) usefully clusters existing evolutionary theories of art into ten different
approaches. She likens this diversity of approaches to the story of the blind men and the elephant,
in which each person is factually correct, but makes a mistake in the scope of validity of their
explanation, illustrating the Jain doctrine of anekantavada or many-sidedness. The relatively new
field of evolutionary approaches to the arts, she concludes, “awaits a unifying set of principles
about its subject.” Dissanayake herself proposes that artification, the act of making art, can be
characterized as an act of “making special,” emphasizing how art is perceived to be uniquely
valuable. Is it possible, we ask, to characterize the fundamental adaptive problem that art solves
in a manner that is compatible with the high value assigned to it?
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In the following, we examine the distal causes of art in the
occasional and uncertain rewards of an open-ended exploration
of the possible. Art and playful behavior, we propose, are activities
whose biological function is to allocate surplus resources to
solving the hard problem of evolution: how to discover unknown
unknowns. We argue that the ability to become aware of
possible actions, to evaluate their respective merits, and to
explore and develop new strategies of perception, thinking,
and action have had a major impact on human survival
and reproduction and have been subject to persistent natural
selection. The arts, we suggest, represent a distinct cognitive
mode of pushing the boundaries of what is familiar and known
into new areas of perceptual, emotional, and agentive exploration
and discovery, characterized by a proximal motivation of
intrinsic enjoyment.

In this way we build on the fifth approach in Dissanayake’s
typology, grounding art in adaptations for play (Steen and
Owens, 2001; Tooby and Cosmides, 2001; Steen, 2006). To
clarify the radical adaptive challenges involved in search, we
begin the essay by establishing an explanatory framework
of reality as manifest with ontologically grounded but latent
possibilities, where the biological function of information is
to bring the possible selectively and painstakingly into being.
We distinguish between genetic information on the one hand
and sensory or cognitive information on the other, arguing
that they differ radically in origin but similarly function to
enable the organism to intervene in the coming into being of
the possible and achieve biologically optimal outcomes. Sensory
information, we suggest, alters the adaptive landscape, creating
opportunities for new behaviors. In animals, statistical outliers
become significant adaptive targets; cognition evolves to access
resources unattainable directly by natural selection. Cognition in
turn is confronted with infinitely large possibility spaces, most of
whose contents is useless or harmful.

It is in the hard problem of locating new modes of meaning-
making within infinitely large possibility spaces that we propose
to locate the human adaptations for play and art. The full
repertoire of actualizability functions invariably captures only
a small subset of what is possible; most of the possibility
space remains at any given moment unknown and invisible.
Innovation requires exploration, which is potentially risky; our
exploitation of the possible is guided by existing knowledge and
is generally conservative, aiming to avoid dangerous mistakes
and expensive failures. Innovation, however, comes with very
significant benefits of survival and reproduction. Art and play,
we suggest, evolved to solve the problem of how to discover
useful strategies in infinitely large possibility spaces in ways that
are safe and cheap.

THE ACTUALIZABILITY FUNCTION

To prepare the ground for a new and unifying understanding of
the biological function of art, we propose to begin by broadening
our conception of reality by assigning an ontological status to the
possible. It may seem reasonable to restrict the category of being
to what is physically present, measurable, a fact. The possible

in contrast can be characterized in purely epistemic terms, as
something generated by the imagination but devoid of actuality
or being. Whatever is not a fact must surely be a non-fact; there
is no need for an intermediate category. However, we suggest this
fails to capture the essential nature of the possible as a critical
dimension of how manifest reality comes to be. The way we
conceptualize the relation between the possible and the real, we
propose, broadly determines how we understand the biological
function of art.

In classical physics, it seemed for a while that the messiness of
the possible could be conclusively excluded in favor the singular
and predictable order of the necessary. In Laplace’s (1902/1814)
famous formulation, a complete description of the position and
momentum of every particle would give us the ability not only
to predict the future, but to retrodict the past, stretching before
and after in a single unwavering chain of causality. This vision of
a mechanical universe, however, suffers from an embarrassingly
obvious flaw: the laws of physics are not simply descriptions of
facts; we use them to act and achieve our purposes. By sending
a man to the moon we not only validate Newton’s laws; we also
demonstrate that we have the ability to intervene in the causal
chain of reality, disrupting its seamless unfolding. How do we
explain our ability to carefully and skillfully bring a very specific
possibility into being?

The most cogent treatment of the actuality of the possible we
find in the discussions surrounding the experimental findings of
quantum physics. “In the experiments about atomic events we
have to do with things and facts, with phenomena that are just
as real as any phenomena in daily life,” Heisenberg (1958) writes.
“But the atoms or the elementary particles themselves are not as
real; they form a world of potentialities or possibilities rather than
one of things or facts” (128). According to the generally accepted
Copenhagen Interpretation developed by Heisenberg and Niels
Bohr, the trajectory of a particle occupies a superposition of
states, each of which has a certain probability of being actualized.
Schrödinger formalized this description in the quantum wave
equation: in any given situation, the equation has multiple valid
solutions, each associated with a particular probability. An act
of measurement will invariably find the particle on one of
these trajectories; until that act, the system exists in a state of
superposition. As Heisenberg puts it, the possible occupies an
intermediate state of being. What is possible is not a manifest
and actual fact, but facts emerge from the possible in an orderly
manner. The quantum physicist Bohm (2005/1980) describes this
process as a movement of unfolding from an implicate to an
explicate order.

Analogously, we propose, in the act of prediction, cognitive
processes formulate an actualizability function. Similarly to the
quantum wave function, the actualizability function in any
given situation has multiple valid solutions, each associated
with a certain probability. Like Schrödinger’s wave function, the
actualizability function is a description of a superposition of
possible states that have the potential to collapse into a singular
reality. Most of these possibilities will typically be unknown; a
cognitively realized actualizability function is invariably partial,
capturing only a small subset of what is possible. Where the
quantum wave function, however, is aimless and collapses in a
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manner that cannot be controlled, the cognitive actualizability
function has preferred outcomes and levers – what quantum
theory terms “hidden variables” – to increase the probability
of a particular outcome. By identifying and modifying these
variables, we engage with the possible as agents, deliberately
and carefully seeking to bring our preferred selection of the
possible into being. Like the quantum wave function, the
cognitive actualizability function is probabilistic and doesn’t
always succeed. Our successes may be praised by our supporters
as demonstrations of competent expertise and characterized by
our detractors as luck; both have a point. Conversely, our partial
functions may fail to sufficiently control the necessary variables,
leading to outcomes we term “mistakes,” “failures,” “accidents,”
and “disasters.”

Natural selection also engages with the process of bringing
the possible into being, but in a distinctive manner. On the
one hand, genetic information functions to guide the organism
through the phase space of the possible and orchestrate the
selective actualization of biologically optimal outcomes. On
the other, natural selection acts on outcomes and does not
make predictions. Genetic information, according to Darwinian
evolutionary theory, is formed through random variation,
phenotypic expression, and differential survival in ways that
at no stage involves an actualizability function. Perception and
cognition, in contrast, can be optimized by formulating partial
local actualizability functions.

Following the neo-Darwinian synthesis, the variation in form
on which natural selection acts is attributed to random mutations
in the DNA, caused by processes unrelated to the control of
the organism. The assembly of genetic information is “blind”
in the sense that it sees neither the real nor the possible. In
this model, genes do not collect information of any kind about
the world. There are no sensory systems that supply them with
information, no causal links or pathways between the domain in
which the genes are expressed and the information they contain.
There is no process of prediction or anticipation, design, or
planning: no inferences are made about the possible based on
past and present facts. Instead, the information contained in
the genes of living beings is modified only by chance, by the
action of external forces – by cosmic rays, nuclear radiation,
chemical teratogens – or by accidental errors within the genetic
material’s orderly replication and maintenance. The processes
that change the information contained in the genes are either
statistical or template matching in nature, have no direct relation
to the domains in which this information serves a function in
the life of the organism. Genetic information has no referent;
it is not “about” anything. The neo-Darwinian synthesis asserts
that the work of the genes is accomplished without the formation
of an actualizability function – there is no superposition of
possibilities, no collapse of alternatives into a single reality (in
the present context, we adopt no position on whether Darwin
was substantively correct in thinking that nature does not directly
access the possible; for a challenge, see for instance Payne
and Wagner, 2019; Monroe et al., 2022). Nonetheless, genetic
information acts exactly like any other form of information:
its biological function is to selectively realize highly specific

possibilities latent in the local environment conducive to survival
and reproduction.

We seek to explicitly highlight these fundamental
characteristics of Darwinian evolutionary theory in order
to bring out their contrast with cognition. By cognition, we
mean precisely the processes that Darwin and Spencer sought
to evacuate from their account of natural selection. The
biological function of cognition is to accomplish exactly what
natural selection is presumed not to be doing: to gather local
information, to select and refine it, to infer the possible, to
anticipate, to plan. How does this capacity itself evolve? What is
the problem it solves?

To appreciate the constructive interplay of sensory and genetic
information, consider a free-floating organism that lacks the
ability to detect the proteins it needs to ingest. It moves through
the water feeding by indiscriminate filtering. Some of its energy is
being wasted by feeding when no suitable nutrients are available;
this sets up an adaptive potential, a structured possibility space.
Imagine a random mutation that gives a neuron on the surface
of this organism’s tiny brain the capacity to detect a protein
molecule in the water. What matters for the organism is the
potential that this information reveals: the difference between the
presence of proteins and the absence of proteins is actionable.
The organism is capable of feeding under both conditions, but the
likelihood that feeding will be productive when the detector is not
firing is lower than when the detector is firing. A simple action
realizes this potential: by initiating feeding when the neuron fires,
it ingests the proteins. It can now filter-feed when they are present
and not waste the effort when they are not. This adaptation
in turn prepares the stage for a second adaptive potential: a
mutation that constructs a second neuron, connected to the first,
with the ability to detect the frequency with which the first neuron
detects the presence of a protein molecule. The difference in
timing between the firings creates a new actionable potential: the
organism can now filter-feed only when the firing rate exceeds
a certain threshold. Yet this novelty in turn sets up a fresh
adaptive potential: a third neuron connected to the second that
detects the changes in frequency over time. With this ability, the
organism acquires information about differences in its immediate
environment that it can utilize to guide its movements: when the
interval between detections is dropping, it moves forward; when
it increases, it changes direction. The combination of spatial and
temporal differences allows the organism to realize a potential for
more efficient feeding that had been latent in its environment all
along, but that it had been incapable of accessing. This allows us
to generalize: the biological significance of information is that
it allows the organism to be guided toward actualizing certain
possibilities that are latent in its environment.

In this scenario, the organism utilizes information from
two very different sources. First of all it collects information
from its environment: the difference between the presence of a
protein and its absence, the differences in firing frequency over
time (speed), the differences in firing speed (acceleration). This
sensory information has a referent – the protein molecules in the
water at different times and in different spatial concentrations –
and is continuously collected by the organism’s sensory neuron.
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Secondly, the organism is also dependent on a second source
of information: the genetic information utilized to construct
the sensory neuron itself, as well as the neural adaptations
needed to process and actuate this information. Like sensory
information, the biological function of genetic information is
to selectively actualize a potential hidden in the environment.
The information contained in the genes acts in a vast space
of possibilities. Under the right conditions, the DNA assembles
organic forms out of molecular building blocks. It selects and
orients individual molecules into three-dimensional structures.
In the phase space of molecular combinations, it realizes a unique
set of permutations: specific and unlikely sequences of precisely
oriented molecules. Its work can be visualized as a complex act of
navigation in a multidimensional phase space. Through this act
of navigation, genetic information manifests a potential hidden
in its immediate local environment, a vanishingly improbable,
complex and precisely determined biological structure that
furthers its survival and reproduction. Yet this information
was never collected by the organism. In fact, according to
Darwinian evolutionary theory, the information that was utilized
to construct the neuronal sensor was never collected at all,
does not have a referent, and does not express a difference
between anything.

The evolution of sensory organs producing sensory
information, however, alters the possibility space of natural
selection. Once information about the presence or absence of
proteins in the water is available to the organism, there is an
adaptive potential to utilize it. Natural selection doesn’t see
this possibility; causally unrelated processes must intervene
by chance to generate the relevant change in the genome to
construct the appropriate neurological adaptations that allow
the organism to act on the new information. The randomness
and consequent temporal demands of this process, we suggest,
creates a powerful adaptive attractor for the evolution of the
capacity to formulate even a minimal actualizability function.
As increasingly rich sensory information reshapes the adaptive
landscape, an organism that by chance evolves this capacity
will have a persistent competitive advantage in a wide range
of circumstances.

Once a neuron is capable of collecting information about the
presence of protein molecules in the water, an adaptive potential
is created in which the organism would benefit from utilizing
this information and also from refining it over time. In our
hypothetical organism, the factual information captured by the
sensory neurons opens up specific possibilities: to ingest proteins
when feeding, to set a threshold for a minimal meal, to navigate
toward higher concentrations. Each of these adaptations have a
fat middle: natural selection will eventually be able to locate the
appropriate solution. Yet as the wealth and complexity of sensory
information increases, a dense and complex thicket of fleeting
adaptive potentials will arise that the random process of natural
variation and selection would be too slow to efficiently exploit.
Tooby and Cosmides (2000) develop a similar distinction: natural
selection generates adaptations for handling scope operators, but
it cannot determine what their local values should be.

Statistics provides a useful perspective on this dilemma that
natural selection cannot solve directly. Because of its random

nature and slow rate of innovation, natural selection can
only exploit patterns that persist over time – the fat middle
of the distribution of events. Sensory information, however,
in certain circumstances creates adaptive landscapes where
the main opportunities are located in the outliers. Once an
organism is motile, the adaptive landscape fills with momentary
possibilities that natural selection is too slow to exploit. In the
fossil record, what emerges with motility is cognition: natural
selection favors the investment in sufficient neural structure –
a notochord, a brain – to support the systematic exploitation
of statistical outliers. Evading a predator or catching a prey
represent adaptive opportunities with such a dramatic payoff that
a complex neurological infrastructure becomes a justified and
sustainable strategy for exploiting them. Natural selection, by
random variation and carefully controlled phenotypic outcomes,
has created cognitive systems capable of exploiting fleeting
statistical outliers.

What these cognitive systems do is to gather information
about the facts and use that information to formulate
actualizability functions: to make predictions about what could
happen next. These predictions take the form not only of
hypotheses about what is likely to happen, but importantly also
develop potential strategies for intervening in the actualization
of the possible to achieve a biologically optimal outcome. Each
moment in time and space is associated with a particular horizon
of possibilities, or action affordances (Gibson, 1977). Each action
affordance in turn is associated with an estimated, prospective
cost and benefit. In predation, the potential cost to the prey is
infinite, but it is still vital to minimize the cost of evasion; in
foraging, the energy acquired must on average exceed the energy
expended. To formulate a useful actualizability function, the
challenge is to identify a subset of the possible where prospective
benefits are maximized and prospective costs minimized.

In short, natural selection is far too slow to be able to
effectively exploit the rapidly changing adaptive landscape in
the life of an animal. In the evolution of cognition, natural
selection builds information processing structures that have the
ability to identify and take advantage of individual opportunities,
rare statistical outliers, that are inaccessible to natural selection.
Cognition accomplishes this by prospectively accessing the
possible, the latently real; by forming probabilistically structured
actualizability functions, partial and cognitively expensive; and
by deliberately intervening in the orderly actualization of the
possible into the real. Natural selection will favor the elaboration
of such cognitive systems in rapidly changing adaptive landscapes
where survival and reproduction is promoted by ceaseless
innovation. Cognition is an adaptation that accomplishes what
is beyond the reach of natural selection.

Living organisms in general utilize information to optimize
their survival. A hare seeing a fox makes predictions about what
the fox is likely to do and takes evasive action. That prediction
accesses the possible: one set of events that would lead to
being eaten, another set that would lead to a successful escape.
Cognition engages with the possible as a latent reality, gathers and
synthesizes precise predictive information, and guides behavior
to ensure survival even when this is a highly improbably outcome.
Mining the possible is hard, but the rewards can be considerable.
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A recent study concludes it was the smartest avian dinosaurs that
survived the Cretaceous-Paleogene extinction event (Torres et al.,
2021). Human brain size peaked around the time of the last glacial
maximum (Henneberg, 1988), a time of extremely challenging
conditions for survival.

Human lives play out within vast fields of latent possibilities:
actions you could take, thoughts you could have, skills you could
learn, decisions you could make, goals you could achieve. We
live in a world that ceaselessly forks and we actively participate
in this seething multiplicity of possible futures. It is important
to acknowledge that this participation incurs an inescapable
cost and is far from free – in this sense, the notion of “free
will” is a hangover from a dualistic conception of mind and
matter; what we have is “costly will.” Our ability to participate
in the unfolding of the possible into manifest reality persists
in spite of continuing attempts to universalize determinism in
neuroscience (see for instance Roskies, 2006) and physics (see
for instance Hossenfelder and Palmer, 2020). In our personal
lives and relations, in politics and in the courts of law, it is in
practice universally accepted that we as agents possess the ability
to manifest specific aspects of a latent space of possibilities, that
we struggle to identify and realize the best possible version, and
that our hopes and fears are responses to something that is true,
something that is actualizable, even if it is not yet manifest and
real. Truth, in this sense, overflows the real and embraces the
possible. It may be true that we will meet in Rome in May, it
may be true that you can learn to play the violin. These are
not facts, they are not empirical data points, yet such latent
possibilities are precisely what guide and unfold human action
in costly and orderly ways.

Actualizability functions are flexible assessments designed to
generate one-off predictions and identify useful outliers. The
information assembled in an actualizability function represents
a tiny and incomplete subset of ways in which the possible may
unfold into the real. Each cognitively realized function is partial,
serving to identify a few promising possibilities and a few of the
spatiotemporal actions that may change the course of events. It
specifies that a finite and feasible amount of effort will with some
degree of probability nudge one out of a superposition of multiple
possibilities into being. Yet these predictions are not fantasies;
they do not belong to the class of fictions. Our assessments of how
the possible can be brought into being are grounded in networks
of statistical knowledge gathered by experience. Their subject
matter is not primarily established facts but the probabilisitic
processes whereby rich superpositions of possibilities can be
selectively nudged to emerge into reality.

The world, we suggest, is not only subject to uncertainty
due to imperfect knowledge – what we might term epistemic
indeterminacy. More fundamentally, it is subject to a radical
ontological indeterminacy. In any given moment, the world
is underdetermined and unfinished, emerging out of a
vast superposition of actual possibilities. Life is enabled by
this ontological indeterminacy; natural selection builds the
informational structures that allows life to exploit persistent
statistical patterns in the possible for biologically optimal
outcomes and turn them into realities. Cognition solves the
even harder problem of exploiting statistical outliers, rare

opportunities affected by multiple variables, even non-recurring
one-offs. It is in the crack between what could be and what is
that our lives emerge, not simply happening, but deliberately
brought into being.

In this section, we have argued that the biological function
of information is to selectively realize the possible. This is
true of sensory information, which the organism utilizes to
guide its behavior in space and time. It is similarly the case
for genetic information, which assembles precise organic forms
out of vast phase spaces of different molecules. Life must
navigate a complex field of possibilities and choices which are
infinite in character. Survival is a matter of having adequate
information to be able to selectively nudge biologically optimal
possibilities into existence. Through their motility, animals
are exposed to rapidly changing adaptive landscapes, fleeting
possibilities that statistically speaking are outliers, non-recurring
opportunities that natural selection cannot directly exploit. The
evolution of cognition is enabled by this particular adaptive
landscape. A central innovation of cognition is the actualizability
function, or the ability to model multiple a suite of superposed
possible trajectories through a cascading succession of affordance
horizons. Actualizability functions include a representation of the
likely costs and prospective benefits of a particular strategy; these
assessments are informed guesses subject to continuous updates
and adjustments in an ongoing process of optimization.

ART AND THE POSSIBLE

Art can be recruited for any number of purposes, such as
impressing potential mates or seeking to enhance one’s social
status. Yet the problem that art evolved to solve is far more
fundamental: to explore the infinitely large human possibility
space for new and interesting forms of order. The study of artistic
expressions provide a unique window into the deep structure
of the challenge of survival and reproduction, suggesting that
complex patterns or orders, chains of similar differences and
different similarities (Bohm, 2004) play a vital role in formulating
the complex actualizability functions that serve to bring the tiny
biologically favorable subset of the possible selectively into being.

To explore the possible for fruitful actualizability functions
is inevitably hard. The fields with which cognition engages
are infinite in multiple dimensions. Each component skill an
organism possesses increases factorially the size of its phase
space of action: if you have ten skills, they can be combined
into 3,628,800 non-repeating action sequences. A deck of cards
can form 52! sequences, a number larger than the number
of seconds since the Big Bang. Ballpark estimates place the
number of possible chess games around 10120; the number of
atoms in the observable universe is thought to be between
1078 and 1082. A brief window of a human life is far more
complex than chess, with an infinitude of latent variables and
possible moves. As we engage with our environment, each skill
creates a complex and rapidly changing horizon of affordances,
dynamically multiplying without bound the number of possible
action sequences extending into an increasingly uncertain future.
Moreover, the vast majority of what is possible is useless or
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downright harmful; venturing out into the possibility space of
human actions and human relations in an exploratory manner
can quickly have irreversibly damaging consequences.

We need to sustain our lives by continually realizing outcomes
that are statistically wildly improbable, yet the exploration of the
infinite spaces in which our lives precariously persist as well as
confidently thrive must be carried out in finite time with finite
resources. The outcome is necessarily uncertain: an actualizability
function is a hypothesis, consisting of a brief or extended cluster
of alternative paths forward, each associated with a prospective
cost in the form of an investment of time, attention, and effort,
as well as a prospective benefit in the form of a future realized
state. Since these costs and benefits are prospective, their assessed
likelihood of being actualizable at the proposed effort is uncertain
and require dynamic updating. The potential computational costs
quickly spiral out of control, in practice limiting the visibility of
the horizon. The opportunities at stake are too fleeting for natural
selection to locate; instead, cognition evolves as a control system
designed to optimize prospective benefits relative to prospective
costs. The task of optimization has no once-and-for-all solutions;
it must instead look for effective heuristics to find good-enough
solutions in finite time.

The infinite size of the possibility spaces we engage with
combined with our imperfect understanding of them and our
finite resources available to explore them create a continuum of
tradeoffs between exploiting the familiar versus exploring the
unfamiliar (Mehlhorn et al., 2015). On all scales of life, from
the immediate decision to the long-range plan, the prospective
costs and benefits of the exploration of new possibilities are
pitted against the more controlled exploitation of resources you
are relatively confident you can access. The question of how
to optimally allocate resources to exploration rather than to
exploitation is widely acknowledged to be one of the more
fundamental challenges in evolutionary theory and decision-
making (Cohen et al., 2007; Gopnik, 2020; René Traoré et al.,
2021; for a historical overview, see Almahendra and Ambos,
2015). The difficulty of the multi-choice field problem has
been studied in the finite case and is known as the multi-
armed bandit problem in optimization theory. We note that
even the finite case, choosing the optimal strategy where n
different choices exist each with an unknown probability of
success, was considered intractable until the later half of the
twentieth century (Gittins, 1979). Inspiration for local solutions
to certain classes of human problems have been found in
foraging behaviors across a wide spectrum of animals, from the
adaptive tuning of the exploitation-exploration trade-off in four
honey bee species (Young et al., 2021) to the strategic decision-
making observed during the bubble-net hunting behavior of
humpback whales (Mirjalili and Lewis, 2016; Wu et al., 2019).
In real-life situations, genetic as well as cognitive information
is invariably incomplete, precluding stable solutions to the
exploration-exploitation tradeoff dilemma.

It is in this tradeoff that art emerges as a suite of
adaptations for decreasing the cost of exploration and increasing
the likelihood of discovering something of value. Faced with
infinitely large, mostly unknown, and potentially wasteful or
downright dangerous possibility spaces, organisms will be

strongly encouraged by natural selection to play it safe and
stick to what works. Any stability in the strategies of one
organism, however, will create new opportunities for other
organisms to exploit it. Natural selection will therefore strongly
favor innovation. When the stability of exploitable strategies
drops below the time required for reproduction, natural selection
responds by evolving cognitive control systems.

The origins of art can be traced back to a suite of adaptions in
this control system for lowering the effective cost of exploration
and raising the likelihood of finding something of value. First,
Burghardt’s (2005, 2014) key finding is that animal play typically
takes place under conditions of metabolic surplus. By utilizing
excess resources in exploration, we lower the opportunity costs.
Gopnik (2020) argues for a life-history division of labor, where
the young, typically still nourished and protected by their parents,
privilege exploration and the mature exploitation and presents
evidence that preschool children under certain conditions will
outperform trained scientists in scientific discovery. What this
model doesn’t capture is the undisputed persistence of lifetime
creativity, honored in the social category “artist:” just as parents
are willing to support their children’s materially unproductive
playful and exploratory behavior, societies are typically willing
to support a limited number of adults in their creation of art
(Brown, 1991).

Second, as Steen and Owens (2001) argue, play involves
a distinct self-constructive mode that radically transforms the
affordance horizon. In play, a friend can serve in the place
of an adversary, a play bite can stand in for a real bite
(Bateson, 1972), a table can function as a landing pad for a
toy spaceship. The exploration of possibilities in play and art
makes heavy use of simulations, shifting canonical affordances to
a fluid use of material anchors. Non-human animals engage in
cognitively sophisticated forms of object pretense. For instance,
a cat may pretend that a ball of yarn is a mouse and treat
its movements as if they were attempts by the mouse to get
away. In pretending, the cat dramatically expands the material
circumstances in which it can practice pouncing and hunting.
Through such cheap and safe playful practice, the maturing cat
develops new actualizability functions. A child may pretend to
construct a house for dinosaurs out of cardboard and a rag
doll, constraining the complexity of the task to a pedagogically
optimal challenge and radically lowering the risks and material
costs. Humans expand on object pretense through agent pretense.
In agent pretense, a group of children may pretend to be a
family of leopards nesting in a tree. An actor may pretend to
be a fictional character. In developing this fictional character, the
actor generates an alternative identity, characterized by a different
history, a different set of affordances, a interesting set of goals
placed in some relation to fictive resources available. Drawing
on infinitely large possibility spaces to develop an optimally
formulated fictive world, the actors explore patterns of human
relations, decision making, and high-level cognitive skills, some
of which can be exported into real life. Yet it is an striking
feature of the human visual and episodic imagination that it
is not constrained by what is plausible; magical capabilities are
attractive to explore even in situations where the means to realize
them appear absent. This indicates a radically calibrated search
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function that has the potential power to penetrate into unknown
unknowns and generate unprecedented innovation.

Complementing adaptations that serve the biological function
of making the exploration more affordable we find adaptations
that serve the function of increasing the likelihood that the
exploration will be fruitful. These can be characterized as search
heuristics; they constitute a rich field of scientific investigation
and indeed is where many contemporary evolutionary theories
of art can be situated.

An adaptation for increasing the probability that a search
will be fruitful we can characterize as exploration bias. Ever
since the Paleolithic, artistic depiction has been drawn to
the fertile female body, a clear candidate for an evolved
exploratory bias. Similarly, studies indicate that people are
drawn to representations of landscapes that in our evolutionary
history provided promising resources for survival, as argued in
evolutionary aesthetics (Voland and Grammer, 2003; Falk and
Balling, 2010). Exploratory biases define favored subspaces in
the infinite vastness of possible patterns, shapes and forms. The
subspaces constitute lesser infinities whose exploration provide
a hook into evolved preferences, yet these preferences constrain
rather than control the exploration.

Play and art also have strong social dimensions that serve
to dramatically lower risk. An inexperienced child faced with
an infinitely large and often dangerous possibility space can
navigate with reduced risk into this space simply by following
more experienced role models, plausibly an evolved behavior.
Role models can be identified directly by their superior skills or
indirectly through outcomes such as confidence and happiness
that correlate with skills. Role models allow us to learn not
only to extend current or familiar skills into new areas (known
unknowns), but also to be introduced to entirely novel and
unexpected skills (unknown unknowns). Children and teenagers
may for instance be inspired by their role models to persist
through difficulties – a highly generalizable strategy with rich
applications (cf. Herrmann et al., 2016). Artistic practices
are similarly passed down from generation to generation,
forming traditions that consistently show a preference for
certain subspaces.

Within a cultural tradition, we can observe that artistic
exploration is drawn to aspects of reality that are perceived and
experienced as important, whether or not they have persisted long
enough to acquire an evolved bias. Over tens of thousands of
years, Paleolithic art is primarily focused on the depiction of large
animals. However, we interpret these depictions, they inform
us of a strong preference for exploring a particular subspace of
the possible that is anchored in daily experience. The detailed
depictions of the Chauvet horses, for instance, indicate a high
level of interest and expertise in the appearance of horses. With
the advent of the Neolithic, warfare emerges as a central theme
of art. Natural selection has in part handed off decision-making
as to the appropriate subdomains for art to explore to the
cognitive control system.

Artistic exploration forms a kind of knowledge that is
built incrementally, both on an individual and a collective
level. Artistic forms of expression favor the exploration of the
boundaries of the familiar, generating variations on a theme.

Dissanayake (2019) argues that “familiarity with traditional
societies makes clear that ‘creativity’ and individual showing
off are typically, if not always, discouraged.” Yet this is surely
a mischaracterization; traditional societies typically produce
art that by any canonical baseline is wildly creative, albeit
constrained within subspaces that may persist over long periods,
elaborating on familiar and shared themes. Creativity is thus
constrained and harnessed, but it is not devalued. Conversely, a
theory of art needs to account for the fact that societies may attach
value to its ability to destabilize the existing order. By creating
a non-conforming work of art, the artist invites the audience to
immerse into a different way of being and seeing; the work of art
becomes a gateway to new possibilities. In this way art challenges
and destabilizes habitual ways of thinking, feeling, and seeing; it
can be resisted and rejected; and it can support joint discovery
and create new perceptual norms that support communities of
meaning. Art opens the mind’s interpretive heuristics and invites
the viewer to leap into a new order, a new set of emotions, a new
disposition to the world.

In the act of creation, the artist enters a creative state of
mind that explores how reality can be constructed. In creating
an object of art, such as a dance, a decorative pattern, or a
musical composition, the artist brings a new order into being.
The creation is tentative; artification moves in a vast phase
space of possible choices of materials and arrangements. By
engaging directly with the possible, for instance by creating
plans for the work of art in the form of imagined concepts or
manifest outlines and sketches, it creates a manifest or virtual
superposition of states, each of which can be evaluated for its
merits. Such drafts and sketches are tentative proposals to the
sensory systems; each represents a proposition. In this activity,
the artist is engaging directly with the processes that construct
perceptual reality on the basis of sensory data. The perceptual
systems respond to the material objects the artist creates. Lines
of charcoal on a rock wall or shapes of clay create novel
and meticulously manipulable perceptual affordances. The artist
experiments with how the visual system responds to what he
creates in an intimate dialog with the medium. In a play of
sensory qualities – of form, movement, pacing, color – artification
uncovers new orders.

The discovery of new orders is a foundational cognitive
process or activity. The repertoire of orders possessed by the mind
circumscribes a combinatorial ability to engage productively with
the possibility spaces of reality. Orders of similar differences, as
in the steps of a dance, are used to orchestrate our movement
through cascading possibility spaces (Bohm and Peat, 1987).
Flexible and interrupted rhythms guide our physical movement
in time and space. Complex patterns of similar differences and
different similarities, of analogies and disanalogies (Fauconnier
and Turner, 1998), organize our tasks into flexible alternations
of repetition and change that allow us to reach distant and
implausible or unlikely goals. In this exploration, the artist
may draw attention to the constructed nature of reality as
a way to highlight aspects of the human possibility space
that typically gets obscured by habit. The process of reality
construction involves actualizability functions with multiple
solutions, explicitly demonstrated in the phenomenon of bi- and
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multi-stable percepts (Atmanspacher and Filk, 2013). What these
experiments demonstrate is that the simultaneous derivation and
contemplation of multiple possible solutions takes place below
the threshold of conscious awareness.

In exploring the possibility space of perception, emotion,
cognition, and action, the artist pushes against the boundaries of
the known. The creation of a work of art can possess a quality
of open-ended exploration, a movement into the unknown
unknown. Similarly, presented with an opportunity to engage
with a work of art, the spectator or audience member goes
through a series of stages. First, they must consider whether
to allocate resources to the act of appreciation. This involves
the creation of a simple actualizability function: they consider
different options, create a superposition of opportunities, and
select a particular course of action. Secondly, the spectator
creates a communicative potential for appreciating the art, an
act that goes beyond the actualizability function. In generating
an open-ended communicative potential, the spectator is not
simple accessing the possible as something that is latently real.
Rather, they are accessing the latently possible, that which might
lend itself to becoming possible, a gate into the unknown, a
tremor in the fabric of reality. Keats (1899/1817) characterized
the key quality “to form a Man of Achievement” as a “negative
capability:” “when a man is capable of being in uncertainties,
mysteries, doubts, without any irritable reaching after fact and
reason” (277). The ability to generate a radically uncommitted
state may be considered an essential dimension of creativity,
taking discovery beyond combinatorics. Conceptually, it parallels
Bohm (2005/1980) notion of a superimplicate order out of which
the implicate order unfolds.

CONCLUSION

In developing an evolutionary or Darwinian account of art,
researchers have proposed hypotheses that subsume art within
an adaptive territory of familiar biological challenges: to identify
promising habitats, to impress the opposite sex, to increase
one’s social status. These instrumental hypotheses propose to
reduce the biological function of art to a subsidiary strategy
for solving known and circumscribed problems that already
have other solutions. On the flip side, they fall short of
explaining the subjective delight and fascination associated
with artistic experiences; they struggle to account for the
prevalence of children’s art; and they steamroller over the
unique value cultures typically place on artistic behaviors
and objects of art. We propose instead that art is a unique
adaptive strategy of exploring infinite possibility spaces of
perception, motion, and thinking for contextually promising
innovations.

In the first section we develop a framework for thinking
coherently about the importance of agency within the context
of Darwinian evolutionary theory. Life’s ability to survive, we
suggest, is grounded in the latent superposition of a multiplicity
of states that we commonly call possibilities and opportunities.
The possible is not merely an epistemic construction, a matter
of incomplete knowledge; it refers to an unmanifest or latent

level of reality, an ontological indeterminacy, that can be selective
nudged into biologically optimal realizations.

What orchestrates this act of selective realization is
information. We distinguish between genetic information,
generated by natural selection without a referent, and sensory-
cognitive information generated by the senses and cognitive
processes. These two different kinds of information mutually
interact and alter each other’s possibility spaces. While genetic
information is only able to take advantage of stable and recurring
features, sensory-cognitive information creates opportunities
for exploiting fleeting statistical outliers. Cognitive processes
accomplish this by formulating actualizability functions that
model the superposition of possibilities, guiding the organism
to intervene strategically to selectively unfold the possible into
reality in a probabilistically controlled manner.

We summarize our thesis by suggesting that the biological
function of art is to develop new actualizability functions:
to explore new possible orders and selectively bring
them into reality. It achieves this across the spectrum of
human perception, emotion, thought, and action. While
the average payoff of art across small intervals of time
may appear low, across larger intervals innovation is
essential.

In the second section, we argue that at any moment
in an animal’s life, the horizon of affordances is infinite,
meaning the cost of modeling it prospectively in its totality
is invariably unaffordable. While the size of the possibility
space is astronomically vast, an infinitude of infinities,
most of it is either useless or antithetical to survival and
reproduction. The strategies that sustain life are rare, hard
to find, and statistically unlikely. They do not happen by
accident; they happen only when the appropriate information
is acting. While this means that the risk of exploration is
high, within these vast deserts of uselessness are nuggets
of gold, exceptional solutions, transformative adaptations.
Especially in changing environments, survival may depend on
successful exploration.

Natural selection, we suggest, has built a series of varied
adaptations for lowering the risk of exploration. With Burghardt
(2005), we argue play is a surplus activity. With Gopnik (2020),
we note the evidence for a lifetime division of labor: children are
strongly predisposed to exploration; adults strongly predisposed
to exploitation. Creative exploration, however, is essential at
any moment in life and adults retain the desire and ability to
explore. With Steen and Owens (2001), we argue that exploration
involves a distinct self-constructive cognitive mode, characterized
by a relaxation of the canonical constraints of the perception
of affordances, the systematic use and development of material
anchors, and the extensive use of simulations.

Art is grounded in adaptations whose biological function is to
lower the cost and increasing the likelihood of identifying new
and valuable orders, actionable patterns of perception, emotion,
and action. Art explores new ways of being in the world that
have the potential to be uniquely valuable. Dissanayake (2019)
proposes that the core of art is the act of “making special”.
Let us turn this around and suggest that the act of making art
involves a search for a manifest form that is valuable because
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of the affordances it provides for perceiving and experiencing
order. Making special is the individual or collective recognition
that we have searched in infinitely vast spaces, constrained only
by heuristics, and discovered something of distal value, a source
of proximal pure delight.
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While we cannot directly measure the psychological preferences of individuals, and the

moral, emotional, and cognitive tendencies of people from the past, we can use cultural

artifacts as a window to the zeitgeist of societies in particular historical periods. At

present, an increasing number of digitized texts spanning several centuries is available

for a computerized analysis. In addition, developments form historical economics have

enabled increasingly precise estimations of sociodemographic realities from the past.

Crossing these datasets offer a powerful tool to test how the environment changes

psychology and vice versa. However, designing the appropriate proxies of relevant

psychological constructs is not trivial. The gold standard to measure psychological

constructs in modern texts – Linguistic Inquiry and Word Count (LIWC) – has been

validated by psychometric experimentation with modern participants. However, as a

tool to investigate the psychology of the past, the LIWC is limited in two main aspects:

(1) it does not cover the entire range of relevant psychological dimensions and (2) the

meaning, spelling, and pragmatic use of certain words depend on the historical period

from which the fiction work is sampled. These LIWC limitations make the design of

custom tools inevitable. However, without psychometric validation, there is uncertainty

regarding what exactly is being measured. To overcome these pitfalls, we suggest several

internal and external validation procedures, to be conducted prior to diachronic analyses.

First, the semantic adequacy of search terms in bags-of-words approaches should be

verified by training semantic vector spaces with the historical text corpus using tools

like word2vec. Second, we propose factor analyses to evaluate the internal consistency

between distinct bag-of-words proxying the same underlying psychological construct.

Third, these proxies can be externally validated using prior knowledge on the differences

between genres or other literary dimensions. Finally, while LIWC is limited in the analysis of

historical documents, it can be used as a sanity check for external validation of custom

measures. This procedure allows a robust estimation of psychological constructs and

how they change throughout history. Together with historical economics, it also increases

our power in testing the relationship between environmental change and the expression

of psychological traits from the past.
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Martins and Baumard Measuring Historical Sentiments Throughout History

INTRODUCTION

One of the core missions of social and political sciences is the
study of how individual beliefs and values are formed, how they
change, and how the interaction between individuals impacts the
dynamics of society and of political institutions. Population-wide
surveys and opinion polls are one of the main traditional tools to
gather information on values and beliefs (European Values Study,
2021; WVS Database, 2021). These data can be used to uncover
the relationships between social values, political institutions,
group behavior, and the social-economic environment with
rigorous quantitative tools (e.g., Hansen et al., 2018; Talavera
et al., 2018; Ruck et al., 2019; Knechel and Mintchik, 2020). More
recently, an explosion in social media data and the advent of
computational social sciences have also allowed a quasi-real-time
characterization of beliefs, values, and emotions of social media
users, which constitute large segments of the population (Lazer
et al., 2009, 2020; Giles, 2012; Mäntylä et al., 2018; Yadav and
Vishwakarma, 2020).

While useful, social media and polling data are limited in
their temporal scopes. Facebook and Twitter were only founded
after 2004, and social media data are not extensive before this
period. Moreover, while modern polling of electoral preferences
has been conducted in the US since the first half of the 20th
century, systematic surveys of values and attitudes are relatively
recent (since the 1980’s) (European Values Study, 2021; WVS
Database, 2021). Thus, different forms of data are required
to reconstruct longer time series of relevant psychological and
cultural dynamics throughout history.

Fortunately, a second revolution occurred within

computational social sciences, particularly in the field of digital
humanities, pertaining to the availability of digitized cultural data

such as paintings (Morin, 2013; Safra et al., 2020), music (Mehr
et al., 2019; Cowen et al., 2020), sculpture (Cowen and Keltner,
2020), political speeches (Barron et al., 2018; Theocharis and
Jungherr, 2021), and books, newspapers, and magazines (Acerbi
et al., 2013; Iliev et al., 2016; Morin and Acerbi, 2017; Hills et al.,
2019; Jackson et al., 2019; Martins and Baumard, 2020). These
data, together with the development of new analytical tools,
have allowed the generation of meaningful proxies of social
preferences and sentiments throughout history. For instance,
digital humanities tools have been able to characterize the rise
of prosocial preferences prior to democratizing revolutions in
the early modern period (Martins and Baumard, 2020), the rise
of subjective wellbeing since 1730 till present (Hills et al., 2019),
and a decrease in words related to norms of cultural tightness vs.
looseness since 1800 (Jackson et al., 2019).

Concomitantly to this revolution in digital humanities, there
has been an improvement in the techniques of historical
econometrics, improving socioeconomic estimates further into
the past. The availability of these time series in systematic
datasets (Wrigley et al., 1997; Maddison Project Database, 2018;
Clio Infra|Reconstructing Global Inequality, 2019; Our World
in Data, 2019) enables the investigation of the relationship
between psychological traits and socioeconomic trends. For
instance, we can test how living standards in the early modern
period (e.g., GDPpc, life expectancy) influence the prevalence

of prosocial attitudes in theater plays (Martins and Baumard,
2020) or whether they change art patrons’ predispositions
to be represented as dominant or trustworthy (Safra et al.,
2020). Importantly, we can test not only whether cultural and
socioeconomic historical time series correlate but also whether
there is evidence of temporal precedence of one over the other.
Using cross correlations (Bourke, 1996) and lagged regressions
(Cromwell and Terraza, 1994), it is currently possible to inquire
whether the expression of certain cultural traits is more likely to
precede socioeconomic shifts or vice versa.

In sum, developments in computational social sciences,
digitized historical culture, and historical econometrics have
opened an unprecedented window to quantitatively study the
dynamics and determinants of collective behaviors through
extended time periods. However, there are some pitfalls in
conducting this kind of research, which can undermine the
validity of the psychological measures. In this manuscript, we
review these pitfalls and suggest a pipeline to overcome some of
the challenges faced when conducting historical text analysis.

The Challenge of Using Text Mining to
Explore Historical Sentiments
Within computational social sciences, text analysis is particularly
popular. Customizable and sophisticated tools for automated
Natural Language Processing (NLP) have been developed for
widely used programming languages such as R (Wild, 2021) or
Python (Natural Language Toolkit–NLTK 3.6.2 Documentation,
2021). NLP can be used not only to assess the frequency of words,
or bags of words, but also to perform more complex sentiment
(Liu, 2020) and topic analyses (Řehåřek and Sojka, 2010). Being
highly customizable, these tools can be used to describe and
detect overall patterns of language use, how they change, and
how they are distributed across groups (Serrano-Guerrero et al.,
2015; Karjus et al., 2018, 2020; Chen et al., 2021). However, the
same techniques are often not suited for psychological research.
One of the main challenges is that it is not trivial to validate
custom measures, i.e., to ensure that the dimensions measured
correspond to actual psychological realities.

The LIWC partially solves this problem and became the gold
standard (Pennebaker et al., 2015) in NLP-based psychological
research. This tool is connected to a graphic user interface,
thus not requiring programming knowledge, and it automatically
computes the frequency of dozens of psychologically relevant
bags of words such as future orientation, emotions, clout,
rationality, and social orientation. The main advantage of LIWC
is that its bags of words – and the concepts they represent –
have been validated by experimental psychological research. In
other words, this tool has been used to analyze written texts
of participants who also underwent independent psychometric
evaluation, and the bag-of-words frequencies within LIWC
have been shown to correlate meaningfully with the relevant
psychological dimensions (Pennebaker et al., 2015).

Despite its usefulness to analyze modern texts and social
media, LIWC can be limited when used in historical texts.
First, historical concepts of interest often fall outside the default
set of bags-of-words of LIWC. Second, and more importantly,
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the dimensions within LIWC have been validated for modern
language and with modern participants. The way to express
certain ideas and feelings (and even their orthography) changes
with time (Karjus et al., 2020) and the bags of words within
LIWC may fail to capture the expression of similar concepts in
historical texts. For instance, words like “seethe,” “whirlwind,”
“spleen,” and “wrath” are commonly used to express Anger
in the early modern England but are not included in LIWC
bag-of-words for Anger. Thus, when performing analysis of
texts from the past, the two main challenges are (1) to flexibly
develop tools adapted to the dimensions and time periods that
we wish to investigate and (2) to ensure that the extracted
measures empirically relate to psychological and social constructs
of interest.

In this manuscript, we describe a pipeline with a series of
recommendations for researchers doing analysis of texts from
the past. First, we recommend using the flexibility of Python/R
NLP tools to generate semantic vector spaces, which can then
be used to develop historically appropriate bags of words. Then,
we review several techniques, which can be used to validate the
instrumental measures regarding both their internal coherence
and their ecological validity. A practical application of this
pipeline can be found in the study by Martins and Baumard
(2020) and the scripts for each step in https://osf.io/h5vcq/.

MATERIALS

First and foremost, conducting research of historical texts
requires a quality source dataset. One of the most used datasets
for diachronic analysis is google ngram (https://books.google.
com/ngrams/info). This dataset is useful formodern analyses, but
the coverage decreases as the time windowmoves further into the
past. Another useful source for relatively recent texts, including
novels, movie scripts, and spoken dialogue, can be obtained in
the dataset CoCa, but these have similar limitations in terms of
historical coverage (https://www.english-corpora.org/movies/).

Alternatively, source texts can be obtained from medieval and
early modern periods e.g., in English (https://emed.folger.edu/
corpus-search, https://www.folgerdigitaltexts.org/download,
https://quod.lib.umich.edu/e/eebogroup/, https://quod.lib.
umich.edu/e/ecco/), French (http://www.theatre-classique.
fr/pages/programmes/PageEdition.php), or Latin (https://
comphistsem.org/home.html). Working with the source texts
from the past has the advantage that the user can directly verify
the preprocessing quality and make necessary adjustments
with custom scripts. The procedures and techniques for text
preprocessing fall outside of the scope of this manuscript, as they
have been extensively covered by other manuals and tutorials
and can be performed by standard Python and R toolboxes
(Hardeniya et al., 2016; Welbers et al., 2017). Examples of raw
and preprocessed texts for the early modern period, and the
respective Phyton scripts, can be found in https://osf.io/emxqw/.

The steps enumerated below are implemented with Python
toolboxes for NLP and R toolboxes for statistical analysis.
Reference to the specific toolboxes and links to example scripts
are available in the next section.

A ROADMAP TO INVESTIGATE
HISTORICAL SENTIMENTS: METHODS
AND ANTICIPATED RESULTS

In this section, we describe a step-by-step pipeline (schematized
in Figure 1 and explained in detail later) to investigate (i)
how psychological traits, attitudes, and preferences change
throughout history, (ii) how they relate to historical events,
and (iii) whether they can predict (or be predicted by)
socioeconomic trends.

This pipeline assumes that psychological traits, attitudes, and
preferences can change over time, both within and between
generation. The greater is the precision of historical text dating
(in some cases we have the exact year), the greater is the
sensitivity to detect this change in smaller temporal scales.
Critically, this methodology makes no assumptions as to whether
historical events and socioeconomic trends precede a change
in the cultural expression of psychological traits, or vice versa.
The methodologies described in step 9 are designed to detect
temporal precedence in both directions (for discussions about the
relationship between socioeconomical trends and psychological
change, see, e.g., Baumard, 2019; Jackson et al., 2019; Ruck et al.,
2019; Martins and Baumard, 2020).

Step 1. Find Proxies and Appropriate
Controls
Words such as “freedom,” “cooperation,” “neurosis,” and their
synonyms are not commonly used in historical texts. However,
these concepts can be expressed more frequently in other ways.
The first challenge is to survey the theoretical and empirical
literature for potential proxies of the underlying psychological
construct A. For instance, prosocial attitudes (A1), sympathetic
emotions (A2), or traits of trustworthiness (A3) are associated
with cooperative behavior (Oosterhof and Todorov, 2009;
Baumsteiger and Siegel, 2019; Cowen and Keltner, 2020; Martins
and Baumard, 2020; Safra et al., 2020); thus, bags of words
denoting these dimensions could be used as reasonable proxies
of cooperation. In addition to defining reasonable proxies, it
is essential to define control conditions B because variations
in target concepts can be confounded by other variables. For
instance, if the frequency of words related to happiness increases
in a particular period, but so does the frequency of words related
to all emotions (e.g., sadness and anger), one cannot conclude
that the expression of happiness is meaningfully increasing in
that period (especially if, for example, sadness is rising faster). In
this example, a ratio of happiness vs. all emotions would be more
appropriate. We recommend using a set of different proxies [A1,
A2, A3, . . . ] and corresponding controls [B1, B2, B3, . . . ] in order
to (i) allow internal validation of the measurements (see step 6)
and (ii) triangulate analysis outputs to increase generalizability.

Step 2. Generate Bags-of-Seeds
The second step is to generate a set of search terms–seeds–that
are representative of the proxies derived in step 1. The most
straightforward strategy is to use dictionary tools to obtain
synonyms and hyponyms of the proxy base word. For example,

Frontiers in Psychology | www.frontiersin.org 3 July 2022 | Volume 13 | Article 786229247

https://osf.io/h5vcq/
https://books.google.com/ngrams/info
https://books.google.com/ngrams/info
https://www.english-corpora.org/movies/
https://emed.folger.edu/corpus-search
https://emed.folger.edu/corpus-search
https://www.folgerdigitaltexts.org/download
https://quod.lib.umich.edu/e/eebogroup/
https://quod.lib.umich.edu/e/ecco/
https://quod.lib.umich.edu/e/ecco/
http://www.theatre-classique.fr/pages/programmes/PageEdition.php
http://www.theatre-classique.fr/pages/programmes/PageEdition.php
https://comphistsem.org/home.html
https://comphistsem.org/home.html
https://osf.io/emxqw/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Martins and Baumard Measuring Historical Sentiments Throughout History

FIGURE 1 | Pipeline for diachronic analysis of historical texts (detailed explanation of each step in the text). (1) Proxies and controls. Diachronic analyses require the

selection of appropriate proxy measures of target psychological dimensions (A1 and A2) and of control conditions (B1 and B2). For instance, the contrast Cooperation

vs. Dominance can be proxied as Prosociality vs. Authoritarianism (Attitudes) or Trustworthiness vs. Strength (Traits). Deriving more than one proxy is crucial for

subsequent internal validation (see step 6) and generalisability. (2) Bags of seeds. To derive meaningful bags-of-words for each dimension (A1, A2, B1, and B2), it is

necessary to find seed words for subsequent exploratory semantic analysis (step 4). A possible approach is to extract central words in existing psychometric

questionnaires. For instance, the seed words “Care,” “Support,” and “Assistance” are central in questionnaires measuring individuals’ prosociality (Baumsteiger and

Siegel, 2019). An alternative or complementary approach is to use dictionary tools such as WordNet (Princeton University, 2010; WordNet Interface, n.d.) to generate

a list of synonyms and hyponyms. (3) Historical semantic map. The crucial step to generate a historical adequate bags-of-words is to build a semantic vector map

of the historical corpus. This enables the exploration of the particular meanings associated with each word in the historical context in step 4. (4) Bags-of-words. For

each bag-of-seeds (A1, A2, B1, and B2), each seed word is expanded into a set of semantically similar words (within the particular historical context) using word2vec

(Mikolov et al., 2013). (expansion) The seed word and semantically related terms can be added into a bag-of-words (e.g., “spleen,” “resentment,” “jealousie” are

related to “anger” in the early modern period). (elimination) The meaning of the seed word can be deemed unspecific and not added to the bags of words (e.g., the

word “might” – a synonym of strength–is used more often in the context of “may”/ “should” than of “strength” and should be eliminated). (5) Frequency analysis. For

each text, compute the total frequency of items in each bag-of-words (A1, A2, B1, and B2). (6) Internal validity. To evaluate the coherence between several proxies

of the same psychological dimension (A1 and A2) vs. proxies of the control measure (B1 and B2), we can use factor analyses (or other correlation procedures). If the

factor analysis does not generate a good separation of the psychological dimensions A and B, it is difficult to determine whether the bag-of-words A1 and A2 are

adequate as proxies of A. (7) Forming ratios AvB. In diachronic analysis, it is not sufficient to track the dynamics of a psychological variable of interest (A) but rather

how it varies in relation to a control variable (B), e.g., using a normalized ratio AvB = (A−B)/(A+B). Using more than one ratio (A1 vs. B1 and A2 vs. B2) can improve

generalizability of the results. (8) External validity. The final step before diachronic analysis is to check for ecological validity. Does the ratio AvB correlate meaningfully

with proxies in NLP tools validated for modern speech (e.g., cooperation and social orientation in LIWC)? Does it correctly distinguish between text genres known to

vary in particular dimensions (e.g., tragedies are more violent than comedies)? (9) Diachronic analysis. We can test: (left) the temporal relationship between the ratio

AvB and socioeconomic variables using cross-correlation and lag analyses; (right) the influence of historical events in psychology by comparing ratio means (or

growth rates) pre and post event.

using WordNet (Princeton University, 2010; WordNet Interface,
n.d.), one can obtain the following synonym/hyponym list of
“strength” (e.g., script in https://osf.io/h5vcq/:) [“ruggedness,”
“hardiness,” “long-suffering,” “brawniness,” “staying_power,”
“heartiness,” “huskiness,” “muscularity,” “dynamism,” “muscle,”
“stoutness” “immunity,” “indomitability,” “might,” “brawn,”
“robustness,” “stalwartness,” “heftiness,” “capacity,” “soundness,”

“power,” “firmness,” “toughness,” “endurance,” “stamina,”
“sturdiness,” “vigor,” “validity,” “lustiness,” “tolerance,” “legs,”
“good_part,” “sinew,” “vigor,” “sufferance,” “invincibility,”
“mightiness,” “long-sufferance,” “invulnerability,” “strength”].
However, for other proxies, it is harder to find meaningful lists
of synonyms/hyponyms. For instance, using the same WordNet
procedure with the word “authoritarianism” returns the list
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[“police_state,” “authoritarianism”]. An alternative strategy to
derive seed words is to survey the literature for psychometric
tools used to evaluate the psychological dimension of interest. In
this example, the words “obedience,” “strength,” and “authority”
are central in questionnaires assessing authoritarian preferences
(Toharudin et al., 2012). Thus, these can be explored as seed
words complementing dictionary approaches using WordNet.

Step 3. Generate Historical Semantic Maps
(Word2vec)
The approach above describes the exploration of psychometric
tools and dictionaries developed for modern language use.
However, our intuitions of language use and word meaning
might differ from how language was used in particular historical,
regional, or even literary genre contexts. To explore the semantic
context in which words are used in the studied corpus, we can
use tools like word2vec (Mikolov et al., 2013). The first step is to
train a semantic vector space with the historical custom corpus
(e.g., script in https://osf.io/h5vcq/).

Step 4. Generate Bags of Words Using
Word2vec
After obtaining a semantic vector space using word2vec, it
is possible to assess how a seed word is used in the corpus
by evaluating its closest words in the semantic space. For
instance, the set of 20 closest words to “obedience” in
our corpus are [“obedience,” “duty,” “loyalty,” “gratitude,”
“respect,” “reverence,” “affection,” “thankfulness,” “piety,”
“observance,” “humility,” “allegiance,” “requital,” “submission,”
“fidelity,” “friendship,” “subjection,” “disobedience,” “indulgence,”
“precept,” “clemency”]. This set provides a degree of confidence
that “obedience” is commonly used with the intended meaning.

In addition to semantic verification, we can also use this
process to expand the bag of words in relation to the original
seed word. Words like “duty,” “loyalty,” and “reverence” can be
reasonably added to the bag-of-words of authoritarianism. We
call this process of generating extended bags of words from bags-
of-seeds expansion. Expansion is also crucial to include words
with different orthographies (e.g., jealousie and jealousy), which
are captured by this semantic analysis.

Conversely, if the semantic analysis suggests that the meaning
of the seed word is somewhat ambiguous or unrelated to the
intended meaning, the recommendation is to exclude it from the
bag-of-words, a process that we call elimination. For instance,
the word “brawn” is a synonym of strength (according to
WordNet). However, the 20 most similar words in the corpus
are [“brawn,” “greasie,” “snout,” “kettle,” “carbonado,” “chine,”
“anchovy,” “greasy,” “veal,” “weam,” “cheesecake,” “pullet,”
“rump,” “raisin,” “gingerbread,” “pear,” “bum,” “ladle,” “biscuit,”
“peahen,” “lobster”]. This suggests that “brawn” is mostly used in
the culinary sense in our corpus and including it in the analysis
would increase the measurement noise.

Step 5. Frequency Analysis
In this step, we move the focus of the analysis from the corpus to
individual texts. For each text, we compute the total word count

FIGURE 2 | Factor analysis including six variables. Three variables are

potentially related to cooperation (prosociality, sympathy, and trustworthiness)

and three variables are potentially related to dominance (authority, anger, and

strength). The analysis shows that cooperation-related variables load higher on

Factor 2, while variables related to dominance load higher in Factor 1 (Martins

and Baumard, 2020).

per bag-of-words (A1,A2,A3, . . . , B1, B2, B3, . . . ) divided by each
text total word count.

Step 6. Internal Validity
To evaluate the coherence between several proxies of the same
psychological dimension (A1, A2, A3, . . . ) vs. proxies of the
control measure (B1, B2, B3, . . . ), we can use factor analyses (or
other correlation procedures). Factor analysis basically computes
the covariance structure of the set of proxies and how they are
distributed in a vector space. Spatial proximity in the vector
space validates the conceptual proximity between proxies. If
proxies purporting to measure different aspects of the same
underlying psychological dimension (A1, A2, A3, A4, . . . ) cluster
together (vs. proxies of the control measures), this can be taken
as supporting evidence that these measures tap into the intended
underlying construct.

For instance, when investigating the temporal change of
cooperation in historical texts, we calculated the frequency
of proxies such as prosociality (A1), sympathy (A2), and
trustworthiness (A3). Conversely, we computed frequencies
of proxies of a control measure of dominance, such as
authoritarianism (B1), anger (B2), and strength (B3). Figure 2
illustrates how these bags of words are distributed in a 2D vector
space. Visual inspection reveals that A1, A2, and A3 cluster
together along the Factor 2 axis, and orthogonally to B1, B2,
and B3 (which are higher in Factor 1). This provides supporting
evidence that the set ofmeasures A tap into a coherent underlying
psychological dimension in contrast to the set of measures B.

Often internal validation is not as successful as in this example,
and one or more variables might fall out of their assumed
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cluster and align more closely with the control than with the
target construct. In this case, these variables should not be used.
Intuitively relevant bags of words can deviate from the intended
underlying meanings for several reasons. For example, words
can be used both in affirmative and in negative contexts. If the
goal is to determine if characters in fictional stories are kind
or unkind, the sentences “John is kind” and “John is not kind”
have opposite meanings. Frequency analyses are blind to this
distinction, but factor analysis can help determining whether–
despite the contextual variation–the bags of words positively tap
(on average) into the construct of kindness or its opposite.

In sum, internal validity is crucial to the development of
new custom measures to quantify change in psychological traits,
attitudes, and preferences. We recommend developing various
distinct bags of words tapping into aspects of a target construct
(A1, A2, A3, . . . ) and its control (B1, B2, B3, . . . ). In case the
exploratory factor analysis fails to detect a clustering of the
variance of A1, A2, and A3 on the one hand, and of B1, B2, and
B3 on the other hand, there is evidence that the measures are
noisy. In this case, we advise going back to the drawing board
and developing new bags of words.

Step 7. Forming Ratios A vs. B
In diachronic analysis, it is not sufficient to track the dynamics of
a psychological variable of interest (A) but rather how it varies in
relation to a control variable (B). Thus, the operational variable
should be a ratio. To avoid outliers and tailed distributions,
the ratio can be sensibility calculated to keep the values
within a certain range. In our previous research (Martins and
Baumard, 2020), for example, we computed a ratio AvB =

(A−B)/(A+B), which keeps the values between 1 and −1. To
improve generalizability of the results, it is advisable to use more
than one ratio (A1 vs. B1, A2 vs. B2, A3 vs. B3, . . . ).

Step 8. External Validity
The final step before diachronic analysis is to check whether the
ratios make sensible distinctions between known features of the
texts. For instance, it is known that within the genre of theater
plays, tragedies are more likely to contain narratives of power
than comedies (Nettle, 2005). If a Trustworthiness vs. Strength
ratio is higher in comedies than in Tragedies, this provides some
ecological validation of the ratio (Figure 3, left). The opposite
result would be problematic. In this case, we suggest the rejection
of the ratio and going back to the drawing board to explore
better alternatives.

Similarly, we can use the dimensions of the LIWC
for external validation. LIWC dimensions are limited in
scope and psychometrically validated only for modern
language users (Pennebaker et al., 2015). However, we
can use unspecific LIWC proxies for basic sanity checks.
For instance, LIWC does not have specific dimensions
for trustworthiness and strength. Nevertheless, the LIWC
dimensions of friendship and social orientation can be taken
as indirect proxies of trustworthiness; and clout and power
can be used as proxies of strength. A positive correlation
between Trustworthiness vs. Strength and friendship and
social orientation (and negative correlation with clout and

power) would provide additional external validation to AvB
(Figure 3, right).

Although these correlations can be small (since the
LIWC constructs are somewhat unspecific), the general
pattern can be indicative of the topic and directionality
underling the new construct. This is necessarily an inductive
process, which can lend itself to cherry-picking. Hence,
we suggest using several different LIWC constructs (e.g.,
friendship, social orientation, clout, and power) and pre-
registering the planned correlation analyses. Finally, both
methods of external validation (correlation with LIWC and
comparison between categories known to differ a priori) should
be used.

When the novel measures AvB fail to distinguish between
relevant a priori categories or display a correlational pattern,
which is either nonsignificant or opposite to expected, we
suggest going back to the drawing board and developing new
bags-of-words.

Step 9. Diachronic Analysis (Historical and
Socioeconomic Relations)
If steps 6 and 8 provide sufficient evidence that the newly
developed measures tap into internally coherent and externally
valid constructs, it is then safe to proceed to diachronic analyses.

The rapid expansion of datasets of historical socioeconomics
(Maddison Project Database, 2018; Clio Infra|Reconstructing
Global Inequality, 2019; Our World in Data, 2019) enables the
assessment of simple relationships between the psychology of the
past and environmental conditions. Mixed models can be used
to test how the variation of cultural variables AvB is affected by
socioeconomics (e.g., script in https://osf.io/h5vcq/):

AvB = socioeconomic variable 1 + socioeconomic variable 2
+ . . . + year+ (1 | author)

Two important controls can be added in this analysis.
First is the random effect of author. If certain authors wrote
many historical documents, they could excerpt a disproportional
influence in the statistics of year-by-year cultural change. In
this case, cultural dynamics could not be attributed to historical
change, but rather to the idiosyncratic features of one person.
Second is the inclusion of “year” as a covariate. Many variables
increase linearly with time, thus being well-correlated. However,
these secular linear dynamics might not be informative regarding
the particular relationship between two variables (e.g., GDPpc
and prosociality). By adding “year” as a covariate, we can remove
those linear trends and focus on how the temporally local
variations of one variable influences the other. In other words,
including “year” as a covariate is important to control for other
confounding variables, which can affect the secular/long-term
trends of both socioeconomical and psychological variables.

To assess the temporal relationship between different
variables, we can use time lag analyses (or lag regressions). Time
lag analysis is a common tool to assess the causality between
two time series X and Y, by determining how well X at time
T can be predicted by Y in different points in time, both
before and after T (T-n and T+n, respectively) (Cromwell and
Terraza, 1994). For example, we can model how AvB at time
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FIGURE 3 | Example of external validation techniques. (left) correct distinction between different types of text (the mean ratio Trust/Strength is significantly different

between comedies and tragedies, see Martins and Baumard, 2020 for details) (right) correlation with indirect proxies from Linguistic Inquiry and Word Count (LIWC).

T – AvB (T) – is predicted by year and 41 additional terms
corresponding to the socioeconomic variable with different time
lags spanning the interval [T-20, T+20], i.e., ranging from 20
years before to 20 years after the corresponding time point of
AvB (T).

AvB (T) = socioeconomic variable 1 [T-20: T+20] + year +
(1 | author)

In this procedure, we first compute the full model
containing all 41 socioeconomic time lags. Then, we
perform model comparison using Bayesian Information
Criterion (BIC) and remove socioeconomic lags step-
wise until the best model is obtained. Crucially, to
prevent overestimation of effects due to temporal
autocorrelation, models can be computed using generalized
least squares (GLS) (Pinheiro and Bates, 2000) with
time (year) as first-order autocorrelation term. The
implementation of this procedure in R is available in
https://osf.io/h5vcq/.

Finally, diachronic cultural data can also be used to assess
how the zeitgeist is affected by particular historical events. When
an event is clearly circumspect in time (e.g., wars, revolutions,
pandemics, and legislative acts) we can compare the dynamics
of AvB before and after the event. In some cases, we are
interested in mean differences between periods, for instance, was
anxiety more prevalent in cultural expression before or after the
terrorist attack of 9/11? In other cases, we are interested in the
growth rates of particular variables, for example, was Prosociality
vs. Authoritarianism rising faster or slower after a democratic
revolution? To compute both the averages and linear trends of
each historical period, the model should include the interaction
between year and period:

AvB= period (pre-event, post-event)+ year+ year: period+
(1 | author)

The linear trends, or slopes, of each period can be computed
with the function emtrends from the package emmeans of R. An
implementation can be found in https://osf.io/h5vcq.

DISCUSSION

Recent advances in digital humanities and historical economics
have enhanced the possibility to rigorously test the relationship
between culture, psychology, and socioeconomics throughout
history. Understanding the processes of social change and
mapping their underlying regularities and constraints can be
crucial for policy making.

In this manuscript, we briefly reviewed some of the tools
and databases, which can be used for this kind of analysis and
proposed a pipeline, which avoids the major pitfalls that arise
when conducting historical text analysis. This procedure allows
a robust estimation of psychological constructs and how they
change throughout history. Together with historical economics,
it also increases our power in testing the relationship between
environmental change and the expression of psychological traits
from the past, whichever the directionality.

We successfully used this pipeline in a recent publication
in which we demonstrated that the expression of prosocial
preferences and values in theater plays were on the rise before
the English and French revolutions, and that prosociality in this
period was predicted by living standards (Martins and Baumard,
2020). In addition, we applied the same procedure to investigate
the evolution of romantic love and of numeric cognition in
the early modern period with promising results (https://osf.io/
b9msn/, https://osf.io/ka3th/).

To facilitate access to our tools and techniques for
early users of natural language processing, we made our
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pipeline explicit and uploaded example scripts and datasets.
With this contribution, we hope to facilitate the extension
of this kind of research to other questions concerning
the relationship between socioeconomics, history, culture,
and psychology.
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