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Editorial on the Research Topic

Perception, cognition, and working memory: interactions, technology,

and applied research

Research questions

The research questions addressed in this Research Topic span from our senses to

perception to cognition and behavior, as well as theoretical and mathematical models to

explain such processes. In particular, the studies have helped answer questions in visual

perception (Bernardinis et al.; Orima and Motoyoshi; Wu et al.; Vargas and Moreno-Ríos),

working memory (Liu et al.; Wang A. et al.; Zacharov et al.), attention (Kandana Arachchige

et al.), detection (Branch et al.), emotion (Liang et al.), memory (Guo et al.; Chén et al.; Zhou

et al.; Setti et al.), auditory processing (Fan et al.), language (Wang Y. et al.; Cui et al.; Zhu

and Aryadoust), cognition (Krupitzer et al.; Ren et al.; Shi), actions (Bitu et al.; Zhu et al.;

Lukashova-Sanz et al.; Ren et al.), and human-machine interactions (Loriette et al.; Zhang

et al.).

Methods

To address the research questions in the above fields, the studies in our Research

Topic used multiple research methods, such as psychophysical experiments (Vargas

and Moreno-Ríos; Shi), behavioral tasks (Bitu et al.; Lukashova-Sanz et al.), survey

questionnaires (Zhu et al.) and virtual reality simulations (Krupitzer et al.; Lukashova-Sanz

et al.). They also used eye tracking to record the participants’ eye movement patterns (Wang

Y. et al.; Zacharov et al.), and revealed the underlying neural mechanisms through EEG

(Liang et al.; Orima and Motoyoshi; Cui et al.; Shi) or its connectivity by transcranial direct

current stimulation (tDCS) (Wu et al.).
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Theories

Given the complexity of the tasks, it is a challenge to find

an overarching unified theory to explain underlying mechanisms.

By contrast, existing theories often explain a narrower collection

of data derived from tasks. The current issue tries therefore to

collate papers that help face down such challenges, bringing them

to our attention, and thus provides an outlet for such research to

be published. For example, cognitive load theory (Sweller, 1988;

Mayer and Moreno, 2003; Sweller et al., 2011; Bitu et al.; Zhu and

Aryadoust) explains how limited amount of cognitive resources are

used for a task. Flexible resource (attention) theory (Sandry et al.,

2014; Sandry and Ricker, 2020; Zhou et al.) argues that attention

resources are allocated flexibly to items in working memory and

that their allocation to one item is at the cost of the others. These

theories suggest that we have limited capacity in attention, cognitive

resources, and working memory (Miller, 1956). This Research

Topic also brought up a mathematical modeling for priming (Chén

et al.). However, there is still a lack of theories for brain-computer

interfaces (Loriette et al.), especially for the connections among

sensation, perception, cognition, memory and action.

Applications

In addition to neurotypical participants, these methods are

beneficial for people at a disadvantage, such as the blind and

visually impaired (Setti et al.) or those with Parkinson’s disease

(Bernardinis et al.). Similarly, they may also help provide practical

support to those with autism spectrum disorder (Zacharov et al.).

They cover studies that tested children (Zacharov et al.; Bitu et al.),

soccer players (Ren et al.; Krupitzer et al.), college students (Ren

et al.), adults (e.g., Branch et al.) and older adults (Zhu et al.).

Setti et al. showed that the blind participants exhibited impaired

performance in a spatial memory task of sound locations, adapted

from the card game “Memory,” thus confirming “the pivotal role of

visual experience in the active manipulation of memorized spatial

information.” This suggests that auditory spatial memory benefited

from visual integration. While auditory spatial memory of the

location is affected by visual experience, it might also be interesting

to test participants’ responses to tasks that do not require any visual

cues of the space, and to examine if the increased sensitivity of

one sensory modality is at the cost of the other(s) or enhanced by

the other(s).

Future research

Complex tasks and concepts can often be dissected into

distinct steps that occur sequentially or simultaneously. Based

on existing theories of limited cognitive resources, the former

may be more reasonable, but it also depends on the time

scale of this analysis. In a fine grained time-scale, such as

milliseconds, it is more likely to be sequential than simultaneously.

Different research methods may be able to address the tasks from

various perspectives. Therefore, future research may call into the

integration of these perspectives, and the underlying mechanisms

and theories.
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Sensitivity to a Break in Interaural 
Correlation in Frequency-Gliding 
Noises
Langchen Fan1,2†, Lingzhi Kong3†, Liang Li1,2 and Tianshu Qu2*

1Beijing Key Laboratory of Behavior and Mental Health, School of Psychological and Cognitive Sciences, Peking University, 
Beijing, China, 2Key Laboratory on Machine Perception (Ministry of Education), Department of Machine Intelligence, 
Peking University, Beijing, China, 3Language Pathology and Brain Science MEG Lab, School of Communication Sciences, 
Beijing Language and Culture University, Beijing, China

This study was to investigate whether human listeners are able to detect a binaurally 
uncorrelated arbitrary-noise fragment embedded in binaurally identical arbitrary-noise 
markers [a break in correlation, break in interaural correlation (BIAC)] in either frequency-
constant (frequency-steady) or frequency-varied (unidirectionally frequency gliding) noise. 
Ten participants with normal hearing were tested in Experiment 1 for up-gliding, down-
gliding, and frequency-steady noises. Twenty-one participants with normal hearing were 
tested in Experiment 2a for both up-gliding and frequency-steady noises. Another nineteen 
participants with normal hearing were tested in Experiment 2b for both down-gliding and 
frequency-steady noises. Listeners were able to detect a BIAC in the frequency-steady 
noise (center frequency = 400 Hz) and two types of frequency-gliding noises (center 
frequency: between 100 and 1,600 Hz). The duration threshold for detecting the BIAC in 
frequency-gliding noises was significantly longer than that in the frequency-steady noise 
(Experiment 1), and the longest interaural delay at which a duration-fixed BIAC (200 ms) 
in frequency-gliding noises could be detected was significantly shorter than that in the 
frequency-steady noise (Experiment 2). Although human listeners can detect a BIAC in 
frequency-gliding noises, their sensitivity to a BIAC in frequency-gliding noises is much 
lower than that in frequency-steady noise.

Keywords: auditory system, binaural hearing, center frequency, interaural correlation, frequency gliding, 
interaural delay

INTRODUCTION

The auditory system usually implicates functions of two ears, integrating the sound information 
from both ears. The binaural hearing has been recognized as a critical function of the central 
auditory system, offering substantial advantages in  localizing sounds, dealing with reflections, 
and improving speech recognition in adverse environments (Kohlrausch et  al., 2013).

Interaural coherence (the degree of similarity of the sound waveforms at the two ears) can 
be  physically measured as the maximum value of the cross correlation between the sound 
wave at the left ear and the sound wave at the right ear when one of the two sounds has 
been time shifted (within limits, e.g., ±1 or ±2 ms) to maximize the correlation (Grantham, 1995; 
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Aaronson and Hartmann, 2010), which is called “interaural 
correlation.” If the sound wave at the left ear is an identical 
copy of the wave at the right ear, the interaural correlation 
is one. In contrast, if the sound waves at the left and right 
ears are independently generated, the interaural correlation is 
near to zero. The interaural correlation can be  represented at 
both the neurophysiological level (Wang et  al., 2018) and the 
perceptual level (Blauert and Lindemann, 1986). When sounds, 
i.e., arbitrary noises, arrive at the two ears simultaneously, 
identical sounds (interaural correlation  =  1) at the two ears 
are perceptually fused into a single image at the center area 
of the head, while binaurally independent sounds are perceived 
as two separated sound images at each ear (Blauert and 
Lindemann, 1986).

Several previous studies have shown that human listeners 
are able to discriminate changes in the interaural correlation 
across two binaural noises. Particularly, the discrimination was 
extremely sensitive to a slight drop in the interaural correlation 
from binaurally identical noise (with an interaural correlation 
of one; Pollack and Trittipoe, 1959; Gabriel and Colburn, 1981; 
Akeroyd and Summerfield, 1999; Culling et  al., 2001; Boehnke 
et  al., 2002; Chait et  al., 2005). Furthermore, the sensitivity to 
the dynamic change in interaural correlation has been investigated 
using a binaural analog of the gap-detection paradigm by placing 
a binaurally uncorrelated fragment, i.e., a break in interaural 
correlation (BIAC; a pair of binaurally independent noises), in 
the temporal center of two bursts of binaurally identical noise 
(markers: Akeroyd and Summerfield, 1999; Boehnke et al., 2002). 
Introducing a BIAC does not alter the energy or spectrum of 
the arbitrary noise but modifies the auditory images, including 
the perceptual compactness/diffuseness of the noise image (Blauert 
and Lindemann, 1986; Edmonds and Culling, 2009). The duration 
threshold (the minimum duration required to detect a BIAC) 
is measured to determine the sensitivity to a dynamic change 
in interaural correlation. Previous studies have proved that human 
listeners are sensitive to a BIAC in either broad-band or narrow-
band noise whose spectral information does not vary with time 
monaurally (Akeroyd and Summerfield, 1999; Boehnke et al., 2002).

Moreover, understanding of the interaural correlation 
processing is incomplete without considering the impact of 
the interaural delay. As the interaural delay increases from 
zero, the perceptually fused single auditory image of binaurally 
identical noise initially moves toward the leading ear, then 
becoming increasingly diffuse and eventually indistinguishable 
from the sound image of the binaurally independent noise 
(Blodgett et  al., 1956). Our previous studies have shown 
that the sensitivity to a BIAC decreased dramatically as the 
interaural delay increased from zero to several milliseconds, 
and the maximum interaural delay, at which a BIAC can 
be detected (the delay threshold), has been used to determine 
the impact of the time delay between the sounds at the two 
ears on the sensitivity to a change in interaural correlation 
(Huang et  al., 2008, 2009a,b, 2019; Li et  al., 2009, 2013; 
Kong et  al., 2012, 2015; Qu et  al., 2013).

Ecologically, communication sounds with time-varying spectra 
are common for humans and other species. For example, the 
frequency modulation is a fundamentally acoustic component 

in human speech, critical to the discrimination of vowels 
(Jenkins et  al., 1983), the recognition of Mandarin tones 
(Kong and Zeng, 2004), and the speech recognition in noise 
(Zeng et  al., 2005).

Moreover, it has been shown that the auditory system is 
sensitive to the binaural cues even in frequency-gliding tone 
(frequency range: 3–8  kHz; Hsieh and Saberi, 2009). To our 
knowledge, however, the issue of the sensitivity to changes in 
interaural correlation in frequency-gliding sound has not 
been reported.

Previous binaural models share a fundamental notion that 
binaural performance, e.g., interaural correlation processing, 
is based on frequency-band-by-frequency-band comparisons of 
bandpass-filtered signals at two ears (Stern and Trahiotis, 1995; 
Ungan et  al., 2019). The frequency selectivity of binaural 
processing is not necessarily poorer than that for monaural 
processing (Verhey and van de Par, 2018), since it has been 
shown that the auditory system is capable of integrating binaural 
information across different frequency channels (Jain et  al., 
1991; Hsieh and Saberi, 2009). Thus, we  hypothesized that 
human listeners can hear a dynamic change in interaural 
correlation in noises with center frequency varying 
unidirectionally when both the spectral and temporal integrations 
are involved.

MATERIALS AND METHODS

Participants
All participants were young adult university students at the 
Peking University. They had pure-tone thresholds no higher 
than 25  dB HL between 0.125 and 8  kHz, and the threshold 
difference between the two ears at each testing frequency was 
less than 15  dB HL. They gave written informed consent and 
were paid a modest stipend for their participation. All the 
experimental procedures were approved by the Committee for 
Protecting Human and Animal Subjects in the School of 
Psychological and Cognitive Sciences at Peking University.

Ten participants (eight females, 18–26  years old, mean 
age  =  20.5  years) took part in Experiment 1. Twenty-one 
different participants (15 females, 17–24  years old, mean 
age = 19.1 years) were tested in Experiment 2a. Another group 
of the participants (13 females, 18–27  years old, mean 
age  =  20.7  years), who did not participate in Experiment 1 
and Experiment 2a, were tested in Experiment 2b.

Apparatus and Stimuli
The participant was seated in a chair at the center of a sound-
attenuated chamber (EMI Shielded Audiometric Examination 
Acoustic Suite). Frequency-steady and frequency-gliding noises 
(sampling rate  =  16  kHz; duration  =  2,000  ms; rise/decay 
time = 50 ms) were synthesized using MATLAB (the MathWorks 
Inc., Natick, MA, United  States).

To produce frequency-steady noise, Gaussian wideband noise 
(0–8  kHz) was generated and bandpass filtered (the 400-Hz 
geometric center frequency with a bandwidth of 1.585 octave). 
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To produce frequency-gliding noises, the wideband noises were 
cut into temporal frames using a Hanning window. The frame 
length was 62.5  ms (duration of on/off ramps  =  31.25  ms) 
and the frameshift time was 15.6  ms (with an overlap between 
successive frames). The energy of each of the frames was set 
to a fixed value. These wide-band noise frames were filtered 
into narrow-band noise frames by a 1.585-octave wide bandpass 
filter in the frequency domain, and the frequency components 
outside the passband were set to zero. Each narrow-band frame 
had a center frequency in the range from 100 to 1,600  Hz 
(log spaced). The sequence of the center frequencies was from 
100 to 1,600  Hz or from 1,600 to 100  Hz for the up-gliding 
and down-gliding noises, respectively. Note that all the frames 
were concatenated together by overlap and sum method, and 
played out. Figure  1 shows spectrograms of up-gliding noise 
(left), frequency-steady noise (middle), and down-gliding 
(right) noise.

The BIAC was always in the temporal center of the noise. 
For example, to insert a BIAC with a 200-ms duration, the 
noise section between 900 and 1,100 ms (from the noise onset) 
in the left-ear channel was substituted by an interaurally 
independent segment (interaural correlation = 0) with the same 
parameters. For frequency-gliding noises, the center frequency 
of the BIAC in up-gliding noise changed from 348 to 459  Hz 
and the center frequency of the BIAC in down-gliding noise 
changed from 459 to 347  Hz during the 200-ms BIAC. The 
center frequency was always 400  Hz, 1,000  ms after the 
noise onset.

In Experiment 1, the duration of BIAC varied while the 
overall duration of the noise stimuli was kept at 2,000  ms. 
The minimum duration required to detect a BIAC (duration 
threshold) was examined using the frequency-steady noise, 
up-gliding noise, and down-gliding noise. In Experiment 2, 
the duration of the BIAC was fixed at 200  ms. When an 
interaural delay was introduced, a quiet segment with a 
duration equal to the interaural delay was added to the 
beginning of the stimulus for the right ear and the end of 
the stimulus for the left ear. The maximum interaural delay 
at which the 200-ms BIAC could be detected (delay threshold) 
was tested for both up-gliding noise and frequency-steady 
noise in Experiment 2a, and the delay threshold was determined 

for both down-gliding noise and frequency-steady noise in 
Experiment 2b.

Sound stimuli were generated using a Creative Sound Blaster 
PCI128 (Creative SB Audigy 2 ZS, Creative Technology Ltd., 
Singapore) and delivered by headphones (HD 265 linear, 
Sennheiser, Germany). The sound intensity was calibrated using 
a Larson Davis Audiometer Calibration and Electroacoustic 
Testing System (AUDit and System 824, Larson Davis, Depew, 
NY, United  States). The overall sound level was 63  dB SPL.

Design and Procedure
The BIAC was perceived as a “central-to-diffuse” change in 
the noise. The percepts of the BIAC in frequency-gliding were 
similar to those embedded in frequency-steady noise, except 
the frequency-gliding noise has a continuous pitch gliding. 
Note that any auditory event coinciding in time with the BIAC 
could not be detected when only noise at one ear was delivered. 
A brief training session was used before Experiment 1 and 
Experiment 2a and 2b to ensure that each participant understood 
the instructions and was able to detect the BIAC in each of 
the three noise types, especially in frequency-gliding noises.

In Experiment 1, the duration threshold for detecting the 
BIAC was measured for each of the noise types using adaptive 
two-interval, two-alternative, and forced-choice procedures. In 
each trial, the BIAC was randomly assigned to one of the 
two intervals, which were separated by 1,000 ms. The participants’ 
task was to detect an auditory change in the middle of the 
noises and identify which of the two intervals contained the 
change by pressing the left or right button on a response box. 
The BIAC duration was set to 65  ms at the beginning and 
manipulated using a three-down one-up procedure: The duration 
was decreased after three consecutive correct responses and 
increased after one incorrect response. The initial size of the 
change in the duration of the BIAC was 16  ms, and the step 
size was altered by a factor of 0.5 with each reversal in direction 
of duration change until the minimum value of 1  ms was 
reached. Feedback was given visually after each trial via a 
LCD monitor in front of the participant. Each adaptive procedure 
(i.e., a run) was terminated after 10 reversals, and the duration 
threshold for a run was defined as the arithmetic mean duration 
across the last six reversals. For each noise type, the arithmetic 

FIGURE 1  |  Spectrograms of up-gliding, frequency-steady, and down-gliding noises.
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FIGURE 3  |  Group-mean interaural delay thresholds for detecting a BIAC in 
for three types of noises: frequency-steady noise, up-gliding noise, and 
down-gliding noise (Experiment 2). The error bars represent the SEM. 
*p < 0.05, **p < 0.01.

mean of the duration thresholds for three runs was taken as 
the duration threshold.

In Experiment 2, the delay threshold for detecting the BIAC 
was measured using a similar procedure to that for Experiment 1, 
except that the BIAC duration was fixed at 200  ms. The 
interaural delay systematically varied in Experiment 2 and was 
at the beginning set to 0  ms, which is the easiest condition 
for a listener to detect the BIAC. The interaural delay was 
increased after three consecutive correct responses and decreased 
after one incorrect response. The step size started at 16  ms 
and decreased by half for each reversal until it reached 1  ms. 
Each adaptive procedure (i.e., a run) was terminated after 10 
reversals, and the delay threshold for a run was defined as 
the arithmetic mean interaural delay across the last six reversals. 
For each noise type, the arithmetic mean of the delay thresholds 
for three runs was taken as the delay threshold. A brief training 
session was also provided before the experiment.

RESULTS

Experiment 1
The duration thresholds for detecting the BIAC were obtained 
from 10 participants for each of the noise types when the 
noise at one ear was delivered simultaneously with that delivered 
on the other ear. Our results clearly showed that listeners 
were able to detect a dynamic change in interaural correlation 
for binaural noises with the unidirectionally varied center 
frequency. Figure 2 shows the group-mean duration thresholds 
and standard errors of the mean for each noise type. An 
important feature was that the binaurally uncorrelated fragments 
embedded in frequency-gliding noises were much harder to 
detect than that embedded in frequency-steady noise. The  
mean thresholds for detecting a BIAC for up-gliding noise, 

down-gliding noise, and frequency-steady noise were 48.4  ms, 
34.4  ms, and 4.7  ms, respectively.

ANOVA across the three conditions of the noise type was 
performed to determine whether the duration threshold for 
frequency-gliding noises was much longer than that for 
frequency-steady noise. The ANOVA showed that the main effect 
of noise type on the duration threshold was significant 
[F (2,18)  =  7.152, p  <  0.01]. LSD post-hoc analyses showed that 
the duration threshold for detecting the BIAC in frequency-steady 
noise was significantly shorter than that in up-gliding noise 
(p  <  0.01) and down-gliding noise (p  <  0.01). Moreover, the 
duration threshold in up-gliding noise was not significantly 
different from that in down-gliding noise (p  =  0.354).

Experiment 2
Among the duration thresholds obtained in Experiment 1, 
when the interaural delay was zero, the longest duration threshold 
for up-gliding noise was 119.4  ms and the longest duration 
threshold for down-gliding noise was 92.9  ms. Thus, it is 
reasonable to predict that most human listeners are able to 
detect a 200-ms BIAC in the frequency-gliding noises when 
the interaural delay is zero. In Experiment 2a, the longest 
interaural delays at which a 200-ms BIAC could be  detected 
(delay thresholds) were obtained from 21 participants for 
up-gliding noise and frequency-steady noise. The delay thresholds 
for down-gliding noise and frequency-steady noise were obtained 
from another 19 participants in Experiment 2b.

In consistent with the results in Experiment 1 that the 
BIAC in frequency-gliding noises was much harder to detect 
than that in frequency-steady noise, the maximum interaural 
delay for detecting the BIAC in frequency-gliding noises was 
shorter than that for frequency-steady noise. The group-mean 
delay threshold for detecting the BIAC was 7.3 ms for up-gliding 
noise and 9.2 ms for down-gliding noise while that for frequency-
steady noise was 12.0  ms in Experiment 2a and 12.1  ms in 
Experiment 2b. Figure 3 shows the group-mean delay thresholds 

FIGURE 2  |  Group-mean duration thresholds for detecting a break in 
interaural correlation (BIAC) in three types of noises: frequency-steady noise, 
up-gliding noise, and down-gliding noise (Experiment 1). The error bars 
represent the standard errors of the means (SEM). **p < 0.01.
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for up-gliding noise and the frequency-steady noise in Experiment 
2a, and those for down-gliding noise and frequency-steady 
noise in Experiment 2b.

A paired t-test was performed to determine if the delay 
threshold for up-gliding noise was significantly shorter than 
that for the frequency-steady noise. The paired t-test showed 
that the difference was significant (t  =  −9.895, p  <  0.001, 
Experiment 2a). Similarly, a paired t-test showed that the delay 
threshold for the down-gliding noise was also significantly 
shorter than that for frequency-steady noise (t  =  −5.846, 
p  <  0.001, Experiment 2b). In contrast to the comparison 
between the duration threshold for up-gliding noise and that 
for down-gliding noise, a non-matched samples t-test showed 
that the delay threshold for the up-gliding noise was significantly 
shorter than that for down-gliding noise (t = −2.859, p < 0.01).

DISCUSSION

The primary aim of our study was to determine the sensitivity 
to a change in interaural correlation when the center frequency 
of binaural noises varied over time (frequency-gliding noises). 
The results of this study showed that young adults with normal 
hearing were able to detect a BIAC embedded in frequency-
gliding noises (center frequency: between 100 and 1,600  Hz). 
However, the duration threshold for frequency-gliding noises 
was significantly longer than that for frequency-steady noise 
(center frequency: 400  Hz).

As the detection of a BIAC is determined by the perceptual 
contrast in the interaural correlation between the uncorrelated 
segment and the marker (the noise sections flanking the BIAC), 
the detection difficulty in frequency-gliding noises might 
be  based on the possible decrease in the perceptual contrast 
between the BIAC and marker in frequency-gliding noises. 
Given that most models of binaural processing are based on 
the assumption that sounds are filtered into narrow-band signals 
and the processing of the binaural information is based on 
comparisons of interaural differences in a band-by-band manner 
(Durlach et  al., 1986; Stern and Trahiotis, 1995; Akeroyd and 
Summerfield, 1999), the detection of the BIAC for frequency-
gliding noises should be  based on both the processing of 
interaural correlation within the frequency band where the 
BIAC embedded and the across-band information from the 
other frequency bands which frequency-gliding noises 
passed through.

For the processing of interaural correlation within the 
frequency band where a BIAC embedded (center frequency: 
400  Hz), the detection of the BIAC may have been influenced 
by forward and backward masking from the marker. The 
duration of the forward fringe for frequency-steady noise would 
be  997.65  ms, based on the duration of the whole noise, and 
the mean duration threshold for frequency-steady noise is 
4.7  ms. For frequency-gliding noises, however, the effective 
duration of the marker noise within each frequency band would 
be  affected by the speed of the sweep and the bandwidth of 
the auditory filters. According to the auditory filter bandwidth 
of Glasberg and Moore (1990), the bandwidth [equivalent 

rectangular bandwidth (ERB)], the frequency range of the 
frequency band (center frequency  =  400  Hz), was calculated:

	 ERB f f( )= +0 108 24 7. . 	 (1)

where f is the center frequency. Based on the frequency 
range of the band (366  Hz–434  Hz) and frequency-gliding 
noises used in this study, the overall duration of frequency-
gliding noises in the frequency band (center frequency = 400 Hz) 
was 125  ms. If the mean duration threshold for frequency-
gliding noises is used to estimate the duration of the forward 
fringe in the frequency band centered on 400  Hz, the duration 
of the forward fringe is 38 ms for up-gliding noise and 45.3 ms 
for down-gliding noise. Although no prior study has assessed 
the effect of forward fringe duration on the detection of a 
BIAC, the discrimination between binaural noises with different 
interaural correlation was virtually impossible for durations of 
10 and 32  ms (Pollack and Trittipoe, 1959). Although it is 
possible that the listener can detect the BIAC when only the 
frequency band where the BIAC embedded was monitored, 
the detection of BIAC is extremely hard based on the output 
of binaural processing from the frequency band with the center 
frequency of 400  Hz according to the findings of Pollack and 
Trittipoe (1959).

Comparisons of binaural information across frequency play 
an important role in the binaural lateralization of bandpass 
noises (Stern and Trahiotis, 1995; Ungan et  al., 2019). For 
example, the interaural time difference of a bandpass noise 
which is consistent over frequency has been found to be  the 
true interaural time difference of the stimuli (straightness; Stern 
and Trahiotis, 1995). The detection of the BIAC in frequency-
gliding noises probably needs to integrate over a wider frequency 
range where more binaural information of the marker noises 
(interaural correlation = 1) is provided than the single frequency 
band centered on 400  Hz. Around the frequency band with 
a center frequency of 400  Hz, six frequency bands for the 
frequency from 82 to 366  Hz and eight frequency bands for 
the frequency from 434 to 1,724  Hz were included according 
to the auditory filter bandwidth of Glasberg and Moore (1990). 
The effective duration of noises in different frequency bands 
ranged from 78 to 250 ms. It has been shown that the percentage 
of correct discrimination between binaural noises with an 
interaural correlation of 0.998 and reference noises with an 
interaural correlation of 0.922 decreased from 100 to 60% as 
the noise duration decreased from 316 to 32  ms (Pollack and 
Trittipoe, 1959). It is speculated that the interaural correlation 
processing of the marker noises for frequency-gliding noises 
might be  affected by the relatively short duration of marker 
noises in individual frequency bands.

Our results showed that participants were able to detect a 
BIAC in frequency-gliding noises even when an interaural delay 
of several milliseconds was introduced. The human auditory 
system is able to process binaural cues with interaural delays 
much longer than those experienced in free-field listening 
which is usually less than 600 microseconds (Blodgett et  al., 
1956). Our previous studies have also shown that human 
listeners can detect a BIAC at larger interaural delays than 
those experienced in free-field listening for broad-band or 
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narrow-band noises (Huang et  al., 2009a,b; Li et  al., 2009; 
Kong et al., 2012, 2015). In the present study, the delay threshold 
for detecting a fixed-duration BIAC (200  ms) in frequency-
gliding noises was significantly shorter than in frequency-steady 
noise. Fine-structure signals from the leading ear must 
be  maintained (or delayed) for several milliseconds to allow 
interaural processing of binaural noises with large interaural 
delays and the maintained information progressively decays as 
the interaural delay is increased (Huang et  al., 2009a; Li et  al., 
2013). Consistent with the difficulty in detecting a brief BIAC 
in frequency-gliding noises with no interaural delay, it appears 
that the maintenance of the fine-structure information for 
frequency-gliding noises is harder than that for frequency-
steady noise.

It has been widely accepted that binaural responses are 
temporally sluggish when compared with monaural responses 
(Grantham, 1995; Akeroyd and Summerfield, 1999). The binaural 
sluggishness is supported by the temporal-window theory that 
the duration of the binaural temporal window is shown to 
be  significantly longer than that of the monaural temporal 
window (Akeroyd and Summerfield, 1999). Given the sensitivity 
to a dynamic change in interaural correlation over time is 
affected by the binaural temporal window, one possible 
explanation for the difficulty in detecting the BIAC in frequency-
gliding noises might be  the increase in the duration of the 
binaural temporal window for frequency-gliding noises. It has 
been proved that the processing of interaural correlation makes 
it harder to perceive the temporal changes in the frequency 
(Krumbholz et al., 2009). However, whether the binaural temporal 
window for frequency-gliding noises is broader than that for 
frequency-steady noise cannot be  determined until the just 
noticeable difference of the interaural correlation for frequency-
gliding noises is tested in further studies.

Many sounds in natural environments have frequency 
modulations, e.g., speech and other communication sounds 
(Hsieh and Saberi, 2009). Investigation of the interaural 
correlation processing of sounds with frequency modulations 
should lead to a better understanding of the mechanism 
underlying their spatial coding and recognition against a noisy 
background. For example, considering the detection of a target 
sound, i.e., speech, against a noisy background when both the 
target and noise are delivered binaurally through headphones, 
the detection performance is significantly improved by inverting 
either the target signal wave or the masking noise wave in 
one ear (Licklider, 1948). This binaural unmasking effect is 
suggested to be  closely related to the sensitivity to a change 
in interaural coherence (the degree of similarity of the sound 
waveforms at the two ears; Durlach et  al., 1986). However, 
the interaural correlation of the stimulus has been found to 
be  a poor predictor of this binaural unmasking effect  

(van der Heijden and Joris, 2010). Thus, further studies need 
to be  performed to investigate the functional relationship 
between the interaural correlation of frequency-gliding noises 
and auditory target detection in noise.

In addition, interaural correlation processing is based on 
the neural processing of the temporal fine structures (Huang 
et  al., 2009a; Li et  al., 2013) which are vulnerable to diseases 
with auditory neural degeneration, e.g., Alzheimer’s disease 
(Sinha et  al., 1993). Several previous studies have found that 
the spatial coding and auditory scene analysis were impaired 
in patients with Alzheimer’s disease (Goll et  al., 2012; Golden 
et al., 2015). The interaural correlation processing of frequency-
gliding noises in this study may have clinical significance as 
a manifestation of the prodromal stage of Alzheimer’s disease.
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In this work, we investigate the effect of Parkinson’s disease (PD), and common
corresponding therapies on vision-based perception of motion, a critical perceptual
ability required for performing a wide range of activities of daily livings. While PD has
been recognized as mainly a motor disorder, sensory manifestation of PD can also play
a major role in the resulting disability. In this paper, for the first time, the effect of disease
duration and common therapies on vision-based perception of displacement were
investigated. The study is conducted in a movement-independent manner, to reject the
shadowing effects and isolate the targeted perceptual disorder to the maximum possible
extent. Data was collected using a computerized graphical tool on 37 PD patients [6
early-stage de novo, 25 mid-stage using levodopa therapy, six later-stage using deep
brain stimulation (DBS)] and 15 control participants. Besides the absolute measurement
of perception through a psychometric analysis on two tested position reference
magnitudes, we also investigated the linearity in perception using Weber’s fraction. The
results showed that individuals with PD displayed significant perceptual impairments
compared to controls, though early-stage patients were not impaired. Mid-stage
patients displayed impairments at the greater of the two tested reference magnitudes,
while late-stage patients were impaired at both reference magnitudes. Levodopa and
DBS use did not cause statistically significant differences in absolute displacement
perception. The findings suggest abnormal visual processing in PD increasing with
disease development, perhaps contributing to sensory-based impairments of PD such
as bradykinesia, visuospatial deficits, and abnormal object recognition.

Keywords: Parkinson’s disease, perception, vision, displacement, levodopa, deep brain stimulation, de novo,
non-motor

INTRODUCTION

Although movement abnormalities have clinically defined Parkinson’s disease (PD) since its 19th
century definition, the motor system is not necessarily the sole root of abnormalities (Jankovic,
2008). Accurate movements rely on the initial collection and processing of environmental
information by the sensory nervous system, sensorimotor integration, and the production of motor
output signals sent to muscles, with disruption of any system impairing movement (Singer, 1980;
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Noback et al., 2005). As exemplified with force computing
and reproduction that is accurate in simple tasks, but slowed
and variable during complex tasks, aspects of the abnormal
motor functionality of PD can be rooted in neural dysfunction
(Stelmach et al., 1989; Lafargue et al., 2008). Accordingly,
movement abnormalities in PD are not necessarily due to
abnormal motor function alone. Rather, motor dysfunction may
be influenced by improper neural processing of stimuli, which
along with PD-induced sensorimotor integrative deficiencies
could lead to the observed motor dysfunction. However, due to
movement generation being heavily used as a measure of the
response in most clinical studies on PD it is not possible to
decipher if abnormalities arise through the perceptual, motor, or
sensorimotor integration deficits.

Visual information involving object and spatial properties is
crucial for navigation and the production of accurate active and
reactive movements (Azulay et al., 1999; Davidsdottir et al., 2005).
Modern visual experience theory suggests vision to be a means to
gain knowledge used to explore and manipulate the space around
the host through motor activities (O’Regan and Noë, 2001).
Considering this, vision perception and motion production
are linked processes, with visual information processing being
imperative for movement. Anatomically, visual perceptions are
linked to a dorsal parietal stream involved in mapping an object’s
location in space, and a ventral occipitotemporal stream involved
in object identification and memory (Goodale and Milner, 1992;
Horwitz et al., 1992).

Visuospatial abnormalities in memory and representation of
three-dimensional space are common among individuals with
PD (Davidsdottir et al., 2005). These impairments can contribute
to balance and navigation deficits increasing fall risk and injury
(Azulay et al., 1999; Wood et al., 2002; Davidsdottir et al., 2005).
Although visually-related deficits are common characteristics
of PD (Corin et al., 1972; Wright et al., 1990; Haug et al.,
1994; Büttner et al., 1995; Adamovich et al., 2001; Barnes
and David, 2001; Zhu et al., 2016; Joyce et al., 2018), there
is no systematic investigation on processing abnormalities of
visual information for tasks relevant to movement that are not
confounded by motor impairment. Furthermore, past findings of
object recognition and navigational impairments observed in PD
(Wood et al., 2002; Laatu et al., 2004; Davidsdottir et al., 2005;
Lawrence et al., 2007; Clark et al., 2008; Almeida and Lebold,
2010; Martens and Almeida, 2012; Nantel et al., 2012) indicate
PD-induced impairments in ventral occipitotemporal visual
processing may exist. Recently, we have designed a computerized
movement independent task using a virtual reality environment
to generate computational statistical models of visual perceptions
of time, which showed deficits in the accurate discrimination
of temporal durations for those with PD (Bernardinis et al.,
2019). The current paper extends the use of the computerized
module allowing for statistical understanding of vision-based
displacement perception.

We propose that the perceptual “tuning” of individuals
with PD may be distorted, leading to improper processing of
perceptual stimuli, thus causing inappropriate motor output.
Although this motor output may be what one might expect based
on the perception (i.e., is congruent to the perception), it is still

incorrect due to perceptual inaccuracy, exemplified in healthy
individuals by the changing of one’s stride length and speed when
perceiving a surface to be icy even if it eventually determined to be
dry. To investigate this phenomenon, we must first assess the pure
perceptual ability of PD patients. In this work, we have studied
visual processing in PD through a perceptual task resembling
movement-related displacement perception tasks (Demirci et al.,
1997; Konczak et al., 2007), while isolating visual processing from
movements and sensorimotor integration. Thus, we observed the
ability of individuals with PD in accurately perceiving movement-
independent visual displacement information. The impact of
disease duration and the effect of dopaminergic and surgical
treatment were also assessed, providing deeper insight on how
the disease affects visual processes and the treatment effect on
these abnormalities.

MATERIALS AND METHODS

Experimental Design
To study visual displacement perception independent of
movement, a two-alternative forced-choice experiment
(displayed in Figure 1A) was conducted. In the task, the
displacement distance between two circular displacements
presented in series is compared. Each displacement began with
a white circle presented near the top or bottom of the monitor,
followed by a displaced green circle. The participant responded
(without time constraint) which displacement they perceived to
be the largest in distance. In each of the 160 trials, one of two
“standard stimuli” (10 and 17.5 cm) were compared to one of 8
“comparison stimuli.” The comparison stimuli magnitudes for
the 10 cm standard stimulus were 7, 8.5, 9, 9.5, 10.5, 11, 11.5,
and 13 cm; and the comparison magnitudes for the 17.5 cm
standard stimulus were 12.25, 14.85,15.75, 16.62, 18.36, 19.25,
20.1, and 22.75 cm. Comparison values were chosen based on
pilot testing of healthy adults, in which comparison stimuli
differing in magnitude the most from the standards were always
answered correctly, and those differing in magnitude the least
were answered correctly 50% of the time.

Testing Apparatus
Experimental visual stimuli were solely displayed on an
LG Flatron W2242PM 22-inch visual monitor (resolution:
1,680 × 1,050). Participants sat in a comfortable, upright
position approximately 60 cm (∼2 feet) in front of the monitor
(Figure 1B). Both the height of the chair and monitor were
adjusted for optimum viewing. Each participant, along with
the examiner, were in an isolated room, minimizing auditory
and visual distractions. The visual perception test was run in
a virtual-reality environment designed at the Canadian Surgical
Technologies and Advanced Robotics (CSTAR) lab and was
connected to a real-time Matlab-Simulink program controlled by
the experimenter.

Participants
Thirty-seven patients with PD (30 males, seven females) and
15 healthy, age-matched controls (12 females, three males) with
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FIGURE 1 | Experimental Design. (A) Visual Displacement Perception Trial — Participant compares displacement distance between circles (D; line not visible in the
experiment). (B) Experimental Setup. (C) Cumulative Gaussian Distributions heat map of PD participants and controls, in which distributions more blue in colour
signify a greater slope (thus greater participant perceptual sensitivity), and those more red/orange in colour signifying a lesser slope (and worse participant perceptual
ability). (D) Example analysis of Cumulative Gaussian Distribution to obtain DL.

no known neurological or psychiatric disorders were recruited
from the Movement Disorders Program at London Health
Sciences Centre, University Hospital in London, Ontario, Canada
(Table 1). Recruitment involved assessing potential participant
enrollment eligibility based on cognitive aptitude, participants
fitting into the early-stage de novo, mid-stage levodopa using, or
later-stage DBS using subgroups (based on the progression of PD
and therapy usage), and the exclusion of candidates exhibiting PD
symptoms that would impair experimental assessments (such as
inabilities to focus, excessive fatigue, dystonia, etc.). These eligible
candidates were met during clinic visits, where the experiment
was described and their ability to conduct the experiment was
further assessed based on cognitive fitness. Control participants
generally had relation to PD participants, often being a spouse,
family member, or friend, and were also contacted during clinic
visits. The study protocol for this work was approved by the
Research Ethics Board of the University of Western Ontario
(REB 107253). All participants provided informed consent for

participation in the study. All experiments were performed in
accordance with the Tri-Council Policy Statement of Ethical
Conduct for Research Involving Humans in Canada, as well as the
Declaration of Helsinki. Of the 37 PD patients, 25 were treated
using levodopa medication daily (half-life: 1–1.5 h) (Brooks,
2008). Though individual equivalent dose of levodopa differed
from patient to patient, most consumed 200 mg of levodopa 3–4
times a day. Prior to experimentation, PD patients refrained from
taking levodopa for at least 12 h to achieve a clinically defined
OFF state. These patients initially conducted the experiment
OFF levodopa, after which they were administered 300 mg of
levodopa (unless their regular dose was 100 mg or lower, in
which case they were administered 200 mg) and performed the
task again (ON phase). No participants displayed dyskinesia with
this acute dose. The ON and OFF experiments were conducted
on the same day, involving a mandatory break of an hour after
levodopa administration. Motor symptoms were assessed ON
and OFF levodopa using section 3 (motor sub-scale) of the
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Unified Parkinson’s Disease Rating Scale (UPDRS). To further
augment the findings and report additional observations, a pair
of small-sample patient groups (n = 6 for both groups) relating
to later-stage deep brain stimulation (DBS) using patients and
early-stage de novo patients not yet using any PD therapy at
the time of experimentation were analyzed as “case studies.”
The intention of these case studies was to observe potential
trends regarding the visual displacement perception abilities of
shorter and longer duration PD patients, and to observe the
perceptual effects of DBS use. Due to the small sample sizes
of these groups, the statistical tests act only as indicators of
potential trends rather than a confirmation that differences are
occurring between certain populations. If later-stage patients
using DBS were also using levodopa, they refrained from using
the medication 12 h prior to the experiment and throughout
the day of testing. It should be noted that OFF DBS refers to
OFF-OFF conditions (OFF stimulation and OFF dopaminergic
medication), with ON DBS referring to ON-OFF conditions
(ON stimulation, OFF dopaminergic medication). Prior to
experimentation, DBS devices were turned OFF. After a 45-
min waiting period, patients carried out the task in the same
fashion as patients using levodopa. Experimentation occurred
initially in the OFF-stimulation state, followed by the device
being turned on and an hour break before experimentation in
the ON state. Of note, the average age of later-stage patients
using DBS was substantially lower than the levodopa patient
group (Table 1). This is largely due to the presence of cognitive
impairment in many elderly later-stage patients. Early-stage de
novo PD patients (n = 6) only carried out the experiment
once. Cognitive assessment of PD patients was conducted using
the Montreal Cognitive Assessment (MoCA) (Nasreddine et al.,
2005). Diagnostic assessments for visual acuity (using reading
tasks and the Snellen eye chart), and smooth pursuit and
saccadic eye movements were performed on all participants
(PD and control) by an experienced clinician. PD patients were
excluded from the study if they displayed visual, oculomotor, or
substantial cognitive (MoCA < 25) impairments. Furthermore,
PD patients experiencing visual hallucinations (PD-VH) or using
PD medications other than levodopa were excluded from the
study. It should be noted that patients included in the study did
not exhibit severe impairments in color perception that would
affect experimental performance.

Statistical Analysis
Initially, the correctness of patient responses was computed
for each comparison value of a given standard stimulus. This
data was then used to generate a probabilistic model (i.e.,
cumulative Gaussian distribution psychometric function) of the
patient’s perceptual ability for assessment where increased slope
and shift signify perceptual impairment (Figure 1C; Fründ
et al., 2011). For this, the Psignifit 4.0 third party Matlab
toolbox was used. The participants’ point of subjective equality
(PSE) for both standard stimuli were calculated. The upper
threshold (UT) and lower threshold (LT) were obtained through
analysis of the psychometric function (Figure 1D), signifying
the magnitude of displacement that was discerned from the
standard stimulus 75% of the time (Gescheider, 2013). To

assess an individual’s absolute perceptual sensitivity for vision-
based displacement perception, a two-forced alternative-choice
assessment comparing two linear displacements was carried
out as described by G. Gescheider (2013). The Difference
Threshold (DL; DL = PSE–LT or DL = UT–PSE) was the
unit used to measure perceptual sensitivity, signifying the
difference in magnitude necessary to differentiate a stimulus
from the standard stimulus. A participant’s DL is inversely
proportional to their perceptual sensitivity, with smaller DL’s
indicating greater perceptual ability. In each trial of the
experiment one of the two standard stimuli magnitudes was
compared to a smaller or larger comparison stimuli based on
the standard stimulus present. Datum points were considered
outliers and omitted from analysis if they were 1.5 × Interquartile
Range (IQR) above the third quartile, or 1.5 × IQR below
the first quartile.

The paired two-tailed t-test was utilized to statistically
assess perceptual differences based on patient therapeutic state,
and independent samples two-tailed t-tests were used for
comparisons between PD and control groups. Furthermore,
perceptual linearity rooted in “Weber’s Law” (Baird and Noma,
1978) was analyzed to provide boosted sensitivity toward
detecting potential abnormalities that may not have been
observed through absolute assessment of the probabilistic
models. Based on Weber’s law, the ratio between an individual’s
DL and the amplitude of the standard stimulus is constant
(Coren, 2003; Gescheider, 2013). The quantifiable value of
Weber’s Law, Weber’s Fraction (WF), is defined as WF = DL/S,
where S represents standard stimulus magnitude. Perceptions of
healthy humans measured by WF have shown a strong linear
relationship, following Weber’s Law.

TABLE 1 | Summary of Demographic and Clinical Data for Tested PD Patients.

Levodopa DBS De novo Control

Demographic
data

Number (n) 25 6 6 15

Age (years) 70.04 ± 6.80 55.16 ± 8.89 74.17 ± 3.97 67.71 ± 8.82

Gender (m/f) 22/3 4/2 4/2 3/12

Total Years of
Education

13.4 ± 4.36 13.33 ± 2.50 13.00 ± 1.67 13.76 ± 1.80

Years Since
Diagnosis

6.88 ± 4.36 11.5 ± 4.04 3.12 ± 2.0 N/A

Clinical data

MoCA (out of 30) 26.68 ± 2.17 26.67 ± 3.08 27.83 ± 2.14 27.23 ± 1.59

UPDRS motor
sub-scale OFF
Therapy

23.92 ± 6.69 34 ± 10.51 22.33 ± 7.91 N/A

UPDRS motor
sub-scale ON
Therapy

14.72 ± 6.07 22.33 ± 7.92 N/A N/A

UPDRS motor
subscale OFF vs.
ON Difference

9.20 ± 5.09 21 ± 5.62 N/A N/A

UPDRS, Unified Parkinson’s Disease Rating Scale; MoCA, Montreal
Cognitive Assessment.
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RESULTS

PD vs. Control Displacement Perception
Findings
Part A
When comparing all PD patients (those using levodopa, DBS,
and de novo patients) with the control participants, there were
no perceptual abnormalities seen at the smaller standard stimulus
for those with Parkinson’s disease OFF their respective primary
therapies (p-value = 0.595; average DL for PD patients OFF
therapy: 1.69 ± 0.48; average DL for control participants:
1.60 ± 0.58) and ON their respective therapies [p-value = 0.566;
average DL for PD patients ON therapy: 1.50 ± 0.47)
(Figure 2A)]. However, for the larger tested standard stimulus
of 17.5 cm, PD patients displayed significant impairments in
visual displacement perception OFF their respective therapies
(p-value = 0.006; average DL for PD patients OFF therapy:
2.22 ± 0.75; average DL for control participants: 1.70 ± 0.44),
as well as significant impairments while ON their PD therapies
(p-value = 0.033; average DL for PD patients ON therapy:
2.10 ± 0.78) (Figure 2B).

Part B
Focusing only on mid-stage PD patients using levodopa, for the
standard stimulus of 10 cm, the average DL for PD patients
OFF levodopa did not differ (p-value = 0.954) from the DL
of control participants (average DL for patients OFF levodopa:
1.61 ± 0.49; average DL for control participants: 1.60 ± 0.58).
This group of PD patients also displayed insignificant differences
(p-value = 0.372) in their DLs when ON levodopa compared
to the tested controls (average DL for patients ON levodopa:
1.41 ± 0.36) for the standard stimulus of 10 cm (Figure 2C).
For the larger tested stimuli (compared to the 17.5 cm
standard stimulus), the DLs of PD patients OFF levodopa were
significantly greater (p-value = 0.041) than control participant
DLs (average DL for patients OFF levodopa: 2.09 ± 0.68; average
DL for control participants: 1.70 ± 0.44). In addition, there was
no significant difference (p-value = 0.120) regarding greater DLs
for PD patients ON levodopa compared to control participants
(average DL for patients ON levodopa: 2.03 ± 0.79) (Figure 2D).
Levodopa administration did not directly elicit any significant
effects on the absolute perceptual sensitivity of displacement
for PD patients. Regarding the standard stimulus of 10 cm, an
insignificant trend (p-value = 0.164) toward reduced DLs was
observed after the patients received levodopa (average DL of
patients OFF levodopa: 1.61 ± 0.51; average DL of patients ON
levodopa: 1.44 ± 0.56). In addition, for the standard stimulus of
17.5 cm there were no changes to average DL (p-value = 0.655)
after the participants received levodopa (average DL of patients
OFF levodopa: 1.95 ± 0.59; average DL of patients ON levodopa:
2.03 ± 0.79) (Figures 2C,D).

Case Study A: Later-Stage Patients
Using Deep Brain Stimulation
When looking at DLs between control participants and later-
stage PD patients using DBS therapy at the standard stimulus of

FIGURE 2 | Control vs. PD absolute perceptual ability comparisons.
Comparison of visual displacement perceptual abilities (quantified using DL)
between control participants and PD patients subdivided into groups based
on therapeutic treatment. Red lines represent median DL for each group, with
bars representing the data spectrum. (A) Comparisons to all PD participants
with the 10 cm standard. (B) Comparisons to all PD participants with the 17.5
cm standard. (C) Comparisons to PD participants using levodopa with the 10
cm standard. (D) Comparisons to PD participants using levodopa with the
17.5 cm standard. (E) Comparisons to PD participants using DBS with the 10
cm standard. (F) Comparisons to PD participants using DBS with the 17.5 cm
standard. (G) Comparisons to de novo PD participants with the 10 cm
standard. (H) Comparisons to de novo PD participants with the 17.5 cm
standard.
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10 cm, PD participants displayed on average significantly greater
DLs (p-value = 0.032) than controls when OFF DBS (average
DL for patients OFF DBS: 2.07 ± 0.29). However, when ON
DBS, there was no difference in DLs (p-value = 0.976) between
PD patients and controls (average DL for patients ON DBS:
1.61 ± 0.20) (Figure 2E). Regarding the standard stimulus of
17.5 cm, patients OFF DBS displayed significantly greater DLs (p-
value = 0.025) compared to control participants (average DL for
patients OFF DBS: 2.99 ± 0.86). At the larger standard stimulus,
no differences in DLs (p-value = 0.158) were seen for PD patients
ON DBS compared to controls [average DL for patients ON DBS:
2.35 ± 0.94) (Figure 2F)].

For the PD patients using DBS, no significant differences in
DLs were seen between ON and OFF states. For the smaller
tested stimulus magnitudes (compared to the 10 cm standard
stimulus), there was no significant DL difference (p-value = 0.167)
when patients were ON DBS (average DL of patients OFF DBS:
2.06 ± 0.17; average DL for patients ON DBS: 1.57 ± 0.21)
(Figure 2E). At the larger tested magnitudes (standard stimulus
17.5 cm) there was again no difference in DL (p-value = 0.560)
when the patients were using DBS (average DL for patients OFF
DBS: 2.99 ± 0.86; average DL for patients ON DBS: 2.58 ± 0.37)
(Figure 2F). It should be noted that a relatively strong trend
toward reduced DLs was observed when participants were ON
DBS (Figures 2E,F). However, due to the small sample size of the
DBS PD group (n = 6), it is possible that the statistical analysis
is not representative of the therapy’s impact on perceptual
improvements. All but one of the patients using DBS displayed
reduced DLs when ON DBS at both standard stimuli magnitudes.

Effect of Levodopa vs. DBS
Although no direct comparison on an individual’s perceptual
response to levodopa or DBS were made, comparisons of the
therapies’ efficacy can still be inferred from the data. First, when
comparing the UPDRS motor subsection scores of patients using
levodopa to DBS users OFF their respective therapies (in their
base PD state), we see DBS users have significantly greater
(p-value = 0.006) UPDRS scores than levodopa users (average
UPDRS section III score for DBS PD patients: 34.00 ± 10.50;
average UPDRS section III score for levodopa PD patients:
23.92 ± 6.69) (Table 1). As expected, later-stage DBS users had
significantly greater motor impairment compared to mid-stage
PD patients using levodopa therapy. Similarly, when comparing
the DL for the standard stimulus of 17.5 cm, DBS patients OFF
therapy (mean DL: 2.99 ± 0.86) displayed significantly greater
(p-value = 0.015) DLs than patients using levodopa (mean DL:
2.09 ± 0.68). Furthermore, at the standard stimulus of 10 cm,
very substantial trends (p-value = 0.059) toward greater DLs in
DBS patients (mean DL: 2.07 ± 0.29) were observed compared
to levodopa only patients (mean DL: 1.61 ± 0.49). This again
is to be expected based on the earlier mentioned findings, as
later-stage PD patients displayed more severe impairment in
the tested vision-based perception compared to mid-stage PD
patients. However, when these patients were ON their respective
therapies no significant differences were observed between DLs
at both the 10 cm standard (p-value = 0.478; mean DL for DBS
PD patients: 1.61 ± 0.20; mean DL for levodopa PD patients:

1.43 ± 0.52) and the 17.5 cm standard (p-value = 0.412; mean
DL for DBS PD patients: 2.35 ± 0.94; mean DL for levodopa
PD patients: 2.03 ± 0.79). These findings may suggest that
DBS therapy has a greater efficacy in treating the vision-based
perception of displacement when movement is not involved
compared to levodopa.

Case Study B: Early-Stage de novo
Patients
Considering early stage de novo patients, for smaller stimuli
magnitudes compared to the standard stimulus of 10 cm, there
were insignificant differences between DLs (p-value = 0.749) of
de novo PD patients compared to the control group (average DL
for de novo patients was 1.68 ± 0.44) (Figure 2G). At the larger
tested standard stimulus of 17.5 cm, de novo patients displayed
an insignificant trend toward greater DLs (p-value = 0.158)
compared to the control group (average DL for de novo patients:
2.35 ± 0.94) (Figure 2H). Thus, early-stage PD patients did not
display significant differences in DL compared to controls.

Displacement Perception Linearity
Indeed, this study agreed with Weber’s Law, showing a very
strong correlation between the WF of the standard stimuli for
healthy controls [Pearson correlation (R): 0.928, p-value < 0.001].
When comparing all PD patients OFF their respective therapies,
they did not display significant correlations (R = 0.250, p-
value = 0.135). However, when all PD patients were using
their respective therapies, there were significant correlations seen
between WFs (R = 0.762, p-value < 0.001). A similar pattern was
observed when specifically looking at the levodopa group. For
this group significant correlations were not observed when OFF
levodopa (Pearson correlation: 0.235, p-value = 0.258). However,
when these PD participants were administered levodopa strong
correlations were observed between the WFs of different stimuli
(Pearson Correlation: 0.821, p-value < 0.001) (Figure 3). Thus,
administration of levodopa did appear to elicit some positive
effects toward vision-based displacement perception.

DISCUSSION

This work shows that PD leads to visual, allocentric displacement
perception impairments. These perceptual impairments arise
without related movements, suggesting that the observed
abnormality is intrinsic to the processing of visual information,
and not dysfunctions occurring in sensorimotor integration
or with the motor system. Although working memory and
attentional deficit are well-noted symptoms of PD (Brown and
Marsden, 1988; Calderon et al., 2001), it is improbable that these
contributed to the observed perceptual abnormalities for the mid-
stage PD patient group (using levodopa therapy) as no deficits
were observed at the smaller tested magnitudes. Rather, the
findings of the current study point toward impairment occurring
in the ventral occipitotemporal and/or dorsal visual processing
stream(s) in PD, showing a behavioral response to this known
pathway. This provides a rationale regarding the potential basis
for observed PD-induced deficits in activities utilizing ventral
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FIGURE 3 | Participant WF Correlation. Correlations (R; Pearson correlation coefficient) between participant WF at the standard stimuli of 10 and 17.5 cm. The red
line signifies the line of best fit for the correlation of data points. According to Weber’s Law, there should be strong correlations between WFs of different standard
stimuli.

visual processing such as object and facial recognition (Laatu
et al., 2004; Lawrence et al., 2007; Clark et al., 2008). This
also is in similitude with the belief that freezing of gait (FoG)
in PD is rooted in perceptual rather than motor deficiencies
(Almeida and Lebold, 2010; Nantel et al., 2012). As proposed,
the observed motor output may be an appropriate transformation
of the instructions from the motor systems. However, the motor
systems may be responding to errors in the processing and
integration of visual information. Considering how this relates
to FoG, errors in perception of distances processed through
egocentric coordinates (using oneself as a reference) occurring
in PD (Lee et al., 2001; Martens et al., 2013), as well as
impairments in allocentric distances observed in the current
study could lead to incorrect internal perceptions of one’s
own dimensions and the dimensions of objects and structures
in their surrounding environment. Thus, movement outputs
are produced in relation to the skewed visual processing, for
example, leading to errors in which an individual overestimates
their size while underestimating the width of the doorframe,
causing gait freezing.

When considering the effect of PD therapies, levodopa and
DBS were shown to not directly increase perceptual sensitivity on
the tested visual displacement task for either tested magnitudes.
Though this agrees with prior work questioning dopamine’s
relevance in movement-independent tasks impaired by PD and
notions that common PD therapies are not beneficial for non-
motor symptoms of the disease at their administered dosage
(Deep-Brain Stimulation for Parkinson’s Disease Study Group,
et al., 2001; Ahlskog, 2005; Chaudhuri et al., 2006), it is interesting

nonetheless due to the current studies task (and visual processing
in general) being tightly linked to movement processes. However,
linear relationships between perceptual sensitivity and magnitude
(as per Weber’s Law) were very weak when PD patients were OFF
dopaminergic treatment, becoming strong when ON levodopa.
We postulate this is due to dopaminergic treatment “tightening”
the regulatory bounds of perception, in that the topology of
the perceptual map re-orients after levodopa use, leading to
greater overlap with controls in some domains. This would imply
topographic perceptual maps are not normalized or “tightened”
enough to allow all aspects of the perception to be improved.
It is worth noting some aspects of non-motor disorders in
PD do improve with levodopa use at the later-stages of the
disease, specifically with the reduction of pain and anxiety
(Fabbri et al., 2017).

Comparing patients using levodopa to those using DBS, we see
that in OFF Parkinsonian states, the DBS-using participant group
displayed significantly worse displacement perception abilities
than levodopa-using patients. However, once these groups were
administered their respective therapies, this gap in perceptual
ability greatly shrank. This suggests that the improvements
provided by subthalamic stimulation are greater than those
brought on from dopaminergic treatment. However, it is possible
that levodopa does indeed act in a beneficial manner toward
correcting the visual displacement perceptual deficits in PD, and
that it is other neurochemical imbalances (such as abnormal
noradrenaline balances) or the widespread effect of levodopa
targeting undesired neural regions that led to the observed
perceptual abnormalities. It should be noted that a relatively
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FIGURE 4 | Displacement Perception in PD Summary. (A) Findings on displacement perception sensitivity between PD patient groups compared to control
(baseline) participants. (B) Findings on the state of perceptual linearity according to Weber’s law.

strong trend regarding reductions in patient DL when ON DBS
(compared to OFF DBS) was observed, along with impairments
in subject DL (compared to controls) only being observed when
OFF DBS (Figure 2). Thus, based on the results it appears
that DBS might improve absolute visual displacement sensitivity
for PD patients while levodopa did not cause improvement.
However, statistical analysis was not fully representative of the
population due to small power, necessitating future work for
validation. If DBS does indeed display greater efficacy toward
normalizing perceptual processing compared to dopaminergic
therapies, it may support discussions and further investigations
regarding the benefit of earlier surgical intervention.

The duration of PD appears to be related to performance
in the tested allocentric visual perception task. Though the
sample size is a limitation, de novo patients in the early stages
of PD did not display any significant perceptual impairments
in the current task compared to control participants. Patients
in mid-stages of PD utilizing the dopaminergic medication
as their primary PD therapy did display deficiencies in the
displacement perception task. However, these were limited
to the greater stimuli magnitudes compared to the standard
stimulus of 17.5 cm, whereas late-stage patients (utilizing
DBS therapy) displayed impairments at both tested standards.
The results suggest that increased disease severity broadens
the range of affected magnitudes. As tested individuals using
DBS were at later stages of the disease, impaired memory
and/or attentional performance might be involved (although
subjects with observable deficits in these areas were rejected

from study participation). Alternatively, increasingly severe PD
symptoms may lead to a broader range of perceptual deficits
through increasingly impaired occipitotemporal processing.
This phenomenon should be further investigated as visual
allocentric displacement perception may provide a valuable
sensory modality that can be used to monitor PD progression
without the use of motor function.

To conclude our findings (Figure 4), allocentric visual
displacement perception deficits independent of associated
movements were observed in PD, with longer disease duration
appearing to lead to more widespread perceptual abnormalities.
Levodopa therapy did not appear to directly improve base
perceptual ability; however, it may have modulated the
parameters of perception to be more like controls (seen through
improved perceptual linearity). DBS appeared to be more
effective toward improving the studied perception, warranting
further work analyzing its effect on non-motor perceptions.
Future work should further investigate the neurological basis for
these abnormalities and investigate the use of visual displacement
perception for disease monitoring. Furthermore, future work
should expand on the major limitations of the study, namely, the
small sample sizes (particularly for the later-stage DBS using and
early-stage de novo patient subgroups), and the discrepancy in the
sex-makeup of the PD group (largely male) and control group
(largely female) that may have impact on sex-based perceptual
abilities (Herrera-Guzmán et al., 2004). The age discrepancy
between later-stage patients using DBS and mid-stage patients
using levodopa should be noted, along with the possibility of
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slight residual effects from levodopa occurring in participants
using the treatment, though they are in a clinically defined OFF
state.
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The primate visual system analyzes statistical information in natural images and uses it
for the immediate perception of scenes, objects, and surface materials. To investigate
the dynamical encoding of image statistics in the human brain, we measured visual
evoked potentials (VEPs) for 166 natural textures and their synthetic versions, and
performed a reverse-correlation analysis of the VEPs and representative texture statistics
of the image. The analysis revealed occipital VEP components strongly correlated with
particular texture statistics. VEPs correlated with low-level statistics, such as subband
SDs, emerged rapidly from 100 to 250 ms in a spatial frequency dependent manner.
VEPs correlated with higher-order statistics, such as subband kurtosis and cross-band
correlations, were observed at slightly later times. Moreover, these robust correlations
enabled us to inversely estimate texture statistics from VEP signals via linear regression
and to reconstruct texture images that appear similar to those synthesized with the
original statistics. Additionally, we found significant differences in VEPs at 200–300 ms
between some natural textures and their Portilla–Simoncelli (PS) synthesized versions,
even though they shared almost identical texture statistics. This differential VEP was
related to the perceptual “unnaturalness” of PS-synthesized textures. These results
suggest that the visual cortex rapidly encodes image statistics hidden in natural textures
specifically enough to predict the visual appearance of a texture, while it also represents
high-level information beyond image statistics, and that electroencephalography can be
used to decode these cortical signals.

Keywords: image statistics, visual evoked potentials, texture perception, stimulus reconstruction, naturalness
perception

INTRODUCTION

The visual field is full of complex image regions called “textures.” Increasing evidence shows that
textural information, or ensemble statistics, play a key role in the rapid perception and recognition
of scenes, objects, and surface materials (Lowe, 1999; Oliva and Torralba, 2001; Motoyoshi et al.,
2007; Whitney et al., 2014; De Cesarei et al., 2017; Fleming, 2017; Nishida, 2019).

It has widely been suggested that the perception of a texture is essentially based on the
spatial distributions of low-level image features and their relationships (Julesz, 1965; Graham
et al., 1992; Landy and Graham, 2004). Following extensive investigations into the neural
computations underlying texture segregation (Bergen and Adelson, 1988; Zipser et al., 1996;
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Baker and Mareschal, 2001), recent studies have re-formalized
the theory in terms of image statistics (Portilla and Simoncelli,
2000; Freeman and Simoncelli, 2011; Freeman et al., 2013; Wallis
et al., 2017). Specifically, the early visual cortex decomposes
an image into multiple subbands of different orientation and
spatial frequency, encodes moment statistics and correlations
across subbands of different orientation and spatial frequency,
and exploits these statistics to discriminate among various texture
images. Compelling evidence for this framework is provided by
texture-synthesis algorithms (Heeger and Bergen, 1995; Portilla
and Simoncelli, 2000), which can synthesize a texture image
that looks similar to a given texture by simply matching image
statistics of white noise to those of the target texture.

Recent studies adopting functional magnetic resonant
imaging and electrophysiology suggest that texture statistics are
represented in the early visual cortex (Freeman and Simoncelli,
2011; Freeman et al., 2013; Okazawa et al., 2015, 2017). Yet,
it is unclear how each class of statistic is encoded in the
human brain, especially during the early processing of the
image. To examine such a rapid cortical response in humans,
electroencephalography (EEG) has widely been used as an easy
and non-invasive measure. In visual neuroscience, classical
studies have examined visual evoked potentials (VEPs) for a
specific image feature, but with artificial patterns composed of
lines and dots (Victor and Conte, 1991; Bach and Meigen, 1997,
1998; Peterzell and Norcia, 1997; Bach et al., 2000; Norcia et al.,
2015; Kohler et al., 2018). More recently, several studies directly
measured VEPs for natural images. Adopting reverse correlation
analysis (DeAngelis et al., 1993), they successfully extracted
VEP components correlated to particular image features, such
as pixel statistics, phase statistics, the scene “gist,” and deep
features (Rousselet et al., 2008; Scholte et al., 2009; Bieniek et al.,
2012; Groen et al., 2012a,b, 2017; Hansen et al., 2012; Ghodrati
et al., 2016; Greene and Hansen, 2020). However, these features
are not powerful enough to fully describe the perception of
individual images of scenes and objects they employed, and it is
uncertain if the VEP components correlated with those features
are truly relevant to the perception. In addition, those features
are indifferent to texture perception.

In contrast to the perception of scenes and objects, the
perception of textures is well described and even synthesized
by a particular set of image statistics (Portilla and Simoncelli,
2000). Moreover, such image statistics are spatially global
measurements, whose neural representations could be captured
by EEG with a low spatial resolution. Taking advantage of these
facts, the present study elucidates human cortical responses to
texture statistics using a reverse correlation between VEPs for
various natural textures and image statistics that are critical for
the perceptual appearance of a texture. Our analysis revealed
VEP components specifically correlated with low- and high-level
texture statistics. On the basis of this robust correlation, we
reconstructed image statistics from VEPs with linear regression
and successfully synthesized perceptually mimicked textures
simply from VEP signals. These results suggest that VEPs can
capture neural responses to texture statistics specifically enough
for the prediction of the perceptual appearance of individual
images. We found different VEPs between natural textures and

their synthetic versions, but those VEPs were limited to images
in which texture statistics were not sufficient to synthesize the
appearance of natural textures.

MATERIALS AND METHODS

Observers
Fifteen naïve, paid observers (22 years old on average)
participated in the experiment. All participants had normal or
corrected-to-normal vision. All experiments were conducted in
accordance with the guidelines of the Ethics Committee for
experiments on humans at the Graduate School of Arts and
Sciences, The University of Tokyo. All participants provided
written informed consent.

Apparatus
Visual stimuli were displayed on a gamma-corrected 24-inch
liquid-crystal display (BENQ XL2420T) with a frame rate of
60 Hz. The pixel resolution was 1.34 min/pixel at a viewing
distance of 100 cm, and the mean luminance of the uniform
background was 33 cd/m2.

Stimuli
The visual stimuli comprised 166 natural texture images, each
subtending 5.7◦ × 5.7◦ (256 × 256 pixels; Figure 1A). Images
were taken from our original natural-texture image database or
from the Internet. All RGB images were converted to gray scale,
and the mean luminance was normalized to 33 cd/m2, which was
equal to that of the gray background.

For comparison with the original natural textures, we
additionally employed two types of synthesized image. One was
an image synthesized by means of the Portilla–Simoncelli (PS)
algorithm (Figure 1B; Portilla and Simoncelli, 2000), which can
create a perceptually similar texture by matching low- and high-
level image statistics of a white noise image, including moment
statistics [i.e., standard deviation (SD), skew, and kurtosis] and
cross-band correlations, to those of the original texture image.
The synthesis was performed with a typical parameter setting
as used in the original algorithm (except for the number of
iterations) (Portilla and Simoncelli, 2000). The other synthetic
textures were made by randomizing the spatial phase of the
original natural textures (Figure 1C). These phase-randomized
images were equivalent to the original image only in terms of the
global spatial frequency spectrum.

Procedure
Electroencephalographys were measured in an electrically
shielded, dark room. In each experimental session, each of 166
natural textures was presented once in random order, with a
500-ms duration followed by a 750-ms interval of the uniform
gray background. Observers viewed the stimulus binocularly with
steady fixation on a small black dot (10.8-min in diameter) that
was shown at the center of the display throughout the session.
For each observer, the sessions were repeated 24 times. The
same measurements were also run as different blocks for the
PS-synthesized textures and for the phase-randomized textures.

Frontiers in Neuroscience | www.frontiersin.org 2 July 2021 | Volume 15 | Article 6989402426

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-698940 July 20, 2021 Time: 15:46 # 3

Orima and Motoyoshi Natural Texture Perception With EEG

FIGURE 1 | Examples of visual stimuli used in the experiment: (A) natural textures; (B) Portilla–Simoncelli (PS)-synthesized versions; and (C) phase-randomized
versions.

Each block was conducted in the same order for all participants
on different days. Therefore, each observer spent 3 days in
total participating in the EEG recordings (i.e., measurements
were made for natural textures on the first day, PS-synthesized
textures on the second day, and phase-randomized textures
on the third day).

EEG Recordings and Preprocess
The EEG recordings were conducted using electrodes positioned
at Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T7, T8,
P7, P8, Fz, Cz, and Pz, in accordance with the international
10–20 system, at a 1,000-Hz sampling rate, using Ag-AgCl
electrodes and an electrode cap of appropriate size (BrainVision
Recorder, BrainAmp amplifier, EasyCap; Brain Products GmbH).
An additional electrode, which served as the common ground
electrode, was placed midway between Fz and Fpz. All electrodes
were referenced to another electrode positioned between Fz
and Cz, and they were re-referenced off-line using the average

amplitude of all electrodes. The EEG was resampled at 250 Hz,
band-pass filtered at 0.1–100 Hz, and converted to epochs of
−0.4 to 0.8 s from the stimulus onset. The power frequency
component (50 Hz) was automatically rejected when the EEG was
recorded. The baseline was from −0.1 to 0 s with respect to the
stimulus onset, and the EEG was corrected relative to the baseline.
Artifact components (i.e., eye movements) were removed by the
heuristic examination of independent components. To remove
epochs with eye blinks, epochs with an amplitude outside the
range from −75 to 75 µV (i.e., 1.7% of all epochs) were rejected.
VEPs for each image were defined as the average across the
24 repetitions. We compensated for machinery delay that was
measured in each trial.

Analysis of Image Statistics
We analyzed image statistics for each texture image. In
the analysis, the PS statistics space was not used directly
because it was primarily designed for synthesis and consists
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of very complicated combinations of parameters, which are
not suitable for visualizing the results. Instead, we chose
several classes of statistics that are known to be particularly
important in human texture models, including the PS model
(Portilla and Simoncelli, 2000; Simoncelli and Olshausen, 2001;
Landy and Graham, 2004). In any natural image, some of these
statistics may be correlated with each other, but we defined them
as independent classes in terms of their properties. Thus, we
decomposed each image into different orientation and spatial
frequency subbands and computed five representative image
statistics: the SD, skew, kurtosis, correlation between different
orientation subbands, and correlation between different spatial
frequency subbands. In this space, we confirmed that natural
textures and their PS-synthesized versions had almost identical,
or very similar, image statistics (r = 0.83 on average).

For each texture, the luminance image was first decomposed
to subbands of seven spatial frequencies (2–128 cycles/image, 1-
octave steps: 0.35, 0.70, 1.40, 2.80, 5.61, 11.2, and 22.4 cycles/deg)
(e.g., De Valois and De Valois, 1980) and eight orientation bands
(0–157.5◦, 22.5◦ steps) by using a linear Gaussian band-pass
filter with a spatial frequency bandwidth (i.e., full width at half-
maximum) of 1 octave and an orientation bandwidth of 30◦.
For each subband image, three moment statistics (i.e., log SD,
skewness, and log kurtosis) were calculated. The central three
panels in Figure 2 show these three moment statistics obtained
from a sample image (left-most image in Figure 2) and plotted
as functions of orientation (x-axis) and spatial frequency (y-
axis). We did not consider pixel statistics because visual cortical
neurons have no direct access to pixel information.

In addition, correlations between subband “energy”
images of different orientation and spatial frequency were
calculated. These are known to be important high-level
image statistics in texture synthesis (Portilla and Simoncelli,
2000). In detail, the cross-orientation energy correlations
are related to how much local features in the image are
oriented, and the cross-frequency energy correlations are
related to how much the local luminance modulations are
edgy or stepwise (Portilla and Simoncelli, 2000; Balas et al.,
2009). Here, the energy image was given as a vector sum
of the cosine and sine parts of the subband image. We
calculated correlations in the energy image between different
orientation bands along the same spatial frequency and
between different spatial frequency bands along the same
orientation. We then averaged the resulting correlations across
orientation because the absolute orientation rarely matters in
texture perception.

Specifically, we computed the “cross-orientation correlation”
(XO) between subbands of variable orientation difference (1θ) at
each spatial frequency (f) according to Eq. 1. The panel second
from the right in Figure 2 shows the resulting cross-orientation
correlation plotted as a function of 1θ (x-axis) and f (y-axis).

XO1θ,f =
∑

θ

corr
(
wθ,f ,wθ+1θ,f

)
K

(1)

In a similar manner, we also computed the “cross-frequency
correlation” (XF) for the difference of a variable pair of spatial
frequencies (f and f′) according to Eq. 2. The right-most panel in

Figure 2 shows the resulting cross-frequency correlation plotted
as a function of f′ (x-axis) and f (y-axis).

XFf ,f ′ =
∑

θ

corr
(
wθ,f ,wθ,f ′

)
K

(2)

Here, K is the number of orientations, corr stands for the
correlation coefficient, and θ is the orientation of the subband.

We did not adopt correlation between “linear” subbands in
our analysis because it had an extremely small variation across
images (i.e., the variance was approximately 1/256 of that of
energy subbands) owing to the narrow bandwidth of the spatial
filters that we used, i.e., 30◦ in orientation and 1 octave in
spatial frequency. While the linear cross-scale correlation is
closely related to the cross-scale phase statistics and important in
representing “edgy” structures in the image (Concetta Morrone
and Burr, 1988; Kovesi, 2000; Portilla and Simoncelli, 2000), it
plays a small role in texture perception unless one scrutinizes the
image at the fovea (Balas, 2006; Balas et al., 2009).

Partial-Least-Squares Regression
Analysis
To obtain the regression model for the VEPs and the image
statistics of the visual stimulus, we conducted a partial-least-
squares regression analysis between them. We assigned the VEPs
to the predicator and the image statistics to response variables.
We implemented the SIMPLS algorithm through the MATLAB
function “plsregress”. There were seven components, which
minimized the prediction error of the response in a 10-fold cross
validation in the training set (The mean squared error of the
response was 80.0).

RESULTS

VEPs
Figure 3A shows the average VEPs for all images. Each row
shows the results for one image type; i.e., natural textures, PS-
synthesized textures, and phase-randomized textures. For all
types, large-amplitude VEPs (∼10 µV) were observed at the
occipital electrodes (O1/O2). As we did not find any systematic
and independent components in the other cortical regions, we
here focus on VEPs from those two occipital electrodes.

Figure 3B shows the time course of VEP amplitudes at the
occipital electrodes (i.e., the averaged responses from O1 and O2)
for the different types of stimuli. The light-blue curves show the
average VEPs for the individual images whereas the thick blue
curves are the VEPs averaged across all images. The potentials at
the occipital electrodes began to rise at 100 ms after the stimulus
onset and reached a first small peak at around 120 ms followed by
a second large peak at around 250 ms. The basic waveforms were
also similar across images, but there were large variations across
individual textures.

Correlation Between VEPs and Image
Statistics
We conducted a reverse-correlation analysis of the VEPs and each
image statistic. We conducted the reverse-correlation analysis
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FIGURE 2 | Image statistics calculated for a sample texture image (far left). From the left, the central three panels show the log SD, skewness, and log kurtosis
plotted as functions of the spatial frequency and orientation of the subband. The two right-most panels show the cross-orientation energy correlation plotted as a
function of the spatial frequency and the orientation (Ori) difference between subbands, and the cross-frequency energy correlation plotted as a function of the
spatial frequency (SF) and the paired SF. The color of each pixel represents the value of the statistics, separately scaled for each class of statistics.

for individual observers but the resulting data were noisy and
lacking in robustness. This was thought to be because the
number of repetitions for each image (24 repetitions) was small
for the reverse-correlation analysis. To address this problem,
in accordance with the method used in the previous studies
(Scholte et al., 2009; Hansen et al., 2011), we computed z-scored
VEPs at each time point for each observer and averaged
them across observers. We then computed the coefficient of
correlation between each image statistic and the z-scored VEP at
each time point.

Figure 4 shows the dynamics of the correlations between
image statistics and occipital VEPs (O1/O2). Each pixel in
the heatmap indicates the coefficient of correlation between
the VEPs at a particular timepoint (e.g., 100 ms) and a
particular image statistic (e.g., log SD at 0-deg orientation
and 2-c/image spatial frequency). Red indicates a positive
correlation and blue indicates a negative correlation. Progressing
downward, each row shows the results for a class of image
statistics; i.e., log SD, skew, log kurtosis, cross-orientation
correlation, and cross-frequency correlation. To address the
multiple comparisons among time points and image statistic
parameters, we adopted the Benjamini–Yekutieli false discovery
rate (FDR)-correction method (Benjamini and Yekutieli, 2001).
The significant correlations (FDR-corrected, p < 0.05) are
indicated by vivid colors.

For all classes of image statistics, we found strong correlations
with the VEPs that systematically develop over time. For instance,
the VEPs had a strong positive correlation with the low-spatial-
frequency SDs from∼100 to∼150 ms, a negative correlation with

the mid-/high-spatial-frequency SDs from ∼150 to ∼180 ms,
and a positive correlation with the mid-/high-spatial-frequency
SDs from ∼190 to ∼260 ms. Such systematic rises and falls of
correlations were found for the other classes of image statistics,
with different timing. As we had obtained maps of the correlation
dynamics for VEPs from other electrodes (F3, Fz, F4, P7, and P8),
we confirmed that they were all similar to, or just sign-reversed
from, the results obtained for the occipital electrodes (Figure 4).

Correlation Between VEPs and
Summarized Image Statistics
The correlation maps shown in Figure 4 appear somehow
redundant. Regarding the moment statistics, for instance, the
correlations with VEPs are nearly constant across all absolute
orientations, as expressed by vertical “bands” in the maps. For the
cross-band correlations, the absolute correlation with VEPs was
always higher where the target subbands were close together in
orientation (i.e., small 1θ) and in spatial frequency (small | f-f′|),
which is expressed as diagonal spreading on the maps. This
is not surprising given that VEPs can hardly resolve a neural
response across different absolute orientations. In addition, the
absolute orientation plays a small role in the visual appearance of
a texture. Accordingly, we calculated the correlations between the
VEPs and further summarized measurements, so that we could
interpret the temporal dynamics of VEPs correlated with each
class of image statistics more easily. To that end, the summarized
moment statistics (i.e., log SD, skew, and log kurtosis) were
defined as the averages across the orientation for each spatial
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FIGURE 3 | Visual evoked potentials (VEPs) for texture images. (A) Topography of the grand average VEPs for the natural textures, PS-synthesized textures, and
phase-randomized (PR) textures, in rows from top to bottom. (B) VEPs at the occipital electrodes (mean of O1 and O2). The light-blue traces show VEPs for
individual images and the thick blue traces represent the averages across images.

FIGURE 4 | Correlations between image statistics and VEPs. The rows from top to bottom show the correlation of VEPs with the log SD, skew, log kurtosis,
cross-orientation correlation, and cross-frequency correlation. Red indicates positive correlations and blue indicates negative correlations. The colors are desaturated
for values that are not statistically significant (p ≥ 0.05, FDR corrected). The format of each panel follows that in Figure 2. The maps are arranged in columns for
different time points, from 88 to 316 ms. SF, spatial frequency; Ori, orientation; and r, correlation coefficient.

frequency. The summarized cross-orientation correlation was
given as the average across-orientation difference (1θ except
1θ = 0) for each spatial frequency. The summarized cross-
frequency correlation was given as the average across-frequency
difference (f-f′ except f = f′).

Figure 5 shows the dynamics of correlation between VEPs
and the summary image statistics. The results are shown for
the three types of texture stimulus: natural, PS-synthesized,
and phase-randomized textures. The vividly colored regions
indicate statistically significant correlations identified using the
Benjamini–Yekutieli FDR-correction method (p < 0.05). Similar
patterns of the results were obtained for the other electrodes. We
also confirmed that nearly the same results are obtained if we

use image statistics calculated within the central or peripheral
region in the image.

The temporal development of VEPs correlated with the
summary image statistics is now clearly visible. VEPs correlated
with SDs were particularly strong (rmax ≈ 0.8) and dynamically
rose and fell in a spatial-frequency-dependent manner. They had
a first peak at ∼120 ms for low-spatial-frequency bands (2–
16 c/image), a second negative peak at∼150 ms for middle spatial
frequencies (4–64 c/image), and a third peak at∼200 ms for high
spatial frequencies (8–128 c/image). VEPs correlated to skewness
were observed at ∼200 ms only for middle spatial frequencies
(16–64 c/image). Even after 300 ms from the stimulus onset, we
could observe significant correlations of VEPs to SDs and to some
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FIGURE 5 | Dynamics of VEPs correlated with summary image statistics. The horizontal axes represent the time from the stimulus onset (0–496 ms) and the vertical
axes represent the spatial frequency (c/deg). Reddish pixels indicate positive correlation and blueish pixels indicate negative correlation, for which non-significant
data (p ≥ 0.05, FDR corrected) are desaturated. Panels in the successive rows show the correlations of VEPs with the SD, skew, kurtosis, and cross-orientation
energy correlation and cross-frequency energy correlation. The results are shown for natural textures (left), PS-synthesized textures (middle), and phase-randomized
textures (right).

other statistics. VEPs correlated to kurtosis, cross-orientation
correlation, and cross-frequency correlation appeared to have
similar dynamics. They commonly tended to have a first positive
peak at∼150 ms and a second negative peak at∼200–250 ms, but
only for middle and high spatial frequencies. This similarity may
be partly due to mutual correlations among the three statistics,
which we confirmed not only for our texture stimuli but also
for a wide range of natural images. However, as many texture
models assume, they have independent roles in the perceptual
discrimination of textures, and we confirmed that merging these
VEP components prevented us from reconstructing textures
from VEP signals.

The temporal dynamics of correlation were qualitatively
similar across different types of image, that is, original, PS-
synthesized, and phase-randomized images (Figure 5). The
correlation maps in Figure 5 are highly correlated with each
other; i.e., r = 0.83 (p ≈ 0) for the original and PS-synthesized
textures. However, we still found a small difference in the results
between the original and PS-synthesized textures despite the
equality of image statistics between the two types of texture. We
will discuss this difference later in detail.

Reconstruction of Texture Image From
the VEP
The series of analyses described above reveal a robust correlation
structure between VEPs for natural textures and image statistics.
This led us to the hypothesis that image statistics of a texture are
predictable from VEP signals. In testing this possibility, we next
sought to apply linear regression analysis, to inversely estimate
the image statistics of texture stimuli from the VEP signals, and
to determine if the estimated image statistics would enable us
to synthesize images perceptually similar to the original texture.
If such reconstruction was to be successful, it would further

support the notion that the temporal pattern of VEPs for natural
textures represents the neural processing of perceptually relevant
image statistics.

For the purpose of texture synthesis from VEP signals, we
adopted the texture statistics used in the PS texture-synthesis
algorithm instead of the image statistics used in the above
analyses (Note that most PS statistics are essentially equivalent
or closely related to the image statistics used in the above reverse-
correlation analysis). To construct a linear regression model of
PS statistics and VEPs, we used partial-least-squares regression
analysis. The number of statistics vectors in the PS texture space is
too large to be used in such a regression model, and we therefore
reduced PS statistics by applying a compression method inspired
by a previous study (Okazawa et al., 2015): we set the number of
orientation bands and number of scales each to 3, and the number
of positions to 1; rejected the constant parameters; and utilized
the symmetrical parameters in the cross-subband correlations.
Thereafter, as mentioned in the section “Materials and Methods,”
we chose to utilize these reduced PS-synthesis (cPS) parameters
instead of the original PS statistics. We took VEPs for a period of
0–496 ms (125 points) as the predicator, and the cPS statistics
(110 points) as the response variables. The training data set
consisted of 299 natural and PS-synthesized texture images used
in the experiment (about 90% of all the data), and the test set
consisted of the remaining 33 texture images (about 10%). The
regression model from the VEPs to the cPS-synthesis parameters
was trained on the training set. There were seven components,
which minimized the prediction error of the response in a 10-
fold cross validation on the training set. Finally, the cPS statistics
for the test set were predicted using the trained regression model.

The results indicate that cPS statistics were well predicted
by the temporal pattern of VEP signals, suggesting a robust
relationship between image statistics and VEPs, as also
demonstrated by the reverse-correlation analyses above. R2
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(train) was 0.35 and R2 (test) was 0.20. The correlation between
reconstructed cPS statistics and original cPS statistics was 0.88.

We synthesized textures using the estimated cPS statistics, to
perceptually verify the quality of reconstruction. The synthesized
textures are shown in Figure 6. The images in the upper row show
the textures synthesized from the original cPS statistics, and the
images in the lower row show textures synthesized with the cPS
statistics as estimated from the VEPs. It is found that the VEP-
based textures are very similar to, or almost indistinguishable
from, the original cPS textures.

To obtain behavioral measures of this perceptual similarity
between the original and VEP-based cPS textures, we had five
observers (all of whom participated the EEG experiment) rate the
quality of the VEP-based cPS textures in a separate experimental
block after the EEG recordings. In the experiment, the original
cPS textures and VEP-based cPS textures (7.8◦ × 7.8◦) were
displayed randomly on the left or right side on a uniform
gray background of 40 cd/m2. The observers inspected the
two textures with free viewing and rated their dissimilarity
on a five-point scale; that is, from 4 (not similar at all) to 3
(not similar), 2 (similar), 1 (very similar), and 0 (hard to see
the difference). For each observer, the rating was done with
three repetitions for each of 31 of the 33 textures from the
test dataset (The PS-synthesis algorithm did not work for two
images). The results showed that the average dissimilarity rating
across images was 2.04 (s.e. of 0.22), with an average cross-
observer correlation of 0.90. Defining a rating of less than 2.0
as a successful synthesis, 52% of the textures were successfully
synthesized from VEPs.

Difference Between Natural and
Synthetic Textures
While we observed that the average VEPs were similar
among natural, PS-synthesized, and phase-randomized textures
(Figure 3), we still found differences between the conditions with
regard to individual images. Figure 7 shows the differential VEPs
between natural and PS-synthesized textures (Figure 7A) and
those between PS-synthesized and phase-randomized textures
(Figure 7B). By means of the statistical test introduced
by VanRullen and Thorpe Vanrullen and Thorpe (2001)(i.e.,
significant if p < 0.01 for 15 consecutive periods), we found
a significant mean difference between the natural textures and

PS-synthesized textures at 148–384 ms and between the PS-
synthesized textures and phase-randomized textures at 212–
284 ms. Meanwhile, we found a large variation in the differential
VEPs across individual images (light-blue traces); i.e., large
differential VEPs were found for some images but little or no
difference for other images.

What gave rise to these variations in the differential VEPs?
Whereas the PS synthesis successfully equalized image statistics
in the natural textures for all images, it did not always successfully
replicate the appearance of the natural texture and occasionally
produced texture images that appeared unnaturalistic. Figure 7C
shows example textures that produced small (left) and large
(right) differential VEPs, on average, from 148 to 248 ms.
Especially for the difference between natural and PS-synthesized
textures, these pairs of images illustrate that synthesized textures
that produced large differential VEPs appeared to be unnatural
and perceptually unlike the original natural texture. These
observations led us to the notion that variations in the differential
VEPs are related to variation in the “unnaturalness” of PS-
synthesized textures.

In testing this possibility, we carried out a simple rating
experiment to measure the unnaturalness of each PS-synthesized
texture in a separate experimental block after the EEG recordings.
In that experimental block, all observers who participated in the
EEG experiment used a five-point scale to rate how closely each
PS-synthesized texture appeared like a photograph of a natural
texture (0, almost the same as a natural texture; 1, similar to a
natural texture; 2, a little dissimilar to a natural texture; 3, a little
unnatural; 4, obviously unnatural). We also asked the observers
to rate the unnaturalness of phase-randomized textures, but we
found extremely high ratings (unnatural) for almost all images,
and we therefore did not use those data in the analysis. The other
experimental settings were the same as in the rating experiment
for EEG-based texture synthesis.

We then analyzed how the perceptual unnaturalness of
a synthesized texture was related to the differential VEP
between the natural and PS-synthesized textures. Figure 7E
shows the dynamics of correlation between the PS-synthesized
minus natural differential VEPs and the unnaturalness ratings.
Significant correlations (p < 0.05, FDR-corrected) were observed
at a temporal epoch (168–268 ms) similar to that for the
differential VEPs shown in Figure 7A. This indicates that PS-
synthesized textures that looked unnatural gave rise to VEPs

FIGURE 6 | Compact Portilla–Simoncelli (cPS) synthesized textures and compact-PS-synthesized textures with the image statistics as estimated from VEPs. The
perceptual dissimilarity ratings (0–4) are given below the images.
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FIGURE 7 | (A,B) Differential VEPs at the occipital electrodes (O1/O2) between the PS-synthesized textures and natural textures (A) and between the
PS-synthesized textures and phase-randomized textures (B). The light-blue traces are the differential VEPs for each texture. The red traces show the three largest
differential VEPs and the green traces show the three smallest differential VEPs. (C,D) Pairs of textures that elicited small (left three images) and large (right three
images) differential VEPs. Numbers below the images in (C) represent the average “unnaturalness” rating of the PS-synthesized texture. (E) Correlations between the
differential VEPs and the perceptual unnaturalness ratings. The red bars indicate the statistically significant periods (p < 0.05, FDR-corrected).

different from those of the original texture, even if they had nearly
equal image statistics.

DISCUSSION

The present study investigated the temporal dynamics of
cortical responses to biologically plausible image statistics of
natural textures, by applying a reverse-correlation analysis
between VEPs and image statistics. The analysis revealed that
VEPs at the occipital electrodes are systematically correlated
with image statistics that are known to be important for
human texture perception. Moreover, on the basis of the
robust relationship between the VEPs and image statistics,
we successfully synthesized textures using image statistics as
estimated from VEPs via a linear regression. These results
support the notion that the human visual cortex rapidly encodes
image statistics that play critical roles in the perception of natural
textures. Although small differences were found for images that
were not successfully synthesized, similar VEPs and correlation
dynamics were observed for synthesized textures that had image
statistics equivalent to those of the original natural textures.

Visual evoked potentials that correlated with the subband SD
appeared in a spatial-frequency-dependent manner. They first
peaked for low spatial frequencies at ∼100 ms after the stimulus
onset, then peaked for middle spatial frequencies at ∼150 ms,
and finally peaked for high spatial frequencies at ∼200 ms
(Figure 5). This dynamic shift is consistent with “coarse-to-
fine” processing, as suggested by a number of psychophysical
studies on object/stereo processing (Schyns and Oliva, 1994;
Hegdé, 2008). It is also consistent with physiological findings that

magnocellular cells, which are tuned to low spatial frequencies,
respond faster than parvocellular cells, which are tuned to high
spatial frequencies (e.g., Nowak et al., 1995), and that the spatial
frequency tuning of V1 cells shifts in a time-dependent manner
from low to high spatial frequencies (Bredfeldt and Ringach,
2002; Mazer et al., 2002).

Visual evoked potentials also correlated with higher-order
statistics, such as kurtosis and cross-subband energy correlations,
with a similar temporal profile beginning as early as ∼120 ms
after the stimulus onset. Considering the nature of each statistic,
and past electrophysiological and psychophysical findings
regarding texture processing, we speculate that these types of
image statistic have a common functional and physiological basis.
Kurtosis is primarily associated with spatial sparseness in the
energy (complex-cell) outputs of a subband image (Kingdom
et al., 2001; Olshausen and Field, 2004). As mentioned earlier,
the cross-orientation energy correlations are related to the
orientation of local features whereas the cross-frequency energy
correlations are related to local luminance modulations (Portilla
and Simoncelli, 2000; Balas et al., 2009). Neural computations for
each of these three types of measurement are essentially based
on inhibitory interactions among cortical neurons across space,
orientation, and spatial frequency, respectively (Morrone et al.,
1982; Ohzawa et al., 1982; Ferster, 1988; Zipser et al., 1996; Ferster
and Miller, 2000; Nishimoto et al., 2006). These interactions
are also functionally approximated as the second-order filters
proposed in the human texture-vision model; i.e., filters that
detect gradients of the energy output of a subband across space,
orientation, and spatial frequency (Bergen and Adelson, 1988;
Motoyoshi and Kingdom, 2003; Landy and Graham, 2004). It
is likely that VEPs correlated with the three image statistics
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indicate the temporal dynamics of such interactive computations
among neural channels in V1 and V2. It is not surprising
that VEPs for such higher-order image statistics are observed
at latencies as short as or only a little longer than those
for SDs (except for very low spatial frequencies), given that
the sharp orientation and spatial-frequency tuning of V1 cells
emerges from the cross-channel interactions (Morrone et al.,
1982; Ohzawa et al., 1982; Ferster and Miller, 2000).

The robust correlational structure between VEPs and image
statistics allowed us to reconstruct texture images from image
statistics that were inversely estimated from VEPs (Figure 6).
In the present study, we deliberately applied a linear regression
model even though it had lower prediction accuracy, in general,
compared with prevailing non-linear “black box” models,
including the deep neural network (DNN). Yet, the model we
used still had an ability to reconstruct image statistics from
occipital VEP signals accurately enough to synthesize textures
that were perceptually similar to the target images. These results
support the idea that the perceptual appearance of texture is
ruled by such image statistics as encoded in the early visual
cortex, and that the analysis of simple VEPs can extract these
types of information.

While similar results were obtained for the natural and
PS-synthesized textures, a small difference in VEP was
found for some textures that were less successfully PS-
synthesized and appeared “unnatural,” even though they
had virtually equivalent image statistics (Figure 7). When
we reanalyzed the dynamic correlations without such mal-
synthesized stimuli (“unnaturalness” rating exceeding 3.0),
at 88–300 ms after the stimulus onset, the results of the
natural images and the PS-synthesized image were closer
(with a root-mean-square error of 0.12) than those for the
whole visual stimuli (with a root-mean-square error of 0.17).
This result further supports the notion that VEPs largely
reflect cortical responses to image statistics. However, it is
noted that differential VEPs of unnatural textures were clearly
observed for the period of 180–250 ms from the stimulus
onset. This VEP component indicates that there is a rapid
neural processing of information beyond image statistics.
We also found significant differences in VEPs between PS-
synthesized and phase-randomized textures. According to
previous imaging (Freeman et al., 2013) and electrophysiological
(Ziemba et al., 2019) studies, these differences could be
related to differential neural processing in V1 and V2 for
naturalistic textures.

The present study was limited to achromatic natural textures,
and the texture image reconstruction was restricted to the texture
perception that can be described by image statistics. Despite

these limitations, the results of the present study demonstrated
that reverse-correlation analysis, which focuses on the holistic
features within a relatively large space, enabled us to extract the
characteristics of the response of the visual cortex to natural
“textures,” even with the low spatial resolution of EEG. In
principle, the method proposed in the present study is general
enough to be applicable to a wide variety of visual stimulus
(e.g., natural scenes, materials, and objects) and image features
[e.g., the spatial envelope, bags of features (such as the scale-
invariant feature transform), and DNN features]. Future studies
may extend the approach to better reconstruct the “’impression,”
using non-linear models such as the DNN. The present study
revealed that the impression of natural images is, at least
partially, processed in the early visual cortex as statistical
features. Therefore, according to the findings of the present
study, the impression of a visual stimulus may be summarized
as compact features, which would be beneficial in forming the
basis for the efficient communication and display of real-world,
complex natural images.
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The controversy in the relationship between item memory and source memory is a
focus of episodic memory. Some studies show the trade-off between item memory
and source memory, some show the consistency between them, and others show the
independence between them. This review attempts to point out the connection-strength
model, implying the different types and strengths of the important role of the item–source
connections in the relationship between item memory and source memory, which is
based on the same essence in the unified framework. The logic of the model is that when
item memory and source memory share the same or relevant connection between item
and source, they positively connect, or they are independently or negatively connected.
This review integrates empirical evidence from the domains of cognition, cognitive
neuroscience, and mathematical modeling to validate our hypothesis.

Keywords: item, source, memory, connection-strength, model

INTRODUCTION

Effective retrieval cues play an important role in memory recovery. The effect of these cues
is reflected in many research studies on memory: (1) directed forgetting paradigm (Sahakyan
and Kelley, 2002); (2) mood-dependent paradigm (Lewis and Critchley, 2003); (3) emotional
enhancement effects (Talmi et al., 2019); (4) false memory paradigm (Bookbinder and Brainerd,
2016), and (5) context maintenance and retrieval mathematical model to prove the importance
of memory cues (Polyn et al., 2009). These phenomena reflect the implicit decision-making
of memory based on effective cues that researchers call “sources” (Johnson et al., 1993), and these
memory phenomena belong to declarative memory, which include episodic memory and semantic
memory (Squire, 2004; Tulving, 2004).

Episodic memory and semantic memory are two different memory systems that were proposed
by Tulving to cover human memory. Tulving believed that the differences between episodic
and semantic memory are self-involvement, autonoetic awareness, and subjective sense of time
(Tulving, 2004). Such features imply the specific attribute of episodic memory: connections. The
differences between episodic and semantic memory are different types of connections. Researchers
have confirmed the existence of a semantic network, which is called the spreading-activation theory
(Collins and Loftus, 1975). Research shows that semantic memory also has connections, supported
by connecting capacity in the hippocampus (Manns et al., 2003; Duff et al., 2020) and that patients
with bilateral lesions have an impairment in semantic memory capacity relatively shortly before
or after the damage has occurred but not in remote memory for factual knowledge. The relatively
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smaller damage to semantic memory, compared with episodic
memory, in the hippocampus (Vargha-Khadem, 1997) is
because semantic information is easier to connect to the
semantic network, and this process is relatively automatic
and unconscious. This idea will be discussed in section
“Different Sources.” As a result, episodic memory and semantic
memory form a large network, including items and sources,
and memory is divided into two categories, item memory and
source memory, based on attention allocation (which will be
explained in detail in the next section). The former emphasizes
the retrieval of an item based on implicit sources, while the latter
emphasizes the explicit retrieval of sources.

Item memory usually explains a lot of phenomena including
false memory (Reyna, 2000), working memory (Raaijmakers
and Schiffrin, 1981), emotional memory (Talmi et al., 2019),
and other forms of memory, such as recognition and recall
(Johnson, 2005). These memories are all item memories based
on “source information.” For example, time information is
used as a source. Other research studies are focused on factors
that affect the formation of source memory (for review, refer
to Mather, 2007; Mitchell and Johnson, 2009). Relatively little
attention has been paid to the relationship between item
memory and source memory. The existing empirical evidence
shows the dissociative (Glisky et al., 1995; Davachi et al.,
2003; Slotnick et al., 2003), positive (Madan et al., 2017),
or negative (Mather et al., 2006) relationship between item
memory and source memory. Several research studies show
that some factors have different effects on item memory
and different source memory, such as attention and emotion
(Mather, 2007).

However, there was a lack of a unified theoretical framework
to explain the different relationships between item memory
and source memory. We suggest that item memory and source
memory share the same essence connections.

The connection-strength model emphasizes the important
role of connections between item (semantic feature) and sources
in the processes of encoding and retrieval of memory, and the
relationship between the item and source memory, including
positive, negative, or independent relationships.

Hence, we will form and introduce the connection-strength
model to explain the relationships between item and source
memory in the integrated framework, which is deeply based on
item–source connections.

Commonness Among the Different Kinds
of “Memories” – Connections
In the study of memory, there are many different forms of
memory. From the view of time, the memory includes “working
memory,” “short-term memory,” and “long-term memory” and
from the view of retrieval, the memory includes “item memory,”
“source memory,” ”context memory,” and “associative memory.”
For Tulving (2002), memory can be divided into “episodic
memory” and “semantic memory.” For Squire (2004), memory
can be divided into “declarative memory” and “non-declarative
memory.” Without a proper framework, these different types of
memories seem to represent different connotations.

However, further reflection shows that these memories
share different connections: “working memory,” “short-term
memory,” and “long-term memory” depend on different item-
temporal connections; “item memory,” “source memory,” and
“associative memory” depend on similar or different item–
sources connections, which will be elucidated in the following
sections. “Declarative memory” and “non-declarative memory”
are retrieved relatively intentionally or automatically based on
connection, respectively.

From the view of Chalfonte and Johnson (1996), there is
no essential or inherent difference between “item” and “source,”
although they seem to be two different concepts. Such dichotomy
comes from our attention focus: the focus of attention is
called “item,” and other information is called “source.” For
example, in psychological experiments, subjects always treat
semantic features as the focus of our attention and treat
other perceptual features as secondary information. Otherwise,
only when the experimenters asked the subjects to focus on
the secondary information, which researchers call source, the
perceptual become “item” and “the semantic” become the new
source. The “item” and “source” are two points of “connection”
that are like a seesaw; sometimes one end is higher, and some
other times, the other end is higher.

Consequently, memories are merely the associative network,
and “episodic memory,” “semantic memory,” “source memory,”
“associative memory,” and “context memory” are the subdivisions
of such network. Different concepts underlie different endpoints
in the connections. Source memory emphasizes retrieving source
features, item memory emphasizes the retrieval of semantic
features, and associative memory emphasizes the connection
between different semantic features. Even emotions can be
included in this network: mood-dependent memory (Lewis and
Critchley, 2003). The view that emotion is merely one joint in
our memory networks that tries to explain emotion-associated
memory is called emotional priming.

However, there is an extensive concept or term confusion
among these manifestations, such as “item” and “source”:
sometimes, researchers equate “item” to “semantic meaning”;
sometimes, “item” means the episodic concept, the association.
Therefore, in the remaining part of the manuscript, we will use
the connection: “item”-“source,” in which “item” means semantic
features, and “source” means other information associated with
“semantic.” However, in memory systems, “item” in “item
memory” means the connection. We use these depictions because
most researchers utilize these terms in such a manner. In this
logic, all kinds of memory can be divided into two types based
on our attention focus. The relationship is shown in Figure 1.

Balance Between Item and Source
Memory
From the perspective of the experiences of individuals, item
memory and source memory are two parts of episodic memory,
which are about the semantic and its association with subjective
experiences, including when, where, and how an event happened.
Source memories are results of questions that ask us to explicitly
point out when, where, and how an event happened. The
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FIGURE 1 | Interactions between items and sources.

differences between item memory and source memory are as
follows: the former tries to retrieve the item based on one kind
or different kinds of sources, and the latter tries to retrieve one
kind of source from the item. Hence, source memory and item
memory are phenomena of connections.

From the perspective of the interaction between item memory
and source memory, first, the memory of sources contributes
to item memory; second, item memory also influences source
memory. A wrong starting cue from the connection would
impair true memory. This explains why the “feature-conjunction
paradigm,” which shares features with presented items, would
facilitate a false memory (Nie, 2018).

Recognition shows the forms of “recollection,” which is
associated with the experience of vivid source attributes and
“familiarity” without clear source memory (Yonelinas, 1999).
Starns and Ksander (2016) used the zROC (the z-transformation
of a operator characteristic curve which comes from the ratio
between hit rate and false rate) slope to determine the relationship
between item memory and source memory. They used three types
of experimental conditions: (a) words associated with the source
for once (no repetition); (b) words associated with two different
kinds of sources (face or animal) (different source repetition); and
(c) word and source connection repeats three times (same source
repetition). Regardless of the condition, increased item memory
confidence enhances the confidence of source memory, which
may indicate the item as a cue to effectively retrieving the sources.

These examples reflect only a part of the scientific scenes
we want to delineate. Johnson (2005) calls such phenomena
“the different task shared the same processes.” However, few
research has tried to understand the different memories in the
unified framework, which only contain two types of memory:
item memory and source memory, which combined episodic
memory and semantic memory that are based on “connections.”

In various studies, there are always different relationships
between item memory and source memory: (1) positive;
(2) negative; and (3) irrelevant. However, there is a lack of
integrated theories to explain such a controversy. Mather
(2007) proposed an “object-based attention” framework to
explain the better intrinsic source features memory and
worse extrinsic source features memory for emotional stimuli.
Nevertheless, this theory is insufficient to explain many
inconsistent phenomena in memory. Sometimes, positive

emotional events and positive context promote associative
memory (Fredrickson and Branigan, 2005; Madan et al., 2019).
However, sometimes, negative emotional context expands the
scope of attention, and positive emotional context reduces the
scope of attention (for review, refer to Huntsinger, 2013). In
other studies, high or low motivational intensity related to
emotion has different effects on the attention process (Harmon-
Jones et al., 2011), and different emotions have different
effects on attention and memory (Gable and Harmon-Jones,
2010; Harmon-Jones et al., 2011). These effects on attention
will be reflected in the process of connection formation
(which will be explained in section “Introduction of the
Connection-Strength Model”).

We suggested that the different types and different strengths
of connections between item and source, item and item, and
source and source (these can be called item-source connections)
play an important role in the relationship between item and
source memory. In the next section, we presented the premises
of the strength-connection model followed by the introduction
of the connection-strength model. In the section “Evidence From
Cognition, Cognitive Neuroscience, and Mathematical Models,”
we collected evidence from domains of cognition, cognitive
neuroscience, and mathematical cognitive psychology to validate
our “strength-connection model” in interpreting the relationship
between item and source memory.

PREMISES OF THE
CONNECTION-STRENGTH MODEL

Different kinds of “connections” exist in a memory system,
which is the reason for different relationships between item
memory and source memory. Factors that affect the formation
and extraction of “connections” are as follows: different sources
of natural existence, single source or combined source, formation
of connections, and extraction of connections.

Different Sources
There are always different source features that can be divided
into different types. From the viewpoint of modality (Johnson
et al., 1993), there are perceptual, contextual, semantic, and
affective sources. From a relevant perspective, sources include
the following: (1) external source monitoring, which demands
us to discriminate different perceptions; (2) internal source
monitoring, which involves two source discriminations in our
thoughts; and (3) internal-external source monitoring, such as
distinguishing source memory of thoughts from perception. The
two classifications are hierarchical: the latter depends on the
combination of the former.

From a spatial perspective, Mather (2007) tried to divide
source features into two types: object-based source features,
intrinsic features that share the same attention scope with the
object, extrinsic source features that go beyond items such as
context and associative objects. From the timeline, the source is
presented before, after, and parallel with the item.

Bellezza and Elek (2018) illuminated that a bundle of two
items and two sources in a unit affects different phenomena in
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memory. Bellezza and Elek presented word pairs with each word
in 1 of 4 locations. In the test, subjects were shown one of the
paired words and asked to recollect the other word and their
locations. The results show that (1) the performance of source-
location memory for the cue and the target is equal; (2) the source
memory of unrecalled words is above chance; (3) the memory of
the cue is associated with that of the target word; and (4) the
location of the cue is always confused with that of the target.
These results support the fact that item–source connections are
always diverse and easy to change. A lot of different information
will contribute to retrieval as an effective cue.

Other kinds of sources differ in the information process or
extraction process: automatic or intentional encoding, automatic
or deliberate retrieval, such as the temporal compared with
the neutral environment, the semantic compared with the
context. Based on our attention allocation, the process is
automatic or strenuous. Divided attention deeply influences the
deliberative process compared with the automatic process, either
in encoding or retrieval.

Therefore, numerous connections are formed between and
among “items” and “different sources.” These connections would
also influence item memory (for example, Talmi et al., 2019) and
source memory (for review, refer to Mather, 2007). Consequently,
there are many possibilities for a cue to be called memory.

Formations of the connections are dependent on the three
periods as follows.

Three Periods of the Item–Source
Formation
Although there are many different kinds of source features,
three periods are involved in the formation of the item–source
connections: “the perception of source features,” “the appraisal
of the importance of source features,” and “connecting the
item and source features.” These processes are all indispensable.
The structure of item–source formation is demonstrated by
the following logic based on relative importance: only when
participants try to form a connection that the strength will be
higher. The appraisal is the core of these processes.

The effects of adaptive memory and emotional memory can
demonstrate the importance of these three processes: when
sources that connect to the item are important, the sources will
be memorized better. However, when the item is relatively more
important than the source, the source memory will be worse
memorized. These two processes both impair the formation of
connections, because the focus only influences its connections
that reflect the importance of appraisal. Kroneisen and Bell
(2018) used survival-based or moving-based appraisals for the
item and found that the source memory associated with survival
processing is better than the other conditions. Consistent effects
are found in the memory of the location of foods or potential
predators after appraisals of ease of collecting food or capturing
wild animals (Nairne et al., 2012). According to the same
logic, when the item is important, such as in a contaminated
environment (Fernandes et al., 2017), the hunter information for
males or gathering information for females (Nairne et al., 2009),
the memory will be better.

From the perspective of emotional memory, there is also a
trade-off: the emotional material decreases the memory of neutral
context (Kensinger et al., 2007; Mather, 2007), and emotional
context impairs neutral item memory (Zhang et al., 2015). This
emotional enhancement memory trade-off is based on personal
goals (for review, refer to Levine and Edelstein, 2009). Relative
importance influences appraisal, perception, and connection in a
conscious or unconscious form.

Deep empirical evidence will follow in section “Introduction
of the Connection-Strength Model.”

Goal and Different Processes in
Encoding and Retrieval
The encoding and retrieval processes are two important stages
in memory. However, there are contradictions between the
mechanisms of encoding and retrieval: is the relationship
symmetric or asymmetric? Tulving et al. (1994) found that
encoding and retrieval are asymmetrical in the hemispheric
cortex. However, encoding and retrieval also share the
hippocampus (Fritch et al., 2020; Guo and Yang, 2020).

From the viewpoint of the item–source connections,
symmetric and asymmetric relationships depend on whether the
encoding and retrieval processes share the same item–source
connection and the time of detection in different experiments.
Such connections may influence the activity of the prefrontal
cortex, parietal cortex, and hippocampus. There are types of
goal-oriented spatial learning that influence spatial encoding and
retrieval in the hippocampus (Turi et al., 2019). Research has
found that goals deeply influence human memory in terms of
items, sources, and connections (for review, refer to Levine and
Edelstein, 2009; Kaplan et al., 2012).

The goals come from two sources: different appraisals of
different individuals, attentional locations, and demands of
the experimental design. Occasionally, the two kinds of goals
compete with each other, and the winner plays an important
role in the formation of connection. For example, the emotional
context before or after attention always changes attention and
memory by motivation or goal (Kaplan et al., 2012). The goals
between encoding and retrieval facilitate the common or different
processes in item–source connections and memory, which are
reflected in the hippocampus (Levita and Muzzio, 2010).

As a result, when encoding and retrieval are based on different
connections, it is more difficult to retrieve the item or source. This
is mainly derived from Formula (2) and Formula (3).

Presentation of the Connection Models
in Memory
The model originates from three existing popular theories:
“spreading-activation theory” (Collins and Loftus, 1988),
“searched for associative memory” (Raaijmakers and Schiffrin,
1981), and “hybrid model of source monitoring in paired-
associates” (Bellezza and Elek, 2018). The description for these
models is presented in Table 1.

The spreading-activation theory (Collins and Loftus, 1988)
emphasizes the connections among different concepts based
on experiences of individuals and different connected strengths
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TABLE 1 | Old models that emphasize different connections in memory.

Theories Authors and Cite Emphasis Example

Theory1 spreading-action
theory

Collins and Loftus, 1975 Semantic features are connected
networks.

Some semantic features are more closely related
than others.

Theory2 hybrid model of source
monitoring

Bellezza and Elek, 2018 The connections among items, sources
exist.

One source of the item can be retrieved by the
other item.

Theory3 search of associative
memory

Raaijmakers and Schiffrin,
1981

Encoding in working memory; and
importance of effective cues in retrieval.

In free recall, giving a cue-item always impairs the
performance compared to no cued free recall,
which means the importance of effective cue.

among them. When a concept is activated, the signal goes along
the connection, and other concepts are activated. The stronger
the connection, the easier it is to be activated.

The hybrid source monitoring model (Bellezza and Elek, 2018)
attempts to explain the connections among items and their source
features. Specific experiments are described in the first part. In
the list, an item is not only associated with its source features
but is also associated with other items and their sources. In the
retrieval process, items and sources can also be used as cues to
retrieve other items.

Raaijmakers and Schiffrin (1981) proposed a mathematical
model to explain how a cue influences the performance of free
recall. Such mathematical model is deeply embedded in the
theory that retrieval and retrieval cues play an important role
in episodic memory recovery, such as recognition and recall
(Tulving and Thomson, 1973).

In encoding, connections are formed in working memory and
come from the shared time in the capacity of working memory.
Working memory cannot simultaneously maintain excessive
information. Consequently, only the item and source share the
same period in working memory, and connections can be formed.

Therefore, an inappropriate retrieval cue presentation impairs
the free recall of a list. For example, when asking subjects to recall
a list by a cued item, the recall performance would be worse
than the condition of free recall with no cue (Raaijmakers and
Schiffrin, 1981). The model emphasizes logic, as illustrated in
Figure 2.

Raaijmakers and Schiffrin (1981) pointed out that the
probability of retrieving the item in the list depends on the
strength ratio of “context-item” to “the sum of context-all other
items strengths,” which can be simplified in the equation:

ProbabilityR(itemi) =
strength(contexti−item1)

{strength(contexti−item1) + . . .+ strength(contexti−itemn)}
(1)

However, there are limitations in the model: (1) only other
items in the list have been considered in whole connections; (2)
concepts are ambiguous: “other items” is part of “context,” and
the real context–temporal, semantic, and cognitive operations are
not mentioned in the model; (3) such model is focused on the
retrieval of item memory, not on source memory.

Three theories emphasize that information connection exists
in our memory systems. In addition, effective retrieval cues are
very important in memory recovery. However, these models
cannot explain why there are differences between item and source

FIGURE 2 | The logic of the model studied by Raaijmakers and Schiffrin
(1981).

memory, and why there are different relationships between
the two memories.

INTRODUCTION OF THE
CONNECTION-STRENGTH MODEL

The item always connects with different kinds of information,
including semantic information, perceptual infor-
mation, contextual information (spatial or temporal
information), affective information, and operative track.
This information can be integrated into one cluster or one
bundle, which we call “object.” The “object” involves a series
of information that contributes to a whole representation.
Although most of the time such integration cannot be realized by
our consciousness, Kahneman et al. (1992) found that temporal
proximity is very important in object-specific integration.
Such capacity even happens in infants (Woodward, 1998).
Attention plays an important role in object formation. Logan
(1996) pointed out the two processes in the formation of an
object: first, perceive the perceptual grouping from spatial
proximity, and second, attention chooses several of them to
form an object. Such theory is proved by a CODE theory–a
mathematical model of visual attention. Attention always
has a strong property of “selection” (for review, refer to
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FIGURE 3 | A rough description of the “connection-strength model.”

Heinke and Humphreys, 2005), which is very important in the
formation of connections.

As a result, many connections are constructed with a
difference in strengths. Among these connections, only parts of
them are to be used in item memory and source memory. An
effective connection is a connection with higher strength. The
main differences between item memory and source memory can
be seen in the connections they call. The relatively significant
difference is that connections in item memory are sometimes
combinations of item-sources connections. The memory retrieval
probabilities for items and sources are presented in Equations
(2) and (3). However, connection for source memory is a specific
connection, or may be mediated by other items.

ProbabilityR(itemi) =
{strength(itemi−source1) + . . .+ strength(itemi−sourcek)}

{strength(itemi−source1) + . . .+ strength(itemi−sourcen)}
(2)

ProbabilityR(sourcei) =
strength(sourcei−itemi)

{strength(sourcei−source1) + . . .+ strength(sourcei−sourcen)}
(3)

SIi means the employed source-item strength in source
memory decision making, and

∑n
t=1 SSt means the sum

of all the strengths of connections related to the “source”,
whether the connection is formed in experiments or from past
experiences. PR (sourcei) means the probability of a specific
source retrieval.

A rough description of the model is shown in Figure 3.
Item retrieval follows these principles: (1) performance of

item retrieval depends on the connection between item and
source; (2) there are two kinds of connection: item-one-
source connection and item-sources connection; (3) the higher
the connection strength, the more likely it is to be called;
(4) the connection strength comes from encoding period; (5)
appraisal and attention are very important in the formation
of connection-strength; (6) in item-sources connection, our
different goal would assign a different weight to a different
connection in a different experimental design. The structure is
shown in Figure 4.

Source retrieval follows these principles: (1) source retrieval
depends on the ratio of a specific connection to the sum of all

FIGURE 4 | Connection-strength model in item retrieval.

associated connections; (2) there are three types of connection:
item-specific source connection, other item-the specific source
connection, and other source-the specific source connection; (3)
all the connections come from two stages: formation in the
experiment and formation out of the experiment; (4) appraisal
and attention are very important for the formation of connection-
strength; (5) effective cues with higher strength are important for
the performance of retrieval. The higher the connection strength,
the more likely it is to be called. The structure is shown in
Figure 5.

The essence of item memory and source memory is the same,
which depends on the connection between item and source(s)
and the ratio of the called connection(s) to the sum of all
associated connections. The main difference is that focus shifts
from item to source, and vice versa.

The relationship between item memory retrieval and
source memory retrieval is: when the connection required
by source memory and item memory is the same, there is
a positive correlation between them; when item memory
and source memory depend on different connections, for
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FIGURE 5 | Retrieval of source memory.

example, item memory depends on item-temporal connection,
while source memory depends on item-color connection,
item memory and source memory are independent of each
other; when the connection required by item memory
affects the formation of source memory connection, there
is a negative correlation between item memory and source
memory. These can be identified in the probability equation
in equations (2) and (3): when the numerator of the
ratio increases at the same time, the positive relationship
appears, otherwise, the negative relationship will appear.
When the numerator is irrelevant to each other, they
are independent.

There is a lot of evidence to support our model: first,
the performance of source memory is always worse than
that of item memory, because the connection required by
the source is a part of the connections required by item
memory, such as affective state as the source; second,
several source memories are better than others because
they call stronger connections, such as object-based colors,
compared with other associated objects; third, attention
plays an important role in connection formation, the more
attention paid to the connection, the higher the strength of
the connection; fourth, experimental design affects which
connection will be encoded and called by item memory and
source memory; fifth, mathematical models show that both
item memory and source memory are continuous processes,
which indicates that the different connection-strength deeply
affects the performance of item memory and source memory.
A mathematical model also shows that the confidence of
item memory and source memory influences each other
(Starns et al., 2013).

The empirical evidence supporting these phenomena
is as follows.

Different Experimental Designs
The two types of experimental designs are considerably different.
First, studies presenting recognition and source judgments for
the same item in immediate succession have revealed chance-
level accuracy in source memory with no recognition. Second,
studies presenting a block of recognition followed by a block
of source judgments have revealed above-chance accuracy in
source memory with no recognition (for review, refer to
Fox and Osth, 2020).

FIGURE 6 | Attention interaction between item and source.

The essence behind these phenomena is that subjects call
different connections. When source judgments occur in the block
after all the recognition has finished, other items associated
with unrecognized items will also activate the source without
recognition. Fox and Osth (2020) used a simultaneous, blocked,
and reversed blocked design to demonstrate this idea.

Kim et al. (2012) found negative effects of item repetition on
source memory. Experimenters show the items in two phases.
In phase 1, line drawings present varying numbers of items;
in phase 2, each item is associated with a critical new source.
The results show that the more repetition in phase 1, the more
difficult it is to memorize the critical new source in phase 2.
This can be explained by the connection-strength model. The
more repetition of the items in list 1, the more item–source
(temporal source) in list 1, which induces a relatively weaker
item-critical new sources strength ratio. Osth et al. (2018) found
a list-strength effect, which means a proportion of items are
strengthened to observe the effect on non-strengthened items in
source memory but not in item memory. This effect can also be
explained by our model.

EVIDENCE FROM COGNITION,
COGNITIVE NEUROSCIENCE, AND
MATHEMATICAL MODELS

Empirical evidence supports the connection-strength model,
including evidence from cognition, cognitive neuroscience, and
mathematical models.

Evidence in Cognition
Attention in Unitization
Attention plays the most important role in forming connections
(for review, refer to Mather, 2007; Block and Gruber, 2014). The
relationship is shown in Figure 6.

The object-based attention model (Mather, 2007) and
space-based attention model (Belardinelli, 2016) support the
importance of attention in the connection of different features
in an object or space. However, not all connections are formed
and stored in memory; for example, intrinsic source feature
memory is always better than extrinsic source feature memory.
This is because the intrinsic source features of the object
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share scope of attention with the object, which makes it easier
to form a connection. These relationships are reflected in
emotional enhancement memory (for review, refer to Talmi
et al., 2019) and enhanced intrinsic source memory (for review,
refer to Mather, 2007). Simultaneously, memories of extrinsic
source features are impaired because they are beyond the
core of attention.

Thus, the first evidence in cognition comes from the operation
of attention to enhance the connection between the item and
the source. The difficulty level of unitization deeply affects
the connection between the item and the source, and several
factors affect the difficulty: “pre-experimental associations” (e.g.,
Giovanello et al., 2006; Rhodes and Donaldson, 2008; Ford et al.,
2010), “experimentally instructed encoding strategy” (Haskins
et al., 2008; Bader et al., 2010; Parks and Yonelinas, 2015), and
characteristics of the source. These factors are related to the
same concept—unitization. The former and the latter reduce
the difficulty of attention integration; the second is used as an
effective strategy to enhance connection formation.

In research, the performance of aging declines in episodic
memory (Friedman, 2013), semantic memory (Bertola et al.,
2019; Venneri et al., 2019), source memory (Schacter et al.,
1991), and associative memory (Greene and Naveh-Benjamin,
2020). Researchers suggest that these phenomena arise from a
reduced binding capacity (Li et al., 2005). Unitization can reduce
this tendency. Zheng et al. (2016) used two conditions: unitized
condition (imaging the color as the internal parts of item) and
non-unitized condition (imaging the color as the context), and
then asked subjects to complete the source memory test. The
results show that the difference in source memory between young
and old people is smaller under the condition of unitization.
Boywitt and Meiser (2012) found that under the condition of
incidental attention, the source-source connection disappears in
the extrinsic source features; and that this connection is preserved
in intentional attention.

Further research (Kinjo, 2011) shows that the damage of
extrinsic source memory is greater than that of intrinsic source
memory because the former needs more attention.

Emotional Memory Enhancement Effects
The formation of connection plays an important role in
emotional reinforcement memory, which is based on
two different kinds of connection, what researchers call
“organization” and “emotional context.” Emotion enhances
item–item connection and item–source connection. When
emotional materials are highly clustering with each other,
memory is always better than low-clustering materials (Talmi
et al., 2007). Talmi and Moscovitch (2004) found that semantic
relatedness was considerably important in list item memory: the
memory of semantic-related neutral words is not worse than that
of emotional words. Talmi et al. (2019) set up a retrieved-context
model to explain emotional enhancement in memory. The
emotional context maintenance and retrieval model points out
that the emotional enhancement memory effect is based on
the enhanced item-source connection that is associated with
ever-changing temporal and emotional context. Consequently,

the cues of organization and context play an important role in
emotion-enhanced effects.

Interaction Between Item Memory and Source
Memory
For intrinsic source features, item memory is positively correlated
with source memory. This is because the intrinsic source
features share an attention system with the item. Therefore,
the enhancement of item memory is positively related to the
enhancement of intrinsic source memory, which is deeply
reflected in emotional items (Mather, 2007).

The important trade-off between the item and extrinsic source
is very important for connection formation. Attention to the
item enhances the connections associated with “this item,” such
as the temporal and color, rather than extrinsic sources (e.g.,
other items) that are beyond the item. Attention to “source”
transfers the “source” to “item” and facilitates connections for the
“new item.” The new connections increase the denominator of
the probability formula, thus reducing the ratio of the item to
the extrinsic source. Therefore, there is a negative relationship
between item memory and source memory. Such phenomena are
more deeply reflected in the memory related to emotion.

Source memory can be divided into two types: intrinsic source
memory, which is the features of the item itself, and extrinsic
source memory, which is the associated features outside the
item, including the context and objects that are associated with
the item. Numerous studies support two opposite phenomena:
compared with neutral items, emotional items always facilitate
intrinsic source memory; however, emotional items always
interfere with extrinsic source memory.

The trade-off between emotional items and emotional
source memory validates our theory. The first evidence comes
from the relative importance of the item. Compared with
positive emotional stimuli, the extrinsic source memory of
negative emotional stimuli is worse (Madan et al., 2019).
Compared with low-arousal emotional stimuli, the extrinsic
source memory of higher arousal stimuli is worse (Mather
et al., 2006; Kensinger et al., 2007; Mather, 2007). The second
evidence comes from the relative importance of the source.
Compared with a neutral context, an emotional context is always
remembered better at the cost of neutral items (Maratos et al.,
2001; Maratos and Rugg, 2011; Chiu et al., 2013). We are
always attracted by the emotional context even when asked
to keep the attention on items, especially in an extremely
important environment, such as the source memory of cheaters
(Kroneisen and Bell, 2013) and goal-inconsistency phenomena
(Bell et al., 2012). The third evidence comes from a relative
comparison between items and sources. When an item is
emotional, item memory is better at the cost of neutral
context (Kensinger et al., 2007), and researchers ask participants
to remember words in the emotional context and find the
impaired word memory influenced by the emotional context
(Zhang et al., 2015). The fourth evidence comes from the
reappraisal that can change the trade-off memory between
items and sources. Steinberger et al. (2011) found that different
reappraisals of items and contexts would facilitate different
memory trade-offs.
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FIGURE 7 | Interactions among subregions of the brain.

Evidence From Cognitive Neuroscience
The formation of the item–source strength depends on three
periods, “perception,” “evaluation,” and “association,” which can
be reflected in the function of the brain: the parietal cortex,
prefrontal cortex, and hippocampus. The hippocampus is the
core structure in Tulving’s episodic memory. Its main function
is to connect different types of information. At the same time,
it is affected by different brain regions, such as the parietal
cortex, frontal cortex, and amygdala. The relationship is shown
in Figure 7.

Parietal Cortex in Perception
Only when a stimulus is perceived can a connection be
formed. The posterior parietal cortex plays an important role
in perception, such as speech, visual motion (Buchsbaum et al.,
2010), and tactile perception (Ro et al., 2004). Transcranial
magnetic stimulation of the right parietal lobe disrupts the
perception of briefly presented stimuli (Howard et al., 2019).
Damage to the intraparietal cortex impairs action and perception
(Medina et al., 2020).

The parietal cortex is always a bridge between perception,
action, and cognition (Gottlieb, 2007), which is associated with
spatial attention and the “salience representation” of the external
world that is relevant to us. The parietal cortex also combines
with the amygdala to perceive biological motions (Bonda et al.,
1996). Recently, researchers found that the parietal cortex plays
an important role in transsaccadic memory and the integration
of visual object features (Dunkley et al., 2016).

Extensive research has shown that cathodal stimulation on the
left posterior parietal cortex decreases the retrieval performance
in source memory (Chen et al., 2016. Guidotti et al. (2019)
found that predictive activity in the parietal cortex predicts
source-memory decisions: the greater the decision evidence,
the greater the activation in the parietal cortex. The posterior
eye field (Müri et al., 1996) and the ratio of posterior-anterior
medial temporal lobe volumes can predict the performance of
source memory (Snytte et al., 2020). Transcranial direct current
stimulation of the parietal cortex decreases false recognition
increases item and source memory accuracy compared with the
situation with no stimulation (Pergollzzi and Chua, 2017), and
improves associative memory (Vuli et al., 2021). The activation of
the parietal cortex is associated with our confidence in memory:
the activation of the old is larger than the new, and the perceived

is larger than the imagined (King and Miller, 2017). Functional
MRI (fMRI) shows parietal cortex plays an important role for
information connections, especially in the object (von Stein et al.,
1999), and lesions in parietal cortex will eliminate this processing
(Decoteau and Kesner, 1998). Ben-Zvi et al. (2015) identified that
parietal lesions impair associated learning, including word pairs,
picture pairs, and picture–sound pairs.

Prefrontal Cortex in Evaluation
Classic research (Buschman and Miller, 2007) illustrates the
role of the prefrontal cortex in the activation of posterior
parietal cortices for top–down and bottom–up attention, which
supports the idea that attention is the momentary enhanced
reaction potential of the perceptual response (Berlyne, 1951).
The low-frequency synchrony between the frontal and parietal
cortices reflects top–down attention, and higher frequencies are
associated with bottom–up attention. The prefrontal cortex plays
an important role in the behavioral approach and inhibition
processes (Sutton and Davidson, 1997), which is supported by
observations of an activation of a “hot spot” at the cost of lateral
inhibition through the call of norepinephrine (Mather et al.,
2016). The interaction between the prefrontal cortext and parietal
cortext is essential in the process of inhibition and activation
(Buschman and Miller, 2007).

The prefrontal cortex has two main functions: “appraisal” and
“attention allocation.” The appraisal is reflected in the situation,
which reflects the evaluation of importance among different
kinds of information. Researchers call this effect the “appraisal-
by-content model” (Dixon et al., 2017). The model points out
that different areas of the prefrontal cortex are responsible for
different kinds of input, including outside perceptions, episodic
memories, future events, viscera sensory, action, and emotions.
Based on the appraisal, the prefrontal cortex decides where
attention should be located.

This effect is reflected in the processing of emotional stimuli.
In the study, “A cognitive-motivational analysis of anxiety”
(Mogg and Bradley, 1998) “appraisal” of the events plays an
important role in negative attention bias in the population of
“anxiety.” Anxiety always shows a higher threat appraisal of
negative stimuli than a healthy population. As a result, people
with anxiety attempt to focus on negative stimuli because of
a high threat appraisal of the negative stimuli; However, non-
anxious groups think that negative stimuli do not pose a threat,
and consequently they don’t pay attention to them, but continue
to do what they are doing (Huntsinger, 2013). Many studies
support appraisal bias in attention and memory (Ma et al., 2017;
Foley, 2018). An fMRI shows that the prefrontal cortex in anxiety
controls attention to threat-related stimuli (Bishop et al., 2004).

Increasing research supports the function of appraisal in the
prefrontal cortex. Kalisch et al. (2006) found that the medial
prefrontal cortex plays an important role in the high-level
appraisal of emotional materials. The decreased function of the
medial prefrontal cortex in Alzheimer’s patients will reduce their
evaluation of their cognitive ability, especially memory (Ries
et al., 2012). An explanation of the aversive would modulate
the activation of appraisal in the medial prefrontal cortex
(Mechias et al., 2009).
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The prefrontal cortex plays an important role in the
formation of connections. Research has found that normal
aging and prefrontal cortex lesions are associated with poor
performance in item memory and source memory (Swick
et al., 2006). The activation of the medial prefrontal cortex
contributes to the item and source memory of self-referent
information compared with other referent information, which
also reflects the role of appraisal (Leshikar and Duarte, 2012).
Furthermore, prefrontal deficits impair episodic memory
in patients with schizophrenia (Ragland et al., 2009). The
subregions of the prefrontal cortex, left frontopolar cortex,
left mid-ventrolateral region, left mid-dorsolateral region,
and anterior cingulate cortex contribute commonly to
working memory, semantic memory, and episodic memory
(Nyberg et al., 2003).

Hippocampus in Association
The hippocampus is significant in connecting items and their
sources. Dalton et al. (2018) used fMRI and found that
the hippocampus cooperates with other areas to support the
associative processes and scene constructions, which imply
the binding ability of the hippocampus. Further research
has found that the hippocampus is particularly important
for the building of association across stimulus domains,
such as combining visual features with auditory features
(Borders et al., 2017). Implicit associative learning engages the
hippocampus and interacts with explicit associative learning
(Degonda et al., 2005).

Nordin et al. (2017) compared the performance of associative
memory with the volume of the anterior hippocampus between
middle-aged and older patients. The results show that the
older population has poorer associative memory, which is
accompanied by a smaller volume of the anterior hippocampus
and less activation compared with the younger population.
Iwasaki et al. (2021) found that beta oscillations in the
hippocampus could forecast the performance of object-location
associative memory. In mice, an increase in beta oscillations
in the hippocampus during the encoding process would come
along with better “source memory.” The hippocampus of
primates and humans contains spatial view neurons, which
provide a representation of locations in the viewed space.
Neuronal networks in the hippocampus activate together to form
episodic memory, especially recent events that involve relations
(Giovanello et al., 2010). Gradual changes in hippocampal
activity are crucial in remembering the order of events
(Manns et al., 2007).

Other studies have shown that the activation of the amygdala
due to emotional stimuli processing impairs the connection
between emotion items and source features by disrupting
the function of the hippocampus (Roozendaal et al., 2009;
Madan et al., 2017).

Association Among the Parietal Cortex, Prefrontal
Cortex, and Hippocampus
The prefrontal hippocampus circuit is significant in associative
memory. Different units are activated by different item
presentations in the prefrontal cortex and hippocampus

according to time for monkeys. The research demonstrates that
both the prefrontal cortex and the hippocampus contribute to
feature binding according to the timeline (Cruzado et al., 2020).
Interactions between the prefrontal cortex and the hippocampus
are particularly important for reactivating memories and their
contexts to contribute to memory retrieval and assimilate
the new memories-item-source connection to our schemas
(Preston and Eichenbaum, 2013). The recovery of extinct
fear memory in a special context requires both the prefrontal
cortex and the hippocampus (Milad et al., 2007). Prefrontal
hippocampal interactions are obvious during the encoding
of new memories (Takehara-Nishiuchi, 2020). Two processes
may exist in such interactions: first, the formation of new
information into the old memory networks; and second, the
formation of different types of information into unification. For
the process of retrieval, prefrontal-hippocampal interaction is
also found in rats when rats try to decide where they should
go inside a maze (for humans, refer to Öztekin et al., 2009;
for animals, refer to Cholvin et al., 2016). Attention from the
prefrontal cortex influences the activation of the hippocampus
(Córdova et al., 2019).

Prefrontal-parietal connections are also particularly
important. Bor and Seth (2012) pointed out the significance
of the prefrontal-parietal network in attention, working
memory, and chunking. The prefrontal cortex influences the
parietal cortex by enhancing attention to specific perceptions
involved in source feature processing (Katsuki et al., 2015;
Sofia and Gregoriou, 2017).

Amygdala’s activation decreases or enhances the function
of hippocampus (Madan et al., 2017) and interaction between
parietal cortex and amygdala influences association forming
(Kesner, 2000).

The research also found the combined contribution of the
prefrontal cortex, parietal cortex, and hippocampus to working
memory retrieval (Öztekin et al., 2009).

The different activation of areas that come along with
source memory and episodic memory in neural imaging
and neural physiology depends on the time course of
detection. When detection time occurs simultaneously in
one of the three proposed periods, perception, evaluation,
and binding (association), the results would show that the
activation of different areas in the brain supports episodic
or source memory.

Evidence From Mathematical Models
Several mathematical models attempt to explain the relationship
between item memory and source memory. To answer this
question, two important questions must be clarified. First,
how is the experiment designed? Second, what processes
are included in item memory or source memory? The
different experiment designs and “processes” will influence the
relationship between the item and source memory, which is
based on the same or different connections in the model
that we propose.

These models include the “multinomial processing tree,”
“receiver operating characteristic analysis,” “context maintenance
and retrieval model,” and “bivariate signal detection model.”
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However, a detailed description of the mathematical theory
is beyond the scope of this article. We merely concentrate
on how the mathematical models influence our knowledge
of understanding the “connection-strength” model and
validate our theories.

Contrary to the abovementioned evidence, mathematical
models focus on retrieval processing in item and source memory.
The essence that is for both encoding and retrieval is “item–
source connection,” where encoding is trying to form the
connection and retrieval is trying to recover the “connection”
with a cue or cues. The following shows the understanding of the
relationship by deploying the connection in our retrieval.

Multinomial Processing Tree for Source Memory
Batchelder and Riefer (1990) used the multinomial processing
model to explain the phenomena of source monitoring and
presented item detection, source identification, and guessing
bias parameters. The model is based on the hypothesis that
the retrieval of source memory only occurs when an item
is detected. Bell et al. (2016) supported this hypothesis: in
retrieval, items and distractors are randomly present, and
researchers first ask subjects to make the recognition followed
by source decision. The results showed no source memory
with no recognition. Additionally, source memory is always
worse than item memory. Such phenomena come from the
experimental design-simultaneous presentation described in
section “Introduction,” which cannot be treated as a theory
but as the hypothesis rooted in the experimental design. The
advanced multidimensional source model (Meiser and Bröder,
2002) shows that item memories are associated with source
detection memories. Recollection is always associated with the
joint memory of different source attributes, such as color and
position; however, different sources are independent of each
other in the condition of familiarity.

The multinomial processing tree model also supports different
types of item–source connections with different strengths. Not all
sources can be included in an item-source network (Dodson et al.,
1998; Klauer and Wegener, 1998). Source memories of pictures
are always better than visual words, and the source memory of
the self-referent is better than other-referent information (Riefer
et al., 1994). Meiser and Bröder (2002) showed different degrees
of difficulty in source monitoring: when sources are similar,
discrimination between sources is difficult.

Receiver Operating Characteristic (ROC) Analysis
Receiver operating characteristic curves are used as indices of
whether the memory processes are based on the threshold
criteria. The basic procedures behind the ROC are the first
subjects to decide on the memory and then tell their confidence.

This topic focuses on three themes: whether two kinds
of memory, “recollection” and “familiarity,” share the same
process; whether the item memory and source memory share
the same process; and how item memory and source memory
influence each other.

Some studies state that “recollection” and “familiarity” share
different processes: “recollection” is a threshold process, and
“familiarity” is a graded process. Jacoby (1991) identified that

“recollection” was deeply influenced by attention compared with
“familiarity,” and had the same effect on older adults (Jacoby
et al., 2005) and individuals with amnesia (Kensinger and
Corkin, 2008). However, the main evidence comes only from
neuroscience. This is because connections in “recollection” are
more difficult to form and more easily influenced by other
factors. From the viewpoint of source monitoring, researchers
believe that the two processes are both based on the graded
experiences of the subjects in asssociation with combined
source information.

An excellent model, which is computational and based
on neurobiology, was deployed by Elfman et al. (2008). The
research found that the features of sources play a significant
role: recollection will fit a threshold model when sources are
considerably distinct and a continuous model when there is
similarity (feature overlap) in sources. Such research finds that
different activation of the hippocampus is extremely crucial in
the encoding of different kinds of memory: distinct sources
are associated with higher activity in the hippocampus, and
lower distinct sources are associated with lower activity in the
hippocampus. This classic research may solve the conflict in
theory by the different activation in the hippocampus, which
implies continuous item memory regardless of recollection or
familiarity. The use of different source materials (In these
types of experiments, variables such as pictures, words, varying
colors, and auditory input are all significant predictors of
forms in operator characteristic curves) in the experiments
is significant in ROC analysis. In the experiment, Slotnick
(2010) presented objects on the left or right position of the
screen and asked subjects to remember. Recollection-based ROCs
are formed by source memory confidence ratings connecting
to judge “remember” or the highest item confidence rating
response. The results of the ROCs show that recollection-
based ROCs identify the hypothesis of continuous models.
This evidence shows that the recollection and familiarity of
recognition both follow continuous processing. Onyper et al.
(2010) used the new model, “some-or-none,” to emphasize
the importance of the continuous model. This is because
the researchers cannot integrate the data from “words” and
“travel scenes” by the dual-process signal detection theory
or unequal-variance signal detection model (the threshold or
continuous model). Researchers combine the dual-process model
and continuous model into the “variable-recollection dual-
process model,” which suggests that familiarity and recollection
are based on the continuous process. However, the difference
between familiarity and recollection is a variable criterion.
The above studies mainly focus on how source memory
affects item memory. Starns et al. (2013) used zROC slopes
to explore the relationship between item memory and source
memory. The experimenters presented the item with different
sources, female or male voice (strong voice-presenting four
times; weak voice-presenting one time), for different times
and then asked the subjects how many times the item was
present and what confidence they believed for the source.
The results indicate that the confidence of item memory
strengthens the confidence of source memory, which is called
“the converging criteria account.” The essence is underlain by
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the experimental design: the repetition to present item, the
source would simultaneously increase the strength of item–
source connections.

For the question of whether the retrieval of item memory and
source memory shares the same process, researchers answer this
question. Slotnick and Dodson (2005) found that recognition
and source memory are both continuous by removing non-
diagnostic source information in the analysis. In the experiment,
160 words were presented by female or male voices and then
were combined with 80 new words to ask subjects to evaluate
the confidence of the item and source memory. This supports
the fact that model-item memory and source memory share
the same mechanism.

Context Maintenance and Retrieval Model: How
Context Influences Item Memory
Howard and Kahana (2002) focused on how context influences
item memory. Howard and Kahana (2002) first pointed out
the temporal context model (TCM) to explain the well-
known phenomena in human memory: the recency effect
and contiguity effect. TCM considers the temporal context
as the cue to retrieve the item; for the recency effect, the
slightly changed item-retrieval temporal context, compared
with the encoding context, contributes to recency, and the
similar temporal context between continuous items supports
the contiguity effect. Second, Sederberg et al. (2008) further
evidenced the context-based theory of recency and contiguity
by simulating the internal contextual state as an effective cue to
retrieval that goes beyond the information of the time, which
comes from a combination of different contextual information.
Polyn et al. (2009) pointed out in context maintenance
and retrieval model: the semantic source which comes from
longstanding semantic association among words, the temporal
source which reflects the presentation of sequences and the
modality source which is the presentation form, all contribute
to item retrieval. The interaction among the three parts jointly
contributes to retrieval as an effective cue in free recall. This
model can also explain the enhanced emotional memory by
increasing the connection between emotional items and contexts
(Talmi et al., 2019).

Bivariate Signal Detection Model
The “bivariate signal detection model” is an effective
mathematical model for identifying the connection-strength
model, which underlines existing different item–source
connections. The “bivariate signal detection model,” as the
special case of “multidimensional signal detection theory,”
is the extension of the signal detection theory. The model
considers that the mental state is large and noisy, and every
action needs a judgment, and judgments can be modeled as
a random sample from a multivariate probability distribution
that reflects individual perceptual space. Decision-making
always depends on the different axis mapping from the space
in distribution.

Banks (2010) proposed that item memory and source memory
share a single analytic model. The multidimensional signal
detection theory states that recognition memory and source

memory depend on the projection of the multidimensional
configuration onto an appropriate unidimensional axis,
which is deployed as evidence to make memory decisions.
This explanation is consistent with our strength model,
which implies that source memory and recognition share the
same or different item–source connections; however, they
are based on the same mechanism. Researchers have used
mathematical model bivariate signal detection to demonstrate
this hypothesis. The experiment presents two kinds of words
(words and first names) along with two kinds of sources
(visual and auditory). Subsequently, the displayed items and
new items are presented on the screen, and subjects should
give the confidence of the item and source memory. The
results, which are analyzed in bivariate signal detection theory,
show that different tasks (recognition, source memory) can
be performed based on different decision axes from the
projection of multidimensional configuration. In addition,
the results show the orthogonal relationship between item
recognition memory and source memory, which deploys
different connections. However, recognition and source
memory use the same memory database that employs different
information connections.

CONCLUSION

According to Johnson, memory can be divided into two types:
information in the focus of our attention and information out of
the focus of our attention. This dichotomy integrates a memory
system into a new perspective, dividing it into item memory
and source memory.

Different item memory and source memory depend on
the same or different item–source connections. As a result,
the relationship between item and source memory is positive,
negative, or irrelevant.

Different item-source calls depend on the strength of the item-
source(s) connection, which means that when the connection
between item and source is stronger, the probability of retrieval of
item memory or source memory is greater. However, when goals
are proposed, different weights are added to different item-source
connections; the memory then changes.

In different environments, there are different goals that affect
the choice of connections. This explains why item memory and
source memory are either consistent or inconsistent.

Cognitive processes and brain mechanisms affect the
formation and intensity of connections. From the perspective
of the cognitive process, attention allocation and the appraisal
of the importance of items and sources would influence the
formation of the item–source connection. From the perspective
of brain mechanisms, the prefrontal cortex, parietal cortex,
and hippocampus are associated with perception, appraisal,
and connection formation, respectively. From the perspective
of experimental design, the single source memory decision-
making after item-random presents or block-items present
determines the relationship between the item and source
memory. The mathematical models support the hypothesis of
the connection-strength model.
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Deception is a complex and cognitively draining dyadic process that simultaneously
involves cognitive and emotional processes, both of which demand/capture attentional
resources. However, few studies have investigated the allocation of attentional
resources between cognitive and emotional processes during deception. The current
study presented facial expressions of different valences to 36 participants. While an
electroencephalogram was recording, they were asked to make either truthful or
deceptive gender judgments according to preceding cues. The results showed that
deceptive responses induced smaller P300 amplitudes than did truthful responses.
Task-irrelevant negative emotional information (TiN) elicited larger P300 amplitudes than
did task-irrelevant positive emotional information (TiP). Furthermore, the results showed
that TiN elicited larger LPP amplitudes than did TiP in deceptive responses, but not in
truthful ones. The results suggested that attentional resources were directed away to
deception-related cognitive processes and TiN, but not TiP, was consistently able to
compete for and obtain attentional resources during deception. The results indicated
that TiN could disrupt with deception and may facilitate deception detection.

Keywords: deception, emotional valence, task relevance, attentional resources, ERP

INTRODUCTION

Deception is typically defined as a psychological process by which an individual deliberately
attempts to convince another to accept as true what the first individual knows to be
false, typically to gain benefits or avoid losses for the liar, but sometimes for others (Abe,
2009). Previous studies have shown that deception is a highly complex and cognitively
draining dyadic process that simultaneously involves both cognitive and emotional mechanisms
(Buller and Burgoon, 1996; Burgoon and Buller, 2015). To successfully deceive another
individual, deception simultaneously calls upon numerous cognitive processes to execute,
such as response-conflict monitoring, inhibitory control, and/or task switching (Debey et al.,
2015; Suchotzki et al., 2015). Furthermore, the deceiver has to constantly monitor his
or her target’s demeanor and emotions and control their own throughout the deception
process, in order to appear credible and convincing (Vrij et al., 2019). As such, recent
deception studies have begun to investigate possible interactions among the cognitive and
emotional processes present during deception (Lee et al., 2010; Frank and Svetieva, 2012;
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Liang et al., 2018). For example, Liang et al. (2018) asked
participants to make truthful or deceptive gender judgments
when viewing positively and negatively valenced facial
expressions. This approach enabled the researchers to investigate
the cognitive processes underlying individuals’ truthful and
deceptive responses when task-irrelevant emotional information
was present. Their results indicated an influence of emotional
intensity upon the difference in truthful and deceptive response
times, suggesting that the automatic attention-orienting
mechanisms of task-irrelevant emotional information were
influenced on the cognitive cost of deception. However, it
remains unclear how the mind resolves the allocation of finite
attentional resources during deception when cognitive and
emotional processes are present simultaneously.

A prominent event-related potentials (ERP) in deception
tasks is the parietal P3 (also referred to as early P3/late
P3/P3b/LPC/LPP according to the time window used in
each study) which is a positive deflection typically occurring
between 300 and 1,000 ms post-stimulus (Li et al., 2008).
The parietal P3 amplitude is selectively sensitive to resources
of a perceptual/cognitive nature. Recognition of salient/known
stimuli induces larger P3 amplitude than unknown stimuli
especially when the knowledge of the stimuli is concealed, as
reported in Concealed Information Test studies (Meijer et al.,
2014; Leue and Beauducel, 2015). Whereas other deception
studies speculate that smaller P3 amplitude reflects attentional
resources directed away from the primary task to cognitive
processes related to deception (Johnson et al., 2003, 2005;
Wu et al., 2009). Specifically, deception researchers generally
agree that deception is a cognitively complex process that
simultaneously enlists additional mechanisms (i.e., maintenance
of truthful information in working memory, inhibition of
truthful information, and execution of deceptive responses)
beyond the primary task/act of lying itself. As a result, it
has been reported through both behavioral (Debey et al.,
2012; Suchotzki et al., 2017) and neuroimaging researches
(Abe, 2009; Christ et al., 2009) that attentional resources are
strained and simultaneously directed across multiple processes
during deception. Recent findings on parietal P3 amplitude
in tasks requiring deception (Leue et al., 2012; Leue and
Beauducel, 2015, 2019) reported individual differences in a
deception task for both early P3 (between 300 and 400 ms
or 280 and 350 ms post-stimulus) and late P3 (between
400 and 700 ms or 440 and 610 ms post-stimulus). Leue
et al. (2012) observed an effect of personality for early P3
amplitude but not for the late P3 amplitude, indicating that
early P3 and late P3 amplitudes represent different processes
(Leue and Beauducel, 2015).

According to findings of Kayser et al. (2000) who observed
larger early and late P3 amplitudes with parietal topographies
following emotionally salient stimuli compared to neutral
stimuli. It was suggested that early parietal P3 amplitude serve
as an indicator of initial affective stimulus salience and should
probably not be regarded as a P3a or novelty P3, which is known
to have a frontal topography, whereas late parietal P3 amplitude
serves as a somatic marker to signal stimulus significance and to
guide behavior (Damasio et al., 1991; Kayser et al., 2000; Leue and

Beauducel, 2015). Many research found increased LPP amplitude
(usually refers to the late P3 amplitude between 400 and 800 ms
post-stimulus) following the presentation of emotional rather
than neutral stimuli (Hajcak and Olvet, 2008; Hajcak et al.,
2010). Furthermore, the LPP amplitudes elicited by negatively
valenced pictures were observed to be significantly greater than
those elicited by positively valenced pictures, even though both
were equally probable, evaluatively extreme, and arousing (Vaish
et al., 2008). One study also reported how LPP amplitudes were
larger for negatively rather than positively valenced pictures,
even when subjects were not asked to explicitly evaluate the
valence of the stimulus (Ito and Cacioppo, 2000), demonstrating
a negativity bias. In addition, Ferrari et al. (2008) investigated
whether LPP amplitudes were simultaneously influenced by task
relevance and emotionality, observing the largest LPP amplitudes
from task-relevant emotional pictures and the smallest from task-
irrelevant neutral pictures. When taken together, these studies
suggest that the LPP amplitudes can reflect attentional resources
diverted away from the processing of task-relevant stimulus
information when both cognitive and emotional processes are
simultaneously present in a task that involves a multifaceted
stimulus.

However, researchers have yet to explore the division and
allocation of finite attentional resources during deception when
task-relevant cognitive processes and task-irrelevant emotional
information are simultaneously present in a multifaceted
stimulus. The present study aims to investigate the above
question. Participants were asked to make truthful and deceptive
gender judgments about positive and negative facial expressions
while behavioral and electroencephalogramic data were recorded.
Accordingly, the experiment stimuli included task-relevant
information (i.e., gender relevance data such as hair, facial
physique, facial features), task-irrelevant positively valenced
emotional information (happy facial expression images; from
here on referred to as TiP), and task-irrelevant negatively
valenced emotional information (angry facial expression images;
from here on referred to as TiN).

According to previous studies (Johnson et al., 2003, 2005),
we expected significantly reduced parietal P3 amplitudes (for
both early and late P3) for deceptive rather than truthful
responses indicating that attentional and/or processing resources
were being diverted away from processing the stimulus
information related to the gender judgment task in order
to attend to deception related processes such as maintaining
truthful information in working memory, inhibition of truthful
information, and execution of deceptive responses which cost
more mental effort (Leue and Beauducel, 2019, p. 2). According
to negativity bias (Ito and Cacioppo, 2000; Vaish et al., 2008)
which indicated negatively valenced emotional information
tends to be more salient, we postulated larger parietal P3
amplitudes (both early and late P3) for TiN rather than TiP.
Since late P3 amplitude was simultaneously influenced by task
relevance and emotionality (Ferrari et al., 2008), we expected
the interaction between response (truthful vs. deceptive) and
emotion to emerge on late P3 which is required to guide the
individual in response selection and decision making by signaling
stimulus significance.
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METHOD

Participants
Thirty-six undergraduate and graduate students (18 males,
average age = 21 years) were recruited. Participants were given
a monetary reward for their participation. All were right-
handed and had normal or corrected-to-normal vision. All
signed informed consents and were approved by the Ethical
Committee of Ludong University, in accordance with the
Declaration of Helsinki.

Stimuli and Procedure
Based on the stimulus evaluation results in the study by Liang
et al. (2018), 18 happy and 18 angry faces (half female) with
intensities above 4.5 from the NimStim and MUG databases were
selected for the formal experiment. The average intensity scores
were 5.58 (SD = 0.57) for the happy faces and 5.76 (SD = 0.63)
for the angry faces on a 9-point Likert Scale. Independent t-tests
on the average intensity scores revealed no significant differences
between happy and angry faces, t(34) = 0.93, p = 0.36.

For each trial, following a fixation cross (+) that was visible for
500–750 ms, the cue “T” or “L” appeared for 300 ms. Next, a blank
gray screen was presented for 1,000 ms. Then, an image of a facial
expression was presented for 300 ms, followed by a blank gray
screen for 1,200 ms. The participants judged the gender of the
model presented as accurately and quickly as possible, according
to the preceding cue. The “F” key was labeled “Male” and the “J”
key was labeled “Female.” Participants were instructed to make
truthful responses if the cue presented was “T” and deceptive
responses if the cue presented was “L.” The “Male” and “Female”
keys were counterbalanced among the participants. There were
equal numbers of “T” and “L” cues for each block, and all were
presented in random order (see Figure 1).

The experiment consisted of three blocks. Each included 72
trials, with each picture repeated twice within a single block.
Participants were given as much time as needed to rest before
proceeding to the next block.

Electrophysiological Recording and
Analysis
Continuous EEG readings were recorded using 64 electrodes
mounted in an elastic cap (Electro-Cap international, Inc.) that
was connected to the left mastoid. The data were removed
offline and then re-referenced to the average of the left and
right mastoids (M1 and M2). The vertical and horizontal
electrooculograms were recorded with bipolar channels from
sites above and below the midpoint of the left eye and next to
the outer canthi of each eye. Mild skin abrasion was performed
to reduce electrode impedance below 5 k�. The EEG was band-
pass filtered from 0.05 to 100 Hz, amplified with a gain of 500,
and stored on a computer hard drive at a sample rate of 1,000 Hz
(Syn-Amps 4.5, Neuroscan, Inc.).

EOG artifacts from eye blinking and horizontal movement
were automatically corrected in all trials using the Scan 4.5
software package. EEGs contaminated with artifacts due to

FIGURE 1 | Experiment procedure.

amplifier clipping, bursts of electromyographic activity, or peak-
to-peak deflection exceeding ± 75 µV were excluded from the
trials. In the present study, the ERP waveforms were time-locked
to the time of appearance of the facial expression images. The
averaged epoch for the ERPs was 800 ms, including a 100 ms pre-
stimulus baseline. Based on previous studies (Leue et al., 2012;
Leue and Beauducel, 2015) and inspection of the topographical
distribution of the grand-averaged ERP activities, there are two
positive peaks in the time interval relevant for the P3 (300–
800 ms), one between 300 and 400 ms and another one between
450 and 750 ms after stimulus onset. This indicates that an
average across the relevant time window could represent two
different components so that both time intervals were used for
EEG component quantification. According to Luck (2005), we
performed a combined amplitude and latency measurement: In
each individual ERP we searched for the most positive segment
average of 50 ms within the time window of 300–400 ms after
stimulus onset for the early P3 due to its narrow window. The
mean amplitude of the late P3 was measured between 450 and
750 ms. The following 15 electrode sites [Fz, F3, F4 (three
frontal sites), FCz, FC3, FC4 (three frontal-central sites), Cz, C3,
C4 (three central sites), CPz, CP3, CP4 (three central-parietal
sites), and Pz, P3, P4 (three parietal sites)] were chosen for
the statistical analysis. The amplitude of each ERP component
was then submitted in an ANOVA with response type (truth
vs. deception), valence (positive vs. negative), and electrode
zones (frontal vs. frontal-central vs. central vs. central-parietal
vs. parietal) as within-subject variables. ERP amplitudes were
averaged over electrodes within a zone.

RESULTS

Behavioral Data
A series of 2 (valence: positive vs. negative) × 2 (response type:
truthful vs. deceptive) repeated ANOVAs were conducted on
both accuracy and reaction time. The main effect of response
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type was found for accuracy, [F(1, 35) = 15.33, p < 0.001, η2
p

= 0.31], indicating a higher accuracy for truthful (M = 0.93,
SE = 0.01) rather than deceptive responses (M = 0.90, SE = 0.01).
The main effect of response type was found for reaction time,
[F(1, 35) = 118.10, p < 0.001, η2

p = 0.77], indicating a shorter
reaction time for truthful (M = 678.12, SE = 25.90) rather
than deceptive responses (M = 740.77, SE = 25.74). The main
effect of valence was found for reaction time, [F(1, 35) = 4.42,
p = 0.04, η2

p = 0.11], indicating a shorter reaction time for
TiP (M = 705.33, SE = 25.99) rather than TiN (M = 713.56,
SE = 25.47). The other main and interaction effects were not
significant (Figure 2).

Event-Related Potentials Data
Figure 3 shows the overall ERP waveforms for the 36 subjects in
the four conditions, which were detected using three electrodes
on the midline of the scalp. After artifact rejection, the mean
numbers of valid trials were 41, 41, 42, and 41 for deceptive
responses to negative facial expressions, deceptive responses
to positive facial expressions, truthful responses to negative
facial expressions, and truthful responses to positive facial
expressions, respectively.

Early P3 (300–400 ms)
A significant main effect of response type was revealed for early
P3, [F(1, 35) = 9.54, p = 0.004, η2

p = 0.21]; the mean amplitude
for truthful responses (M = 2.94, SE = 0.66) was greater than for
deceptive responses (M = 2.19, SE = 0.59). The main effect of
valence was significant, [F(1, 35) = 4.37, p = 0.04, η2

p = 0.11];
TiN (M = 2.74, SE = 0.64) elicited a larger early P3 than did
TiP (M = 2.40, SE = 0.59). The main effect of electrode zone
was significant, [F(4, 140) = 84.48, p < 0.001, η2

p = 0.71],
indicating that the amplitude grew greater when moving from
the frontal area to the parietal area (0.23, 0.74, 1.99, 4.04, 5.85).

FIGURE 2 | The reaction time for positive and negative facial expression
under truthful and deceptive condition.

The differences among areas are significant except the difference
between frontal and frontal-central area. The interactive effect
of valence and electrode zone was significant, [F(4, 140) = 4.43,
p = 0.03, η2

p = 0.11], indicating that the difference between TiN
and TiP is significant in the central-parietal and parietal areas
(p = 0.003, p = 0.002), marginally significant in the central area
(p = 0.06), but not in the frontal and frontal-central areas. The
other interactions were not significant. For scalp topographical
maps (see Figure 4).

Late P3 (450–750 ms)
For the late P3 mean amplitude, there was a significant effect
of response type, [F (1, 35) = 9.09, p = 0.005, η2

p = 0.21], with
the amplitude for truthful responses (M = 4.08, SE = 0.68) being
greater than for deceptive responses (M = 3.53, SE = 0.66). The
main effect of valence was marginally significant, [F(1, 35) = 3.49,
p = 0.07, η2

p = 009], meaning that TiN (M = 3.98, SE = 0.68) was
associated with a more positive late P3 than was TiP (M = 3.63,
SE = 0.66). The main effect of electrode zone was significant,
[F(4, 140) = 15.85, p < 0.001, η2

p = 0.31], indicating that the
amplitudes in the central, central-parietal and parietal areas (4.51,
5.02, 4.31) were more positive than that in the frontal and frontal-
central areas (1.91, 3.26). The interactive effect of response type
and valence was significant, [F(1, 35) = 4.14, p = 0.05, η2

p = 0.11].
The amplitude for TiN (M = 3.84, SE = 0.70) was greater than
for TiP (M = 3.21, SE = 0.63) under deceptive conditions,
p = 0.01. In contrast, the late P3 amplitude for TiN and TiP
did not differ under truthful conditions, p = 0.80 (see Figure 5).
For scalp topographical maps (see Figure 6). The interactive
effect of response type and electrode zone was significant, [F(4,
140) = 7.15, p < 0.001, η2

p = 0.17], indicating that the amplitude
difference between truthful responses and deceptive responses
was significant in the frontal, frontal-central, central and central-
parietal areas, but not in the parietal areas. The other interactions
were not significant.

DISCUSSION

In the present study, we asked participants to make truthful
and deceptive gender judgments of positive and negative facial
expressions. An ERP was applied to investigate how individuals
resolved and allocated finite attentional resources when a
stimulus contained both task-relevant (i.e., gender relevance
information) and task-irrelevant emotional information
(positively/negatively valenced) during deceptive gender
judgments. The results show that deceptive responses induced
smaller parietal P3 amplitudes (both early and late P3) than did
truthful responses. TiN elicited larger parietal P3 amplitudes
(both early and late P3) as compared to TiP. Furthermore, the
results reveal that TiN elicited larger late parietal P3 amplitude
than did TiP in deceptive but not in truthful responses.

In the present study, significantly reduced early and late
parietal P3 amplitudes were observed during deceptive responses
in comparison to truthful responses. This result is consistent
with previous deception researches suggesting that smaller P3
amplitude (both early and late) reflects attention directed away
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FIGURE 3 | Grand average waveforms at Fz, Cz, and Pz for each of the four experiment conditions.

to other processes present during deception (Johnson et al.,
2003, 2005; Wu et al., 2009). In line with recent meta-analysis
(Leue and Beauducel, 2019), reduced parietal P3 amplitude in
deception can be interpreted in terms of mental effort. Taken
together, the results in the present study indicate more mental
effort was required when the individuals were cued to make
deceptive rather than truthful responses. Significantly larger
early and late parietal P3 amplitudes for the TiN trials in
comparison to the TiP trials further revealed the influence of
task-irrelevant emotional information. Numerous studies have
observed differences in parietal P3 amplitude among emotional
stimuli of different valences. Specifically, larger parietal P3
amplitude has commonly been reported in negatively valenced
stimuli, as compared to positively valenced stimuli (Ito and
Cacioppo, 2000; Ferrari et al., 2008; Vaish et al., 2008). In
general, previous findings suggest that negatively valenced
stimuli have higher saliency than other affectively neutral or
even positive stimuli (Ogawa and Suzuki, 2004). Our ERP results

mirror those of previous ERP studies, with the results of early
and late P3 amplitudes indicating that TiN was more salient
compared to TiP.

On top of the main effect for both response type and
valence, is the observed interaction between response type and
valence for late P3 amplitude. In the present study, larger
late parietal P3 amplitude was observed for TiN than for
TiP when participants made deceptive responses, whereas no
differences in late parietal P3 amplitude were found between
TiN and TiP when participants made truthful responses.
Previous findings have suggested that late parietal P3/LPP
activity indicates the amount of attentional resources being
allocated to the processing of a stimulus (Ferrari et al.,
2008). In accordance with previous findings, the former
result suggests that the amount of attentional resources being
allocated to process TiN was greater than for TiP when
individuals made deceptive responses. This finding is consistent
with the majority of previous findings, which reported that
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FIGURE 4 | Topographic maps of the mean voltage amplitudes for the four experimental conditions in the 300–400 ms time window.

FIGURE 5 | The late P3 amplitudes for truthful and deceptive responses to
positive and negative facial expressions. *p < 0.05.

task-irrelevant negative stimuli were more salient and thus
demanded more attention (due to processing bias) than task-
irrelevant positive stimuli. Yet the latter result suggests otherwise,
indicating that the amount of attentional resources allocated
to process TiN did not differ from that of TiP when the
individuals made truthful responses. Our ERP results imply
that when attentional resources are strained (for example,
in deceptive responses and when attention needs to be

spread simultaneously across numerous cognitive processes), the
amount of attentional resources or effort allocated to process TiN
is greater than when TiP is present. This indicates that negatively
valenced emotional information, despite being task-irrelevant,
competed for attentional resources and successfully acquired
more attentional resources when those attentional resources
were strained during deceptive responses; less attentional
resources were allocated to TiP during deceptive responses.
In contrast, when attentional resources were not as strained
(for example, in truthful response conditions), both TiN and
TiP competed for attentional resources and perhaps received
equal allocations. Based on the results of the present study,
it can be speculated that TiN was able to consistently obtain
attentional resources. In contrast, the attentional resources or
effort allocated to TiP depended on whether attentional resources
were constrained or not.

These results provide a glimpse into how task-irrelevant
emotional information influences individuals’ deceptive and
truthful responses. Deception detection researches have unveiled
numerous findings underscoring the importance of both emotion
and cognitive load in deception (Vrij et al., 2012, 2017). The
findings of the present study demonstrate how the two equally
important processes involved in deception simultaneously
compete for and are allocated finite attentional resources. These
conclusions have implications for future deception detection
research relying on imposed cognitive load to magnify differences
between liars and truth-tellers. Numerous studies have reported
how additional cognitive loads can effectively aid in deception
detection (Frank and Svetieva, 2012; Vrij et al., 2012, 2017).
According to that theory and previous findings, additional
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FIGURE 6 | Topographic maps of the mean voltage amplitudes for the four experimental conditions in the 450–750 ms time window.

cognitive load imposed on liars whose cognitive resources have
already been partially depleted by the cognitively demanding
task of lying, further strain their available resources. As a
result, such loading has a particularly debilitative effect on a
liar’s attempt to present a plausible, detailed, and convincing
depiction of an event.

Based on the findings of the present study, the presence of
TiP and TiN should be considered in the process of deception
detection. Our results indicate that TiN consistently competed
for and exerted strain on attentional resources, regardless of
the response type (deceptive vs. truthful). In contrast, the
strain TiP imposed on attentional resources in a manner that
did not facilitate the goal of overloading and debilitating liars
by imposing additional strain. Our results suggest that less
strain on attentional resources was imposed when individuals
made deceptive responses if TiP was present. Conversely, the
strain on attentional resources imposed when individuals made
truthful responses did not differ between trials where TiN or
TiP was present. These results suggest that the presence of
TiP in deception detection may lessen rather than magnify the
differences between truth-tellers and liars. However, caution
is advised when interpreting results obtained in the present
study. Deceptive responses were dictated by the experiment’s
instructions, rather than freely undertaken by the participants
in our study. Hence, the experiment conditions differed from
the real-world high stakes lies considered in previous deception
detection research, where the motivation to deceive was strong.
A study examining the effect of willingness toward honest
and deceptive responses, reported a significant main effect

of willingness, observing larger P3 amplitude elicited by self-
determined responses compared to forced responses (Wu et al.,
2009). Another limitation of this research is the lack of control
over possible individual differences in cognitive capacity. Study
has reported a relationship between individual differences in
executive functions (cognitive capacity) and the accuracy as
well as latency of deceptive responses. Results showed that set-
shifting and inhibition were directly related to deception accuracy
and speed, respectively. However, enhanced underlying working
memory skills (both verbal and spatial) were negatively associated
with deception speed (Visu-Petra et al., 2012).

CONCLUSION

The present study highlighted how emotional and cognitive
processes involved in deception simultaneously compete for
finite attentional resources. The results show that deceptive
responses induced smaller early and late P3 amplitudes than did
truthful responses. Additionally, TiN elicited larger early and late
P3amplitudes than did TiP. Furthermore, the results reveal that
TiN elicited larger late P3 amplitude than did TiP in deceptive
but not truthful responses. The results suggest that attentional
resources were directed away to deception-related cognitive
processes. Moreover, TiN but not TiP, was consistently able to
compete for and obtain attentional resources during deception.
The results reveal a unique effect of stimulus saliency (in the form
of task irrelevant negatively valenced emotional information)
during deceptive responses but not truthful responses.
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Although it has been suggested that reward expectation affects the performance

of spatial working memory tasks, controversial results have been found in previous

experiments. Hence, it is still unclear to what extent reward expectation has an effect on

working memory. To clarify this question, a memory-guided saccade task was applied, in

which participants were instructed to retain and reconstruct a temporospatial sequence

of four locations by moving their eyes in each trial. The global- and local-level spatial

working memory accuracies were calculated to determine the reward effect on the

global and local level of processing in spatial working memory tasks. Although high

reward expectation enhanced the encoding of spatial information, the percentage of

trials in which the cued location was correctly fixated decreased with increment of reward

expectation. The reconstruction of the global temporospatial sequence was enhanced

by reward expectation, whereas the local reconstruction performance was not affected

by reward. Furthermore, the improvements in local representations of uncued locations

and local sequences were at the cost of the representation of cued locations. The results

suggest that the reward effect on spatial working memory is modulated by the level of

processing, which supports the flexible resource theory during maintenance.

Keywords: reward expectation, spatial working memory, global-level processing, local-level processing, high

cognitive load

INTRODUCTION

Working memory plays an essential role in human adaptive behavior and lies at the core of
cognitive psychology research since its birth. The limited capacity of working memory has been an
important concern since the insightful research of Miller on “the magical number seven” (Miller,
1956), and it has been demonstrated that the capacity of working memory is even less than seven
(Cowan, 2001; Kawasaki and Yamaguchi, 2013; Marchette et al., 2015). However, the total capacity
of working memory is not fixed; it varies across individuals (Just and Carpenter, 1992; Barrett et al.,
2004) and can even be improved by motivation within the same individual (Krawczyk et al., 2007;
Heitz et al., 2008; Kawasaki and Yamaguchi, 2013).

As an extrinsic motivation, monetary reward is a powerful modulator of attention. The
expectation of amonetary reward narrows down the scope of attention (Filetti et al., 2019), allocates
cognitive resources (Wei and Kang, 2014; Su et al., 2021), and alters cognitive executive function
(Qu et al., 2013). It has been proposed that reward expectation improves working memory capacity
by encouraging participants to make more efforts to fulfill the working memory tasks (Gilbert and
Fiez, 2004; Hopstaken et al., 2016).

6062

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2021.744400
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2021.744400&domain=pdf&date_stamp=2021-10-15
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
https://creativecommons.org/licenses/by/4.0/
mailto:dingjh@cnu.edu.cn
https://doi.org/10.3389/fpsyg.2021.744400
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.744400/full


Zhou et al. Reward Modulates Spatial Working Memory

However, empirical results have revealed a complex
relationship between reward and working memory. Under
some circumstances, reward did improve working memory
performance (Gilbert and Fiez, 2004; Taylor et al., 2004; Rowe
et al., 2008; Beck et al., 2010; Savine et al., 2010; Marquand
et al., 2011; Kawasaki and Yamaguchi, 2013; Sandry et al., 2014;
Choi et al., 2015; Hammer et al., 2015; Fairclough and Ewing,
2017; Hefer and Dreisbach, 2017; Heritage et al., 2017; Klink
et al., 2017; Allen and Ueno, 2018; Anna and Anna, 2018;
Thurm et al., 2018; Gaillard et al., 2019; Magis-Weinberg et al.,
2019; Manga et al., 2020; Sandry and Ricker, 2020), while other
studies did not find the reward effect on working memory
accuracy (Pochon et al., 2002; Krawczyk et al., 2007; Beck
et al., 2010; Hager et al., 2015; Infanti et al., 2017; Smith et al.,
2017; Fairclough et al., 2018; Di Rosa et al., 2019). A potential
factor mediating the reward effect is working memory load. For
example, the reward effect was pronounced in studies of complex
tasks, such as remembering 20 locations (Cho et al., 2018) or
maintaining spatial and other features simultaneously (Rowe
et al., 2008; Kawasaki and Yamaguchi, 2013; Klink et al., 2017;
Allen and Ueno, 2018; Anna and Anna, 2018; Gaillard et al.,
2019). In contrast, when the task was relatively simple, such as
the eight-arm maze task (Smith et al., 2017), the influence of
reward expectation on spatial working memory disappeared.
Some researchers directly manipulated working memory load
and/or compared performances of participants with different
working memory abilities (Taylor et al., 2004; Esteban et al.,
2015; Hammer et al., 2015; Thurm et al., 2018; Gaillard et al.,
2019). For example, Hammer et al. (2015) required children with
attention-deficit/hyperactivity disorder (ADHD) and normally
developed children to complete 2-back visual working memory
tasks. The behavioral results revealed the reward expectation
effect on working memory performance only in the ADHD
group but not in the normally developed group. It was proposed
that the disappearance of the reward effect was due to the ceiling
effect (Savine et al., 2010; Esteban et al., 2015; Hammer et al.,
2015).

However, the reward effect is not merely mediated by working
memory load (Pochon et al., 2002; Heritage et al., 2017;
Fairclough et al., 2018; Gaillard et al., 2019), and participants
with better working memory ability have shown the reward
effect, while others did not (Thurm et al., 2018; Manga et al.,
2020). Hence, working memory load is not sufficient to explain
the inconsistent results of the previous studies. There are other
factors involved in the relationship between reward and working
memory, such as processing level (Ahmed and Fockert, 2012) and
other factors (Beck et al., 2010; Savine et al., 2010; Choi et al.,
2015; Hammer et al., 2015; Heritage et al., 2017; Fairclough et al.,
2018; Magis-Weinberg et al., 2019).

According to the load theory, the effectiveness of voluntary
attention is impaired when working memory load is high,
because of exhausting cognitive resources (Lavie et al., 2004).
However, according to Ahmed and Fockert (2012), this theory is
valid only when the task requires relative local-level processing,
while the effect reverses when global-level processing is required.
Ahmed and Fockert (2012) suggested that the ability to effectively
concentrate attention to relevant local visual fields is reduced

when working memory load is high. In typical spatial working
memory studies, increment of spatial working memory load
always couples with a more localized requirement of processing.
Compared with low spatial working memory load condition, the
visual field in high working memory load condition is divided
into relatively small areas, and attention must be constrained
to a more local visual field to take in distinct representations
of multiple locations (Saarinen, 1988), while the effectiveness of
voluntary attention deteriorates when the working memory load
is high. Thus, the increase in workingmemory requirement is not
only a burden to the maintenance of spatial information but also
weakens the encoding of spatial locations.

The interaction between the effect of reward and the effect of
working memory load may reflect the unstable reward effect on
working memory. The reward effect improves working memory
performance by enhancing voluntary attention (Gilbert and
Fiez, 2004; Pessoa, 2009), but a high working memory load
undermines the precision of spatial representations (Ahmed
and Fockert, 2012). Based on these findings, we hypothesized
that reward enhances spatial working memory performance
at the global level, but working memory performance at the
local level benefits less from reward or, even worse, the reward
effect vanishes.

To verify this hypothesis, we applied a sequential memory-
guided saccade task under different reward conditions.
Compared with other delay-match tasks, the memory-guided
saccade task is more flexible and accountable (Funahashi et al.,
1993) and has been widely applied in studies of spatial working
memory (Funahashi et al., 1993; Park et al., 1995; Sawaguchi
and Iba, 2001; Johnston and Everling, 2008; Tsujimoto and
Postle, 2012). The accuracy of saccade relies on precise spatial
representation (Vergilino and Beauvillain, 2001; Theeuwes et al.,
2009). The memory of sequential locations consists of location
and sequence information. Sequential information is organized
in either time or space, which are compatible (Fischer-Baum
and Benjamin, 2014). Serial-order memory is highly connected
with spatial working memory, and sequence information is
represented in the form of space (van Dijck et al., 2013; Antoine
et al., 2018).

In this study, spatial working memory performance was
assessed both at the global and local level of similarity
between stimuli sequence and scan path. In addition to
the saccade landing point, fixation duration was calculated
as a measurement of cognitive effort devoted to the task.
Eye movements reflect the status of attention (Rayner, 1978,
2009; Theeuwes et al., 2009), and fixation duration is a
valid indicator of attention (Rayner et al., 2007; Papageorgiou
et al., 2014). Friedman and Liebelt (1981) found that fixation
duration was prolonged when the gazed object was unusual
or was required to be remembered. They suggested that
the prolonged fixation duration reflects additional attention
allocated to the gazed object. Considering that fixation duration
covers multiple cognitive procedures, such as intake of foveal
information and saccade planning (Rayner, 1998; Ludwig
et al., 2014), and is influenced by factors other than cognitive
effort (Rayner, 1998; Ludwig et al., 2014), comparing the
fixation durations of reward cue and non-cue can provide
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more details about the impact of reward expectation on
working memory.

METHODS

Participants
Twenty right-handed college students (10 men and 10 women)
participated in this experiment. All of them had a normal
or correct-to-normal vision and color vision. They were
compensated after the experiment with a basic amount of money
plus a bonus depending on their performance.

Equipment and Materials
Stimuli were presented on a 19-inch CRT monitor with a refresh
rate of 120Hz and a resolution of 1,024 × 768 pixels via Visual
Basic. The viewing distance was 60 cm. A chin and forehead rest
was used to reduce headmovements. Eye positions were recorded
by SMI Hi-speed eye tracker (SensoMotoric Instruments GmbH,
Teltow, Germany) at a sampling rate of 350Hz. The spatial
resolution of the eye tracker was 0.1◦ of visual angle. A standard
nine-point calibration and validation were conducted at the
beginning of each block to ensure the eye data quality. Memory
arrays consisted of four items, three of which were gray disks,
while the fourth, a reward cue, was either a 1-Fen or 1-Yuan
or blurred Chinese coin (1 Yuan equals 100 Fen in Chinese
currency). The locations of reward cues in memory arrays were
randomized. All stimuli were in the size of 5.59◦ visual angle and
had the same luminance (Figure 1B). The reward expectation
level was assigned to none, low, and high corresponding to
reward cues of blurred, 1-Fen, and 1-Yuan Chinese coins (reward
cues), respectively.

The screen was divided into 16 grids and equally distributed
in four quadrants (four squares in each quadrant). Items (disks
or reward cues) were displayed in squares in accordance with the
experimental design.

Procedure
A sample test paradigm was used in the experiment. During
the encoding phase, a “+” appeared at the center of the screen
and disappeared until the subjects fixated it steadily for at least
800ms. Four pictures, including three gray disks and a reward
cue (blurred/1-Fen/1-Yuan Chinese coins), were presented in
each quadrant at one of four grids for 1,000ms, sequentially.
The stimulus positions were described by the sequential order
of quadrants (denoted by bigger numbers) and the number of
grids (labeled by letters; as shown in Figure 1A) in which the
stimuli were displayed. The participants were asked to gaze at the
pictures and to remember their locations and sequential order.

There was a delay of 800ms before the recall phase. During
the recall phase, the participants were instructed to reconstruct
the spatial location sequence as precisely as possible in 5,000ms
by gazing on a blank screen. The eye scan path was described
by two series of positions of different processing levels. One
was the quadrant sequence, indicating the sequential order of
eye positions in different quadrants, such as “1234” (denoted by
letters in Figure 1A). The other one was the sequential positions
at grids in each of the quadrants, denoted by letters “ABCD.” The

recall performance of spatial working memory was calculated
by comparing the sequences of stimulus in the encoding phase
and eye scan path in the retrieval phase. Similarities of each
trial were calculated according to Brandt and Stark (1997) and
Eddy (2004), including global similarity (GS), which was based
on the quadrant, and local similarity (LS), which was based on
the grid. Both GS and LS refer to degrees of similarity between
sequences of stimuli positions in the study phase and eye fixation
positions in the recall phase, ranging from 0 (totally different)
to 1 (the same). GS and LS indicate the recall accuracy of the
global and local positions of stimuli, respectively. LS has a finer
spatial scale than GS and reflects a more rigid requirement of
spatial resolution.

At the end of each trial, a feedback of reward amount (money
in Chinese Yuan) was shown for 1,000ms. Coin pictures were
used to indicate locations to be remembered and reward cues
(Hager et al., 2015; Di Rosa et al., 2019; Manga et al., 2020). The
amount of reward depended on the performance (i.e., GS and LS)
and reward conditions of participants and was calculated by the
formulaW∗(GS+LS)/2), whereW = 0 for No-reward,W = 1 for
Low-reward, and W = 10 for High-reward. The unit of it is the
Chinese Yuan.

A total of 192 trials in the whole experiment were randomized
and assigned into 12 blocks. There were 48 trials in each of
the reward expectation conditions (No, Low, and High). The
procedure of one trial is shown in Figure 2.

Data Preprocessing
Dependent variables in the present research were derived from
the fixation data. Fixations were defined using a temporal
threshold of 100ms and a spatial threshold of 2◦ visual angle,
which were calculated offline. Then, the mean fixation number
and the mean fixation duration were generated and grouped by
the reward expectation conditions and location of fixation. The
percentage of trials in which the cued grid was correctly re-
fixed was used as the index of reward-cue memory performance.
The spatial working memory task performance was evaluated by
the sequence similarity proposed by Eddy (2004). Specifically,
locations with the same temporal order of stimuli in the study
phase and of eye fixation in the recall phase were compared,
and each pair of overlapped locations scored 1 point. Sequence
similarity was calculated by dividing the total score of four pairs
of locations by 4, with a range from 0 (totally wrong) to 1
(totally correct).

RESULTS

Eye Fixations During the Study Phase
During the study phase, three gray disks and a reward cue were
presented sequentially one by one. The subjects were instructed
to remember their spatial and temporal locations. We segregated
the numbers of eye fixations and their durations by whether they
were on the cue or non-cue (gray disk; as shown in Figure 3).

There was no significant effect of reward expectation or
fixation position (on non-cue or cue) on the number of fixations.
However, the fixation duration was significantly affected by
reward expectation [MNo−reward = (362± 14)ms;MLow−reward =
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FIGURE 1 | Partition of the screen for stimulus presentation (A) and stimuli used in the experiment (B). (A) Four quadrants (marked by numbers) were divided into a

total of 16 equal-size grids (four per quadrant, labeled by letters). (B) Stimuli were gray disk (top left), blurred disk (top right), 1-Fen (bottom left), and 1-Yuan (bottom

right) Chinese coins.

FIGURE 2 | An example of the sequence of events and presentation times.

(355 ± 13) ms; MHigh−reward = (410 ± 17) ms; F(2, 38) = 25.736,

p < 0.001, η2
p = 0.575], fixation position [Mcue = (421± 17) ms;

Mdisk = (331± 11) ms; F(1, 19) = 91.351, p < 0.001, η2
p = 0.828],

and their interaction [F(2, 38) = 15.087, p < 0.001, η2
p = 0.443].

Simple effect analysis showed significant differences in fixation
duration between the fixations on locations of reward cue and
those on locations of non-cue disk under No-reward [t(19) =

8.714, p < 0.001, Cohen’s d = 1.949], Low-reward [t(19) = 4.810,

p < 0.001, Cohen’s d = 1.075], and High-reward expectation
conditions [t(19) = 7.005, p < 0.001, Cohen’s d = 1.566]. Reward

expectation effects were significant for fixation durations of both

reward cue [F(2, 38) = 6.020, p < 0.001, η2
p = 0.241] and non-cue

disks [F(2, 38) = 23.120, p < 0.001, η2
p = 0.549]. For the non-cue

disks, fixation durations of High-reward cue were significantly

longer than those of Low- [t(19) = 2.174, p = 0.043, Cohen’s d =

0.486] and No-reward cues [t(19) = 4.077, p< 0.001, Cohen’s d=
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FIGURE 3 | The numbers of fixation (A) and mean fixation duration (B) on cue and non-cue under different reward expectation conditions. Error bars indicate the

standard error of mean (SEM).

0.912]. The difference in fixation durations between No-reward
and Low-reward cues was marginally significant [t(19) = 2.057, p
= 0.054, Cohen’s d= 0.460]. When reward cues were fixated, the
same pattern appeared. Fixation durations of High-reward cues
were significantly greater than those of No-reward [t(19) = 4.266,
p < 0.001, Cohen’s d = 0.954] and Low-reward cues [t(19) =
5.596, p< 0.001, Cohen’s d= 1.251], and there was no significant
difference between No- and Low-reward cues.

Eye Fixations on the Location of Reward
Cue During the Retrieval Phase
During the retrieval phase, the percentage of cued grids that
were correctly fixated (as shown in Figure 4A) and the fixation
durations of fixated or unfixated cued grids under different
reward expectation conditions were calculated (as shown in
Figure 4B).

Analysis of variance (ANOVA) of the percentage of trials in
which cued grids were fixated (as shown in Figure 4A) revealed a
significant effect of reward expectation [MNo−reward = 51.70%±

1.60%; MLow−reward = 46.40% ± 1.40%; MHigh−reward = 29.20%

± 2.50%; F(2, 38) = 44.800, p < 0.001, η
2
p = 0.702]. Multiple

comparisons showed that the No-reward cued grid was fixated
more frequently than the Low-reward [t(19) = 2.731, p < 0.05,
Cohen’s d = 0.886] and High-reward cued grids [t(19) = 9.461,
p < 0.001, Cohen’s d = 3.070], while the Low-reward cued grid
received more fixations than the High-reward cued grid [t(19) =
5.702, p < 0.001, Cohen’s d = 1.850].

A 2 (fixation on cued grid and non-cued grid)× 3 (No-, Low-,
and High-reward cue) repeated-measures ANOVA of fixation
duration revealed a significant effect of fixation location [Mcued

= (441 ± 22) ms; Muncued = (461 ± 19) ms; F(1, 19) = 6.798, p
= 0.017, η2

p = 0.263], reward expectation [MNo−reward = (470 ±
19) ms;MLow−reward = (442± 21) ms;MHigh−reward = (441± 23)

ms; F(2, 38) = 5.808, p= 0.019, η2
p = 0.234], and their interaction

[F(2, 38) = 22.793, p < 0.001, η2
p = 0.545]. Simple effect analysis

showed significant differences in fixation durations between cued
and non-cued grids under No- [F(1, 19) = 33.280, p < 0.001,
η
2
p = 0.637], Low- [F(1, 19) = 23.640, p < 0.001, η2

p = 0.554], and

High-reward expectation conditions [F(1, 19) = 11.910, p< 0.001,
η
2
p = 0.385]. Reward expectation effects were significant for mean

fixation durations on both cued grid [F(2, 38) = 11.710, p< 0.010,
η
2
p = 0.381] and non-cued grid [F(2, 38) = 15.11, p < 0.001,

η
2
p = 0.443]. Duration of fixation on non-cued grid of No-reward

expectation was significantly shorter than that of Low-reward
[t(19) = −5.051, p < 0.001, Cohen’s d = 1.639] or High-reward
expectation conditions [t(19) = −3.717, p = 0.001, Cohen’s d =

1.206]. There was no significant difference in fixation duration
between High- and Low-reward expectations. For the cued grid,
the fixation duration of No-reward expectation was significantly
longer than that of High- [t(19) = 6.715, p < 0.001, Cohen’s d =

2.179] and Low-reward expectation conditions [t(19) = 3.825, p=
0.001, Cohen’s d= 1.241], and there was no significant difference
between High- and Low- reward expectation conditions.

The Retrieval Performance of Spatial
Working Memory Task
Spatial working memory performances (both GS and LS between
the sequence of stimuli positions and eye fixation positions in the
recall phase) under different conditions are shown in Figure 5.

For the GS, a 2 (cued grid fixated and unfixated) × 3
(No-, Low-, and High-reward cue) repeated-measures ANOVA
revealed a significant effect of reward expectation [MNo−reward

= 0.601 ± 0.012; MLow−reward = 0.601 ± 0.010; MHigh−reward

= 0.625 ± 0.011; F(2, 38) = 7.078, p = 0.002, η
2
p = 0.271]. The

interaction between the cued grid and reward expectation is also
significant [F(2, 38) = 4.356, p= 0.020, η2

p = 0.187]. Simple effect
analysis revealed a significant reward expectation effect when the
locations of reward were successfully re-fixated [F(2, 38) = 12.095,
p < 0.001, η

2
p = 0.389] but not when the locations of reward

cue were not re-fixated. Further analysis showed that, when the
locations of reward cue were successfully re-fixated, there were
significant differences in GS between the Low-reward condition
and the High-reward condition [t(19) = 3.788, p= 0.002, Cohen’s
d = 0.847] and between the No-reward condition and the High-
reward condition [t(19) = 4.611, p < 0.001, Cohen’s d = 1.031].
However, there was no significant difference between the No-
reward condition and the Low-reward condition. The difference
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FIGURE 4 | Percentage of the fixated cued locations (A) and the fixation durations of both the cued grids were fixated and unfixated (B) under different reward

expectation conditions. Error bars indicate the standard error of mean (SEM).

FIGURE 5 | Recall scores of GS (A) and LS (B) under different reward expectation conditions. Error bars indicate the standard error of mean (SEM).

of GS between conditions when the cued grid was fixated and
when the cued grid was unfixated was significant in High-reward
expectation condition [t(19) = 2.813, p = 0.011, Cohen’s d =

0.629], but not in the other two reward expectation conditions
(p > 0.100).

Local similarity showed a different statistical pattern, that is,
2 (cued grid fixated and unfixated) × 3 (No-, Low-, and High-
reward cue) repeated-measures ANOVA revealed a significant
main effect of re-fixation [Munfixated = 0.521 ± 0.012; Mfixated

= 0.465 ± 0.010; F(2, 38) = 26.413, p < 0.001, η
2
p = 0.582],

showing that when the cued grids failed to be re-fixated,
scores of local similarity went up. Other effects on LS were
not significant.

DISCUSSION

The results of the current research showed that reward
expectation affected the encoding and maintenance
of temporally organized spatial representations. Four-
location temporal sequence was encoded into the
working memory, and more attention was paid to
locations with high rewards in the study phase. These
spatial location representations were maintained in

the delay phase and retrieved successively in the
reconstruction phase.

Reward Expectation Enhances Voluntary
Attention in the Encoding Phase
The results of the study phase showed that stimuli, reward
cues or not, in the High-reward expectation condition were
fixated longer than those in No- and Low-reward expectation
conditions (as shown in Figure 5). Considering the effect of
reward expectation on recall performance in this study and
the indecisive relationship between pure fixation duration and
working memory performance in previous studies (Saint-Aubin
et al., 2007; Oi et al., 2015), the changed fixation duration
in the study phase of this study likely reflect differences
in attention allocation under different reward expectation
conditions. Specifically, the participants paid more attention to
the task when reward expectation was high, compared with the
No-reward and Low-reward conditions.

The result of fixation duration in the study phase is in line
with previous studies that reported that reward expectation
prompted encoding of working memory (Wallis et al., 2015;
for a review, see Botvinick and Braver, 2015; Klink et al.,
2017; Roberts et al., 2017). In their first experiment, Wallis
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et al. (2015) found that reward improved encoding of reward-
associated items, and the reward effect was generalized to other
items in the memory list. In this research, fixation durations on
gray disks were prolonged in High-reward conditions as well.
It seems that the mechanism underlying the reward effect in
the encoding phase is more general than the specified encoding
of the reward cue. A plausible explanation is that reward
expectation enhances arousal, which in turn provides more
cognitive resources for working memory encoding (Murray,
2007; Murayama and Kitagami, 2014; Unsworth and Robison,
2015), and participants are willing to make more efforts to obtain
a higher reward. The null result of fixation number and the longer
fixation duration of reward cue in the study phase are predictable.
The design of the task in this research restricted the saccadic
patterns of participants in the study phase and led to equivalent
fixations under all reward expectation levels. These reward cues
contained additional reward information compared with gray
disks, requiring additional processes.

Reward Effects on Different Processing
Levels
The main aim of this research was to explore the reward effect
on spatial working memory at different processing levels. As
predicted, we found a significant reward effect on GS, the
indicator of global processing, but no reward effect on local
similarity, the indicator of local processing. Furthermore, the
percentage of trials in which the cued grid was correctly re-fixated
during the retrieval phase, a relatively local indicator, decreased
with the increment of reward. High reward improved spatial
workingmemory performance at the global level but undermined
the precision of spatial representations at the local level.

Mean fixation duration in the recall phase is in line with
this conclusion. The mean fixation duration in memory-guided
saccade tasks is affected by the strength of the memory
trace, and it requires more time and effort to recall a weak
memory trace (Burke et al., 2012; Haj et al., 2017; Dang
et al., 2021). Therefore, when the memory of the next saccade
target is weak, prolonged fixation duration is required to
generate the following saccade (Meghanathan et al., 2020).
Eye-tracking data of this research showed that fixation on
uncued locations in the recall phase, sometimes followed by
a saccade to the cued location, prolonged as the reward
expectation was higher. A potential explanation is that, in
this research, the memory for the cued location was degraded
when the reward expectation was high, and more time
was required before the saccade to the cued location could
be generated.

The results of similarities at different processing levels
and the negative reward effect on the representation of
cued location are consistent with the hypothesis made by
Ahmed and Fockert (2012), that is, the authors suggested
that working memory load modulates selective attention
to different levels of the same stimulus. When working
memory load is high, information at a more global level
is easily selected, while local-level information is ignored. It
is difficult to constrain attention to the local level with a

high working memory load. As a result, reward expectation
prompted global similarity but did not affect local similarity in
this study.

Modulation of Sustained Control on Spatial
Working Memory Representation
An interesting finding of this research is the trade-off between
different indicators. As mentioned above, the mean fixation
duration of the recall phase reflects degraded representations
of cued locations and promoted representations of uncued
locations with the increment of reward. Local similarities
of trials in which the cued location was falsely re-fixated
were higher than local similarities of trials in which the
cued location was successfully re-fixated. It seems that the
improvement of representations of uncued locations and
local similarities comes at the cost of representation of
cued locations.

These results of cued-location memory are consistent with
the proposal of flexible attention theory (Sandry et al.,
2014; Sandry and Ricker, 2020), which suggests that the
cognitive system assigns attention resources flexibly among
items in working memory, and the elevation of working
memory performance of a certain item is at the cost of
performance of other items (Sandry et al., 2014; Allen and
Ueno, 2018; Sandry and Ricker, 2020). In this research,
to obtain a higher reward, goal-directed cognitive control
may have inhibited the maintenance of reward-cue location
and allocated saved resources to the maintenance of other
locations in the delay phase. Moreover, higher local similarities
were observed in the trials in which the cued location was
falsely re-fixated.

Limitations of This Study
During the study phase of this study, all three conditions
(No-, Low-, and High-) of the reward cue were randomly
presented at different temporal positions. It may lead to a
confounding effect. The different intervals of processing the
reward cue mean that the levels of processing or the motivational
states may vary accordingly. Specifically, motivational states
might be identical in the three reward conditions until
the presentation of the reward cue. Moreover, according
to Sandry and Ricker (2020), the temporal position does
affect performance in working memory tasks. Hence, the
temporal position of reward cues should be considered in
future studies.

CONCLUSION

By applying sequential memory-guided eye movement tasks,
we reached the following conclusions regarding the reward
effect on spatial working memory: (a) reward expectation
enhances the encoding of spatial locations by improving
voluntary attention, and (b) reward affects reconstruction only
at the global level but not at the local level, in which the
cognitive resource is reallocated among reward- and non-
reward-associated items in working memory to maximize the
reward effect.
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At intersections, drivers need to infer which ways are allowed by interpreting mandatory 
and/or prohibitory traffic signs. Time and accuracy in this decision-making process are 
crucial factors to avoid accidents. Previous studies show that integrating information from 
prohibitory signs is generally more difficult than from mandatory signs. In Study 1, 
we compare combined redundant signalling conditions to simple sign conditions at 
three-way intersections. In Study 2, we  carried out a survey among professionals 
responsible for signposting to test whether common practices are consistent with 
experimental research. In Study 1, an experimental task was applied (n = 24), and in Study 
2, the survey response rate was 17%. These included the main cities in Spain such as 
Madrid and Barcelona. Study 1 showed that inferences with mandatory signs are faster 
than those with prohibitory signs, and redundant information is an improvement only on 
prohibitory signs. In Study 2, prohibitory signs were those most frequently chosen by 
professionals responsible for signposting. In conclusion, the most used signs, according 
to the laboratory study, were not the best ones for signposting because the faster 
responses were obtained for mandatory signs, and in second place for redundant signs.

Keywords: mental models, three-way intersections, mandatory sign, prohibitory sign, redundant information

INTRODUCTION

When driving, we need to interpret mandatory and prohibitory traffic signs and make inferences 
to determine which direction is allowed and which is not. These inferences are made at the 
same time as many other cognitive activities we  are engaged in. Therefore, it is not surprising 
that, at least under some circumstances, a large number of road accidents occur at intersections 
(see, for example, Pathivada and Perumal, 2019).

A potential way of reducing accidents at intersections is by applying the most suitable signposting 
policy to facilitate drivers’ inferences. For example, when we  arrive at a T-junction where a 
right-turn is allowed, a valid traffic sign could be  a mandatory sign for the right, a prohibitory 
sign for the left or both signs (a mandatory right-turn sign and a prohibitory left-turn sign). 
Although these three signing strategies may be  equally valid from a legal point of view, the 
inferences required to decide which route is allowed involve a different burden on the cognitive 
system. Cognitive theories of thinking show that some inferences call for an intuitive system, 
aimed at making automatic fast inferences, while others require slow, effortful, more deliberative 
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processing (e.g., Johnson-Laird, 1983; Stanovich, 1999; Evans, 2008; 
Kahneman, 2011; Khemlani et  al., 2018).

In this work, we  present further evidence regarding the 
use of mandatory and/or prohibitory traffic signs at intersections 
by considering the results of a new laboratory experiment on 
inference-making. In particular, we  compared the effect of 
mixed redundant mandatory and prohibitory information to 
single-type conditions. In addition, we  surveyed a group of 
professionals responsible for signposting policies to analyse 
consistency in the use of mandatory or prohibitory signs across 
different Spanish cities and also to examine whether their 
decisions were consistent with the results obtained in 
laboratory studies.

Previous literature analysed how people interpret mandatory 
and prohibitory traffic signs under different conditions by using 
a simple laboratory task (e.g., Castro et  al., 2008; Vargas et  al., 
2011; Roca et al., 2012). In these experimental tasks, participants 
were generally presented with a traffic scene in which a car 
approaches a T-junction, with a road to the right and another 
to the left. A mandatory sign (e.g., right-turn) or a prohibitory 
sign (e.g., no left-turn) was shown, allowing only one direction. 
Subsequently, a car was shown in a new scene on one of the 
two possible roads (e.g., on the road to the right). Participants 
had to decide as quickly as possible whether the manoeuvre 
taken was allowed or not-allowed.

This task has been successfully used to analyse how people 
make inferences, based, in particular, on predictions from the 
mental model theory (or model theory; Johnson-Laird and 
Byrne, 2002; see Johnson-Laird and Ragni, 2019). The model 
theory maintains that propositional and visual premises are 
converted into iconic representations called mental models. At 
a T-junction, a mandatory right-turn sign and a prohibitory 
left-turn sign may be  equivalent in that both allow a right-
turn (see Figures 1A,B), but their initial mental representations 
(initial models) are different. In the first case (mandatory right), 
the initial model represented would be

	1.	 “Right”
while in the second case (prohibitory left), the initial model 

represented would be
	2.	 “[prohibited] Left.”

However, in both cases, an explicit model (i.e., a full 
representation of each piece of information, including additional 
information) can be inferred and will be the same for both signs:
	3.	 “Right allowed and left not-allowed.”

Thinking with the initial representations is faster and less 
error prone than thinking with explicit models, which requires 
effort (see Khemlani et  al., 2018). Therefore, predictions in 
the experimental task described above were clear: participants 
would be  faster in deciding that a road was allowed when 
it was signalled by a mandatory right-turn sign and also 
faster in deciding that it was not-allowed from a prohibitory 
left-turn sign. Results in different experiments confirmed 
such predictions. That is, the mandatory sign led to faster 
responses to the allowed road than the not-allowed one, 
and the prohibitory sign led to faster responses to the 

not-allowed road than the allowed one (Castro et  al., 2008; 
Vargas et  al., 2011; Roca et  al., 2012).

Moreover, different factors that could modulate inferences 
with these signs have been studied, such as the number of 
roads at the intersection and the number of traffic signs (Castro 
et al., 2008), or the exposition time of the signs (Vargas et al., 2011).

Firstly, the advantage of the signalled road persisted at an 
intersection with four ways (see Figure  1D) instead of three 
(Castro et  al., 2008). Also, the presentation of two signs (for 
example, a double prohibition: for the road ahead and to the 
right) as two isolated signs or two signs embedded in one 
did not show any difference in time of response or pattern 
of results. More interestingly, when people had to collect 
information from two mandatory signs (in both conditions, 
two isolated signs and two signs embedded in one), it led to 
faster responses than from two prohibitory signs. Therefore, 
for both regulatory signs, it was easier to respond that a turn 
was allowed than it was to give a not-allowed response (see 
Castro et  al., 2008; Experiment 2). Besides, the disadvantage 
of using prohibitory signs cannot be  explained just in terms 
of interference between the perceptual arrow direction and 
readiness to respond to the location tested. Roca et  al. (2012; 
Experiment 2) replicated previous results controlling the Simon 
effect. Moreover, Castro et  al. (2008) used directional and 
non-directional prohibitory signs. The magnitude of the 

A

B

C

D

FIGURE 1  |  This graph displays types of sign and intersection. (A) Two 
examples of mandatory signs at a T-junction. (B) Two examples of prohibitory 
signs at a T-junction. (C) Two examples of redundant information (mandatory 
sign and prohibitory signs) at a T-junction. (D) One example of prohibitory sign 
at a four-way intersection.
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effect did not differ between them. From a theoretical point 
of view, the prohibition on acting implies not acting 
(Johnson-Laird and Ragni, 2019). Some authors have proposed 
that prohibition requires adding a “mental footnote” (between 
brackets: “[Prohibited] left”) that is not present in the mandatory 
information (see Bucciarelli and Johnson-Laird, 2005; Vargas 
et al., 2011). This makes it more difficult to integrate information 
from premises with prohibition than with mandatory information.

Secondly, in Vargas et  al. (2011), the time factor was 
manipulated in three experiments where encoding time (the 
time that the first scene was displayed) and signs exposure 
time (different display times for traffic signs were presented) 
were assessed in the first scene. The second scene, with the 
car in the target position, was always shown after the first 
scene had disappeared. Thus, participants had to make the 
decision as soon as the first scene disappeared. Participants 
showed that sign exposure time was irrelevant for making the 
inference: what was relevant was the total time given for 
processing the information (encoding time) in the first scene 
before having to give a response in the second scene. In this 
case, important differences were obtained according to whether 
participants had 300 ms to comprehend the sign (encoding 
time) or 1,000 or 2,000 ms. In all cases, the mandatory sign 
led to faster responses to the allowed road than the not-allowed 
one. Prohibitory signs led to the opposite, replicating the 
previous experiment in the short time condition. However, 
when participants had enough time (1,000 and 2,000 ms 
conditions), they showed faster responses to the allowed road 
than the not-allowed road, as happened with the mandatory 
signs, but more slowly in both conditions (allowed and 
not-allowed; Vargas et  al., 2011). Results are consistent with 
the proposal that the negation implied by the prohibition 
requires (as would “falsity”) a conversion of the information 
for taking one road to the possibility of going the other way, 
which takes extra time and is error prone (see Bucciarelli and 
Johnson-Laird, 2005; Vargas et al., 2011; Espino and Byrne, 2018; 
Moreno-Ríos and Byrne, 2018).

To summarise, the results of the previous laboratory studies 
show that in simple situations, mandatory signs are better for 
signing allowed roads than not-allowed roads and the opposite 
happens for prohibitory signs. However, in general, it is difficult 
to maintain such an advantage of the prohibitory sign because, 
if participants have enough time, they will convert the prohibitory 
information into mandatory information. In complex situations, 
the integration of prohibitory information is more difficult 
and takes longer due to the complexity of the tasks required.

In one of the previous studies described above (Castro et  al., 
2008), the combination of two traffic signs was examined, but 
the effect of including mixed redundant information was not 
tested. For example, in our initial example at a T-junction (see 
Figure 1C), both mandatory right-turn and prohibitory left-turn 
signs could be used to reinforce the same message: only a right-
turn is allowed. Obviously, by presenting two traffic signs, the 
amount of information available is greater, thus increasing the 
processing requirements and potentially making the task more 
difficult. Also, participants might check only one of the two 
signs and the global result could be  a combination of responses 

to the single signs. Consequently, it is uncertain whether the 
effect of mixed redundancy would be  positive or negative in 
this particular situation. In contrast, T-junctions provide the 
simplest condition to test the redundancy effect. By using 
T-junctions rather than including other junctions, some factors 
can be  more easily controlled, such as the same number of 
different signs (one mandatory and one prohibitory) and ensuring 
that all the ways are signalled (avoiding the need to infer any 
other way). In addition, the two signs can be  shown in just 
one location, which is not possible with four-way junctions.

Regarding the overall traffic literature, some previous studies 
on redundancy have shown that when signs are unfamiliar, 
the inclusion of a redundant text could improve comprehension 
of the signs and reduce the time for interpretation (Shinar 
and Vogelzang, 2013). In addition, there are some mixed results 
regarding the effect of redundancy in Variable Message Signs, 
in particular, about whether it reduces compliance with the 
target detour message (Thomas and Charlton, 2020) or not 
(Harms et  al., 2019).

Looking at the current traffic literature, we  considered that 
no accurate predictions could be  made at this point regarding 
the use of redundancy when presenting mandatory or prohibitory 
traffic signs at T-junctions. Therefore, we  first carried out an 
experimental study (Study 1), in which we  used a task similar 
to the one applied in previous studies, but now aimed at 
testing the potential usefulness of a mixed redundant double 
sign condition (Objective 1).

Second, trying to expand the results found in the laboratory 
to real situations, we carried out a survey (Study 2) to evaluate 
current policies on signposting in different cities across Spain. 
In particular, we  tested whether there is agreement among 
professionals responsible for signposting when they are designing 
three-way and four-way intersections (Objective 2) and whether 
those practices are consistent with the reported experimental 
results (Objective 3).

STUDY 1

Previous studies have shown that the integration of two 
mandatory signs was easier than the integration of two prohibitory 
signs (Castro et  al., 2008). However, no previous study has 
been done with redundant information (i.e., a mandatory and 
a prohibitory sign). From the mental model theory, the two 
signs lead participants to two initial representations that cannot 
be  directly integrated because they do not share the initial 
representation, as shown in models (1) and (2) (see section 
“Introduction”). Only with the complete representation of the 
explicit model (3) can they be integrated, providing confirmation 
that both signify the same. Therefore, model theory is useful 
for making predictions regarding the use of redundancy when 
combining mandatory and prohibitory traffic signs. From this 
theoretical point of view, an overall delay is expected regarding 
the initial representation obtained with the mandatory or 
prohibitory signs (specifically, allowed for mandatory signs and 
not-allowed for prohibitory signs conditions) because the 
redundant condition requires the construction of two models. 
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In addition, when the response entails accessing the explicit 
model (that is, inferring the not-allowed road for mandatory 
signs and the allowed road for prohibitory signs conditions), 
faster responses would be expected in the redundant condition. 
These results are expected when participants process both signs, 
but it is important to note that with redundant information, 
they could also attend to just one of the two signs systematically 
(e.g., the mandatory sign). In this case, no differences would 
be  expected between the redundant condition and the simple 
condition (mandatory or prohibitory sign).

Thus, in this study, we  examine the effect of redundancy 
by comparing three equivalent traffic scenes (mandatory, 
prohibitory, and redundant signs) at a T-junction. In addition, 
we  will analyse the effect of exposition time (300 vs. 1,000 ms) 
to test the robustness of the effect found by Vargas et al. (2011).

Materials and Methods
Participants
Twenty-four students (21 females) participated in the experiment. 
They were either Psychology or Speech and Language Therapy 
students at the University of Granada (Spain). Average age was 
21.2 (SD = 4.2). They all had normal or corrected-to-normal vision 
and received course credits as compensation for their participation.

Stimuli
The procedure used in Study 1 was similar to Experiment 
1  in Vargas et  al. (2011). T-junction road traffic scenes were 
used in this experiment. Two consecutive screens were shown 
in each trial. The first scene was presented with a mandatory, 
a prohibitory or a redundant (one mandatory and one prohibitory) 
traffic sign for 300 or 1,000 ms. After that period, a second 
scene was displayed for a maximum of 2,000 ms or until the 
participant responded (Figure  2). In the first scene, two-thirds 
of the cases presented a single traffic sign (either mandatory 
or prohibitory) and the remaining third presented both types 
of sign (redundant condition). Figures 1A–C show the different 

combinations of signs in this experiment. An E-Prime software 
(Schneider, 2003) script was developed to control the 
representation of stimuli and the collection of responses on 
a 15-in. PC screen.

Procedure
First, the participants read and signed an informed consent 
form. After that, participants carried out the experiment 
individually, seated in front of a computer screen. Instructions 
for the experiment were shown. These instructions explained 
that the experiment consisted of evaluating the events shown 
in two consecutive traffic scenes. The participants were informed 
that the first scene always showed a car on the lower street 
with various roads it could take and one or two traffic signs. 
The second scene showed the same car arriving at one of the 
two other roads at the T-junction (left or right). After that, 
participants were asked to evaluate whether the road taken 
by the car was allowed or not-allowed according to information 
provided by the sign(s).

Participants had to press the “Z” key, labelled as “allowed”, 
as quickly as possible if the manoeuvre was allowed. If the 
manoeuvre made by the car was not-allowed according to the 
sign(s), the “M” key, labelled as “not-allowed”, had to be pressed. 
The response key was counterbalanced across participants. 
Feedback was provided about whether the correct or incorrect 
response had been performed.

There were 12 experimental conditions defined by combining 
the time of exposure for traffic signs (300 and 1,000 ms), type 
of sign (mandatory, prohibitory and redundant) and manoeuvre 
(not-allowed and allowed) as variables. After reading the 
instructions, participants performed a block of 48 practice trials 
(four trials per experimental condition) followed by four blocks 
of 72 experimental trials (six trials per experimental condition). 
Thus, the total number of experimental trials was 288 (24 per 
experimental condition). The order of stimuli presentation was 
determined randomly for each block.

FIGURE 2  |  Examples of the consecutive traffic scenes at a T-junction shown in Study 1.
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Results and Discussion
Trials with RTs above and below three SDs across each participant 
and condition were excluded from the analysis. This removes 
the outliers that occur when participants do not follow the 
instructions or do not perform the task. This criterion resulted 
in 0.86% of the trials being eliminated from the analysis. A 
repeated measures ANOVA was conducted to analyse mean 
RTs for correct responses. The ANOVA included time of 
exposure to traffic signs (300 vs. 1,000 ms), type of sign 
(mandatory vs. prohibitory vs. redundant) and manoeuvre 
(not-allowed vs. allowed). Prior to the ANOVA, data were 
tested with Mauchly’s test of sphericity and degrees of freedom 
modified as necessary. We  used the Bonferroni test to carry 
out planned comparisons. All analyses were performed using 
the IBM SPSS Statistics 24 software.

Mean correct response times (RTs) and SDs for each main 
effect are shown in Table  1.

As expected, the second-order interaction (exposure to traffic 
signs × type of sign × manoeuvre) was statistically significant, 
F(2,46) = 25.953, p < 0.001, η2 = 0.53 (Figure 3 shows graphically 
the second-order interaction). In this context, time of exposure 
to traffic signs modulates the interaction between type of sign 
and manoeuvre. These differences are much stronger for the 
shorter duration (300 ms condition). In order to analyse this 
second-order interaction, further separate analyses were carried 
out for the 300 and 1,000 ms conditions, in accordance with 
Vargas et  al. (2011).

The analysis of the 300 ms experimental condition revealed 
a significant interaction between the type of sign and manoeuvre, 
F(1.533, 35.251) = 54.913, p < 0.001, η2 = 0.71. We  carried out 

planned comparisons of type of sign and manoeuvre interaction. 
First, we  reproduced previous results by simple contrast 
(not-allowed vs. allowed for each type of sign: mandatory, 
prohibitory and redundant). There were statistically significant 
differences for mandatory signs (Bonferroni = 219.314, p < 0.001), 
prohibitory signs (Bonferroni = −82.520, p < 0.001) and redundant 
signs (Bonferroni = 119.902, p < 0.001). On average, participants 
were faster when an allowed manoeuvre was presented, as 
compared to a not-allowed manoeuvre, but only for mandatory 
and redundant signs conditions. In other words, redundant 
signs have the same effect as mandatory signs. The opposite 
was true for prohibitory signs (see Figure  3). Thus, previous 
findings were replicated. Second, in order to test Objective 
1 in the case study, a simple contrast for manoeuvre (mandatory 
vs. prohibitory vs. redundant for each manoeuvre) was performed. 
Results showed statistically significant differences for the allowed 
condition, but not for the not-allowed condition. The analysis 
of the allowed condition revealed statistically significant 
differences between the following experimental conditions: 
mandatory vs. redundant signs (Bonferroni = −87.447, p < 0.001), 
redundant vs. prohibitory signs (Bonferroni = −160.871, p < 0.001) 
and mandatory vs. prohibitory signs (Bonferroni = −248.318, 
p < 0.001). Consequently, when an allowed manoeuvre was 
evaluated, participants’ responses were faster for mandatory 
signs, followed by redundant signs, and finally, prohibitory 
signs. Moreover, the analysis of the 300 ms experimental condition 
revealed main effects of type of sign [F(2, 46) = 35.918, p < 0.001, 
η2 = 0.61], and of manoeuvre, [F(1, 23) = 49.201, p < 0.001, η2 = 0.68; 
see Table  1].

Regarding the 1,000 ms experimental condition, the type of 
sign and manoeuvre interaction was also significant, F(2, 
46) = 9.108, p < 0.001, η2 = 0.28. To examine this interaction 
further, in a similar way to the analysis of the 300 ms condition, 
we  first carried out a simple contrast test for type of sign 
(not-allowed vs. allowed for each type of sign). There were 
statistically significant results for mandatory signs 
(Bonferroni = 102.725, p < 0.001) and redundant signs 
(Bonferroni = 88.854, p < 0.001), but not for prohibitory signs. 
On average, participants responded faster to allowed manoeuvres 
for mandatory and redundant signs conditions than to 
not-allowed manoeuvres. However, there were no differences 
between manoeuvre types (not-allowed vs. allowed) for 
prohibitory signs (see Figure  1). Thus, the results of the 
aforementioned studies were replicated once again. Second, a 
simple contrast for manoeuvre (mandatory vs. prohibitory vs. 
redundant for each manoeuvre) was performed. Results showed 
statistically significant differences for both conditions of 
manoeuvre. For the not-allowed condition, there was a statistically 

TABLE 1  |  Mean correct RTs (ms) and SDs (in parentheses) for each main effect in Study 1.

Type of sign Manoeuvre
Overall average

Mandatory Prohibitory Redundant Not-allowed Allowed

300 ms 604.9 (181.9) 702.3 (185.3) 642.6 (187.5) 692.7 (189.2) 607.2 (180.1) 649.9 (182.3)
1,000 ms 505.2 (166.7) 609.6 (175.6) 543.9 (178.4) 587.6 (178.6) 518.2 (163.5) 552.9 (170.0)
Overall average 555.1 (171.8) 655.9 (177.8) 593.2 (179.9) 640.2 (181.9) 562.7 (170.1) 601.4 (174.7)

FIGURE 3  |  Mean reaction time for the conditions manipulated in Study 1: 
time of exposure to traffic signs (300 vs. 1,000 ms), type of sign (mandatory 
vs. prohibitory vs. redundant) and manoeuvres (not-allowed vs. allowed).
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significant difference between mandatory and prohibitory signs 
(Bonferroni = −61.346, p < 0.01). That is, participants responded 
faster to mandatory signs than to prohibitory signs for a 
not-allowed manoeuvre. Regarding the allowed condition, 
statistically significant results were found for all experimental 
comparisons: mandatory vs. redundant signs 
(Bonferroni = −45.583, p < 0.01), redundant vs. prohibitory signs 
(Bonferroni = −101.841, p < 0.001) and mandatory vs. redundant 
signs (Bonferroni = −147.424, p < 0.001). As in the 300 ms 
condition, participants showed the fastest performance on 
average when a mandatory sign was presented, followed by 
redundant signs, and finally, prohibitory signs. Regarding main 
effects of both type of sign and manoeuvre in the 1,000 ms 
condition, the analysis revealed significant main effects of the 
type of sign [F(2, 46) = 34.317, p < 0.001, η2 = 0.60] and of 
manoeuvre, [F(1, 23) = 67.797, p < 0.001, η2 = 0.75; see Table  1].

Finally, the overall main effects of all three independent 
variables were statistically significant: time of exposure to traffic 
signs [F(1, 23) = 105.133, p < 0.001, η2 = 0.82], type of sign, [F(2, 
46) = 62.987, p < 0.001, η2 = 0.73] and manoeuvre [F(1, 23) = 75.390, 
p < 0.001, η2 = 0.77]. Hence, on average, participants responded 
faster to the 1,000 ms than 300 ms condition, mandatory vs. 
redundant signs, redundant vs. prohibitory signs and allowed 
vs. not-allowed (Table  1).

There was no trade-off effect, that is, no correlation was 
found between reaction times and accuracy scores. We  found 
accuracy measures with more than 86.9% of answers correct. 
The low frequency of errors led to a limited window for effects. 
Therefore, the accuracy measures are not shown in 
the manuscript.

According to the results of Study 1, the strategy used to 
process the combined condition differed depending on the 
manoeuvre being evaluated. For the not-allowed condition, 
there were no statistically significant differences between 
redundant and prohibitory signs (initial model) nor between 
redundant and mandatory signs (explicit model), which suggests 
that the preference was to specifically focus on one of the 
two signs of the combined condition.

In contrast, when the manoeuvre being evaluated was allowed, 
we  observed statistically significant differences between the 
single and the combined signs conditions, which suggests that 
participants were actually processing both signs. This result is 
consistent with the predictions of mental model theory in 
both the 300 and 1,000 ms times of exposure to traffic signs: 
(a) when the initial model was represented, participants were 
faster for mandatory than for redundant signs; and (b) the 
pattern was reversed for the explicit model, that is redundant 
signs achieved faster responses than prohibitory signs.

In addition, the present outcome replicates previous results 
regarding the time for processing conditions. As in Vargas 
et  al. (2011), when participants had little time to process the 
premises, the initial representation of the mandatory sign led 
participants to react faster for the allowed way than for the 
not-allowed one, and the opposite result was obtained with 
prohibitory signs. Results showed that when the two signs 
were used in this condition, results were similar to those for 
the mandatory sign (with slightly slower times in all average 

conditions). Also, as in previous studies, when participants 
were given longer to process the information (1,000 ms), the 
advantage for faster responses for the allowed road than the 
not-allowed remained for mandatory signs, and this also 
happened with the two redundant signs, but the difference 
between the two conditions disappeared for the prohibitory 
signs, which took longer than with the other two kinds of signing.

The most striking feature of these results is that, in the 
tested conditions, significantly faster responses were generally 
obtained with the mandatory signs, while there was no advantage 
for using mixed redundant or prohibitory signs. Regarding 
prohibitory signs, the performance was not significantly better 
than when the other two kinds of signing were used, while 
the redundant signs showed better results than prohibitory 
ones only in some particular experimental conditions (i.e., 
allowed condition).

STUDY 2

As suggested by the previous research, there is generally an 
advantage in using mandatory signs at intersections. Therefore, 
in Study 2, we surveyed professionals responsible for signposting 
in provincial capitals of Spain to analyse traffic signs used at 
intersections and to identify some of the factors modulating 
their decision-making (e.g., a recent change of direction in 
the road, accidents reported…). In particular, we tested whether 
the different professionals responsible for signing: (a) make 
similar decisions when signalling three and four-way intersections 
and (b) whether their decisions are consistent with the current 
experimental research.

Materials and Methods
Participants
We conducted a cross-sectional survey. The population of 
interest were professionals responsible for signposting in Spanish 
provincial capitals. An email was sent to administration staff, 
inviting them to take part in the study, entitled “Use of obligation 
and prohibition traffic signs”. In a 10-week period, nine survey 
respondents completed all the questionnaires. Hence, the response 
rate was 17% (response rates to email-only surveys are seldom 
more than 20%, according to Dillman et  al., 2014). These 
included among others (see section “Results and Discussion”), 
the most populated cities in Spain (such as Madrid, Barcelona 
and Valencia, with 14.9 million inhabitants in the three cities 
and their metropolitan areas in 2020; European Statistical Office, 
2021). The average age of participants was 51.8 years (SD = 7.5), 
and they were all men. In addition, the majority of them 
were engineers.

Procedure and Survey
The survey was an online version, self-completed using 
LimeSurvey. The first version of the questionnaire was piloted 
with two road signing professionals (officials from Valencia 
City Council’s Department of Traffic) and an expert in traffic 
research (University of Valencia). We  incorporated all their 
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suggestions. In the final questionnaire, participants provided 
the following information: sex, age, city, traffic regulations 
applied (e.g., the General Traffic Regulations), which traffic 
sign was used more (prohibitory or mandatory) in general, 
and at three- and four-way intersections, and how often they 
used mandatory signs in the latter circumstance. In addition, 
participants were asked to indicate the most frequent signs 
utilised to obligate drivers in five different traffic situations 
(e.g., road with high density of traffic). The respondents had 
several options for response: “prohibitory”, “mandatory”, 
“prohibitory and mandatory”, “neither sign”, “other (to 
be  specified)”. All survey respondents answered the same 
questions in the same order.

Results and Discussion
The following provincial capitals took part in the research: 
Barcelona, Cádiz, Castelló de la Plana, Córdoba, Logroño, 
Madrid, Málaga, Valencia and Vitoria-Gasteiz. Eight out of 
nine respondents used the General Traffic Regulations 
(Reglamento General de Circulación) for applying mandatory 
and prohibitory traffic signs. None of the participants chose 
the categories of response “neither sign” or “other (to 
be  specified)”, and therefore, only “prohibitory”, “mandatory,” 
and “prohibitory and mandatory” were considered. In general, 
the prohibitory signs were used slightly more than mandatory 
signs (55.6 and 44.4%, respectively). Among those who used 
the most prohibitory signs, the mandatory signs were utilised 
with a mean value of 25%. This percentage changed according 
to whether they applied these traffic signs to three-way or 
four-way intersections. In the first situation, 33.3% used 
prohibitory signs more frequently than mandatory signs. However, 
that value increased to 77.8% for four-way intersections. Finally, 
survey respondents applied different criteria according to the 
traffic conditions. For example, when there were more complicated 
traffic situations, the percentage of prohibitory signs used rose 
(Figure  4).

We were also interested in testing whether participants 
changed their choice of signalling from three-way intersections 
to four-way, and therefore, we  evaluated the consistency of 

their responses across three-way and four-way intersections 
(Table  2). An exact multinomial test for paired contingency 
tables was applied and the results showed that it was not 
symmetrical (p < 0.001). In addition, we  carried out pairwise 
comparisons with multiple testing adjustment. According to 
these analyses, there was a significant change from mandatory 
to prohibitory signs (p < 0.001; Cohen’s g = 0.5) and from 
prohibitory to redundant signs (p = 0.031, Cohen’s g = 0.5). The 
analyses were carried out using the EMT and rcompanion 
packages implemented in R 3.6.3 (R Core Team, 2020).

Participants responsible for signposting did not follow the 
same strategies when deciding whether mandatory or prohibitory 
signs should be  used in different conditions. Some of them 
systematically preferred to use prohibitory signs and others 
mandatory ones, but an overall preference for using prohibitory 
signs was found.

This result contrasts with those previously reviewed, obtained 
in the laboratory, which showed faster processing when inferences 
were based on mandatory signs than on prohibitory ones 
(Castro et  al., 2008; Vargas et  al., 2011; Roca et  al., 2012; and 
Study 1).

In the case of four-way intersections, participants changed 
their criteria from those used for three-way intersections, 
increasing the number of prohibitory signs and decreasing the 
number of mandatory signs (from 18 mandatory signs at 
three-way intersections, 13 were changed to prohibitory at 
four-way intersections). In all cases, more prohibitory signs 
were used. This made it more probable that drivers would 
need to integrate the prohibitory information, yet mandatory 
signs are the most informative, given that they eliminate a 
greater number of alternatives.

Participants decided to use mandatory signs more frequently 
than prohibitory signs in only two conditions and only at 
three-way intersections: roads with low traffic density and roads 
where there was a not-allowed turn (i.e., when the allowed 
way was the more probable objective of drivers).

Another interesting result is that they decided to use the 
two signs more often at four-way intersections than at three-way 
ones. As we  have noted in Study 1, in a particular case, using 

FIGURE 4  |  Percentage of choices of signs used most frequently to signpost at three and four-way intersections in different conditions.

78

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Vargas and Moreno-Ríos	 Signalling Three-Way Intersections

Frontiers in Psychology | www.frontiersin.org	 8	 October 2021 | Volume 12 | Article 712102

redundant signs showed better results than using prohibitory 
signs (i.e., allowed condition). The use of these signs happens 
more frequently when an accident has occurred there. In those 
situations, it is possible that visual material effects of the 
accident remain at the traffic scene as potential distractors. 
As we  have seen in the laboratory, information from the signs 
most often used in these situations takes longer to be integrated 
(Roca et  al., 2012).

GENERAL DISCUSSION

One way to reduce the probability of accidents is by facilitating 
the interpretation of traffic signs. As we  have seen, there are 
three ways to signal a T-junction: with a mandatory sign, 
with a prohibitory sign or with both (redundant condition). 
The result in all three cases is the same: one way is allowed 
and the other not. However, they are not cognitively equivalent. 
Previous studies (Castro et  al., 2008; Vargas et  al., 2011; Roca 
et al., 2012) in the laboratory have shown that inferences about 
allowed and not-allowed are faster when mandatory signs rather 
than prohibitory signs are used, other than in exceptional 
situations. Study 1  in this work showed that presenting the 
two signs, giving redundant information, was no better than 
presenting just the mandatory sign, although in some situations, 
when a prohibitory sign was used, adding a redundant mandatory 
sign could be  useful. That is, a faster time was obtained in 
some conditions for the two signs in comparison with just 
the prohibitory sign and in no condition was the time longer 
for the combined signs. This result could contribute to restricting 
the context of usefulness of giving redundant information. The 
use of reiterative information could produce some negative 
effects regarding compliance with Variable Message Signs (Thomas 
and Charlton, 2020). In the context of evacuation signalling, 
Kwee-Meier et  al. (2019) showed that the use of prohibition 
added to the allowed direction created confusion and should 
be  avoided.

In Study 2, the results suggest low levels of agreement among 
those responsible for signing. Actually, some of them said they 
did not have a theoretical or empirical base from which to 
follow a clear criterion. Despite the apparent lack of agreement, 
the average frequency is higher for prohibitory signs and in 
a few cases for double signing. The differences were even 
greater for four-way intersections. It is important to note that 
these results contrast with those obtained in the laboratory, 

which showed faster processing when inferences were based 
on mandatory signs.

There are some limitations in the present work. We  asked 
those responsible for signalling in the main cities of Spain to 
participate, and we  think that the number was high enough 
to obtain a good picture, although a greater number of participants 
would have been desirable. Another obvious limitation is that 
there are many factors (external and internal) when driving 
that could influence the preference for using one way of 
signalling or the other. From the experimental research reviewed 
for this paper, we  have mentioned some important factors 
that have been studied but there are other potential factors 
in real settings. Future research could provide new and convergent 
evidence about drivers’ inferences with traffic signs. For example, 
using driving simulators would help test ecological conditions. 
In particular, we  could test a prediction derived from our 
view: no differences are shown, which depends on presenting 
our scenes in egocentric rather than allocentric view. Our 
approach was based on predictions from deductive theories. 
These theories postulate a conversion from diagrammatic 
premises to symbolic representations before other inference 
processes run. Depending on the theory, these could be mental 
models, propositions or probabilities. Since the same symbolic 
representations are expected from allocentric and egocentric 
presentations (right turn not-allowed…), no differences are 
predicted in the inference. Also, by analysing participants’ eye 
movements, different strategies for processing could be  tested. 
Thus, it is possible that these measures would allow capture 
of the processing of the denied location such as prohibitory 
right (right is not-allowed), which leads to looking to the left. 
Finally, a mental load framework could also be  added to 
represent better the real traffic conditions. In any case, our 
approach was to analyse the basic inferences involved in the 
processing of the two signs in the experimental 
conditions described.

In conclusion, our results point to some recommendations 
to potentially facilitate and speed up drivers’ interpretation of 
traffic signs and the inferences they make from them, which 
would potentially give them some extra time that could be crucial 
to process other important information and reduce the probability 
of accidents. In particular, according to our results, whenever 
possible, we  should use mandatory signs at T-junctions and, 
if prohibitory signs are used, we  should add mandatory signs, 
even though they may be  redundant.
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Three-way 
intersection

Four-way intersection

Mandatory Prohibitory Mandatory and 
prohibitory

Mandatory 5 13 0
Prohibitory 0 13 6
Mandatory and 
prohibitory

0 0 8
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In the current study, two experiments were conducted to investigate the processing
of the second syllable (which was considered as the rhyme at the word level)
during Chinese disyllabic spoken word recognition using a printed-word paradigm.
In Experiment 1, participants heard a spoken target word and were simultaneously
presented with a visual display of four printed words: a target word, a phonological
competitor, and two unrelated distractors. The phonological competitors were
manipulated to share either full phonemic overlap of the second syllable with targets (the
syllabic overlap condition; e.g., , xiao3zhuan4, “calligraphy” vs. , gong1zhuan4,
“revolution”) or the initial phonemic overlap of the second syllable (the sub-syllabic
overlap condition; e.g., , yuan2zhu4, “cylinder” vs. , gong1zhuan4, “revolution”)
with targets. Participants were asked to select the target words and their eye
movements were simultaneously recorded. The results did not show any phonological
competition effect in either the syllabic overlap condition or the sub-syllabic overlap
condition. In Experiment 2, to maximize the likelihood of observing the phonological
competition effect, a target-absent version of the printed-word paradigm was adopted,
in which target words were removed from the visual display. The results of Experiment
2 showed significant phonological competition effects in both conditions, i.e., more
fixations were made to the phonological competitors than to the distractors. Moreover,
the phonological competition effect was found to be larger in the syllabic overlap
condition than in the sub-syllabic overlap condition. These findings shed light on
the effect of the second syllable competition at the word level during spoken word
recognition and, more importantly, showed that the initial phonemes of the second
syllable at the syllabic level are also accessed during Chinese disyllabic spoken
word recognition.
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INTRODUCTION

Humans can understand speech quickly and almost without
effort. Successful speech comprehension requires the
segmentation of the continuous speech stream into discrete
spoken words, and the mapping of spoken words onto
the corresponding lexical representations in the mental
lexicon. After decades of research, current spoken word
recognition models have reached a common consent that a
set of phonologically similar word candidates compete for
activation as the speech signal unfolds. With the incremental
availability of more disambiguating phonemic information,
candidates that no longer match the speech signal are inhibited
while the target word is activated until it finally wins the
competition. However, current spoken word recognition
models debate the size of the competitor set and the time
point at which word competition occurs. For example, the
cohort model (Marslen-Wilson and Tyler, 1980) posits that
only competitors sharing similar word-initial phonemes with
targets (e.g., “cloud” vs. “clothes”) are activated for competition
in the earlier phrase of speech perception. Other types of
phonologically similar words such as rhymes (i.e., words
that share ending phonemes such as “cloud” vs. “proud”)
are not involved in the competition process. By contrast, the
Neighbor Activation Model (NAM; Luce, 1986; Luce and
Pisoni, 1998) and the TRACE model (McClelland and Elman,
1986) allow for competition among a much broader set of
candidates such as rhymes and other phonological neighbors.
The NAM proposes that word candidates that differ in no more
than one phoneme are neighbors competing for recognition.
But the hypothesis regarding the speech temporary is not
considered in the NAM model. The TRACE model assumes
that word recognition is a continuous mapping process in
which competitors are activated continuously. The TRACE
model makes an explicit assumption that cohorts and rhymes
both participate and compete in the process of spoken word
recognition. Moreover, TRACE also predicts that the cohort
competitors are activated strongly and earlier while rhyme
competitors are activated weakly and later due to the temporal
properties of speech information.

Although a growing number of studies have provided
compelling evidence for the existence of cohort competition
during spoken word recognition (Marslen-Wilson and
Zwitserlood, 1989; Allopenna et al., 1998; Desroches et al.,
2006, 2009; Simmons and Magnuson, 2018), the rhyme
competition effect has been found to be weak and less reliably
detected than the cohort effect in alphabetical languages like
English (Allopenna et al., 1998; Simmons and Magnuson,
2018; Hendrickson et al., 2020) and elusive in non-alphabetical
languages such as Chinese (Liu et al., 2006; Malins and Joanisse,
2010; Zhao et al., 2011). The aim of the current study is to
investigate the role of rhyme (i.e., second syllable) in Chinese
spoken disyllabic word recognition. Specifically, we aimed
to examine whether rhyme competition is actually involved,
and more importantly, whether the initial phonemes of the
second syllable, is activated during Chinese disyllabic spoken
word recognition.

Existing evidence from eye-tracking studies has demonstrated
that rhymes compete in spoken word recognition but the rhyme
competition effect is weaker and less stable than the cohort
competition effect in alphabetical languages (Allopenna et al.,
1998; Desroches et al., 2006, 2009; Brouwer and Bradlow, 2016;
Simmons and Magnuson, 2018; Hendrickson et al., 2020). In the
seminal visual-world paradigm study conducted by Allopenna
et al. (1998), participants were presented with a visual display
of four objects: a target (e.g., a beaker), a cohort competitor
(e.g., a beetle), a rhyme competitor (e.g., a speaker) and an
unrelated distractor (e.g., a carriage). Participants followed a
spoken instruction (e.g., “please pick up the beaker”) as eye
movements were recorded. Results of the fixation probability
showed more fixations on the cohort and rhyme competitors than
on the distractors. More importantly, the cohort competition
effect was found to be stronger and occurred earlier than
the rhyme competition effect. Similarly, another eye-tracking
study generalized the cohort and rhyme competition effect from
adults to normally developing children (Desroches et al., 2006).
However, the comparison of the normal group and a dyslexic
group of children showed that both groups exhibited a significant
cohort competition effect (i.e., cohort competitors attracted more
fixations than the baseline condition), but only the normal group
directed more visual attention to the rhyme competitors (e.g.,
sandal) than to the unrelated distractor when recognizing target
words (e.g., candle), while such a rhyme competition effect
was absent in the dyslexic children. This finding suggests that
the rhyme competition effect is less likely to be observed than
the cohort effect and is more vulnerable to other factors such
as the phonological deficits of the dyslexic children. Further
evidence for the rhyme competition effect was provided by Event-
Related Potential (ERPs) studies. For example, Desroches et al.
(2009) used ERPs to examine the time course of phonological
competition in English spoken word recognition. In the picture-
word matching task, participants were required to judge whether
a spoken word matched a visual picture. They found that
both cohort competitors (e.g., CONE vs. comb) and rhyme
competitors (e.g., CONE vs. bone) elicited significantly larger
N400 effects than did the complete match condition (e.g., CONE
vs. cone). In addition, results from the post hoc analysis showed
that the N400 effect in the rhyme condition was much weaker
than that in the cohort condition. Together, the above findings
are in line with the assumption of the TRACE model that rhymes
compete later and much more weakly than do cohorts.

While the above-mentioned studies proposed that rhymes do
compete for recognition in alphabetical languages, the role of
rhymes in Chinese spoken word perception is rather elusive,
given that some studies found rhyme competition effect while
other did not. For example, in an eye-tracking study, Meng (2014)
investigated rhyme competition in disyllabic Chinese words by
manipulating rhyme competitors sharing entire phonemes of
the second syllable in an eye-tracking study. Participants were
presented with spoken target words (e.g., , qiao2dong4,
“arches”) in spoken sentences and were simultaneously presented
with a visual display of four words: a cohort competitor (e.g.,

, qiao2fu1, “woodman”), a rhyme competitor (e.g., ,
guo3dong4, “jelly”), a tonal competitor (e.g., , ma2dai4,
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“gunny-bag”) and an unrelated distractor. The results showed
longer total viewing time on the cohort competitors than on
distractors, suggesting the activation of cohort competitors.
However, they did not find any interference effect induced by
rhyme competitors and the total viewing times for rhymes were
even shorter than those for the distractors. On the other hand,
an ERP study conducted on disyllabic words by Liu et al. (2006)
found evidence for rhyme activation. Liu et al. (2006) found
that rhyme competitors (e.g., , shui3chi2, “water pool”; target
words: , dian4chi2, “battery”) elicited earlier N400 amplitudes
than did cohort competitors (e.g., , dian4lu2, “electric stove”;
target words: , dian4chi2, “battery”). Moreover, the survival
time of the N400 amplitude was much shorter for the rhyme
competitor than for the unrelated condition. This indicates that
the N400 effect elicited by the rhyme competitor disappeared
earlier than that in the unrelated condition. These findings
provide evidence for the activation of both cohort and rhyme
information in Chinese, and the rhyme effect occurred later in
the processing time course than did the cohort effect.

To summarize, evidence from previous studies for rhyme
processing in Chinese remains elusive. We assumed that the
inconsistent findings between Liu et al. (2006) and Meng (2014)
could be due to that the degree of sentence constraints differs
greatly across the two studies. Liu et al. (2006) examined rhyme
processing in the context of highly predictive sentences (the
mean predictability score was 6.33 on a 7-point scale), while
the spoken sentences used in Meng (2014) were neutral ones.
The predictive context contains highly constraining contextual
cues for the upcoming words while the neutral context or the
isolated word situation cannot provide any valid contextual
cues. Studies have shown that phonological processing of words
can be affected by the sentence predictability. For example, the
lexical tone exhibits stronger constraining role during Chinese
spoken word recognition in the predictive context compared to
the neutral context or isolated word recognition; and a similar
modulating role of lexical tone was found between the neutral
context or isolated word recognition (Liu and Samuel, 2007;
Shen et al., 2020). The mechanism underlying the prediction is
assumed to be the pre-activation, that is, the activation occurs
earlier before the presentation (Otten et al., 2007; Laszlo and
Federmeier, 2009). It was found that both phonological/form and
semantic information of words can be pre-activated in highly
constraining contexts (Ito et al., 2016). Therefore, it is possible
that the rhyme information was pre-activated in highly predictive
sentences, which would result in a larger and earlier rhyme
competition effect compared to the neutral context or isolated
word recognition.

However, the neutral context or the isolation word recognition
cannot fully account for the absence of the rhyme competition
effect in Meng’s study given that the role of rhyme is consistently
observed in the isolated word recognition in alphabetical
languages (Allopenna et al., 1998; Desroches et al., 2006, 2009).
We speculated that the absence of rhyme competition effect
could be due to the inappropriate experimental design and
the data analysis in Meng’s study. First, presenting more than
one competitor in a same visual display (see the experimental
manipulation in Meng, 2014) could lead to cognitive competition

among different competitors and thus weaken the observed the
rhyme competition effects. It has been shown that the competitor
effect to be reduced and occurred later with the increasing
number of visual referents (Sorensen and Bailey, 2007), which
was explained by the working memory capacity limitation. The
representations of visual referents would become faded in the
working memory in the larger visual arrays compared to the small
visual arrays (Sorensen and Bailey, 2007; Huettig et al., 2011).
Second, the semantic plausibility between the spoken sentences
and the rhyme competitors was not controlled. For example,
the rhyme competitors (e.g., , guo3dong4, “jelly”) were
implausible for substitution into sentences like “ _”
(“Walking out from _”). A prior study found that the visual
objects which were semantically plausible extension of the
preceding context attracted more visual attention than the objects
that were semantically implausible (Frassinelli and Keller, 2012).
This is because the words in sentences can generate semantic
properties concerning with the concept and such information can
be used in allocating visual attention to the well-matched visual
objects (Frassinelli and Keller, 2012). Therefore, the uncontrolled
semantic plausibility could have resulted in fewer fixations on
the rhyme competitors in Meng’s study. Third, no time course
analysis of the rhyme processing was conducted in Meng (2014)
and the indexes of fixation durations (first fixation duration
and total fixation duration) and the number of fixations cannot
necessarily reflect the rhyme competition occurred in the specific
processing stage during spoken perception (e.g., a relatively later
rhyme processing found in alphabetical languages; Allopenna
et al., 1998; Desroches et al., 2006).

Based on the above debates, the current study aimed to
address two research questions. First of all, we aimed to clarify
whether a rhyme (i.e., the second syllable1) is activated for
competition in disyllabic Chinese words using a visual world
paradigm with eye tracking. Noted that Chinese syllables differ
from alphabetical languages in the following aspects. First,
Chinese syllable can refer to individual morphemes and can be
used as mono-syllabic words (Zhou and Marslen-Wilson, 1994).
This unique property enables that the rhymes (i.e., the second
syllable in the disyllabic words) in Chinese are more salient than
alphabetical languages like English. Second, Chinese syllables are
composed of segmental information (i.e., the phonemes) and
suprasegmental information (i.e., lexical tone). Thus, the syllable
processing is more complicated than in alphabetical languages.
Current spoken word recognition models (TRACE and NAM
models) are proposed on the basis of the alphabetical languages
and it remains less clear that the extent to which the rhyme
information across languages is processed differently or similarly.
Given the unique property and structure of the Chinese syllables,
we assumed that the role of rhyme information in Chinese
may be different from that in the alphabetical languages. In

1In previous alphabetical languages studies, rhymes were defined as sharing similar
ending phonemes in the final syllable between two or more words (e.g., “beaker” –
“speaker” in Allopenna et al., 1998). In Chinese disyllabic words studies, rhymes
were defined by the second syllable (e.g., , qiao2dong4, “arches,” – ,
guo3dong4, “jelly” in Meng, 2014; , dian4chi2, “battery”- , shui3chi2, “water
pool” in Liu et al., 2006). Similarly, in the current study, we also considered the
second syllable to be the shared rhyme between the target and competitor words.
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addition, our current study focused on word but not character
processing is because disyllabic word plays a predominant role
in Chinese (73% of words in Chinese are disyllabic words;
Zhou and Marslen-Wilson, 1994) which is practically and
theoretically more significant to examine the rhyme processing.
In addition, the target words used in prior alphabetical studies
are usually disyllabic words (Allopenna et al., 1998; Desroches
et al., 2006; Simmons and Magnuson, 2018); thus, examining
rhyme processing in the disyllabic Chinese words allows us
to explore the similarities and differences of rhyme processing
across between Chinese and English.

The second question of the current study was to examine
whether an embedded cohort of the rhyme, that is initial
phonemes of the second syllable in Chinese words, is activated
for competition during spoken word recognition. Note that more
than 73% of the Chinese words are disyllabic and each syllable
in the disyllabic words can be used independently as a free
monosyllabic word (Zhou and Marslen-Wilson, 1994). Therefore,
the second syllable of the disyllabic words is not only the rhyme
at the whole word level (Liu et al., 2006; Meng, 2014), but
also contains its own initial and end parts at the monosyllabic
level. For example, in the disyllabic word “gong1zhuan4” ( ,
“revolution”), the second syllable “zhuan4” is the rhyme which
contains monosyllabic-initial part “zhu-” and monosyllabic-end
part “-uan.” The TRACE model assumes that cohort and rhyme
within a word are accessed in temporal order and compete
during spoken word recognition, but it makes no assumptions
about whether there is also a further competition from the
monosyllabic-initial/end. Chinese syllables are ideal material to
examine this issue.

Regarding the processing of monosyllabic word, previous
studies showed that the cohort part plays a more important
role than the rhyme part. For example, in an eye-tracking
study, Malins and Joanisse (2010) presented participants with a
spoken Chinese monosyllabic word (e.g., ,2 chuang2, “bed”)
and a visual display of four objects simultaneously: a target
(e.g., chuang2, “bed”), a cohort competitor (e.g., , chuan2,
“ship”)/a rhyme competitor (e.g., , huang2, “yellow”) and two
phonologically unrelated distractors. Participants were instructed
to select the corresponding referent of the target in the visual
display. The results showed a significant cohort competition
effect with cohort competitor attracted more fixations than the
distractors. In comparison, comparable fixations were found
between the rhyme competitor and distractors, suggesting that
rhyme information was not involved (as compared to cohort) in
lexical competition during spoken word recognition. A similar
pattern of stronger and sustained role of cohort competitor
compared to the rhyme competitor was also observed in
ERP studies (e.g., Malins and Joanisse, 2012). Given that the
cohorts have more weight than the rhymes during spoken word
processing, in this study, we investigated the issue that whether
the embedded cohort of the rhyme (i.e., second syllable) could
also be activated during spoken perception in Chinese.

2Chinese characters of the examples in Malins and Joanisse (2010) were not
given in the original article. We added those Chinese characters to ease the
understanding for readers.

In the following experiments, we adopted a printed-word
paradigm with eye tracking to investigate the processing of the
second syllable processing in Chinese spoken word perception
(Huettig and McQueen, 2007; McQueen and Viebahn, 2007).
The visual world paradigm has been widely used to explore
phonological processing in visual word recognition (Shatzman
and McQueen, 2006; Huettig and McQueen, 2007; McQueen
and Viebahn, 2007; Weber et al., 2007; Ito et al., 2018; Shen
et al., 2018). Compared to the ERP technique, the visual world
paradigm with eye tracking has several advantages: (1) In ERPs
studies, some explicit responses such as eye blinks and moving
eyes would cause a great deal of electrical noise on the EEG
signals (Rayner and Clifton, 2009), while the eye movements
recording can occur implicitly without the interferences from
explicit responses (Huettig and McQueen, 2007); (2) In ERP
studies, incongruent spoken sentences are usually constructed
when investigating the spoken comprehension (e.g., Liu et al.,
2006), the eye movements recording can be recorded in a more
natural language comprehension environment with the normal
spoken sentence as stimuli; thus has higher ecological validity
than the ERP technique. The printed-word paradigm adopted in
the current study is a variation on the visual world paradigm in
which the printed words replace visual pictures (McQueen and
Viebahn, 2007). In addition, to avoid potential confounding that
may harm the observation of rhyme competition effect, in the
current study we adopted the following manipulations: (a) Only
one type of phonological competitors (i.e., the rhyme competitor)
was presented in each visual display. This could reduce the
potential interference from any other competition effects. (b)
Target words were presented in isolation (without sentence
context) to avoid any possible prediction or semantic plausibility
effect from sentence context; (c) A detailed time course analysis
was conducted to tap into the rhyme competition in Chinese.

In the current study, participants viewed a display of printed
words with simultaneous verbal presentation of target words.
For a given target word, the competitors either shared the full
phonemes of the second syllable with the targets (hereafter
called “the syllabic overlap condition”), or shared partial (i.e.,
initial) phonemes of the second syllable (hereafter called “the
sub-syllabic overlap condition”) with targets. The cohort model
posits that rhyme information is not accessed during word
recognition, and thus no competition effect should be observed in
the syllabic overlap condition. On the other hand, both TRACE
and NAM predict a significant phonological competition effect
in the syllabic overlap condition, that was, a rhyme competition
effect should be observed. In addition, based on the prior findings
according to monosyllabic words that cohorts have more weight
than the rhymes during spoken word recognition (Malins and
Joanisse, 2010, 2012), we hypothesized that if the second syllable
(i.e., rhyme) can be activated, the initial phonemes of the second
syllable would also be activated to some extent.

Furthermore, the manipulation of two conditions also allows
us to test the hypothesis of “phonological similarity.” According
to the TRACE model, “global similarity” plays an important
role in mapping spoken words onto lexical representations
(McClelland and Elman, 1986). This assumption predicts that
the degree of word activation varies with phonological similarity.
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Using the eye-tracking technique, Shen et al. (2018) manipulated
the phonological similarity of the first syllable in Chinese
disyllabic words and found that more fixations were allocated to
high-similarity competitors (sharing full phonemic overlap with
targets) compared to low-similarity competitors (sharing partial
phonemic overlap with targets). If the mapping rule of “global
similarity” also applies to second syllable processing in Chinese,
we would observe a larger phonological competition effect in the
syllabic overlap condition while a small effect in the sub-syllabic
overlap condition.

EXPERIMENT 1

Method
Participants
Forty undergraduates (13 men, 27 women) from Hangzhou
Normal University were randomly recruited and participated in
the experiment. Their ages ranged from 18 to 27 years (Mean
age = 21.2 years) and they were all native Mandarin Chinese
speakers who had normal or corrected-to-normal vision and
normal hearing. A monetary compensation was paid to each
participant after the experiment. The research protocol reported
here was approved by the ethics committee of the Institute of
Psychological Sciences from Hangzhou Normal University.

Materials and Design
All spoken target words were recorded by a native Chinese
female speaker at a normal speaking speed on the software Praat
at a sampling rate of 44.1 kHz. All spoken target words were
embedded in a spoken instructional carrier, “ ” (“please click
on”), and presented to participants through headphones.

Fifty-four Chinese disyllabic words were selected as target
items. Each visual display included a target word, a phonological
competitor, and two distractors that were neither semantically
nor phonologically related with target word. For each target word,
there were two types of corresponding phonological competitors:
a syllabic overlap competitor and a sub-syllabic overlap
competitor. For the syllabic overlap condition, the phonological
competitor shared all phonemes of the second syllable with
the target words (e.g., “ ,” xiao3zhuan4, “calligraphy” vs.
“ ,” gong1zhuan4, “revolution”). For the sub-syllabic overlap
condition, the competitor shared cohort-part phonemes of the
second syllable with targets (e.g., “ ,” yuan2zhu4, “cylinder” vs.
“ ,” gong1zhuan4, “revolution”). To maximize the possibility
of observing the phonological competition effect, all phonological
competitors were matched in the lexical tone of the second
syllable with the targets. (See Figure 1 for sample stimuli of
Experiment 1.) Word frequency and number of strokes were
carefully matched across the four printed words in the two
conditions (syllabic overlap condition: Fs < 1, ps > 0.60; sub-
syllabic overlap condition: Fs < 1, ps > 0.82; see Table 1 for
the lexical properties of experimental stimuli; word frequency
data from the Chinese Linguistic Data Consortium, 2003). All
phonological competitors were carefully selected to share no
semantic association or orthographic association with target
words. Another twenty participants (who did not participate

FIGURE 1 | An example of a printed-word display in Experiment 1. For the
spoken target word , gong1zhuan4, “revolution,” the printed-word display
consisted of an identical target word, a phonological competitor word in the
syllabic overlap condition (A) , xiao3zhuan4, “calligraphy” or in the
sub-syllabic overlap condition (B) , yuan2zhu4, “cylinder” and two
unrelated distractors , cheng2lou2, “gate tower” and , bai2yin2,
“silver” in four corners of the display.

in the following eye-tracking experiment) were recruited and
were asked to rate the semantic relatedness between targets and
competitors on a 5-point scale. Results showed no significant
difference between the two types of competitors (targets and
syllabic overlap competitors: mean score = 1.15, SD = 0.25;
targets and sub-syllabic overlap competitors: mean score = 1.13,
SD = 0.21; t = 0.45, p = 0.65). In addition, two research assistants
examined the material to ensure there was no orthographic
association between targets and competitors (i.e., sharing no
radicals). All critical stimuli were split into two lists. Each list
contained 27 syllabic overlap items and 27 sub-syllabic overlap
items with no repetition of target words. Each participant was
randomly assigned to perform one list only. See the Appendix
for all materials used in critical trials.

Apparatus
Participants’ eye movements during the experiment were
recorded using an EyeLink1000 Desktop tracker (SR Research,
Mississauga, ON, Canada), with sampling at a rate of 1000 Hz.
The experimental task was programmed using Experimental
Builder software (SR Research Ltd). Auditory stimuli were
presented to the participant via headphones (Sennheiser, PC 230).
Visual stimuli were presented on a 21-inch monitor (resolution:
1024 × 768; refresh rate: 85 Hz) of a Dell computer. The visual
stimuli were displayed in black (RGB: 0, 0, 0) against a white
background (RGB: 255, 255, 255). Participants were seated about
57 cm away from the display screen and 1 cm on the screen
subtended a visual angle of approximately 1◦. A chin rest was
used to control the participant’s head position. Although the
viewing was binocular, only eye movements of the right eye were
recorded during the entire procedure.

Procedure
Before the experiment, each participant was given a brief
introduction to the experiment. The eye-tracker was then
calibrated and validated via 9-point calibration prior to the
beginning of the experiment. A drift check was performed before
the start of each trial. Each trial started with a blank screen
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TABLE 1 | Lexical properties of the experimental materials in Experiment 1 and 2.

Target word Phonological competitor (the
syllabic overlap condition)

Phonological competitor (the
sub-syllabic overlap condition)

Distractor Distractor

Mean word frequency 2.39 (2.53) 2.32 (2.61) 2.74 (3.70) 2.20 (2.04) 2.28 (2.11)

Mean number of strokes 16.81 (4.60) 16.94 (4.76) 17.37 (4.19) 17.37 (4.46) 17.81 (4.75)

Mean word frequency was calculated as occurrences per million. The standard deviants are presented in brackets.

displayed for 500 ms, and then followed by a visual display
consisting of four printed words. The auditory stimuli were
presented 200 ms3 after the visual display onset. The four printed
words were arranged at the four corners of the screen and the
positions of each printed word were randomized across trials4.
The size of each disyllabic word was approximately 1.5◦

× 3◦

and located about 10◦ away from the screen center. Participants
were asked to find the target word (that was same as the auditory
stimulus) and click on it using a computer mouse. The visual
display remained on the screen until a response was made.
Participants were required to make the responses as quickly and
accurately as possible.

There were seven practice trials prior to the formal experiment
to ensure that participants were familiar with the task procedure.
Additional 54 filler trials including a target and three distractors
were added into the experiment, which were constructed to
avoid participants being aware of the manipulations in the
critical trials. Critical trials and filler trials were intermixed and
randomly presented. The duration of the whole experiment was
approximately 10–15 min.

Results and Discussion
Accuracy Data
Filler trials, practice trials, and critical trials with wrong responses
were all excluded from the data analysis. Participants’ accuracy in
the critical trials was 99.9%, suggesting that they paid sufficient
attention to the task.

Data Coding
A square region of 10◦

× 10◦centered around each printed word
was designated as the region of interest (ROI) for eye tracking.
Only fixations that fell into the ROI were defined as “fixating
on the current word” and those fixations that did not fall on the
printed words were considered as falling on the background. All
fixations were coded as “0” (not fixed) or “1” (fixed) for every
100 ms bin starting from 200 ms before the onset of the auditory
stimulus presentation.

Eye Movement Data
A logit mixed model (Jaeger, 2008; Quené and van den Bergh,
2008; Ferreira et al., 2013) was employed to analyze the eye
movement data in the R software (R Core Team, 2020). A glmer()
function in the lme4 package (Version 1.1-23; Bate et al., 2015)

3This choice of preview time prevents participants from reading the words
strategically.
4For each spoken target word, the positions of printed targets, competitors,
and distractors were the same in the syllabic overlap and sub-syllabic overlap
conditions.

was used to build the mixed effect models. For the base model,
a random intercept for participants and items was added. Then,
the fixed effects (“the word type”: competitor vs. distractor and
“the competitor type”: the syllabic overlap competitor vs. the
sub-syllabic overlap competitor) were added into the models
one by one, followed by the interaction of the fixed effects as
well as the by-participants random slope for the fixed factor
(Cunnings, 2012; Barr et al., 2013). To test whether adding a
factor improved the model fit, anova() was used to conduct
the model comparison. For any significant interaction effect,
contrast analysis was performed to compare the effect between
the competitor and the distractors.

Figure 2 presents the proportion of the fixations to the
targets, the phonological competitors, and the distractors5 in the
syllabic overlap and sub-syllabic overlap conditions, respectively.
As seen in Figure 2, the fixation proportion curve of the target
showed a significant separation trend compared to that of the
phonological competitors and distractors after 300 ms from the
onset of the spoken words. However, in both conditions, the
fixation proportion curves of the phonological competitors and
the distractors were almost overlapping except for a very tiny
difference in the time window bin of 400–500 ms vs. 500–600 ms.
The data for the two time windows were thus analyzed to test
whether the difference reached statistical significance. Results
of the logit mixed model showed that adding fixed factors or
interaction did not improve model fit for either the time window
of 400–500 ms [χ2 (2) = 0.24, p = 0.89] or 500–600 ms [χ2

(2) = 0.89, p = 0.64].
In Experiment 1, no evidence was found for a phonological

competition effect on the second syllable (i.e., the rhyme), in
agreement with the findings of Malins and Joanisse (2010). This
result stands in contrast to the cohort competition effect found in
Chinese using a very similar design (Shen et al., 2018). We assume
that rhyme processing may be relatively weak compared to
cohort processing in Chinese. Therefore, a competitive situation
(e.g., presenting a target word in the visual display) may make
the subtle rhyme effect less observable. Some previous studies
have already shown that the semantic competition effects were
larger when the target was not presented in a visual display
(i.e., a target-absent design) compared to when the target was
presented (i.e., a target-present design) (Huettig and Altmann,
2005). This is because the presence of the target will attract the
most attentional resources in the visual field, thus leading to
less attention being directed to other visual referents. For this
reason, the use of the target-present design may have reduced
the likelihood of observing the rhyme competition effect in

5The curve of distractors refers to the average fixation proportions of the two
distractors in Figures 2, 4.
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Experiment 1. Therefore, in Experiment 2, we adopted a target-
absent display of the visual-world paradigm to further test the
role of the second syllable (i.e., the rhyme) competition effect
during Chinese spoken word recognition.

EXPERIMENT 2

Method
Participants
Forty undergraduates (15 men, 25 women) from the same
participant pool were randomly recruited to participate in
Experiment 2; none of them had participated in Experiment 1.
Their ages ranged from 17 to 23 years (Mean age = 19.95 years)
and they were all native Mandarin Chinese speakers who had
normal or corrected-to-normal vision and normal hearing.
A small compensation was paid to each participant after the
experiment. The research protocol reported here was approved
by the university ethics committee.

Materials and Apparatus
Materials and apparatus were the same as those used
in Experiment 1.

Procedure
The procedure was modified from Experiment 1, in that the visual
referents of the spoken target words for the critical trials were
not presented on the display screen. Additionally, the spoken
target words were presented to participants without the preceding
carrier phrase. For each trial, three printed words were presented,
arranged as a V-shape or an inverted V-shape on the screen.
The positions of the printed words were randomized across
trials6 (Tsang and Chen, 2010). Each word was located about
8◦ away from the screen center (see Figure 3 for experimental

6For each spoken target word, the positions of competitors and distractors were
the same in the syllabic overlap and sub-syllabic overlap conditions.

stimuli of Experiment 2). Participants were presented with
spoken target words and instructed to determine whether or not
the referent of the spoken target word was on the screen by
pressing corresponding buttons on a keyboard. An equivalent
number of filler trials were constructed to balance the responses.
The referents of spoken targets were presented in the visual
display only for filler trials. Thus, “YES” responses were expected
in the filler trials, and “NO” responses were expected in the
critical trials.

Results and Discussion
Accuracy Data
Filler trials, practice trials, and critical trials with wrong responses
were all excluded from the further data analysis. Participants’
accuracy in the critical trials was 99.26%, suggesting that they
paid sufficient attention to the task.

FIGURE 3 | An example of a printed-word display in Experiment 2. For the
spoken target word , gong1zhuan4, “revolution,” the printed-word display
consisted of a phonological competitor word in the syllabic overlap condition
(A) , xiao3zhuan4, “calligraphy” or in the sub-syllabic overlap condition (B)

, yuan2zhu4, “cylinder” and two unrelated distractors , cheng2lou2,
“gate tower” and , bai2yin2, “silver”. In this example, the three printed
words were arranged as a V-shape.

FIGURE 2 | Proportion of fixations on the target, the phonological competitor and the distractors from 200 ms before the onset of the spoken target word in the
syllabic overlap condition (A), and sub-syllabic overlap condition (B), respectively in Experiment 1.
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Eye Movement Data
The data coding and statistical analysis were the same as that in
Experiment 1. Figure 4 presents the proportion of the fixations to
the phonological competitors and the distractors in the syllabic
overlap and sub-syllabic overlap conditions, respectively. The
fixation proportion curves of the phonological competitor and
the distractor had a clear disassociation from 800 ms until
1300 ms after the onset of the spoken targets. Numerous
fixations fell on the phonological competitors compared to the
distractors in both conditions. But the degree of divergence in the
syllabic overlap condition was larger than that in the sub-syllabic
overlap condition. To test whether the differences approached
statistical significance, the time windows from 900 to 1300 ms
were analyzed using the logit mixed model (see Table 2). The
results showed that the model was significantly improved by the
interaction of fixed effects and the by-participant random slope
of the “the competitor type” [χ2 (5) = 16.62, p < 0.01] in the
time window of 900–1000 ms. The pattern of interaction effects
was sustained for the time window from 1000 to 1300 ms (χ2

s > 8.01, ps < 0.05). For the time window of 900–1000 ms,
contrast analysis showed that phonological competitors attracted
more fixations compared to the distractors in both the syllabic
overlap condition (b = 0.59, SE = 0.09, Z = 6.30, p < 0.001)
and the sub-syllabic overlap condition (b = 0.32, SE = 0.10,
Z = 3.41, p < 0.001). Moreover, fixation proportions on syllabic
overlap competitors were significantly larger than those on the
sub-syllabic overlap competitors (b = –0.45, SE = 0.10, Z = –4.59,
p < 0.001), while no difference was found for the distractors
(Z = 0.70, p = 0.49). The significant phonological competition
effects suggested that the second syllable (i.e., the rhyme) was
indeed competing and activated during processing of the spoken
word perception. More importantly, the phonological activation
of sub-syllabic overlap competitors also suggested a significant
phonological competition effect of the initial phonemes of the
second syllable. In addition, the interaction effects suggested
that the activation of phonological competitors was sensitive
to phonemic overlapping such that the activation degree of
the phonological competitor was varied as a function of the

full/partial phonemic overlap. Thus, more visual attention was
directed to the syllabic overlap competitors than to the sub-
syllabic overlap competitors.

Unexpectedly, we also found a main effect of “the word type”
in the time window of 300–500 ms. The fixation proportions on
phonological competitors were significantly higher than those on
distractors in both conditions (χ2s > 6.86, ps < 0.04). However,
no interaction of fixed effects was found (χ2s < 1, ps > 0.70).
We assume that the mismatched word frequency for some items
may account for this unexpected result. After a careful check of
the material, we found that the word frequency of item 28 did not
match perfectly across conditions such that the word frequency of
the sub-syllabic overlap competitor (i.e., “ ,” bao4zha4, Word
frequency = 23.31 occurrences per million) was much higher than
the word frequencies of the distractors (i.e., “ ,” ling2mu4,
Word frequency = 2.14 occurrences per million, “ ,” zuo4yi3,
Word frequency = 2.19 occurrences per million). When a further
data analysis excluding item 28 was conducted, results showed
that the unexpected main effect in the time window of 300–
500 ms disappeared (χ2 s > 3.45, ps > 0.13), and our main
interaction effects in the time windows of 900–1300 ms remained
significant (χ2 s > 6.91, ps < 0.05). In addition, the mean
word frequency and number of strokes between targets and the
competitors and distractors remained matched (syllabic overlap
condition: Fs < 1, ps > 0.69; sub-syllabic overlap condition:
Fs < 1, ps > 0.54)7.

GENERAL DISCUSSION

Two experiments were conducted to determine whether the
second syllable compete for word recognition and whether the
initial-part of the second syllable is involved in the processing of

7Mean word frequency: syllabic overlap competitors, M = 2.36, SD = 2.62; sub-
syllabic overlap competitors, M = 2.35, SD = 2.38; distractor, M = 2.20, SD = 2.06;
distractor, M = 2.28, SD = 2.13; Mean number of strokes: syllabic overlap
competitors, M = 16.94, SD = 4.81; sub-syllabic overlap competitors, M = 17.17,
SD = 3.96; distractor, M = 17.26, SD = 4.43; distractor, M = 17.74, SD = 4.76.

FIGURE 4 | Proportion of fixations on the phonological competitor and the distractors from 200 ms before the onset of the spoken target word in syllabic overlap
condition (A), and sub-syllabic overlap condition (B), respectively in Experiment 2.
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TABLE 2 | Time windows analysis for results of logit mixed models in the syllabic overlap and sub-syllabic overlap conditions in Experiment 2.

Time window from
spoken target word (ms)

Predictor Syllabic overlap condition Sub-syllabic overlap condition

Estimate Standard
error

Z values Corrected
p-values

Estimate Standard
error

Z values Corrected
p-values

900–1000 ms (Intercept) −1.01 0.07 −14.00 <0.001*** −1.03 0.07 −13.92 <0.001***

Distractor −0.07 0.10 −0.69 0.49 0.06 0.10 0.63 0.53

Phonological competitor 0.59 0.09 6.34 <0.001*** 0.32 0.10 3.41 <0.001***

1000–1100 ms (Intercept) −1.29 0.09 −13.91 <0.001*** −1.28 0.09 −13.71 <0.001***

Distractor 0.05 0.10 0.47 0.64 0.10 0.10 0.93 0.35

Phonological competitor 0.70 0.10 7.10 <0.001*** 0.33 0.10 3.17 <0.001***

1100–1200 ms (Intercept) −1.57 0.11 −13.96 <0.001*** −1.54 0.12 −13.10 <0.001***

Distractor 0.16 0.11 1.44 0.15 0.10 0.11 0.95 0.34

Phonological competitor 0.62 0.11 5.88 <0.001*** 0.17 0.11 1.54 0.12

1200–1300 ms (Intercept) −1.71 0.14 −12.61 <0.001*** −1.85 0.14 −13.19 <0.001***

Distractor −0.19 0.12 −1.58 0.11 0.07 0.12 0.55 0.58

Phonological competitor 0.31 0.11 2.76 <0.01** 0.09 0.12 0.79 0.43

**p < 0.01, ***p < 0.001.

Chinese disyllabic word recognition using a printed-word version
of the visual-world paradigm. We manipulated the competitors
sharing full phonemes of the second syllable with the targets
(i.e., “the syllabic overlap condition”) or sharing the cohort-
part phonemes of the second syllable with the targets (i.e.,
“the sub-syllabic overlap condition”). No main effect or any
interaction effect was found to be significant when the targets
were presented in the visual display in Experiment 1. However,
a significant phonological competition effect was observed under
both conditions when the target referents were removed from
the visual display in Experiment 2 (i.e., the fixation proportions
on the phonological competitors were higher than those on
distractors) in both syllabic overlap and sub-syllabic overlap
conditions, suggesting that both second syllable (i.e., the rhyme)
and the initial part of the second syllable were accessed for
competition. In addition, we also found a larger competition
effect in the syllabic overlap condition than that in the sub-
syllabic overlap condition in Experiment 2.

In the current study, we observed clear and robust evidence
that the second syllable (which was usually deemed as a rhyme
in previous Chinese studies, Liu et al., 2006; Meng, 2014) are
involved in competition in Chinese spoken disyllabic word
recognition using a target-absent display of the visual-world
paradigm. Prior studies regarding rhyme processing in Chinese
have yielded contradictory results. Some studies have found
no evidence for rhyme competition while other studies have
observed a rhyme competition effect (Zhao et al., 2011; Meng,
2014). To revisit this issue and maximize the possibility of
observing a compound rhyme competition effect on disyllabic
words, we altered some aspects of our original experimental
design, i.e., presenting only one competitor type and presenting
targets in isolation, using the printed-word paradigm. The results
showed an important role of the second syllable (i.e., the rhyme)
in Chinese spoken word recognition, in that the syllabic overlap
competitors attracted more fixations than did the distractors.
The significant rhyme effect in Chinese is consistent with the

role of rhyme for disyllabic words in alphabetical languages,
showing a universal competitive role of rhymes across languages.
However, the rhyme competition effect in Chinese was only
observed in the target-absent situation in Experiment 2 and the
effect disappeared in the target-present situation in Experiment
1. These results seem to indicate that the rhyme effect for
disyllabic words in Chinese is relatively weak, such that a
competitive environment (such as presenting targets on a screen)
weakens the rhyme effect to the point of producing a null effect
in Experiment 1.

More importantly, we also observed the activation of the
initial phonemes of the second syllable (i.e., rhyme) during
spoken word recognition. As noted, most studies focused
on the separate role of cohort/rhyme and few studies have
ever investigated the role of embedded cohort in the rhyme.
The significant competition effect observed in the sub-syllabic
overlap condition suggested that the embedded cohort part
within a rhyme was also activated and the rhyme processing
in the disyllabic word was accessed in a multiple-layer way:
the whole-word layer and the monosyllabic layer. In addition,
we also observed a modulating role of phonemic overlapping
proportion on the activation degree of the phonological
competitors; a larger competition effect was found for syllabic
overlap competitors and a relatively small competition effect
was found for sub-syllabic overlap competitors, demonstrating
that the mapping of spoken signals onto the inner lexical
representation was determined by the degree of phonological
similarity. Therefore, syllabic overlap competitors with full
phoneme overlapping with targets are activated to a higher
degree than the sub-syllabic overlap competitors with only
partial phoneme overlapping with targets. This is reflected
in eye movement behaviors as more fixations are directed
to the syllabic overlap competitors than to the sub-syllabic
overlap competitors.

Given that the second syllable was considered as the rhyme
in prior Chinese disyllabic word processing (Liu et al., 2006;
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Meng, 2014), the current findings also contribute to refinements
of the rhyme processing assumptions in the spoken word
recognition models. Existing spoken word recognition models
make different assumptions regarding rhyme processing. The
second syllable (i.e., rhyme) competition effect observed in the
present study is in line with the assumptions of the TRACE
model (McClelland and Elman, 1986) which assumes that spoken
word recognition is a continuous process with the competition
among rhymes being involved. The TRACE model also predicts
that rhymes and cohorts are processed with different weights,
with a weaker and later activation of the rhyme processing but
an earlier and stronger activation for the cohort processing.
Our current finding of an absence of a rhyme competition
effect in the target-present situation stands in contrast to the
significant cohort effect found in the target-present situation
in our prior studies (Shen et al., 2018). The combined results
across two studies provide some indication that the rhyme
effect is relatively weaker than the cohort effect in Chinese.
In addition, both the TRACE and TTRACE model (proposed
by Tong et al., 2014) make no assumptions about how the
embedded cohort/rhyme are processed in Chinese spoken word
recognition. Our current findings provided the first piece of
evidence that the embedded cohort part of the rhyme can
also be activated during Chinese disyllabic word recognition.
The significant phonological competition effect observed in
the sub-syllabic overlap condition in Experiment 2 also shed
some lights on the uniqueness and complication of the rhyme
processing in Chinese. The rhyme processing in Chinese is
likely to be accessed in a multiple-layer manner: the whole
word layer and the monosyllabic layer, and the rhymes are
possibly to be accessed in parallel or serially at these two
different levels.

It is well known that compared to alphabetical languages
such as English, most syllables in Chinese can be mapped onto
morphemes and can stand alone as monosyllabic words (Zhou
and Marslen-Wilson, 1994; Zhao et al., 2011). This specific
linguistic property may lead to different rhyme representations in
Chinese (especially in disyllabic Chinese words) as compared to
that in alphabetical languages such that rhyme representation in
Chinese may be more salient than that in alphabetical languages.
However, the saliency of rhyme representation in Chinese may
be affected by word frequency. Prior studies have found that low-
frequency words are more likely to be represented as separated
morphemic entries while high-frequency words are more likely
to be represented as whole-word entries in the mental lexicon
(Pollatsek et al., 2000; Yan et al., 2006). Thus, it is possible
that the separated morphemic representations of low-frequency
words may also increase the saliency of the linking phonological
representations (i.e., rhyme representation) compared to high-
frequency words. In our current study, the mean word frequency
of the target words is 2.39 occurrences per million. Based on
a Chinese Linguistic Data Consortium (2003), only 22.86%
words’ frequencies are higher than the targets. Therefore, target
words in current study are relatively high-frequency Chinese
words and the rhyme representations of those words are not
that salient. In this study, we did not manipulate the word
frequency of targets directly, and thus it remains unclear how

the word frequency would influence rhyme processing and
representations. More studies need to be conducted to further
examine this issue.

One may argue that the phonological competition effect
observed in the target-absent design in Experiment 2 may have
resulted from task-specific strategies. For example, participants
may allocate more attentional resources to the target absent
displays because the task was to search for a matched target.
However, this explanation is less plausible because: (1) the visual
display was previewed for 200 ms before the onset of the auditory
words. Given that 200 ms is usually assumed to be the retrieval
time for phonological information from printed words (Huettig
and McQueen, 2007), this preview time prevented listeners
from searching for visual words strategically and accessing the
phonological code of printed words based on the phonological
information of the spoken targets. The setting of the preview
time allows that the phonological information of the spoken
word and the printed words was accessed concurrently and
the eye movement measures of the printed words reflected the
ongoing cognitive processing during spoken word recognition
rather than a later search effect after the target words had been
activated. (2) In addition, participants in the current study were
instructed to search for a target word in the visual display and
responded by pressing keys. It should be noted that no explicit
phonological processing was necessary in order to complete
the task. If the phonological competition effect had resulted
from a visual search strategy, then the fixation proportion
under both syllabic overlap and sub-syllabic overlap conditions
should be the same since both the syllabic overlap and sub-
syllabic overlap competitors were not targets and there was no
reason for participants’ eyes to fixate on these visual referents.
However, the significant competition effect suggested that the
phonological information of the second syllable was indeed
activated. Based on this fact, we argue that the phonological
information of the second syllable was activated automatically
to a larger extent during the visual search and less likely to
have been the result of the task. More future studies need
to be conducted to further examine whether the phonological
competition effect on rhymes and on partial phonemes of
rhymes still exist under a more general and natural language
processing situation.

Our study has several limitations worth noting. First, the
lexical tone of the phonological competitors was not manipulated
in the current study. One of our prior studies showed that
lexical tone affects the degree of activation of cohort competitors
(Shen et al., 2020), and thus it remains unclear how the
lexical tone of rhymes might modulate the activation degree
of rhyme competitors. This should be investigated in future
studies. Second, the current study did not include a cohort
competitor type in the word level, and thus it was unable
to directly compare the processing differences in time course
and activation degree between the two types of phonological
candidates on same level during spoken word recognition. Third,
in the current study, we only considered the processing of word-
initial phonemes (i.e., cohort-part) in the syllable level (i.e.,
second syllable). Future studies need to be conducted to further
explore whether the word-final phonemes (i.e., rhyme-part) of
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the second syllable can also be activated. These studies have
important implications in uncovering the uniqueness of rhyme
processing in Chinese. Fourth, current study did not intentionally
control or manipulate the participants’ cognitive/meta-linguistic
abilities or the familiarity degree of Chinese printed words. It
is possible that those factors may also exert some confounding
influence on our current findings. Future studies need to be
conducted to further investigate the role of these factors on the
syllable processing in Chinese. Lastly, more future studies need
to be designed to investigate how context predictability may
influence rhyme processing in Chinese spoken perception.

Taken together, the current study confirmed that not only the
second syllable (i.e., rhyme) at the word level is activated, but also
the initial phonemes of the second syllable at the syllabic level
are also activated for competition in Chinese spoken disyllabic
word recognition.
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APPENDIX

TABLE A1 | Materials used in Experiments 1 and 2.

Id Target Phonological competitor
(Syllabic overlap condition)

Phonological competitor
(Sub-syllabic overlap condition)

Distractor Distractor

1 (dian4 ling2) (you1 ling2) (shan1 lin2) (fang2 dong1) (mo4 qi4)

2 (pi2 zang4) (tu3 zang4) (duan3 zan4) (nen4 ye4) (mai4 sui4)

3 (shan1 yang2) (luo4 yang2) (gan3 yan2) (ti3 cao1) (mei2 jie4)

4 (dou4 jiang1) (bian1 jiang1) (guan3 jia1) (wen1 shi4) (kong3 que4)

5 (zhi3 zhang1) (tu2 zhang1) (can2 zha1) (shui3 hu2) (zu3 bei4)

6 (jiu4 zhang4) (fang1 zhang4) (you2 zha4) (xing1 kong1) (tuo1 xie2)

7 (gong1 zhuan4) (xiao3 zhuan4) (yuan2 zhu4) (cheng2 lou2) (bai2 yin2)

8 (hun2 zhuo2) (shao1 zhuo2) (cui4 zhu2) (qing2 yi4) (tai4 dou3)

9 (yin1 yang2) (mian2 yang2) (jing1 yan2) (zi4 bei1) (qi4 qiu2)

10 (chou4 yang3) (zhan1 yang3) (mei2 yan3) (nei4 ke1) (sheng2 suo3)

11 (jing1 ying1) (fu4 ying1) (gao1 yin1) (sheng4 zhi3) (dian4 che1)

12 (jun1 ying2) (qing1 ying2) (shui3 yin2) (qu3 diao4) (zao3 can1)

13 (zhi3 xiang1) (ding1 xiang1) (dui4 xia1) (yin1 jian1) (tiao4 zao3)

14 (mu3 xing4) (rong2 xing4) (shu1 xin4) (lian3 dan4) (dian4 liang4)

15 (xing1 wang4) (yi2 wang4) (shou3 wan4) (ao4 mi4) (jiao1 jing3)

16 (qing1 shang1) (zhi4 shang1) (wu1 sha1) (du2 liu2) (du2 bai2)

17 (song1 xiang1) (meng4 xiang1) (long2 xia1) (juan3 fa4) (ye3 ying2)

18 (shuang1 jiao3) (zhi2 jiao3) (ma3 jia3) (en1 ai4) (huo3 hai3)

19 (la4 jiang4) (suo3 jiang4) (nian2 jia4) (wu1 nv3) (xi4 fu2)

20 (wang2 guan1) (shuang1 guan1) (di4 gua1) (jiu4 ma1) (hai2 tong2)

21 (lu2 dang4) (wen2 dang4) (ya1 dan4) (e4 meng4) (yi1 jia4)

22 (chao2 gang1) (shui3 gang1) (zhu1 gan1) (ya2 yi1) (ni4 zei2)

23 (gan1 bing1) (bai4 bing1) (li3 bin1) (yu4 pei4) (hei1 guo1)

24 (yi4 ming2) (shen2 ming2) (yan1 min2) (jie1 qu1) (shui3 pen2)

25 (che1 peng2) (nuan3 peng2) (wa3 pen2) (sai1 hong2) (rou2 guang1)

26 (ru3 tang2) (zao3 tang2) (jiu3 tan2) (xi1 ni2) (you4 ya2)

27 (ke1 huan4) (huo4 huan4) (bai2 hua4) (zhuo1 bu4) (jie1 xiang4)

28 (sheng4 zhang4) (jie2 zhang4) (bao4 zha4) (ling2 mu4) (zuo4 yi3)

29 (shen4 zang4) (bao3 zang4) (kua1 zan4) (mei3 meng4) (hong2 ri4)

30 (tan2 huang2) (nv3 huang2) (jing1 hua2) (you2 cai4) (xuan2 feng1)

31 (chun1 feng1) (xian1 feng1) (gao1 fen1) (zui3 ba1) (ji1 mi4)

32 (xun1 zhang1) (zhi3 zhang1) (shan1 zha1) (mei3 jing3) (you1 ling2)

33 (bao3 jian4) (zu3 jian4) (shu3 jia4) (qun2 luo4) (zhi3 wen2)

34 (jie4 xian4) (dian4 xian4) (shu3 xia4) (lao3 hu3) (zi1 wei4)

35 (yuan2 shuai4) (xi1 shuai4) (piao4 shu4) (qing2 lv3) (xia4 zhi1)

36 (jia4 zhao4) (kou3 zhao4) (jian1 zha4) (wen2 chong2) (zai1 huang1)

37 (xiang1 chang2) (te4 chang2) (xun2 cha2) (fen3 bi3) (si1 jin1)

38 (zhu3 xian4) (quan2 xian4) (jing1 xia4) (ming2 yue4) (wu4 liao4)

39 (shi1 ming2) (fang1 ming2) (zai1 min2) (kao3 ya1) (you2 wu1)

40 (rou4 xian4) (yan3 xian4) (chu1 xia4) (bao3 dao1) (hui1 zhang1)

41 (bang4 bing1) (tao2 bing1) (lai2 bin1) (mian4 pi2) (jia1 juan4)

42 (xing2 cheng2) (shang1 cheng2) (qing1 chen2) (gu3 dong3) (zhi1 ye4)

43 (sheng4 ling2) (qi1 ling2) (song1 lin2) (zhang3 bei4) (cao1 chang3)

44 (yuan2 zhui1) (wei3 zhui1) (zhi2 zhu1) (qing1 wa1) (jia1 yao2)

45 (qing2 shang1) (qiang1 shang1) (xi4 sha1) (wen4 juan3) (mei2 po2)

46 (zang4 qing1) (zuo3 qing1) (dan1 qin1) (zhi3 huan2) (jia3 ya2)

47 (shui3 gang1) (chao2 gang1) (biao1 gan1) (jiu3 wo1) (nao3 liu2)

48 (shang3 feng1) (xian3 feng1) (qiu1 fen1) (ling2 wei4) (chu2 yi4)

(Continued)
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TABLE A1 | (Continued)

Id Target Phonological competitor
(Syllabic overlap condition)

Phonological competitor
(Sub-syllabic overlap condition)

Distractor Distractor

49 (gong1 guan1) (wai4 guan1) (xi1 gua1) (re4 liang4) (kun1 chong2)

50 (sheng1 jiang1) (jiu3 jiang1) (qing4 jia1) (bei3 ou1) (fu4 hao2)

51 (te4 xiao4) (huan1 xiao4) (sheng4 xia4) (zong1 ying3) (ling2 mu4)

52 (jiu3 jing1) (shui3 jing1) (gang1 jin1) (zhi2 bei4) (she2 tou)

53 (zhu1 wang3) (lai2 wang3) (fan4 wan3) (shui3 chi2) (pin3 ge2)

54 (zheng4 jian4) (gong1 jian4) (shu1 jia4) (yue4 bing3) (ming2 zhu1)

Words’ pronunciations are presented in brackets.
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Whether working memory training is effective in enhancing fluid intelligence remains in

dispute. Several researchers, who doubt the training benefits, consider that placebo

effects may be the reason for positive training gains. One of the vital variables that may

induce the placebo effect is the mindset of intelligence. In this article, we provide a test of

whether the mindset of intelligence leads to placebo effects in working memory training.

Participants were overtly recruited and allocated to the growth mindset group or the fixed

mindset group by Theories of Intelligence Scale scores. A single, 1 h session working

memory training is the cue to introduce the placebo effects. During pre/post-testing, all

participants completed tasks measuring working memory capacity (near transfer) and

fluid intelligence (far transfer). Our findings show no significant difference between the

two groups in both tasks. Therefore, these results suggest that the placebo effect does

not exist in this study, which means individuals’ mindset of intelligence may not be a

contributor to the placebo effect in 1 h working memory training. This research will further

help to clarify the mechanism of the placebo effect in working memory training.

Keywords: working memory training, fluid intelligence, placebo effects, mindset of intelligence, transfer effect

INTRODUCTION

Working memory is a cognitive system that plays a crucial role in keeping things in mind
while performing complex attentional-cognitive control activities such as goal-directed behavior,
reasoning, decision-making, comprehension, and learning (Kane and Engle, 2002; Holmes et al.,
2009; Baddeley, 2010; Shahar et al., 2018). From this perspective, working memory training is
assumed to improve not only working memory capacity but also a battery of related abilities.
Several studies have verified the assumption that the training can enhance attention (Chein
and Morrison, 2010; Kundu et al., 2013), decrease attention deficit hyperactivity disorder
(ADHD)-related symptoms (Klingberg et al., 2002, 2005), and strengthen reading or language
comprehension (Carretti et al., 2013, 2014; Artuso et al., 2019). In 2008, a study found a promising
result, short-term working memory training can improve the fluid intelligence of healthy adults,
to support that fluid intelligence is trainable (Jaeggi et al., 2008; Sternberg, 2008). Building
on this initial research, more studies on working memory training on fluid intelligence have
accumulated (Jaeggi et al., 2011, 2014; Hardy et al., 2015). Fluid intelligence refers to the ability
to solve novel, abstract problems through insight into complex relationships without relying
on previous knowledge experience (Cattell, 1963). Fluid intelligence is not only the basis for
other cognitive abilities but also plays a key role in how we solve problems in daily work and
life and how we adapt to new situations (Sternberg and Gastel, 1989). Although many studies
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have reported that the near-transfer effect (i.e., increased working
memory ability) is statistically significant and lasts for several
months, some controversial results remain on the far-transfer
effect (i.e., improvement in other abilities), especially on the
transfer to fluid intelligence (Colom et al., 2010, 2013; Owen
et al., 2010; Chooi and Thompson, 2012; Bastian and Oberauer,
2013; Redick et al., 2013; Sprenger et al., 2013; Thompson et al.,
2013; Bastian and Eschen, 2016; Lawlor-Savage and Goghari,
2016; Clark et al., 2017). Whether working memory training can
increase fluid intelligence still lacks consistent evidence.

Considering the argument, the role of placebo effects in
early positive findings, expectations may lead to post-training
fluid intelligence gains, is of a central concern (Shipstead et al.,
2012; Slagter, 2012; Melby-Lervåg and Hulme, 2013; Redick
et al., 2013). Placebo effects are psychophysiological changes
caused by the symbolic meaning of treatment rather than
specific pharmacological or physiological properties (Brody,
1980; Stewart-Williams and Podd, 2004). It is well-known that
in drug trials, the control group takes a placebo pill (which
looks the same as the experimental group) to promise both to
have the same anticipation for the pills. In medical practice,
one reason for the improvement experienced by a patient after
treatment is the confidence of the patient in the healer or the drug
is so strong that the psychological effect of the relief alleviates
their condition (Zhang et al., 2011). The improvement is not
caused by the treatment itself. It is the belief and expectation (the
treatment will work) that lead to the placebo effect. Psychological
intervention, including working memory training, should also
pay attention to the difference in expectations between groups
(Boot et al., 2013). Foroughi et al. (2016) published an infusive
report confirming the placebo effects in 1 h working memory
training. In this research, the placebo group was recruited with
a flyer that overtly advertised the cognitive enhancement effect
of working memory training; the control group was recruited
covertly with a visually similar flyer. During the 1 h training
session, the results showed that fluid intelligence was significantly
improved in the placebo group rather than the control group.
These results suggest that the observed effects are due to overt
recruitment (reveal the objective to induce expectancies), which
challenges the true efficacy of working memory training.

It is worth noting that, in the study of Foroughi et al.
(2016), the average Theories of Intelligence Scale (TIS) scores
of the placebo group were significantly higher than the control
group. The TIS measures the mindset of intelligence, which
reflects beliefs regarding the malleability of intelligence. Students
can hold different “theories” about their intelligence (Dweck,
2000). Some students who have a fixed mindset believe that
their intelligence is unchangeable (an entity theory). Others
who have a growth mindset believe that their intelligence can
be developed through effort and persistence (an incremental
theory). Individuals who have high TIS scores may consider that
their intelligence can be improved. However, Foroughi et al.
only attributed positive post-test outcomes to the recruitment
methods. The role of the mindset of intelligence in placebo effects
is ambiguous.

According to the mindset theory (Dweck, 2000), students
with a growth mindset have many benefits, including adherence

to learning goals rather than performance goals (Richard and
Pals, 2010), positive effort belief (Tempelaar et al., 2015), and
holding effort and positive strategies (Ommundsen et al., 2005).
These also lead to better academic achievement (Claro et al.,
2016). However, this theory has been discredited and inconsistent
empirical findings were found (Dommett et al., 2013). A recent
meta-analysis (Sisk et al., 2018) found that the relationship
between mindset interventions and academic achievement was
non-significant, which did not support Dweck’s claim. This also
suggests that more related research is needed. Therefore, our
study (the mindset of intelligence is a critical variable) can also
be seen as an answer to this need.

Several studies emphasize the influence of individual
differences on training results (Jaeggi et al., 2014; Guye et al.,
2017), among which mindset of intelligence is an essential
factor. Individuals who think their intelligence is malleable
show a greater transfer effect in training than those who think
intelligence can hardly be changed through effort (Jaeggi et al.,
2014). Clinical empirical studies have supported that mindset is
one of the factors inducing the placebo effect. Mindset can lead to
the attention and motivation of patients and affect the subjective
and objective measurements of health and well-being (Crum and
Zuckerman, 2017). Moreover, according to the study on stress,
diet, and exercise, the mindset was related to mental and physical
well-being, including blood pressure, weight loss, and cortical
and hormonal responses (Crum and Langer, 2007; Crum et al.,
2013; Crum and Zuckerman, 2017). Before being informed of
the disease and treatment information, patients already have a
certain mindset, which can interpret the information reception,
affect subsequent expectancies, and induce the placebo effect
(Zion and Crum, 2018). Similarly, the mindset of intelligence
could be a contributor to placebo effects in working memory
training. That is, the variable, mindset of intelligence, may
have confounded the results reported in the Foroughi et al.’s
(2016) study. Therefore, empirical research is needed to examine
whether overt recruitment or the interaction between overt
recruitment and mindset of intelligence contributes to the
placebo effects in working memory training.

To answer this question, we adopted the same recruitment
paradigm, procedure, and sample size as in the study by Foroughi
et al. (2016). Additionally, we ensured no difference in TIS scores
between the placebo group and the control group (Zhang et al.,
2019). However, we found no improvement of fluid intelligence
in either group, which failed to replicate the findings of the
Foroughi et al.’s (2016) study. These results ruled out the separate
role of overt recruitment in positive post-test outcomes, leading
us to wonder whether the mindset of intelligence is the cause of
the placebo effect. This study aims to illustrate these questions.

For this aim, in this study, we recruited both groups overtly by
advertising fluid intelligence improvement. Importantly, before
the formal experiments, participants filled in the TIS and were
divided into the growth mindset group (higher TIS scores) and
the fixed mindset group (lower TIS scores). Therefore, if the
growth group rather than the fixed group has task performance
enhancement (placebo effect), it would support that mindset
of intelligence is the contributor to task performance. Three
different versions of adaptive working memory training tasks
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were used in the 1 h cognitive training session. In addition to the
fluid intelligence (far-transfer effect), we also used a 2-back task
to measure the near-transfer effect.

MATERIALS AND METHODS

Participants
Participants were recruited at Nanjing University via an overt
advertisement poster stating that “Various studies indicate
that working memory training can improve fluid intelligence”
(Figure 1). Participants are all adults aged between 18 and 25
years, right-handed, in good health, and not taking any drugs.
All participants provided informed, written consent before the
formal experiment.

We recruited a total of 50 participants and divided them into
two groups of 25 persons, the same size as Foroughi et al.’s (2016)
study, based on their TIS scores. The specific recruitment process
is as follows: we first show our recruitment posters. If students
are interested in our experiment, they can scan the QR code
on the posters to fill in a questionnaire, which is the TIS. After
the statistical analysis on the scale scores of participants, we will
invite participants with scores >35 and <20 to participate in
our formal experiments. The TIS scores in the growth mindset
group are >35 (M = 36.6, SD = 2.26); in the fixed mindset
group, the TIS scores are <20 (M = 16.92, SD = 2.93). Table 1
provides detailed information on participants. The two groups
did not demonstrate any significant difference in gender ratio
[χ2 (1, N = 50) = 0.104, P = 0.747, Cramer’s V = 0.046] or
in average age [t(48) = 1.393, P = 0.170, Cohen’s d = 0.39, 95%
CI=−0.337, 1.857].

Procedure Overview
Figure 2 describes the procedure for the study. The experiment
was divided into three parts: pretest, working memory training,
and post-test. All participants attended the pretest and post-
test tasks (2-back task measuring near-transfer effect; Raven’s
Advanced Progressive Matrices (RAPM) measuring far-transfer
effect). A single, 1 h session working memory training was
conducted between the pretest and post-test. Similar to Foroughi
et al. (2016), the reason for choosing an hour as training duration
is that training time should be adequate (roughly 20 sessions,
each lasting 30–60min) to make cognitive training effective
(Shipstead et al., 2012), so the positive outcomes from 1 h training
must be due to placebo effects. At the end of the experiment, all
participants were compensated with money.

Training Tasks
After the pretest, participants completed a computerized working
memory training. We used three different versions of adaptive
workingmemory training tasks, including three kinds ofmemory
materials: animals, letters, and positions (Figure 3). Based on
the classical running memory span task, many studies have
previously adopted the training tasks in cognitive training
research (Zhao et al., 2011; Wang et al., 2014; Chen et al., 2018).
We will take the animal training task as an example to explain
the operation of training tasks in detail. In the animal training
task, animals are different and presented in the center of the

screen in sequence. In each trial, the number of animals varied
randomly from 5 to 7, 9, and 11, and participants were asked
to remember the last three animals presented in this trial. It is
worth noting that participants could not predict the number of
animals that would appear in each trial, they were not told, so
they had to update the memory items constantly. It would train
the working memory updating abilities. The other two training
tasks are similar to the animal training task: participants must
report the last three letters of the alphabet training task and the
last three animation positions in the position training task. Each
training task consists of 30 trials, which are divided into six blocks
with five trials each. At the beginning of the training, the duration
of each stimulus was 1,750ms. If participants correctly reported
three ormore trials in this block, the duration would be decreased
by 100ms in the next block. In this study, participants completed
each training task two times in a randomized order, which lasted
approximately an hour.

Transfer Measurements
Working Memory Capacity (Near Transfer)
We used a computerized 2-back task to assess the near-transfer
effect in working memory training. In this task, participants were
asked to press key “F” if the currently presented item was the
same as the item presented two steps earlier; press “J” if not.
The matching andmismatching stimuli were both presented 50%
in this task. A “+” was always presented in the center of the
screen, and a series of numbers, ranging from 0 to 9, will appear
at the top, bottom, left, and right of the “+.” Participants are
required to ignore the verbal information and judge whether the
digital space position of the current number matches the target
stimulus. Numbers and their spatial positions are both random.
Each trial consisted of a fixation (200ms), a blank screen interval
(1,300ms), target (200 s), and reaction time (until response or
until 2,500ms). Reaction time and accuracy were included in
the analysis.

Fluid Intelligence (Far Transfer)
One of the far-transfer effects that researchers are most
concerned with is fluid intelligence. In this study, we utilized
Raven’s Advanced Progressive Matrices (RAPM), commonly
used in adult intelligence research, to assess fluid intelligence
change (Raven et al., 1998). Referring to Jaeggi et al. (2008), we
used parallel forms for the pretest and post-test by dividing the
RAPM test into even and odd items.

RESULTS

All analyses were conducted usingmixed-effects linear regression
with restricted maximum likelihood.

Training Effects
We compared whether there were differences in training
tasks between the two groups (Figure 4). The performance of
participants in training tasks can be measured by the task
difficulty level they eventually reach. The time interval between
adjacent stimuli presents the difficulty of the training task. The
shorter the time interval between stimuli, the more difficult the
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FIGURE 1 | Poster (the original poster was in Chinese).

TABLE 1 | Characteristics of participants.

Growth mindset group (N = 25) Fixed mindset group (N = 25) Group differences (p-value)

Gender (male: female) 7:18 6:19 0.747

Age (years; M ± SD) 20.76 ± 2.17 20.00 ± 1.66 0.170

TIS scores 36.6 ± 2.26 16.92 ± 2.93 <0.001

task is. The baseline interval was 2,250ms. The maximum level
of difficulty that participants attained did not differ between the
two groups: B = 72, SE = 87.64, t(48) = 0.822, P = 0.416, b =

0.24 for animal task; B = −16, SE = 51.90, t(48) = −0.308, P =

0.759, b = 0.09 for location task; and B = −24, SE = 24.77, t(48)
=−0.969, P = 0.338, b= 0.30 for letter task, respectively.

Transfer Effects
Two-Back Task (Near Transfer)
We calculated the accuracy and reaction time difference between
the two groups in 2-back task from pretest to post-test. At the
pretest, the two groups did not significantly differ in accuracy
[B = −0.27, SE = 0.41, t(48) = −0.670, P = 0.506, b = 0.19]
or reaction times [B = −75.07, SE = 38.05, t(48) = −1.973, P =

0.054, b = 0.58]. After the training, there was still no significant
difference in accuracy [B = 0.0004, SE = 0.02, t(48) = 0.018,

P= 0.986, b= 0.005] or reaction times [B=−19.72, SE= 42.42,
t(48) = −0.465, P = 0.644, b = 0.14]. We observed a main effect
of time on the accuracy [B = −0.13, SE = 0.03, t(48) = −3.809,
P < 0.001, d = 0.88], but not on the reaction time [B = 31.32,
SE= 40.29, t(48) = 0.777, P = 0.439, d = 0.16]. Both interactions
between time and group were not observed [ACC: B=−0.03, SE
= 0.47, t(48) =−0.595, P = 0.554, d= 0.14; and RT: B=−55.34,
SE= 56.98, t(48) =−0.971, P = 0.334, d = 0.20] (see Figure 5).

Raven’s Advanced Progressive Matrices (Far

Transfer)
We analyzed the performance of RAPM between the two groups.
The two groups did not differ in pretest [B = −64, SE = 0.50,
t(48) = −1.290, P = 0.203, b = 0.38) or post-test (B = −0.16,
SE = 0.53, t(48) = −0.304, P = 0.762, b = 0.09). We did not
observe a main effect of time on test performance [B = 0.56,
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FIGURE 2 | Procedure for the training study.

FIGURE 3 | Demonstration of three training tasks.

SE= 0.51, t(48) = 1.095, P = 0.276, d = 0.22]. And there was not
an interaction between time and group [B = −0.48, SE = 0.72,
t(48) =−0.664, P = 0.508, d = 0.14] (refer to Figure 6).

Overall, our data showed that the growth mindset group and
the fixed group did not differ in training effects, near-transfer
effect, and far-transfer effect.

DISCUSSION

Although evidence suggests that placebo effects exist in
working memory training, no research has directly examined
whether the mindset of intelligence is a critical variable.
In this study, we replicated the protocol of the Foroughi
et al.’s (2016) study that involved overt recruitment and
a single, 1 h session of training. Importantly, we assigned

participants to a growth mindset group and a fixed mindset
group based on their TIS scores to avoid any confound.
We tested for near-transfer effects using the 2-back task and
far-transfer effects (fluid intelligence) using RAPM. However,
the results showed that compared with the fixed mindset
group, the performance of the growth mindset group was
not significantly different from the pretest to the post-test
in all tasks. It seems to suggest that mindset of intelligence
does not contribute to the placebo effect in the 1 h working
memory training.

Foroughi et al. (2016) recently attributed different TIS scores
between two groups to their own selection of participants for
the overt/covert recruitment, subjects who chose the overt flyer
had higher expectancies and higher TIS scores. They ignored
that the TIS score itself represents the mindset of intelligence
that could cause the placebo effect, which means they confused
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FIGURE 4 | The difference between the fixed and growth groups in working memory training tasks (animal, location, and letter).

FIGURE 5 | The difference between the growth group and the fixed group in the 2-back task [accuracy (A) and response time (B)].

the role of the mindset of intelligence and recruitment methods.
Another possible explanation of Foroughi et al.’s (2016) study
is that the results may be due to differences in the mindset of
intelligence between the placebo group and the control group.
Therefore, to our knowledge, this study is the first to directly
test whether the mindset of intelligence is a contributor to
placebo effects. However, the answer is no. It also triggers our
deeper thinking about the mindset of intelligence. Compared
with western students and ethnic Chinese students growing
up in western countries, Chinese students have a more fixed
mindset, which may be due to differences in reasoning about
intelligence (Kim et al., 2017; Sun et al., 2021). This puts the
relevant research into a broader cultural context and also suggests
that we should not ignore the potential influence of social
context, parenting variables, and educational style. Future studies
should examine what variables influence the shaping of the
mindset of intelligence of children and how cultural differences
in the mindset of intelligence may lead to different outcomes.
However, cultural differences are not directly responsible for the

discrepancy between our results and those suggested by Foroughi
et al. (2016). On the one hand, there was no difference between
the TIS scores of both our two groups and their two groups.
On the other hand, our finding is consistent with Thompson
et al.’s (2013) study (a western study), which found that relevant
cognitive factors such as mindset of intelligence have a negligible
effect on training results and transfer effects.

We should note that we used a different training paradigm
from Foroughi et al.’s (2016). However, this does not affect the
results of the experiment. According to the response expectancy
view (Kirsch, 1999), when studying placebo effects, setting a
training task is only a cue to trigger the expectancy or motivation
of participants. The improvement in performance due to the
placebo effects should not depend on the training gains; that is
why these studies chose an hour as training duration (no actual
training gains). Besides, the three working memory training
tasks in this study are also commonly used in cognitive training
research (Zhao et al., 2011; Wang et al., 2014; Chen et al., 2018).
Given this evidence, we believe that the difference shown in our
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FIGURE 6 | The difference between the fixed group and the growth group in Raven’s Advanced Progressive Matrices (RAPM).

research is not due to the different training paradigms. Another
point worth noting is that we observed the main effect of time on
the accuracy of the 2-back task. In view of the improvements in
both groups, this might be a reflection of the practice effect, since
the task was relatively easy for college students, and the interval
was only an hour.

Overall, we found no evidence that there are placebo effects
caused by the mindset of intelligence during working memory
training. This study and Zhang et al.’s (2019) study reveal that
neither the overt recruitment nor the mindset of intelligence
contributes to placebo effects in 1 h working memory training.
Two sets of explanations may account for these results.

First, do participants truly believe that 1 h of training can
change their fluid intelligence? Just like researchers believe
that rigorous and persistent cognitive training rather than 1 h
cognitive training is practical, even the high TIS participants
may think intelligence is malleable only with massive and long-
duration practice; such a short training time is unrealistic.
After all, the notion, fluid intelligence is hard to change, is
well-known in researchers and laypeople. However, previous
studies and this study ignored to examine actual expectancy
of intelligence enhancement of participants in an hour, which
should be addressed in future research. The goal of measuring
the expectancy and motivation of participants in different
intervention research stages is to infer the degree of engagement
of participants in the training process (Tsai et al., 2018). The
subjective report is usually used to evaluate expectancies and
motivations. In the research of placebo effects, it is essential to
evaluate the expectancy and motivation of participants before,
during, and after the intervention. Measuring expectancy is the
premise of examining its effect on positive training outcomes.
However, it is unclear whether repeat measurement will expose

the purpose of the experiment and weaken the expectancy or
motivation of participants. Therefore, the appropriate approach
to assess the expectancies and motivations needs to be
further explored.

Second, can subjective expectancy improve the objective
measurement of fluid intelligence? Pratkanis et al. (1994) found
the illusory placebo effect: perceptions of personal improvement
of participants were consistent with their expectations but
inconsistent with objective measures. The illusory placebo effect
also existed in working memory training, in which subjects
believed that their cognitive abilities, such as intelligence, had
been affected by the experiment in the absence of objective
evidence (Redick et al., 2013). It challenges the placebo effect
in intelligence research, which means IQ as a highly heritable
ability (Plomin, 2004; Plomin et al., 2008; Sternberg, 2008) is
hardly changed by subjective expectancies. To test this question
persuasively, we suggest future cognitive training research to
examine the relationship among expectancy, perceptions of
change, and objective measurements of participants.

As far as we know, there are few studies on placebo effects
in working memory training (Foroughi et al., 2016; Tsai et al.,
2018; Zhang et al., 2019). Although these studies have some
limitations, such as poor sample size, simple experimental design,
and inconsistent results, we aimed to draw academic attention
to placebo effects in cognitive training. The factors influencing
the placebo effect are complex, and more empirical evidence
is needed to promote the progress. Besides, the theoretical
framework of placebo effects should be introduced. Previous
studies lack theoretical depth in explaining the placebo effect
phenomenon in working memory training and do not connect
the findings with the broader field of placebo effect research.
The main theoretical methods of studying placebo effects can
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be roughly divided into three views: classical conditioning,
expectancy, and motivation (Geers et al., 2005). Interestingly,
these three views are currently considered to be conflicting.
Among them, the response expectancy view, which is widely
mentioned in the perspective of expectancy, is a suitable model
suggested by Foroughi et al. (2016). According to this theory,
response expectancy is an automatic pre-reaction to situational
and behavioral cues, a direct self-confirmation of individuals.
The placebo effect is the direct and non-intermediary result of
expectancy. In the study of Foroughi et al. (2016), the overt
recruitment method was used to make the placebo group have
stronger expectancy for the training results (intelligence can be
improved); the working memory training task is only a cue to
induce the placebo effect. If this theory holds, then when we use
the same experimental design, no matter what type of working
memory training task is used, it should always induce placebo
effects. At present, the research on placebo effects in working
memory training is not systematic and in-depth. We sincerely
suggest that all researchers interested in this field should focus
on absorbing beneficial inspiration from the classical theoretical
model of placebo effects, which will promote our understanding
of this field and further promote the progress of working
memory training.

Although we failed to replicate the findings of Foroughi et al.
(2016), we share their concern: researchers should pay more
attention to the design of cognitive training experiments until
substantial studies reveal the role of placebo effects. We suggest
that participants should be assigned to one of three groups:
training group, active control group, and no-contact control
group. It is also necessary to measure the expectancies, subjective
perceptions, and objective tasks of subjects. Cognitive abilities,
especially fluid intelligence, can be improved is a promising
finding for humans. On the one hand, we cannot exaggerate the
training efficacy with placebo affecting actual training outcomes;
on the other hand, we should not despise the training benefits just
for concerns about placebo effects.
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A basic human visual function is to identify objects from different viewpoints. Typically,
the ability to discriminate face views based on in-depth orientation is necessary in
daily life. Early neuroimaging studies have identified the involvement of the left fusiform
face area (FFA) and the left superior temporal sulcus (STS) in face view discrimination.
However, many studies have documented the important role of the right FFA in face
processing. Thus, there remains controversy over whether one specific region or all
of them are involved in discriminating face views. Thus, this research examined the
influence of high-definition transcranial direct current stimulation (HD-tDCS) over the left
FFA, left STS or right FFA on face view discrimination in three experiments. In experiment
1, eighteen subjects performed a face view discrimination task before and immediately,
10 min and 20 min after anodal, cathodal and sham HD-tDCS (20 min, 1.5 mA) over
the left FFA in three sessions. Compared with sham stimulation, anodal and cathodal
stimulation had no effects that were detected at the group level. However, the analyses
at the individual level showed that the baseline performance negatively correlated with
the degree of change after anodal tDCS, suggesting a dependence of the change
amount on the initial performance. Specifically, tDCS decreased performance in the
subjects with better baseline performance but increased performance in those with
poorer baseline performance. In experiments 2 and 3, the same experimental protocol
was used except that the stimulation site was the left STS or right FFA, respectively.
Neither anodal nor cathodal tDCS over the left STS or right FFA influenced face view
discrimination in group- or individual-level analyses. These results not only indicated
the importance of the left FFA in face view discrimination but also demonstrated that
individual initial performance should be taken into consideration in future research and
practical applications.

Keywords: high-definition transcranial direct current stimulation (HD-tDCS), fusiform face area (FFA), superior
temporal sulcus (STS), face view discrimination, initial performance
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INTRODUCTION

As a kind of visual stimulus or complex object, the face is
important to the survival and social communication of various
species, including humans. It is a remarkable property for
the primate visual system to recognize faces across different
viewpoints in invariant views (Axelrod and Yovel, 2012).
Humans, for example, can accurately recognize a face despite
changes in viewpoint. In real life, we frequently need to recognize
a person’s face from various angles. Given that face view
processing is a basic ability that people possess, methods that
facilitate this kind of face processing could be valuable and
attractive due to their importance.

To our knowledge, there could be two important ways
to improve or recover functions related to face processing.
One is perceptual learning, which refers to a phenomenon in
which extensive practice of a perceptual task can boost various
perceptual functions (Lu et al., 2011, 2016; Sasaki et al., 2012).
Studies have confirmed that face perception can be improved
through perception learning (Hussain et al., 2009; Bi et al., 2010;
Mcmahon and Leopold, 2012). However, this method is time
consuming because it generally needs hundreds or thousands of
practice trials over days to weeks to improve. Another method
is transcranial direct current stimulation (tDCS), a non-invasive
brain stimulation technique that is attracting increasing attention
because of its low cost, portability and feasibility (Reinhart
et al., 2016; Turski et al., 2017). It has been found that tDCS
not only directly boosts perceptual performance (Ding et al.,
2016; Reinhart et al., 2016; Wu et al., 2020) but also facilitates
perceptual learning, which produces more benefits, such as a
reduction in training time, a larger magnitude of improvements
and more enduring improvements (Bolognini et al., 2010;
Sczesny-Kaiser et al., 2016). More importantly, tDCS contributes
to exploring the causality between a certain cortical area and its
corresponding functions.

Transcranial direct current stimulation transiently modulates
cortical excitability by altering the membrane potential of
neurons (Stagg and Nitsche, 2011; Stagg et al., 2011). The
technique delivers a mild direct current (DC) between anode and
cathode electrodes that are placed on the scalp of a participant.
The mild intracerebral DC enters the cortex from the anode
and exits the cortex to the cathode. Generally, tDCS effects are
bidirectional based on the different directions in the current
flow: the anodal electrode increases cortical excitability, and the
cathodal electrode decreases excitability (Horvath et al., 2015;
Parkin et al., 2015; Woods et al., 2016). The identification of
relevant stimulus sites on the scalp is an important question to
consider in tDCS studies. There is considerable evidence that
humans have specific neural mechanisms for face processing
(Kanwisher and Yovel, 2006). It is generally acknowledged that
the “core system” for face processing currently includes the
fusiform face area (FFA), the inferior occipital gyrus (occipital
face area, OFA) and the superior temporal sulcus (STS; Haxby
et al., 2000; Gobbini and Haxby, 2007; Fox et al., 2009).
Specifically, the FFA is primarily engaged in the perceived
identity of the face, whereas the OFA is apparently dedicated
to the physical properties of the face stimulus (Rotshtein et al.,

2005; Pitcher et al., 2007). STS is related to dynamic aspects of
faces, such as their emotional expressions, gazes and viewpoints
(Andrews and Ewbank, 2004).

Previous studies may have provided some insights into
the neural mechanisms underlying face view discrimination.
Studies involving monkeys found face view-selective neuron
clustering in the inferior temporal cortex (IT) and STS (Perrett
et al., 1985, 1991; De Souza et al., 2005). Early neuroimaging
research in humans revealed a greater response in the STS
when a face with the same identity was presented from
different viewpoints (Andrews and Ewbank, 2004). In contrast,
an investigation in terms of perceptual learning of face views
demonstrated a close relationship between the left FFA and
face view discrimination learning. Specifically, the behavioral
learning effects were closely related to improved left FFA stability.
Additionally, the pretraining thickness of the left FFA could
predict individual behavioral learning effects (Bi et al., 2014).
Similarly, an event-related potential (ERP) study also found that
the trained face view rather than the untrained view significantly
reduced the N170 latency in the left occipital–temporal area (Su
et al., 2012). There outcomes in monkeys and humans seem
to build close connections between the left cerebral hemisphere
and face view discrimination. However, the essential role of the
right FFA in face recognition has been extensively documented
in literature over the past few decades (Kanwisher et al., 1997).
There is a bulk of literature showing a larger response to faces
in the right hemisphere than in the left hemisphere (Pinsk
et al., 2005; Fang et al., 2007). Thus, the specific cortical region
remains controversial.

Recently, tDCS research has found that the results obtained
using only the group mean may mask some notable findings,
suggesting that analyses of interindividual differences are
necessary. For example, previous studies found that neither
anodal nor cathodal tDCS over the left dorsolateral prefrontal
cortex affected response inhibition measured in a go/no-go
task at the group level unless interindividual differences in
genetic polymorphisms (Plewnia et al., 2013; Nieratschker
et al., 2015) or personality traits (Weidacker et al., 2016)
were taken into consideration. Indeed, tDCS data frequently
involve high levels of variability across participants, and often,
there are some people who show little improvement or
even opposite effects after stimulation (López-Alonso et al.,
2014; Benwell et al., 2015; Li et al., 2015). Among these
interindividual factors that influence tDCS effects, individuals’
initial performance is worthy of attention (Li et al., 2015;
Wu et al., 2020). The initial performance can be considered
to be related to baseline brain excitability levels that may
subsequently determine the stimulation effects on performance
(London and Slagter, 2021). In a visual perception study, for
example, only anodal tDCS over the primary visual cortex
modulated the magnitude of change in contrast sensitivity
as a function of individual baseline contrast sensitivity even
though both anodal and cathodal tDCS did not influence
contrast sensitivity at the group level (Wu et al., 2021).
Thus, the current study not only focused on the tDCS
effect on face view discrimination at the group level but
also further analyzed the individual tDCS effect regarding the
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correlation between baseline performance and the magnitude of
performance change.

Transcranial direct current stimulation is capable of
modulating the excitation and inhibition of a certain brain
region; therefore, it provides an effective way to tell us about the
roles the different cortical areas play in processing face views at
different angles. Conventional tDCS typically delivers electrical
current in a relatively non-focal manner using a pair of electrodes
placed on the scalp (1×1 electrode configuration; Lang et al.,
2019). Recently, multielectrode configurations (referred to as
high definition; HD) with individual control of current intensity
at each electrode allow for unique combinations of electrode
locations combined with current optimization algorithms to
more focally target brain regions (Dmochowski et al., 2011).

In summary, this research aimed to examine the involvement
of the left FFA, left STS and right FFA in face view discrimination
using HD-tDCS. In experiment 1, face view discrimination was
measured before and after anodal, cathodal and sham tDCS over
the left FFA that was counterbalanced across three sessions. In
experiments 2 and 3, the target brain region was the left STS
or right FFA, respectively. HD-Targets software (Soterix Medical
Inc., New York, United States) was employed to define the
optimal electrode positions to focally stimulate the left FFA, left
STS or right FFA. The modulation of face view discrimination by
tDCS was analyzed at the group and individual levels.

EXPERIMENT 1

Materials and Methods
Subjects
Eighteen male subjects (mean age: 20.2 ±0.6 years) had normal
or corrected-to-normal vision. Each subject signed a written
informed consent form before participating, and they were all
naive to the objective of this study. In particular, they were
informed that we would apply mild DC on their scalp and that
they needed to complete a face-related task four times before and
after the application of the DC. None of them had previously
participated in tDCS-related experiments. The research received
approval from the local Research Ethics Committee and adhered
to the principles of the Declaration of Helsinki.

Stimuli
FaceGen Modeler 3.5 was used to generate 3D face images at
various in-depth rotation angles. The stimuli extended 2◦

× 2◦ of
the visual angle. One block of face view discrimination included
100 trials and lasted approximately 5 min. Each subject was
required to discriminate face views around the in-depth face
orientation that was 30◦ tilted to the right. In a trial (Figure 1A), a
200-ms fixation was presented in the center of the screen followed
by a 100-ms blank interval. Two face stimuli (30◦ and 30 ± θ◦

face views) were randomly presented in two 200-ms temporal
intervals, separated by a 1400-ms blank. A brief tone appeared
at the beginning of each interval. During each interval, the face
stimuli were displayed in the last 100 ms. The subjects needed to
make a two-alternative forced-choice (2-AFC) judgment of the
orientation of the second face view relative to the first view (left

or right). The step size was 0.2◦, with both left and right rotations.
They pressed the left button when the second face turned left
relative to the first one and pressed the right button otherwise.
A brief tone appeared following each response independent of its
accuracy, and the next trial began 1000 ms after response.

The θ varied trial by trial and was controlled by an adaptive
three-down one-up staircase method to assess subjects’ face view
discrimination thresholds that converged to a performance of
79.3% correct. The threshold of face view discrimination was
estimated by one block of 100 trials. We recorded a reversal
when the direction of the staircase changed from increasing to
decreasing θ or vice versa. We deleted the first four (if the total
number of reversals was even) or five (if odd) reversals. The
threshold for the discrimination of the in-depth orientation of
the face view was calculated by averaging the remaining reversals.
The starting threshold for each staircase was set near the expected
threshold based on pilot testing.

The face images were presented by a computer running
MATLAB and PsychToolbox extensions. A gamma-corrected
60×34 cm monitor was used to display the face stimuli, with a
spatial resolution of 1920×1080 pixels and a refresh rate of 85 Hz.
The subjects viewed the displays binocularly, and their heads
were placed on a chin rest to maintain stabilization. The display
subtended 6.84◦

×3.89◦ at a 5-m viewing distance. Normal vision
was ensured for some subjects through optical correction.

Experimental Procedure
The study used a single-blind, sham-controlled within-subject
design. All subjects took part in three sessions (anodal,
cathodal and sham) with the sequence counterbalanced across
subjects. The time interval between each session was at least
48 h to limit potential carryover effects. The threshold of
face view discrimination was separately measured four times:
before and immediately, 10 min and 20 min after tDCS
(Figure 1B). The subjects rested during the stimulation and
between the block intervals. After completing all experimental
procedures, the subjects were asked to report scalp pain and
uncomfortable experiences, and they could not distinguish
between active and sham tDCS.

High-Definition Transcranial Direct Current
Stimulation
HD-Targets software, with a finite-element model of a template
adult brain to assess the current distribution, was used to confirm
the stimulation sites. This software has been proven to have good
effectiveness in previous studies (Nikolin et al., 2015; Hartmann
et al., 2019; Lang et al., 2019). Electrode positions were selected to
generate the highest current focality to the left FFA. Based on the
optimized current modeling, electrodes were placed at P9, CP5,
P3, AF7, and FT10 (Figure 2A). In the anodal stimulation, P9
served as the anode, delivering an intensity of 1.5 mA DC for
20 min (fade in/out: 30 s). The remaining electrodes receiving
the return current were as follows: CP5 = -1.04 mA, P3 = -
0.15 mA, AF7 = -0.18 mA and FT10 = -0.13 mA. Conductive gel
was used to increase conductivity and reduce impedance. In the
cathodal stimulation, the polarity of all electrodes was reversed.
Electrode positions in sham conditions were counterbalanced
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FIGURE 1 | Task and procedure in experiment 1. (A) Schematic description of a trial in the 2-AFC face view discrimination task. (B) The experimental procedure in
one session. The black rectangle indicates anodal, cathodal or sham stimulation. The white rectangles indicate the four test blocks.

such that the positions corresponding to anodal and cathodal
tDCS occurred at equal times. The sham current lasted only
30 s, ramping up at the beginning and down at the end of the
20-min period. Figure 2B depicts the calculated current flow of
anodal tDCS using HD-Explore software (Soterix Medical Inc.,
New York, United States).

Data Analyses
SPSS statistical software was used to finish the data analyses. We
conducted a two-way ANOVA on the face view discrimination
threshold, with groups (anodal, cathodal and sham) and blocks
(before and immediately, 10 min and 20 min after) as within-
subjects factors to analyze the tDCS effect at the group level. Post
hoc tests were performed to compare the threshold differences
with Bonferroni-corrected p.

For the individual analyses, correlation analyses were
conducted between an individual’s initial performance and the
magnitude of the performance change separately for anodal,
cathodal and sham conditions. Furthermore, the analyses of
covariance (ANCOVAs) were used to compare the slopes of the
two linear models for the anodal/cathodal vs. sham models to
exclude the regression effect. The above statistical analyses were
performed individually for each of the different blocks.

Results
Group Analyses
Three groups and four blocks of two-way ANOVA on the face
view discrimination threshold were conducted. Figure 3A shows
a significant main effect of block, F(3,51) = 5.76, p = 0.002,
η2 = 0.07. Additionally, no significance was found for other
effects, Fs < 1. Post hoc tests (with Bonferroni-corrected
p = 0.017) showed a significantly greater threshold before
stimulation than immediately after (p < 0.001), 10 min after
(p < 0.001) and 20 min after (p = 0.001) tDCS. There were
no significant differences in the thresholds for the three blocks
after tDCS (ps > 0.1). The possible reason for the significant
main effect of block was the practice effect. Theoretically, the

practice effect should exist between the first and second tests,
and disappear during the following tests. Indeed, we only found
a difference in threshold between the first two blocks, and there
was no change in the subsequent three blocks of tests. The results
indicated no modulation effect of either anodal or cathodal tDCS
over the left FFA on the threshold of face view discrimination at
the group level.

Individual Analyses
We correlated an individual’s initial threshold with the magnitude
of the threshold change separately for the anodal, cathodal
and sham conditions while controlling for the session order.
Regarding the results immediately after tDCS, we found a
significant correlation only in anodal tDCS with Bonferroni
correction (r = 0.70, p = 0.002; corrected p = 0.017). There were
no significant correlations detected in the cathodal (r = 0.47,
p = 0.059) and sham conditions (r = 0.29, p = 0.263). Nevertheless,
the two tests before and after stimulation may have led to a
regression effect, a phenomenon in which a variable that is
extreme on its first measurement will tend to be closer to
the center of the distribution on later measurements. Thus,
the significant correlation in anodal stimulation may have
resulted from a regression effect instead of the stimulation
effect. Here, the results showed a significant correlation only
between the initial threshold and the change amount in the
anodal condition and not the cathodal and sham conditions,
suggesting the existence of a stimulation effect rather than a
regression effect.

Comparisons of the slopes in the anodal (or cathodal) vs.
sham linear models were conducted to further exclude the
regression effect. Specifically, the best-fitting regression lines
were estimated with the initial threshold and threshold change
through the least square method in the anodal (r2 = 0.53,
p < 0.001), cathodal (r2 = 0.15, p > 0.10) and sham (r2 = 0.05,
p > 0.10) conditions. ANCOVAs with groups as a fixed
factor and the threshold before stimulation as a covariate were
performed to compare the slopes of the two models for the
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FIGURE 2 | Electrode configuration and simulated electric field in anodal HD-tDCS over the left FFA. (A) HD-Targets software defined the optimal electrode montage
to focally stimulate the left FFA. (B) HD-Explore software modeled the field intensity and current flow.

anodal/cathodal vs. sham models. Here, ANCOVA was formally
equivalent to a moderation analysis in which the initial threshold
and groups separately served as continuous and categorial
independent variables. The regression effect was supported if
the two models (anodal/cathodal vs. sham) were parallel; in
contrast, the stimulation effect was supported if the two models
were non-parallel. We detected marginally significantly different
slopes of the anodal vs. sham linear models, F(1,32) = 3.05,
p = 0.090, η2 = 0.07. However, the slope differences between the
cathodal and sham linear models were not significant, F < 1.
These results demonstrated that anodal tDCS over the left
FFA can modulate the threshold of face view discrimination in
comparison with sham tDCS.

Furthermore, we analyzed the correlation between individual
initial thresholds and the magnitude of threshold change 10 min
and 20 min after tDCS using the same analytical methods.
For the 10 min after the stimulation time point (Figure 3C),
no significant partial correlation coefficients were found with
Bonferroni correction (corrected p = 0.017) in the anodal
(r = 0.45, p = 0.070), cathodal (r = 0.35, p = 0.176) and sham
(r = 0.26, p = 0.308) conditions. ANCOVAs showed no significant
difference in the slope between the anodal and sham models,
F(1,32) = 1.45, p = 0.237, η2 = 0.04, or between the cathodal
and sham models, F < 1. Similarly, for the 20 min after the
stimulation time point (Figure 3D), there were no significant
partial correlations with Bonferroni correction in the anodal
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FIGURE 3 | Effects of tDCS over the left FFA on the threshold of face view discrimination. (A) The average thresholds are depicted at four times after anodal (red
circles), cathodal (blue squares) and sham tDCS (green triangles). Error bars indicate standard errors (SE). (B–D) The correlation between the baseline threshold and
the change amount in the threshold at different time points. p-values represent the significance level between the slopes of two linear models (anodal or cathodal vs.
sham).

(r = 0.50, p = 0.042), cathodal (r = 0.07, p = 0.788) and sham
(r = 0.31, p = 0.232) conditions, and no significant difference
in slope between the anodal and sham models, F(1,32) = 2.16,
p = 0.152, η2 = 0.06, or between the cathodal and sham models,
F < 1. Although the results did not reach significance, we
still observed a tendency for the slopes with the anodal vs.
sham models to be larger than the slopes with the cathodal
vs. sham models.

As shown in Figure 3B, data points in the anodal tDCS
were distributed on both sides around the dashed line (averaged
threshold change in the sham tDCS, 0.46◦). For the better initial
performers, the threshold changes following anodal tDCS went
below the averaged change in sham stimulation and gradually
increased with the reduction in the initial threshold. For the
poorer initial performers, the threshold changes went above
the mean change and improved with increases in the initial
threshold. Together, anodal tDCS over the left FFA had diverse

effects on face view discrimination dependent on different
initial performances, which when combined, offset the group-
level effect of tDCS.

EXPERIMENT 2

As mentioned above, the specific cortical region (left FFA, left
STS or right FFA) involving face viewing discrimination remains
controversial. Experiment 1 provided evidence of the effect of
anodal tDCS over the left FFA on face viewing discrimination.
Thus, experiment 2 was conducted to investigate the role of the
left STS in discrimination.

Eighteen male subjects (mean age: 20.5 ± 0.4 years) with
normal or corrected-to-normal vision participated in this
experiment. All the experimental procedures were the same
as in experiment 1. There were two changes in experiment 2:
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the target brain region was the left STS (Figure 4); and the
threshold of face view discrimination was recorded before and
immediately after tDCS.

Results
Group Analyses
Similar to experiment 1, two-way ANOVA showed a significant
main effect of block, F(1,17) = 24.49, p < 0.001, η2 = 0.15.
However, there was no obvious main effect of group,
F(2,34) = 1.69, p = 0.200, η2 = 0.03, or interaction effect,
F < 1 (Figure 5A). The non-significant interaction effect
indicated that both anodal and cathodal tDCS over the left STS
did not influence the threshold of face view discrimination at the
group level in comparison to sham stimulation.

Individual Analyses
Partial correlation analyses between the initial thresholds and
the change amounts in the threshold were conducted in anodal,
cathodal and sham tDCS (Figure 5B). No significant correlations
were observed with Bonferroni correction in the anodal (r = 0.42,
p = 0.091), cathodal (r = 0.34, p = 0.187) and sham (r = 0.52,
p = 0.034) conditions. Furthermore, we estimated the best-
fitting lines with the initial threshold and the threshold change
amount in the anodal (r2 = 0.27, p < 0.05), cathodal (r2 = 0.11,
p > 0.10) and sham (r2 = 0.26, p < 0.05) conditions. ANCOVAs
showed no significant differences in the slope of the linear models
between the anodal (cathodal) and sham groups, Fs < 1. The
analyses of individual differences further indicated that neither
anodal nor cathodal tDCS over the left STS influenced face
view discrimination.

EXPERIMENT 3

Experiments 1 and 2 revealed that the left FFA, rather than the left
STS, was related to face view discrimination. Some studies have
demonstrated a larger response to faces in the right hemisphere
than in the left hemisphere (Pinsk et al., 2005; Fang et al., 2007).
Thus, the third experiment further investigated how tDCS over
the right FFA influences face view discrimination.

Twenty male subjects (mean 19.6 ± 0.6 years) with normal
or corrected-to-normal vision took part in this experiment. The
objective of this experiment was to further investigate the role
of right FFA in face view discrimination using HD-tDCS. Based
on the optimized current modeling, electrodes were placed at
P10, CP6, P4, AF8, and FT9, which were symmetrical to the
electrode positions of left FFA. In the anodal stimulation, the
anodal electrode was placed on the P10 (1.5 mA). The remaining
electrodes were as follows: CP6 = -1.04 mA, P4 = -0.15 mA,
AF8 = -0.18 mA and FT9 = -0.13 mA. In the cathodal stimulation,
the polarity of all electrodes was reversed. In addition, all the
experimental procedures were the same as in experiment 2.

Results
Group Analyses
Three groups (anodal, cathodal and sham) and two blocks (pre-
and post) of two-way ANOVA showed that the main effect of

block was significant, F(1,19) = 6.30, p = 0.021, η2 = 0.11.
Additionally, the main effect of group and interaction effect were
non-significant, Fs < 1 (Figure 6A), indicating that both anodal
and cathodal tDCS over the right FFA had no effects on face view
discrimination threshold at the group level.

Furthermore, we conducted a three-way ANOVA on the face
view discrimination threshold, with groups (anodal, cathodal
and sham) and blocks (before and immediately after) as within-
subjects factors and stimulation sites (left and right FFA) as
between-subject factors, to combine the results of Experiment
1 (left FFA) and Experiment 3 (right FFA). The results only
showed a significant main effect of block, F(1,36) = 15.66,
p < 0.001, η2 = 0.07. No significance was found for other effects,
Fs < 1. There was no significant effect regarding stimulation sites,
indicating that the effect of tDCS over the left and right FFAs was
not different at the group level.

Individual Analyses
Partial correlation analyses showed non-significant relationships
between the initial threshold and chance of threshold with
Bonferroni correction for anodal (r = 0.37, p = 0.122), cathodal
(r = 0.51, p = 0.026) and sham (r = 0.38, p = 0.109) conditions.
Furthermore, the best-fitting regression lines were estimated in
three tDCS groups (see Figure 6B). ANCOVAs were performed
and revealed that the two linear models were parallel independent
of anodal vs. sham outcomes, and cathodal vs. sham outcomes,
Fs < 1, excluding the effect of stimulation. These results
suggested that anodal and cathodal tDCS over the right FFA did
not change face view discrimination at individual level.

Additionally, we compared the slopes of the anodal models
between the left and right FFAs. ANCOVAs showed no significant
difference in the slopes of the anodal models between the left and
right FFAs, F(1,34) = 1.23, p = 0.276, η2 = 0.02.

DISCUSSION

The current study used HD-tDCS over the left FFA, left STS
or right FFA to modulate cortical excitability of these three
brain regions and explored whether they were causally related
to face view discrimination. Initially, both anodal and cathodal
tDCS over the left FFA had no effects at the group level.
Interestingly, anodal tDCS, but not cathodal tDCS, over the
left FFA modulated the relationship between the individual
initial threshold and the magnitude of the threshold change.
Specifically, the degree of change after anodal tDCS relied on
the initial performance, with poorer (or better) initial performers
having a greater gain (or loss). In contrast, neither anodal tDCS
nor cathodal tDCS over the left STS or right FFA influenced
the threshold of face view discrimination at the group and
individual levels. These results indicated that the left FFA seemed
to be more susceptible to discriminate face views than the left
STS and right FFA.

Interestingly, the effect of tDCS over the left FFA was not
found at the group level but at the individual level. As shown
in Figure 3B, the data points following anodal tDCS were
distributed around the mean level of threshold change following
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FIGURE 4 | Electrode configuration and simulated electric field in anodal HD-tDCS over the left STS. (A) HD-Targets software defined the optimal electrode montage
to optimize the focality on the left STS. (B) HD-Explore software modeled the field intensity and current flow.

sham tDCS, indicating a convergence effect. In particular, the
better initial performers became worse; in contrast, the poorer
initial performer improved. Finally, the differential changes
averaged together, causing a non-significant change at the
group level. Similar outcomes were also found in previous
research regarding inhibitory control (Plewnia et al., 2013;
Nieratschker et al., 2015; Weidacker et al., 2016), attentional
blink (London and Slagter, 2015) and contrast sensitivity (Wu
et al., 2021). For example, Wu et al. (2021) did not find
modulation of anodal or cathodal stimulation over the primary
visual cortex (Oz) on group-level contrast sensitivity compared
with sham stimulation. However, initial contrast sensitivity was
found to be negatively related to the magnitude of change
(more typical at a spatial frequency of 8 c/◦) only in the anodal

condition, which suggested the involvement of Oz in contrast
sensitivity. The convergence effect demonstrates that the various
magnitudes of performance change after tDCS depend on the
baseline performance. Two studies regarding visual short-term
memory also revealed that low initial performers benefited from
stimulation, but high performers did not (Tseng et al., 2012;
Hsu et al., 2014). Similarly, in a study on attentional blink,
participants with a large baseline attentional blink decreased
the attentional blink after anodal tDCS, but those with a
small baseline attentional blink increased the attentional blink
(London and Slagter, 2015). Together, these findings suggest that
individual differences in initial performance should be taken into
consideration because the group mean results may cover some
notable findings.
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FIGURE 5 | Effect of tDCS over the left STS on the threshold of face view discrimination. (A) The average thresholds are depicted before and immediately after
tDCS. Error bars indicate standard errors (SE). (B) The baseline threshold as a function of the magnitude of threshold change for each type of stimulation.

FIGURE 6 | Effect of tDCS over the right FFA on the threshold of face view discrimination. (A) The average thresholds are depicted before and immediately after
tDCS. Error bars indicate standard errors (SE). (B) The baseline threshold as a function of the threshold changes for each condition.

The convergence effect may have two possible explanations.
First, the current intensity and the baseline neural excitability
work together to influence tDCS effects. In particular, initial
performance may reflect cortical excitability related to the
processing efficacy for incoming stimuli (Silvanto et al., 2018).
A better initial performance indicates higher excitability; in
contrast, a poorer performance signifies lower excitability. Here,
the degree of cortical excitability caused by anodal tDCS may
be located in the middle position between better and poorer
performers. For better performers (high initial excitability),
tDCS decreased excitability and then worsened performance.
For poorer performers (low initial excitability), tDCS increased
excitability and further enhanced performance. Second, the
prestimulation cortical excitation/inhibition balance determines
the stimulation effects on performance. Specifically, individuals
possess various baseline balances between cortical excitation

and inhibition within a certain brain area, which influence
the stimulation effect based on whether the stimulation moves
the balance toward or away from its optimum (London
and Slagter, 2021). If a certain brain area already had
optimal balance, tDCS would worsen efficiency since the
optimal balance is broken. Conversely, if the area has been
functioning suboptimally, tDCS would improve its efficiency.
Thus, individuals with lower initial performance have suboptimal
levels of cortical excitability, and their performance may
be improved by tDCS, while individuals with higher initial
performance have optimal or supraoptimal cortical excitability,
and their performance may be impaired by tDCS. More details
regarding the two likely explanations should be investigated in
future research.

In an early neuroimaging study, Andrews and Ewbank (2004)
found a role of the STS in face view discrimination. Specifically,
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they showed that a face with the same identity generated greater
activation in the STS than faces with different identities when
changing the head/gaze direction. Clearly, their study involved
face identities using real face images, in addition to face views.
In contrast, the current study focused only on the face view
using artificial 3D face images. Thus, the above differences
between their study and our study may be the reason for the
inconsistent findings.

Our findings provide further evidence for hemispheric
asymmetry in face processing. Many literatures have documented
that the right lateralized responses to faces in the brain were
much larger than those in the left hemisphere (Pinsk et al.,
2005; Fang et al., 2007), but we still know little about the
exact functional difference between these two hemispheres.
Meng et al. (2012) proposed different functions in the bilateral
cerebral hemispheres. Specifically, the left FFA performs the
graded analyses of faces, while the right FFA performs the
categorical analyses. Additionally, the left FFA is more susceptible
to contextual information than the right FFA. Based on
the findings of the current study, we argue that the left
FFA is more susceptible to face view discrimination than
the right FFA. Our view is consistent with two previous
neuroimaging studies (Su et al., 2012; Bi et al., 2014). It’s worth
noting that although we confirmed the importance of the left
FFA with HD-tDCS, we cannot deny potential contributions
from other cortical areas (e.g., right FFA) since tDCS is
limited by the low spatial resolution and weak intensity of
current to cortex.

The duration of tDCS effects remains controversial. Some
early research showed a short-lasting effect of tDCS, such as
7 min (Antal et al., 2001) or 10 min (Antal et al., 2004) after
stimulation, which would limit its practical application. To
investigate the duration, the threshold of face view discrimination
was measured four times: before and immediately, 10 min
and 20 min after tDCS. At the group level, neither anodal
nor cathodal tDCS influenced the threshold regardless of the
duration. Furthermore, the analyses of individual differences
immediately after tDCS were significant: the correlation between
the initial threshold and the change in threshold was significant
after anodal tDCS rather than cathodal and sham tDCS;
additionally, the difference in the slope of the linear models
between anodal and sham tDCS reached marginal significance.
In contrast, the analyses of individual differences at 10 min
and 20 min after tDCS were not significant. However, we
still found a similar tendency at these three time points.
On the one hand, these results verified the reliability of
our findings because a similar tendency was found in the
three tests at different times. On the other hand, the non-
significant results at 10 min and 20 min after tDCS may
result from the gradual disappearance of the tDCS effect at
these two times.

One potential limitation in this study is the non-specific effects
of tDCS on left FFA. In an intact man, the brain is protected
from electricity by the skull and by the scalp, both of which
normally offer considerable resistance. Thus, the localization
of the stimulus on the cortex will always be much less sharp,
and the current decays very much. In other words, tDCS is

better suited for superficial areas. However, the fusiform gyrus
is ventral and medial and the location of the FFA may not
be directly accessed. Additionally, it has been found that brain
areas are not independent and are especially interconnected.
Thus, it is possible that tDCS actually affects the whole network
by modulating one part of the network, which may generate
unexpected interactions between stimulation sites (Zheng et al.,
2011; Krause and Cohen Kadosh, 2014). Given this, there is no
direct stimulation of the FFA alone and any effects, if present,
cannot be interpreted because of lack of specificity. The current
study used HD-tDCS, which has been confirmed to generate
more focal current on the target brain region than conventional
tDCS with a 1×1 electrode configuration. HD-tDCS is more
beneficial by improving the focality of the current and hence
potentially limiting the interacting effects among different brain
regions. Additionally, the results of this study are consistent with
previous fMRI study in which left FFA is related with the face view
discrimination (Bi et al., 2014). Thus, it is reasonable to speculate
that the left FFA was stimulated in current research.

There were at least two contributions of this study. First,
neuroimaging studies have identified the involvement of the
left FFA and left STS in face view discrimination. tDCS has
advantages in investigating the causal relevance of target brain
regions for corresponding cognitive functions. To the best of our
knowledge, this research is the first to confirm the role of the
left FFA in face discrimination through HD-tDCS, contributing
to a deeper understanding of the underlying neuromechanisms
of face processing. Second, the previous literature has often
used group-level results to validate tDCS effects. However,
we did not find a significant influence of anodal tDCS over
the left FFA at the group level. In contrast, we found a
significantly negative correlation between the initial threshold
and the change in threshold, still indicating the role of the
left FFA in face view discrimination. These results suggest
that the group average results may cover some important
findings due to the great variability across individuals. Future
research should take individual differences, such as baseline
performance, into account.

The current study found that individuals with poorer initial
performance showed more improvement following anodal tDCS
over the left FFA but not the left STS and right FFA, and
further verified the important role of the left FFA in face view
discrimination. In future research, individual variability should
be taken into account to decrease variability, uncover unclear
mechanisms and develop individualized stimulation methods.
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Numerous studies have explored the benefit of iconic gestures in speech comprehension. 
However, only few studies have investigated how visual attention was allocated to these 
gestures in the context of clear versus degraded speech and the way information is 
extracted for enhancing comprehension. This study aimed to explore the effect of iconic 
gestures on comprehension and whether fixating the gesture is required for information 
extraction. Four types of gestures (i.e., semantically and syntactically incongruent iconic 
gestures, meaningless configurations, and congruent iconic gestures) were presented in 
a sentence context in three different listening conditions (i.e., clear, partly degraded or 
fully degraded speech). Using eye tracking technology, participants’ gaze was recorded, 
while they watched video clips after which they were invited to answer simple comprehension 
questions. Results first showed that different types of gestures differently attract attention 
and that the more speech was degraded, the less participants would pay attention to 
gestures. Furthermore, semantically incongruent gestures appeared to particularly impair 
comprehension although not being fixated while congruent gestures appeared to improve 
comprehension despite also not being fixated. These results suggest that covert attention 
is sufficient to convey information that will be processed by the listener.

Keywords: covert attention, iconic gestures, information uptake, eye tracking, incongruency effect

INTRODUCTION

In daily conversational situations, our senses are continuously exposed to numerous types of 
information, not all of which are processed. Among the information that could benefit listeners’ 
comprehension, iconic gestures are hand gestures that convey meaning semantically related to 
the speech they accompany (McNeill, 1992, 2008; Kendon, 2004). According to Kelly et  al. 
(2004), these gestures could create a visuospatial context that would affect the subsequent processing 
of the message. Research in this field refers to the combination of gestural and verbal information 
to create a unified meaning as “gesture-speech integration” (Holle and Gunter, 2007).

Several studies have shown that listeners could indeed benefit from the presence of iconic 
gestures (Beattie and Shovelton, 2001, 2002; Holle and Gunter, 2007; Holler et  al., 2009), 
particularly in the event of degraded speech (Drijvers and Özyürek, 2017, 2020; Drijvers et  al., 
2019). Drijvers and Özyürek (2017) observed a joint contribution of iconic gestures and visible 
speech (i.e., lip movements) to comprehension in a speech degraded context. According to 
these authors, the semantic information conveyed through iconic gestures adds to the phonological 
information present in visible speech. However, a minimum level of auditory input is required 

117

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2021.776867﻿&domain=pdf&date_stamp=2021-11-30
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2021.776867
https://creativecommons.org/licenses/by/4.0/
mailto:kendra.kandanaarachchige@umons.ac.be
mailto:kendra.kandanaarachchige@umons.ac.be
https://doi.org/10.3389/fpsyg.2021.776867
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.776867/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.776867/full


Kandana Arachchige et al.	 Information Uptake From Iconic Gestures

Frontiers in Psychology | www.frontiersin.org	 2	 November 2021 | Volume 12 | Article 776867

for an optimal enhancement by visible speech (Ross et  al., 
2007). A question that has been fairly less investigated concerns 
the allocation of visual attention to iconic gestures (Beattie 
et  al., 2010; Drijvers et  al., 2019).

Earlier studies on where visual attention is allocated in a 
conversational context showed that listeners mainly fixated the 
speaker’s face (Gullberg and Holmqvist, 1999, 2001, 2006; 
Gullberg, 2003; Gullberg and Kita, 2009; Beattie et  al., 2010; 
Drijvers et  al., 2019) and only minimally fixated gestures 
(Gullberg and Holmqvist, 1999). In a face-to-face context, the 
increased attention allocated to a speaker’s face is assumed to 
reflect interest and engagement (Gullberg, 2003). This pattern 
has also been observed using audio-visual stimuli (Gullberg 
and Holmqvist, 2001; Gullberg, 2003). According to Gullberg 
and Holmqvist (2006), speech and gestures compete for attention. 
Two mechanisms are of interest: a bottom-up selection, referring 
to attention being involuntarily captured by a physical 
characteristic of the stimulus (Theeuwes, 2010; Moore and 
Zirnsak, 2017; Wang and Theeuwes, 2020), and a top-down 
selection, where the individual voluntarily brings the stimulus 
into their focus of attention (Moore and Zirnsak, 2017; Wang 
and Theeuwes, 2020) thereby fixating it (Gullberg and Holmqvist, 
1999). Considering that participants seem to spend more time 
focusing on a speaker’s face, this theorizes the presence of 
the gesture in the peripheral visual field that could induce a 
bottom-up visual attention process in an attempt to retrieve 
task-relevant information (Gullberg and Holmqvist, 2006). 
Nevertheless, the amount of information retrieved from a fixated 
stimulus is higher than the amount retrieved from the stimulus 
attended at a peripheral location (Gullberg and Holmqvist, 1999).

Although the face area is mainly fixated, there are some 
instances where the gestures are more looked at. A first study 
by Rimé et al. (cited by Gullberg and Holmqvist, 1999) showed 
that when faced with speech in their non-native language, 
participants tended to fixate gestures more than when faced 
with speech in their own language. This distinction between 
native and non-native language has also been found in a more 
recent study (Drijvers et  al., 2019) showing that while both 
groups of participants mostly fixated faces, the non-native group 
more oftenly gazed toward gestures than native listeners. 
Additionally, Gullberg and Holmqvist (2006) showed that when 
speakers looked at their own gestures, listeners were more 
likely to gaze toward the gestures. Several authors also highlighted 
that gestures containing holds (i.e., a temporary cessation of 
the gestural movement) attracted more the listener’s visual 
attention than gestures without holds (Nobe et al., 1997; Gullberg 
and Holmqvist, 2006; Gullberg and Kita, 2009). Gullberg and 
Holmqvist (2006) associated the effect of a speaker’s gaze to 
a top-down-related effect and the presence of a hold to a 
bottom-up-related effect.

To the best of the researchers’ knowledge, the study conducted 
by Drijvers et al. (2019) was the first and only study to investigate 
how overt visual attention is allocated in the context of degraded 
speech. Native and non-native participants were presented with 
video clips of an actor enacting an iconic gesture combined 
with either clear or degraded speech. The participants were 
fitted with an eye tracking device and were asked to recognize 

which single verb was heard among four propositions. Their 
results demonstrated that an overt allocation of visual attention 
to gestures in the presence of degraded speech benefited native 
speakers. Drijvers et  al. (2019) also showed that participants 
were more likely to gaze at the face and mouth areas both 
when presented with clear and degraded speech.

Exploring whether listeners actually attend and integrate 
gestural information, Gullberg and Kita (2009) found no evidence 
of an association between gesture fixation and information 
uptake. According to these authors, attention to gestures appears 
to be  mostly covert (Gullberg and Kita, 2009), referring to the 
deployment of attention at a given space in the absence orienting 
eye movements (Carrasco and McElree, 2001). This attention 
can then be  directed by the speaker either through speech or 
by using a deictic (i.e., pointing type) gesture (Wakefield et  al., 
2018). In contrast, Beattie et  al. (2010) found that low-span 
character-viewpoint gestures (i.e., gestures that are produced 
from the viewpoint of the character and do not cross any 
boundaries in the gesture space; see Beattie et  al., 2010 for 
details) were the most communicative gesture type and the 
most and longest fixated gestures. Their results suggest an 
association between attentional focus and the uptake of information 
from this particular type of iconic gesture (Beattie et  al., 2010).

In view of the current scarcity of studies investigating the 
uptake of gestural information in the context of clear and/or 
degraded speech, the present study thus aims to explore this 
issue in a more ecological manner and using a different paradigm 
than in previous studies. Rather than being presented with 
isolated words (such as in Drijvers et  al., 2019), participants 
would be presented with short sentences describing daily events 
(as in Beattie et  al., 2010). In each sentence, one element is 
associated with an iconic gesture, representing either the action 
or a physical attribute of the object mentioned in speech (McNeill, 
1992). In contrast to previous studies, participants will 
be  presented with different types of gestures (i.e., semantically 
incongruent iconic gestures, syntactically incongruent iconic 
gestures, meaningless configurations, and semantically congruent 
iconic gestures). A gesture is considered semantically incongruent 
if its meaning fit its position in the sentence but does not 
match the sentence’s meaning (e.g., the gesture “small” in the 
sentence “the car was on a large road”). In other words, a 
semantically incongruent gesture will, if a possible meaning is 
“translated” to words, retain a correct grammatical class for its 
position in the sentence. Another example could be  the gesture 
“close” (which would be enacted by the arm, after moving away 
from the rest position on the lap, fist closed, in front of the 
actor in the gesture space, would come back toward the chest), 
enacted simultaneously to the verbal utterance “knocked on” 
in the sentence “she knocked on her neighbors’ door.” In this 
case, while a semantic congruency would occur in the event 
of audible speech, in the event of altered speech, the sentence 
would retain meaning as an action gesture takes place 
simultaneously to a verb in the sentence. A syntactically 
incongruent gesture is a gesture that conveys a meaning that 
would not fit that place in the sentence (e.g., the gesture 
“rectangle” in the sentence “he must know how to drive”). 
Finally, meaningless configurations were taken from Wu and 
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Coulson (2014). These “gestures” are actually meaningless 
configurations (rather than gestures) and have been found to 
be  uninterpretable by Wu & Coulson (see Wu and Coulson, 
2014 for more details).

In behavioral studies, the investigation of gesture-speech 
integration via the use of mismatching gesture-speech pairs is 
far from new and has consistently shown that iconic gestural 
and verbal information were integrated to form a unified 
representation (Kelly et  al., 2010a,b; Margiotoudi et  al., 2014; 
Zhao et al., 2018). The advantage of using mismatching gestures 
in investigating information uptake relies in the possibility of 
observing a negative effect of these gestures on comprehension. 
Moreover, it allows to explore whether fixating the gestures is 
a necessary requirement for information uptake or whether their 
presence alone affects comprehension. To the best of the 
researchers’ knowledge, to date, no work has explored the visual 
allocation of attention to iconic gestures in a speech degraded 
context by contrasting the presentation of matching and 
mismatching gestures in a hope to shed light on 
information uptake.

Consistent with previous studies, we first expected participants 
to spend a longer time fixating the face compared to gestures, 
particularly in the event of degraded speech. No previous 
study having investigated the allocation of visual attention to 
different types of mismatching gestures, we could only speculate 
the presence of different visual allocation behaviors depending 
on the type of gestures presented. Regarding the comprehension 
task, we anticipated the higher scores in the semantic congruent 
condition compared to the other three conditions and the 
lowest scores in the semantically incongruent condition compared 
to the other conditions. Hence, we  expected a difference in 
the processing of the three types of mismatching gestures.

MATERIALS AND METHODS

Participants
Hundred and thirty-six healthy French-speaking participants 
took part in the study. They were recruited through 
announcements on the University groups on social media. 
Exclusion criteria included neurological and current 
psychological disorders as well as visual and/or auditory 
impairments. Wearing glasses was also considered as an exclusion 
criterion due to the potential reflection that could disrupt the 
eye tracking recording. Six participants had to be  excluded 
following technical failures. Two more participants were excluded 
for not having French as their mother tongue.1 The final sample 
consisted of 128 French-speaking participants (35 men; 
Mage = 21.34; SD = 0.21; Min = 17; Max = 28). They each received 
5€ for taking part in the experiment. This study was approved 
by the Ethics Committee of the University of Mons. All 
participants gave written informed consent before taking part 
in this study.

1�The inclusion criteria mentioned being fluent in French. However, during 
testings, the two participants who were not native French speakers, related 
their difficulties in following the task and the testings, were, therefore, stopped.

Material
Computerized Task
The task involved material that has never been used in previous 
studies. Hence, several steps were required to ensure the validity 
of our material. The creation of the task as well as the different 
validation steps are presented here below.

This task was performed using SMI Experiment Suite 360° 
software. During the computerized task, participants were 
asked to sit in front of a computer and keyboard. The 
experimental task comprised 200 trials (50 sentences × four 
types of gestures). The videos consisted of an actor uttering 
a sentence while performing a gesture. They were presented 
semi-randomly and were followed by a comprehension question. 
A graphical illustration of the trial structure is provided in 
Figure 1. The list of the sentences that were used can be found 
in Appendix A.2 The Appendix also informs on which element 
was enacted through a gesture (in bold), whether congruent 
or incongruent (semantically and syntactically), which 
meaningless configuration was used (see Wu & Coulson for 
the references), and what statement was presented to assess 
participants’ comprehension.

Stimuli and Equipment
Creation of Stimuli
Sentences
A) The final stimuli used for the experimental task consisted 
of video recordings of 50 short sentences relating daily 
topics. Each sentence contained one (and only one) element 
that was enacted through an iconic gesture (either describing 
an action, a physical attribute of an object or spatial 
relationship between two objects, McNeill, 1992). The element 
enacted through an iconic gesture is indicated in bold in 
Appendix A. All gestures were completed by an actor to 
whom no specific instructions were given besides the word 
that was to be  described. Separate audio recordings were 
also collected, to ensure a good quality. For all audio 
recordings, the actor was asked to maintain a neutral prosody 
as to avoid conveying any emotional or complementary 
information through the voice. Because no previous studies 
investigating iconic gestures in a sentence context have been 
conducted in French, a validation of our stimuli was required 
beforehand. First, 60 short sentences relating daily topics 
were created. The study having taken place amidst the 
COVID-19 pandemic, a Google Form was generated to 
collect a first set of data on how emotionally loaded our 
sentences were. We  were looking to only keep neutral 
sentences, emotional content potentially affecting eye gaze 
(Calvo and Lang, 2004; Rigoulot and Pell, 2012; Lanata 
et al., 2013). Forty-nine healthy French-speaking participants 
completed the online questionnaire after giving informed 
consent. After removing the outliers for age, the final sample 
consisted of 38 participants (Mage = 25.55; SD = 0.74; Min = 21; 

2�Because of the differences between French and English sentences’ construction, 
some incongruencies that work in French would not work in English. Therefore, 
the English translation is not proposed here but can be found in Appendix B.
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Max = 39). They were asked to judge the emotional valence 
of 30 pairs of sentences on a 9-level Likert-type scale ranging 
from 1 (positive) to 9 (negative) with a neutral range located 
between levels 4 and 6. Participants were presented with 
Self-Assessment Manikin to help them visualize the graduation. 
No further instructions were given. After analysis, 29 pairs 
were scored as neutral (with a mean score between 4 and 
6) and one pair was scored at 3.58. The discarded stimuli 
were still processed as they would be  used in the training 
runs (explained here below). B) The comprehension sentences 
(relevant for the second part of the task) were formulated 
in such a way to test participants’ comprehension relative 
to the enacted part of the sentence through a yes/no statement 
(e.g., if the video stated that “He kept his papers in round 
boxes he bought from the store.,” with “round” being enacted; 
the comprehension sentence stated that “The boxes he bought 
were red”).

Gestures
Second, 15 new healthy French-speaking participants (three 
men; Mage = 26.8; SD = 0.47; Min = 24; Max = 30) judged the 
semantic congruency and incongruency of 240 videos (60 
gestures × 4 types of congruencies) on a 5-level Likert scale 
ranging from 1 (totally incongruent) to 5 (totally congruent). 
In other words, participants were asked to judge the level 
of correspondence between the gesture and the audio it 
accompanied. The congruent and incongruent gestures were 

inspired by Kandana Arachchige et al. (in press). The gestures 
for the meaningless configurations corpus were taken from 
Wu and Coulson’s validated database (Wu and Coulson, 
2014). The audio-visual stimuli were presented on Testable.3 
After analysis, the 60 congruent gestures were considered 
congruent at an average of 4.6/5 and the 180 incongruent 
gestures were considered incongruent at an average of 1.1/5. 
One supposedly congruent gesture being judged congruent 
at only 2.9/5, it has been removed from the stimuli set 
(along with the other 7 items associated with it). The revised 
congruent average for the other 58 gestures was of 4.7/5. 
Third, fifteen new healthy French-speaking participants (3 
men; Mage = 23.53; SD = 0.99; Min = 21; Max = 36) judged the 
iconicity of each gesture presented with no sound. They 
were asked to name the gesture seen (interpretative task). 
The soundless videos were presented on Testable (www.
testable.org), and a blank space was available to type their 
answer. If the gesture evoked no particular meaning, they 
were asked to type “N/A.” Results showed a 57% recognition 
rate, replicating previous results (Zhao et al., 2018). However, 
three gestures supposed to show a similar rate were under-
recognized (at an average of 13%). These three gestures 
were removed, and the revised recognition rate increased 
to 58%. Given the specific nature of iconic gestures that 
contain meaning per se but also depend on context to 
be  understood (Holle and Gunter, 2007), we  can assume 

3�www.testable.org

FIGURE 1  |  Representation of the proceeding of a task (Sc = semantically congruent; SI = semantically incongruent; Syn = syntactically incongruent; 
Mgl = Meaningless).
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that these results support the iconicity of our gestures. At 
the end of these validation processes, our stimuli sample 
consisted of 52 sentences x 4 congruency levels: (1) congruent 
iconic gestures, (2) semantically incongruent iconic gestures, 
(3) syntactically incongruent iconic gestures, and (4) 
meaningless configurations. It is important to note that in 
all the items, the temporal alignment between the gesture/
meaningless configuration was kept constant. Indeed, one 
characteristic of iconic gestures is their temporal alignment 
with the speech they relate to (McNeill, 1992, 2008; Obermeier 
and Gunter, 2014). In other words, while the preparation 
phase of the gesture (i.e., “the phase of movement leading 
up to the stroke,” p.112, Kendon, 2004) precedes the verbal 
utterance, the stroke phrase of the iconic gesture (i.e., “the 
phase when the expression of the gesture (…) is accomplished,” 
p.112, Kendon, 2004) occurs simultaneously to the verbal 
utterance (Kendon, 2004). This alignment was maintained 
in our stimuli set, in every condition.

Alteration
The audio sound files for the 50 and 100% alteration conditions 
were created on Audacity® version 2.3.0. 4The target verbal 
utterances (i.e., those to which gestures were related) were 
separated from the sentence and processed alone. They were 
combined with a Multi-babble soundtrack (available on open 
access here: https://www.ee.columbia.edu/~dpwe/sounds/noise/; 
Richey et  al., 2018) at different intensities. For the 50% 
alteration, both soundtracks were kept at the same volume 
intensity and superimposed. For the 100% alteration, the 
verbal utterance soundtrack was reduced of 24 dB, while the 
multibabble soundtrack was kept unchanged. The modified 
soundtrack segments were then mixed back with their original 
sentences. Following these manipulations, a fourth short 
validation test was conducted. Eleven new healthy French-
speaking participants (one man; Mage = 27.36; SD = 0.96; Min = 25; 
Max = 36) took part in this pre-test. The sentences were 
presented on Testable (www.testable.org), and participants 
were asked whether they could, or not, hear the noised word. 
They were asked to respond 1 for any word they could 
understand and 2 for words they were unable to understand. 
After analysis, the mean score for the 100% alteration set 
was of 1.9/2. The mean score for the 50% alteration set was 
of 1.33/2. However, a pair of items were evaluated at an 
average of 1.88/2 and were therefore discarded from the 
stimuli set.

Mask
Finally, a mask was applied to the lip area of the actor using 
PowerDirector 365 software to avoid lip reading in the 50 
and 100% alteration conditions. The use of a mask for blurring 
the mouth area to this end is common in this field of research 
(e.g., Holle and Gunter, 2007; Cocks et  al., 2011; Wu and 
Coulson, 2014; Sekine et  al., 2015; Momsen et  al., 2020).

4�https://www.audacityteam.org/

Equipment
An HP computer with SMI iView 250 RED and SMI Experiment 
Suite 360° software was used to generate the protocol and 
present the stimuli on a 34x19cm LCD screen running at a 
frame rate of 60 Hz. Stimuli were presented against a black 
background. Prior to testing, eye location was calibrated for 
each participant. The average viewing distance was 56 cm 
approximating the distance at which the eye tracker receives 
the best signal. This position was adjusted for each participant 
until the best possible eye tracking signal was acquired.

Procedure
Participants were seated approximately 56 cm in front of a computer 
and keyboard. They were first offered a training run to familiarize 
themselves with the task and eye tracking device as well as to 
find a comfortable sitting position in which they would be  able 
to stay without moving. The instructions were given a first time 
verbally and were also presented on screen. Participants were 
asked to sit as still as possible and watch the videos that were 
presented. No information on the presence of gestures or the 
aim of the study was given, and no specific task was required 
from the participants during the presentation of the video. The 
sound of the video was either audible, half degraded, or completely 
degraded. After each video, participants were presented with a 
sentence and were asked to decide, by keypress (Q or M; 
counterbalanced between participants), whether the information 
corresponded or not to that conveyed in the video. In case of 
doubt, they were asked to answer anyway. The training run 
consisted of the exact same procedure as the experimental procedure 
(i.e., including a calibration process) and contained stimuli at 0, 
50, and 100% alteration as well as congruent and mismatching 
gestures. Once the participants were comfortable and were clear 
with the instructions, they were invited to complete the experimental 
task. The researcher repeated the instructions verbally before the 
calibration process of the experimental task to avoid any head 
movement after the calibration. The instructions were then repeated 
on screen, and participants could then begin the task. The entire 
experimental protocol took approximately 11 min to complete.

Eye Tracking Data and Coding Areas of 
Fixation
Eye tracking data were analyzed using BeGaze software from 
Senso-Motoric Instruments (SMI). SMI software automatically 
performed data reduction and exported only usable eye 
movements. Each video for each participant was processed 
individually. Areas of interest (AOI) was (1) the face and (2) 
the hands. Each AOI was defined in a frame-by-frame manner 
following the course of the gesture and/or head movements.

ANALYSIS AND RESULTS

Analysis
Mean dwelling time (in ms) and number of fixations on the 
video clips and percentage of correct answers on the behavioral 
task were analyzed.
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The statistical analyses were performed using the software 
SPSS (version 21). Paired t tests were conducted between the 
head and hand AOI to determine which zone was most and 
longer fixated. The full experimental design was a 4 (congruency; 
semantically congruent, semantically, and syntactically 
incongruent, meaningless configurations) x 3 (alteration; clear, 
partly, and completely degraded) factorial design, and a 
corresponding 4×3 repeated-measure ANOVA was used to 
analyze the data. Following the ANOVA, follow-up paired t 
tests were conducted where statistical significance was accepted 
at a Bonferroni-adjusted alpha level of 0.016 (p = 0.005/3) 
following the multiple (i.e., 3x) occurrence of the same variables 
in the t tests.

Finally, paired t tests were conducted to investigate how 
visual allocation to the hand AOI would vary with 
speech degradation.

Results
Dwelling Time on Hand Versus Head AOIs
Paired t tests were conducted to investigate whether the face 
area would attract more attention in general than the hand 
area. Results showed significant differences in dwelling time 
in all conditions, with more time spent on the face area 
compared to the hand area.

Number of Fixations on Hand Versus Head AOIs
Paired t tests were conducted to investigate the number of 
fixations in the face area compared to the hand area. Results 
showed significant differences in number of fixations in all 
conditions, with more fixations made on the face area compared 
to the hand area.

Dwelling Time on Face AOI
Paired t tests were conducted to investigate whether the face 
area would attract more attention when the auditory information 
was degraded. Results yielded no significant differences between 
any of the alteration levels, for any types of gestures.

Dwelling Time on Hand AOI
The repeated measures ANOVA yielded a main effect of Congruency 
[F(3,381) = 32.96; p < 0.001], with more time spent on average on 
the syntactically incongruent gestures (M = 320.81; SD = 18.75), 
compared to meaningless configurations (M = 237.08; SD = 18.02), 
semantically incongruent gestures (M = 210.30; SD = 17.86), and 
semantically congruent gestures (M = 201.43; SD = 15.94). A main 
effect of alteration was also found [F(2,254) = 13.71; p < 0.001] with 
more time spent on average on the hand AOI when the sound 
was clear (M = 274.74; SD = 18.11), compared to in a 50% alteration 
condition (M = 235.06; SD = 17.03) and 100% alteration condition 
(M = 217.41; SD = 15.57). Furthermore, the results also yielded a 
Congruency x Alteration effect [F(6,762) = 3.11; p < 0.01, Greenhouse-
Geisser correction] reflecting an interaction between the types 
of gestures presented and the level of hearing alteration (Figure 2). 
A summary of the ANOVA results can be  found in Table  1.

Follow-up paired t tests were conducted to further clarify 
the nature of Alteration by Congruency interaction. In the 

absence of audio alteration, significant differences were observed 
between meaningless configurations and syntactically incongruent 
gestures [t(127) = −3.47; p = 0.001], with longer dwelling times 
on the latter (M = 366.39; SD = 24.01) compared to the former 
(M = 277.86; SD = 24.81). Differences were also found between 
meaningless configurations and semantically congruent gestures 
[t(127) = 3.03; p = 0.003], with more time spent on the former 
(M = 277.86; SD = 24.81) compared to the latter (M = 199.65; 
SD = 22.04). Syntactically incongruent gestures (M = 366.39; 
SD = 24.01) were also longer fixated than semantically congruent 
[M = 199.65; SD = 22.04; t(127) = 7.14; p < 0.001] and incongruent 
[M = 255.06; SD = 25.66; t(127) = 3.85; p < 0.001] gestures. The 
difference between semantically congruent and incongruent 
gestures just failed to reach significance [t(127) = −2.24; p = 0.02], 
No significant differences were found between meaningless 
configurations and semantically incongruent gestures.

In the case of 50% alteration, significant differences were 
observed between (1) meaningless configurations and syntactically 
incongruent [t(127) = −2.48; p = 0.01] with more time spent on 
the latter (M = 311.45; SD = 22.15) compared to the former 
(M = 245.74; SD = 24.48). A significant difference was also found 
between meaningless configurations and semantically incongruent 
gestures [t(127) = 3.50; p = 0.001], with more time spent on 
meaningless configurations (M = 245.74; SD = 24.48) compared 
to semantically incongruent gestures (M = 166.58; SD = 18.88). 
More time was also spent on syntactically incongruent gestures 
(M = 311.45; SD = 22.15) compared to semantically congruent 
[M = 216.46; SD = 21.79; t(127) = 4.13; p < 0.001] and incongruent 
[M = 166.58; SD = 18.88; t(127) = 8.39; p < 0.001] gestures. The 
difference between semantically congruent and incongruent 
gestures just failed to reach significance [t(127) = 2.25; p = 0.02]. 
No significant differences were found between the meaningless 
configurations and semantically congruent gestures.

For the conditions where the audio was 100% altered, 
significant differences were observed between (1) meaningless 
configurations and syntactically incongruent gestures [t(127) = −5.13; 
p < 0.001], (2) syntactically incongruent gestures and semantically 
congruent [t(127) = 4.51; p < 0.001] and incongruent [t(127) = 3.61; 
p < 0.001] gestures. More time was spent on the syntactically 
incongruent gestures (M = 284.58; SD = 20.36) compared to the 
meaningless configurations (M = 187.62; SD = 18.50), the 
semantically congruent gestures (M = 188.19; SD = 19.62), and 
semantically incongruent gestures (M = 209.25; SD = 21.98). No 
significant differences were observed between meaningless 
configurations and semantically congruent gestures, meaningless 
configurations, and semantically incongruent gestures and between 
semantically congruent and semantically incongruent gestures.

Paired t tests were conducted to investigate how visual 
allocation to the hand AOI would vary with speech degradation. 
Results showed significant differences for the meaningless 
configurations with less time spent on them in the 100% 
alteration condition (M = 187.62; SD = 18.50) compared to the 
clear condition [t(127) = 3.9; p < 0.001; M = 277.86; SD = 24.81] and 
the 50% alteration condition [t(127) = 2.57; p = 0.01; M = 245.74; 
SD = 24.48]. A significant difference was also highlighted for 
the syntactically incongruent gestures, with more time spent 
on them in the clear condition (M = 366.39; SD = 24.01) compared 
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to the 50% alteration condition [t(127) = 2.44; p = 0.01; M = 311.45; 
SD = 22.15] and the 100% alteration condition [t(127) = 4.21; 
p < 0.001; M = 284.48; SD = 20.36]. Finally, dwelling time for 
semantically incongruent gestures was significantly higher 
[t(127) = 3.48; p = 0.001] in the clear condition (M = 255.06; 
SD = 25.66) compared to the 50% alteration condition (M = 166.58; 
SD = 18.88) and significantly lower [t(127) = −2.57; p = 0.01] in 
the 50% alteration condition compared to the 100% alteration 
condition (M = 209.25; SD = 21.98). No significant differences 
were observed for the semantically congruent gestures.

Number of Fixations on Hand AOI
The repeated measures ANOVA yielded a main effect of Congruency 
[F(3,381) = 17.58; p < 0.001], with more fixations for syntactically 
incongruent gestures (M = 0.63; SD = 0.03) compared to meaningless 
configurations (M = 0.50; SD = 0.03), semantically incongruent 
(M = 0.047; SD = 0.03), and semantically congruent (M = 0.46; 
SD = 0.03) gestures. A main effect of Alteration was also found 
[F(2,254) = 13.80; p < 0.001], with more fixations in the clear sound 
condition (M = 0.59; SD = 0.03) compared to in the 50% alteration 
(M = 0.50; SD = 0.03) and 100% alteration (M = 0.46; SD = 0.03). 
Furthermore, the results also yielded a significant Congruency 
x Alteration effect [F(6,762) = 2.03; p = 0.03, Greenhouse-Geisser 

correction] reflecting an interaction between the types of gestures 
presented and the level of hearing alteration (Figure  3). A 
summary of the ANOVA results can be  found in Table  2.

Follow-up paired t tests were conducted to further clarify 
the nature of Alteration by Congruency interaction. In the 
absence of audio alteration, significant differences were observed 
between (1) meaningless configurations and semantically 
congruent [t(127) = 2.74; p < 0.01] gestures, with more fixations 
on the meaningless configurations (M = 0.61; SD = 0.05) compared 
to the semantically congruent gestures (M = 0.47; SD = 0.04). 
Significant differences were also observed between syntactically 
incongruent gestures and semantically congruent [t(127) = 5.21; 
p < 0.001] and incongruent [t(127) = 4.01; p < 0.001] gestures, with 
more fixations on the syntactically incongruent gestures (M = 0.73; 
SD = 0.04) compared to the semantically congruent (M = 0.47; 
SD = 0.04) and semantically incongruent (M = 0.53; SD = 0.04) 
gestures. The difference between meaningless configurations 
and syntactically incongruent failed to reach significance at 
the Bonferroni-adjusted level [t(127) = −2.183; p = 0.03]. No 
significant differences were observed between meaningless 
configurations and semantically incongruent gestures and between 
semantically congruent and incongruent gestures.

In the case of 50% alteration, significant differences were 
observed between (1) meaningless configurations and syntactically 
incongruent [t(127) = −2.56; p = 0.01] with a higher number of 
fixations in the latter (M = 0.06; SD = 0.04) compared to the 
former (M = 0.47; SD = 0.04) and (2) syntactically incongruent 
gestures and semantically incongruent gestures [t(127) = 5.02; 
p < 0.001] with a higher number of fixations in the former 
(M = 0.06; SD = 0.04) compared to the latter (M = 0.42; SD = 0.04). 
No other significant differences were observed.

FIGURE 2  |  Graphical representation of the interaction for dwelling time between the types of gestures presented and the level of hearing alteration 
(Mgl = Meaningless; Syn = syntactically incongruent; Sc = semantically congruent; SI = semantically incongruent).

TABLE 1  |  ANOVA results for hand AOI dwelling time.

Variable DoF F Sig.

Alteration 2 13.71 0.000
Congruency 3 32.96 0.000
Alteration*Congruency 5.08 3.11 0.008
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For the conditions where the audio was 100% altered, 
significant differences were observed between (1) meaningless 
configurations and syntactically incongruent gestures [t(127) = −4.18; 
p < 0.001], with more fixations in the latter (M = 0.57; SD = 0.04) 
compared to the former (M = 0.41; SD = 0.04), and (2) syntactically 
incongruent gestures and semantically congruent [t(127) = 4.46; 
p < 0.001] and incongruent [t(127) = 2.67; p < 0.01] gestures where 
syntactically incongruent gestures are more fixated (M = 0.57; 
SD = 0.04) than semantically congruent (M = 0.40; SD = 0.03) and 
incongruent (M = 0.45; SD = 0.04) gestures.

Percentage of Correct Answer
The repeated measures ANOVA yielded a main effect of 
Congruency [F(3,381) = 24.69; p < 0.001], with a higher percentage 
of correct responses in the semantically congruent condition 
(M = 82.32; SD = 1.18) compared to the meaningless 
configurations (M = 74.78; SD = 1.00), syntactically incongruent 
(M = 73.49; SD = 1.18), and semantically incongruent gestures 
(M = 68.18; SD = 1.16). A main effect of Alteration was also 
found [F(2,254) = 149.06; p < 0.001], with a higher percentage of 
correct responses in the clear sound condition (M = 86.22; 

SD = 0.77) compared to the 50% (M = 73.73; SD = 0.93) and 
100% (M = 64.12; SD = 0.97) alteration conditions. Furthermore, 
the results also yielded a significant Congruency x Alteration 
effect [F(6,762) = 7.16; p < 0.001] reflecting an interaction between 
the types of gestures presented and the level of hearing 
alteration (Figure  4). A summary of the ANOVA results can 
be  found in Table  3.

In the clear sound condition, follow-up paired t tests showed 
a significant difference between syntactically incongruent gestures 
and semantically congruent gestures [t(127) = −2.76; p < 0.01], with 
a higher percentage of correct answer for the latter (M = 88.89; 
SD = 1.39) compared to the former (M = 83.2; SD = 1.60). No other 
significant differences were highlighted in the clear sound condition.

In the 50% alteration condition, follow-up paired t tests 
showed a significant difference between meaningless 
configurations and semantically congruent gestures [t(127) = −4.28; 
p < 0.001] with a better correct response percentage in the latter 
(M = 83.91; SD = 1.82) compared to the former (M = 72.66; 
SD = 1.82). A significant difference was also observed between 
the meaningless configurations condition and the semantically 
incongruent gestures [t(127) = 2.93; p < 0.01], with a higher correct 
answer percentage when in presence of meaningless 
configurations (M = 72.66; SD = 0.82) compared to semantically 
incongruent (M = 65.38; SD = 1.88). The percentage of correct 
answer was also higher [t(127) = 2.56; p = 0.01] for syntactically 
incongruent gestures (M = 72.98; SD = 2.12) compared to 
semantically incongruent gestures (M = 65.38; SD = 1.88). A 
significant difference was also found between the syntactically 
incongruent gestures and semantically congruent gestures 
[t(127) = −3.80; p < 0.001], with better results for the latter 

FIGURE 3  |  Graphical representation of the interaction for number of fixations between the types of gestures presented and the level of hearing alteration 
(Mgl = Meaningless; Syn = syntactically incongruent; Sc = semantically congruent; SI = semantically incongruent; 1 = clear speech; 2 = 50% degradation; 3 = 100% 
degradation).

TABLE 2  |  ANOVA results for number of fixations on hand AOI.

Variable DoF F Sig.

Alteration 2 13.80 0.000
Congruency 3 17.58 0.000
Alteration*Congruency 5.59 2.30 0.03
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(M = 83.91; SD = 1.82) compared to the former (M = 72.98; 
SD = 2.12). A higher percentage of correct responses [t(127) = 7.12; 
p < 0.001] was also found in the presence of semantically 
congruent (M = 83.91; SD = 1.82) compared to semantically 
incongruent (M = 65.38; SD = 1.88) gestures. No significant 
differences were found between the meaningless configurations 
and syntactically incongruent gestures.

In the 100% alteration condition, a significant difference 
was found between the meaningless configurations and the 
semantically congruent gestures [t(127) = −2.94; p < 0.01] with a 
higher percentage of correct responses in the latter (M = 74.08; 
SD = 2.11) compared to the former (M = 66.41; SD = 1.72). 
Significant differences were also found between meaningless 
configurations and semantically incongruent gestures [t(127) = 4.71; 
p < 0.001], with better performances in the presence of 
meaningless configurations (M = 66.41; SD = 1.72) compared to 
semantically incongruent gestures (M = 51.74; SD = 2.45). Better 
performances were also highlighted [t(127) = −3.14; p < 0.01] for 
semantically congruent gestures (M = 74.08; SD = 2.11) compared 
to syntactically incongruent gestures (M = 64.28; SD = 2.1). 
Semantically incongruent gestures (M = 51.74; SD = 2.45) induced 
a lower percentage of correct responses compared to syntactically 
incongruent gestures [t(127) = 3.75; p < 0.001] and semantically 
congruent gestures [t(127) = 6.67; p < 0.001].

DISCUSSION

The aim of the study was to investigate participants’ visual 
behavior when confronted with different types of gestures in 
an (un)favorable listening context and how different types of 
gestures would influence information uptake. To date, this is 
the first study exploring these questions together. The main 
findings show a difference in visual attention allocation depending 
on type of gesture and on the clarity of the verbal message 
as well as evidence of information uptake during covert attention. 
These results suggest (1) that although visual attention is not 
explicitly focused on the gesture, its presence can affect 
comprehension (e.g., negatively if semantically incongruent, or 
positively if semantically congruent) and (2) that not all 
mismatching gestures are processed equally.

First, this study replicates previous results (Gullberg and 
Holmqvist, 1999, 2006; Gullberg, 2003; Gullberg and Kita, 2009; 
Beattie et  al., 2010) showing longer and more fixations on the 
face area compared to hand gesture area, and this, in the presence 
of any type of gestures. The preferential fixation of the face 
area is not surprising given the importance of this body part 
in social interactions (Kanwisher and Yovel, 2006). From an 
early age, humans are naturally attracted to faces (Johnson et al., 
1991) and neuroimaging studies have highlighted brain areas 
either broadly involved in their processing, such as the medial 
temporal lobe (Haxby et  al., 1996), or specifically dedicated to 
their processing, such as a small region located in the right 
lateral fusiform gyrus (McCarthy et  al., 1997). The absence of 
an increase in fixation time to face areas with speech degradation 
could appear contradictory to previous studies (Saryazdi and 
Chambers, 2017; Drijvers et  al., 2019). However, it is likely 
that this absence of effect was consequent to the blurring of 

FIGURE 4  |  Graphical representation of the percentage of correct answer according to the types of gestures presented and the level of hearing alteration 
(Mgl = Meaningless; Syn = syntactically incongruent; Sc = semantically congruent; SI = semantically incongruent; 1 = clear speech; 2 = 50% degradation; 3 = 100% 
degradation).

TABLE 3  |  ANOVA results for percentage of correct answers.

Variable DoF F Sig.

Alteration 2 149.06 0.000
Congruency 3 24.69 0.000
Alteration*Congruency 5.35 7.16 0.000
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the mouth area in the present study. In Drijvers and Özyürek’s 
(2020) study, participants appeared to have benefited from the 
presence of visible speech, particularly when the auditory message 
was degraded. The alteration in the auditory information led 
participants to focus more on the lip/mouth region likely to 
gain phonological information (Drijvers and Özyürek, 2017). 
Due to the material used, this effect could have not been present 
in the current study and was indeed not observed.

While no differences in visual attention allocation for the 
face area were highlighted across the different levels of speech 
alteration, gestures showed a more complex pattern. First, overall, 
more attention was paid to gestures in a clear auditory context 
compared to both degraded speech conditions, replicating previous 
results (Drijvers et  al., 2019). When taking a closer look, 
participants’ gaze toward semantically congruent gestures appeared 
to be  constant throughout the different levels of auditory 
degradation. For mismatching gestures, this varied depending 
on the type of incongruency (i.e., semantic and syntactic). The 
presence of different patterns of visual attention allocation 
depending on the type of mismatch is consistent with previous 
electrophysiological research (Friederici et  al., 1993) showing 
different event-related brain potentials in the presence of different 
types of mismatching information. In the case of meaningless 
configurations, participants spent more time fixating them when 
in the presence of clear speech or a 50% alteration compared 
to when the speech was inaudible. For syntactically incongruent 
gestures, more time was spent fixating them in a clear auditory 
context compared to any degradation of speech. Finally, 
semantically incongruent gestures were more fixated in clear or 
completely degraded speech compared to the 50% alteration 
condition. One explanation for this pattern of results resides in 
the amount of attention required to understand the conveyed 
message (Wild et  al., 2012). In the presence of simple sentences 
and clear speech, information comprehension does not impose 
a particular demand on attentional processes (Hartsuiker and 
Moors, 2017). In the case of meaningless configurations, we can 
assume the deployment of these processes to attempt extracting 
meaning. Because these gestures do not, per definition, convey 
any meaning, their presence should not be disrupting participant’s 
comprehension. Indeed, no differences in correct response 
percentage were observed between the meaningless configurations 
condition and the semantically congruent gestures. In a clear 
speech context, the same observation can be made for syntactically 
incongruent gestures. In the presence of speech degradation, 
attentional processes become required to comprehend the conveyed 
message (Wild et  al., 2012). In this situation, the decrease in 
time spent on syntactically incongruent gestures can be explained 
by the increased necessity to focus on the auditory input to 
attempt gaining information. Participants therefore turn their 
attention away from not only irrelevant but also disrupting 
information to focus on speech. For processing meaningless 
configurations, a partial speech degradation appears to 
be  acceptable. However, in the presence of a total degradation 
of the auditory information, attention is taken away from the 
gestures and probably captured by attempting to understand 
the conveyed message. For semantically incongruent gestures, 
the pattern varies. For these gestures, more time is spent fixating 

them in the clear speech and in the completely degraded speech 
conditions compared to the partially degraded speech condition. 
In the clear condition, participants could have enough attentional 
resources to attempt resolving the incongruency compared to 
the partial degradation condition. In the latter, the semantically 
incongruent gestures are highly disrupting the comprehension 
process since they convey information that is directly contradictory 
to the one presented in the faded speech. When the verbal 
utterance is completely degraded the semantically incongruent 
gesture, fitting the sentence construction, could be  conveying 
relevant information.

When considering the time spent on fixating gestures alone, 
the current study highlights an interaction between the degree 
of auditory alteration and type of gesture presented. Across the 
different levels of alteration, syntactically incongruent gestures 
were consistently fixated for a longer time than any other types 
of gestures. Syntactically incongruent gestures essentially conveyed 
meaning that presented a syntactic violation in the sentence 
(i.e., they did not fit into the sentence construction). Exploring 
language comprehension, a previous electrophysiological study 
(Hahne and Friederici, 1999), demonstrated the existence of a 
two-step processing in sentence comprehension, with a first 
highly automatic parsing process dealing with word category 
(Friederici, 1995). The gestures presented in the syntactically 
incongruent condition having been specifically selected to convey 
a meaning that would not fit their position in the sentence, it 
is possible that they particularly attracted attention and disturbed 
processing. In fact, in the clear speech condition, the percentage 
of correct responses was significantly lower when in presence 
of these gestures. Furthermore, a previous eye tracking study 
investigating the differences in the perception and time course 
of syntactic and semantic violations showed that syntactic violations 
were detected earlier than semantic violations (De Vincenzi 
et  al., 2003). Although the current study did not explore the 
time course of fixations, the longer dwelling times on syntactically 
incongruent gestures could suggest an earlier entry and local 
attempt to resolve the incongruency (Braze et  al., 2002). 
Interestingly, unlike syntactically incongruent gestures, the presence 
of meaningless configurations or semantically incongruent gestures 
did not impair comprehension. When the speech is clear and 
easily understandable, a syntactic violation thus appears to disturb 
comprehension at a higher level than semantic violation, even 
when presented through a gesture. This is associated with an 
increased amount of time spent fixating these gestures.

The results in the presence of a verbal alteration are more 
complex. First, although semantically congruent gestures were 
not particularly more or for longer looked at than other types 
of gestures, comprehension scores were significantly higher in 
their presence. As mentioned above, different gaze patterns were 
observed for the different types of mismatching gestures, along 
with different levels of comprehension. In both alteration conditions, 
while more time was spent on fixating syntactically incongruent 
gestures compared to meaningless configurations, no significant 
difference in comprehension was highlighted. However, although 
semantically incongruent gestures were the least fixated of all 
mismatching gestures, they induced the most incorrect responses 
in the comprehension task. These results suggest that the presence 
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of gestures did in fact affect comprehension, and an overt allocation 
of attention them was not required for information uptake. This 
is inconsistent with the general suggestion of a higher quality 
of retrieved information in the case of gesture fixation (Gullberg 
and Holmqvist, 1999) as the presence of semantically incongruent 
gestures clearly impaired comprehension. It is, however, consistent 
with previous claims (Gullberg and Kita, 2009) suggesting that 
attention to gestures is mostly covert and that the uptake of 
information appears to be  independent of fixation.

While this study offers a number of interesting results, several 
adjustments could be  made for future research. First, the current 
study did not consider complementary iconic gestures. Indeed, 
the iconic gestures used (i.e., in the congruent condition) were 
all redundant (i.e., the information contained in the iconic gesture 
repeats that contained in speech). Future studies could therefore 
investigate whether different results would be  observed for 
complementary and redundant gestures. Second, we  did not 
differentiate between the types of iconic gestures (i.e., action, 
shape, position). Because of the potential difference of importance 
for comprehension between these types of iconic gestures (see 
Kandana Arachchige et  al., 2021), it would be  interesting to see 
whether and how visual attention is distinctively allocated to all 
of them. Finally, in the current study, although some sentences 
(16/50 items) retained some meaning in the event of a total 
degradation (e.g., “He kept his papers in the red boxes he bought 
from the shop” remains understandable without “red”) and others 
did not (e.g., “He mixed his cement mixture,” makes little sense 
without “mixed”), we  do not believe this had an effect on the 
observed results. Indeed, on the one hand, the majority of the 
sentence lost meaning in the event of an alteration, and on the 
other hand, the comprehension statements were specifically designed 
to investigate the comprehension of the bold item (see Appendix 
A). Nevertheless, future research could differentiate these conditions 
and verify whether distinguished results would arise from them.

CONCLUSION

To conclude, the current study is the first to show that different 
types of mismatching gestures differently attract visual attention 

and differently affect comprehension. Furthermore, as suggested 
by previous authors, overt visual attention to gestures is not 
required for information uptake as semantically incongruent 
gestures significantly impaired comprehension while being the 
least looked at. In contrast, the presence of semantically congruent 
gestures significantly aided comprehension although they were 
among the least fixated.
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Event-based prospective memory (ProM) refers to remembering to execute planned
actions in response to a target ProM cues. Encoding modality influences ProM
performance; visual encoding has been studied more than auditory encoding. Further, it
has not yet been examined whether different encoding may influence ProM performance
in different encoding modalities. This study examines the effects of encoding modality
(visual vs. auditory), cue-encoding specificity (specific cue vs. non-specific cue),
and encoding modes (standard vs. implementation intention) on event-based ProM
tasks. In Experiment 1, cue specificity and encoding modality were manipulated as
a within-groups encoding of visual cues is more commonly and between-groups
variable. Results revealed the facilitative effect of cue specificity on ProM performance.
Also, with respect to encoding modality, participants showed better performance
when receiving auditory instructions compared with the visual encoding condition.
In Experiment 2, as in Experiment 1, cue specificity and encoding modality were
manipulated. Encoding mode was added as a new between-group variable. Result
revealed that there was a significant interaction between encoding modality and
encoding modes. Visual implementation intention encoding was a more effective
method for improving ProM performance compared with visual standard encoding.
Furthermore, there was a significant interaction between cue-encoding specificity and
encoding modes. Implementation intention encoding enhances ProM performance in
non-specific cue-encoding conditions. Overall, the present study found that (1) auditory
encoding modality showed superior ProM performance compared with visual encoding,
although implementation intention had facilitative on ProM performance regardless of
the encoding modalities, and (2) there was better ProM performance under specific
encoding compared with non-specific encoding, and implementation intention had a
facilitative effect on ProM performance in the non-specific condition.

Keywords: prospective memory, implementation intention encoding, specific encoding, non-specific encoding,
visual encoding, auditory encoding

INTRODUCTION

Prospective memory (ProM) is a memory of an action that refers to executing a delayed intended
action in the appropriate context or at a planned time (Sanjram and Khan, 2011). ProM, such
as sending a letter when you pass a mailbox, is fundamental to our lives. ProM includes four
processes, namely, encoding, maintaining, retrieving intentions, and executing an intended action
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in the future. The previous ProM studies focused primarily
on the involvement in maintenance and retrieval processes
in performing a delayed intended action. Only recently have
researchers started to explore encoding strategies but mostly
focused on visual encoding, and the auditory encoding modality
process remains somewhat neglected. The present study focuses
on the encoding process, as encoding is a necessary precondition
for successfully executing a ProM task.

In laboratory studies, ProM manipulation of encoding
is conventionally achieved by providing instructions to
participants. Participants were informed of intentions through
a verbal or written introduction (Cai and Dong, 2012; Li et al.,
2016). Regarding information processing, auditory and visual
stimuli are the two most common and independent ways
through which humans receive information. The visual pathway
leads from the occipital cortex to the inferior temporal cortex,
and the auditory pathway leads from the superior temporal
cortex to the ventral prefrontal regions (Maeder et al., 2001).
The separation of process streams may affect ProM encoding
differently. Vedhara et al. (2004) randomly allocated participants
to one of four habitual ProM task conditions, namely, no cues,
visual cues, auditory cues, or dual cues (auditory and visual
cues), of which the last three conditions were operated by visual,
auditory, or dualhabitual ProM cue introductions reminder. The
results showed that habitual ProM of participants was optimal
in the dual-cue condition, suggesting this condition was the
most beneficial to habitual ProM performance. Additionally,
participants performed better under auditory than visual cue
conditions. However, Yang et al. (2008) confirmed that there
was no difference between auditory and visual encoding on
activity-based ProM for undergraduates, regardless of whether
ProM intention was important. Both studies on the effect of the
ProM encoding modality have produced inconsistent results.
It may be caused by the heterogeneity of subjects in the two
studies and the different control of the experiment. Vedhara et al.
(2004) adopted a natural experiment with old adults with type 2
diabetes as participants; Yang et al. (2008) adopted a laboratory
experiment with young adults as participants. Therefore, it is
necessary to explore whether auditory encoding is different from
visual encoding. Chen et al. (2014) found that the frontal lobe was
activated and engaged in monitoring ProM targets. The auditory
pathway and ProM task involved the same brain region—the
frontal lobe, so we hypothesized that ProM performance would
be better under the auditory encoding modal.

People commonly give specific instructions, but they can
also give unclear instructions. Both instructions consist of cue-
encoding specificity. Previous research showed that participants
perform better in ProM tasks under conditions where they could
encode visual specific cues (e.g., “jaguar,” “lion,” and “tiger”)
rather than visual general cues (e.g., “animal”; Einstein et al.,
1995). Kuhlmann and Rummel (2014) confirmed that intentions
encoded by visual specific cues form a tight encoding trace,
allowing participants to flexibly allocate cognitive resources,
thereby enhancing ProM performance (Kuhlmann and Rummel,
2014). For encoding, these previous studies (e.g., Ball and
Bugg, 2018) showed a “specific advantage”, indicating that the
memory content comprised mostly specific events with a high

proportion of specific memories; to recall this content, there
was an advantage to remembering specific details (Chen, 2013).
Furthermore, Scullin et al. (2018) systematically investigated the
encoding process for ProM and confirmed that specific was better
than non-specific cue encoding, for which 22.5% of participants
gave little thought to the ProM tasks and tended to translate
categories to specific exemplars (Pereira et al., 2018). It may
be that participants using non-specific cue encoding had to
pay closer attention than those using specific cue encoding to
correctly determine ProM targets.

However, all of the above studies compared visually specific
and non-specific conditions and did not provide direct evidence
of auditory specificity encoding. In the current study, we tested
the effects of encoding specificity and encoding modality with
undergraduate students, building on these different findings. In
the first experiment, we investigated whether there was a specific
advantage both in the visual and auditory encoding process and
whether non-specific auditory encoding was better than non-
specific visual encoding in ProM.

We hypothesized that a manipulation, which reduces
cognitive resource requirements by enhancing both visual and
auditory target cue specificity, would improve ProM, and the
performance in the auditory-specific encoding is better than in
the visual-specific encoding. Additionally, we hypothesized that
participants would perform better in the auditory non-specific
content than in the visual non-specific content.

EXPERIMENT 1

Methods
Participants
The sample size was based on an a priori power analysis using
the GPOWER 3 software. The effect size f was based on previous
research (Pereira et al., 2018). The alpha level was 0.05, power was
0.95, and an effect size of 0.5 was considered. To find a statistically
significant effect in the model, 54 participants would be necessary.
Thus, the goal sample size was 60, to account for dropouts.

The initial sample included 60 undergraduate students
(Mage = 20.55 years, range 18–25; 27.12% males). Each participant
had normal or correct-to-normal vision and audition, and
none had previously taken part in a similar experiment. Four
participants were excluded from the analysis because their
parameter estimates of the ongoing task or their ProM task were
more than three standard deviations (SDs) from the mean of
their respective group. Thus, there were 56 participants in total
(Nauditory = 29, Nvisual = 27).

Participants provided signed informed consent before the
experiment. The only demographic information collected from
the participants was their age and gender; no names or personal
information were recorded. Participants were given a small gift
as compensation.

Experimental Design
The experiment had a two encoding modality (visual vs.
auditory) × two cue-encoding specificity (specific cue vs. non-
specific cue) mixed factorial design with the second factor as a
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within-groups variable. Participants received verbal instructions
through earphones and written texts for auditory modality and
visual modality, respectively. Instructions were provided until
participants fully understood them. The within-subjects variable
was counter-balanced among participants to avoid a practice
effect. Half of the participants started with the specific cue-
encoding block, and the other half started with the non-specific
cue-encoding block.

Materials
The experimental stimuli were 20 capital English letters
(excluding “A,” “E,” “I,” “O,” “F,” and “J”). The letters “A,” “E,”
“I,” and “O” were excluded to balance-specific and non-specific
cue conditions, and “F” and “J” were omitted because they were
reaction keys for the ongoing task. The experimental trials were
presented visually in a random order. The ProM target was
presented six times. To match the number of presentations of
specific and non-specific cues, the ProM cues were the same in
all specific conditions. Whether the cue was specific or not, we
set “U” as the target. Both visual and auditory ProM targets were
used for non-salient cues, to avoid the interference effects of cue
salience (see Kliegel et al., 2013). All items were presented in
white, Courier New, 60-point font on a black background.

Experimental Task
Throughout the experimental task, participants performed two
tasks simultaneously, namely, the ongoing task and the ProM
task. The ongoing task was a one-back task, in which participants
needed to compare the present letter with the previous one and
then press “J” if they were the same and “F” if they were different.
In the ProM task, participants were asked to press the spacebar
for a ProM target.

Procedure
This experiment was programmed using the E-Prime 1.1
software. All participants were tested individually in a quiet
environment. Participants were initially told that the research
goal was to study people’s performances on various computer-
based tasks and gauge their thoughts during those tasks.

In the first step, participants performed a practice block (see
Figure 1). They received instructions for the one-back task
(i.e., ongoing task). For each trial, a fixation cross (+) was
presented for 500 ms, followed by a letter for 3,000 ms. The letter
would disappear once the participant responded or 3,000 ms had
elapsed. Participants received feedback on their accuracy. The
“yes” and “no” response keys decisions were counterbalanced,
with each decision taking up an equal proportion of the trials.

After participants completed 50 practice trials, they received
instructions for simultaneously completing the ProM and
ongoing tasks in the normal experimental blocks, i.e., the
intention encoding phase. In the visual-specific encoding
condition, instructions were presented in the form of text, and
encoding content was as follows: “The vowel U may appear
during the block. When you see it, you do not need to compare
whether the letter is the same as the previous one. Press the
spacebar directly.” In the visual non-specific encoding condition,
instructions were also presented in the form of text, and encoding

content was as follows: “Vowels may appear during the block.
When you see a vowel, you do not need to compare whether
the letter is the same as the previous one. Press the spacebar
directly.” For the audio-specific encoding condition, instructions
were played in the form of voice (sound files were embedded
in E-prime), and encoding content was the same as the visual-
specific encoding condition. When assigned to audio non-specific
encoding condition, participants were also played instructions in
the form of voice, and encoding content was the same as visual
non-specific encoding condition.

Then, we asked participants to repeat the instructions to
the experimenter to demonstrate if they understood them. To
prevent participants from monitoring the ProM target letters,
participants were told that the ProM and ongoing tasks were
equally important.

Following the ProM encoding process (i.e., ProM instructions
in the different conditions), participants completed an
interference task of simple digital arithmetic and then began the
formal experiment, which included 94 trials of the ongoing task
and six presentations of the ProM target (“U”) for per block.
The non-specific and specific cue-encoding blocks were the
same, with the exception that the ProM instructions required
participants to press the spacebar for vowels. Between the specific
and non-specific encoding blocks, there were an interference
task and a 2-min rest period.

Results
For all analyses, the alpha level was set at 0.05. Unless otherwise
noted, the dependent variables were reaction time (RT) and
accuracy in the ProM target and ongoing trials.

Prospective Memory Task Performance
Prospective memory hits occurred when a participant pressed
the spacebar on the ProM target trials. ProM performance was
defined as the number of hits divided by the number of target
events. The means and SDs are presented in Table 1.

To examine the ProM hit, we conducted a two encoding
modality (visual vs. auditory) × two (specific vs. non-specific)
mixed analysis of variance (ANOVA) with the last variable as
a within-groups variable. There was a significant main effect of
encoding modality, F(1,54) = 5.67, p = 0.021 < 0.05, ηp

2 = 0.10;
the accuracy in the auditory encoding modality was higher than
visual encoding modality. Results also showed a significant main
effect of cue-encoding specificity, F(1,54) = 6.65, p = 0.013 < 0.05,
ηp

2 = 0.11. As Table 1 indicates, the accuracy in specific cue-
encoding condition was significantly higher than the non-specific
cue-encoding condition. There was no significant interaction
effect for encoding modality and cue specificity, F(1,54) = 0.03,
p = 0.87.

A 2 × 2 mixed ANOVA was conducted with RTs for correct
responses to ProM targets as the dependent variable. There were
no significant main effects or interactions, Fs < 0.44, ps > 0.24.

Ongoing Task Performance
The results of both accuracy and RT data are displayed in
Table 1. To analyze the performance of the ongoing task, we
conducted a two (encoding modality: visual vs. auditory) × two
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FIGURE 1 | The procedure for Experiment 1.

(cue-encoding specificity: specific cue vs. non-specific cue) mixed
factorial ANOVA with the last variable as the within-subjects
variable and with the ongoing task accuracy and RTs as dependent
variables separately.

The analysis of ongoing task accuracy showed that there
were no significant main effects of cue encoding modality
and cue-encoding specificity, and no interaction effect between
cue encoding modality and cue-encoding specificity, and no
interaction effect between cue specificity and encoding modality,
F(1,54) < 2.92, ps > 0.09.

The analysis of ongoing task RTs revealed a main effect
of cue-encoding specificity, F(1,54) = 7.29, p = 0.009 < 0.05,
ηp

2 = 0.12, suggesting that participants made yes-or-no decisions
more faster during the specific cues encoding blocks compared
with non-specific cues encoding blocks in both the auditory and
visual conditions. There were no other significant differences
in RT between the auditory and visual encoding modalities,
F(1,54) = 0.09, p = 0.77 > 0.05, and no interaction effect between
cue-encoding specificity and encoding modality, F(1,54) = 1.83,
p = 0.18 > 0.05.

Discussion
Notably, there was a significant difference in ProM performance
of visual and auditory encoding in Experiment 1. Participants
had a higher accuracy in the auditory encoding condition
than in the visual encoding condition, which was consistent
with our hypothesis and confirmed our suspicion that auditory
encoding was more convenient. Auditory encoding information
is transmitted to the ventral prefrontal regions (Maeder et al.,
2001), which happens to be the lobe activated by the ProM
intention. The common lobe may make auditory encoding more
advantageous. However, the discovery was inconsistent with the
conclusion of Yang et al. (2008), who concluded that participants
could successfully complete ProM tasks regardless of whether

they used visual encoding or auditory encoding, as long as they
formed the correct ProM intention. The reason for the different
results may be that Yang et al. (2008) explored the effect of
encoding on an activity based on ProM, which did not require
pausing ongoing tasks and was relatively simple. However, our
study explored the effect of encoding on event-based ProM,
which required participants to pause ongoing tasks and translate
recognitive cost to the ProM task. The difficulty of ProM task may
be an important factor.

In Experiment 1, we found advantages of specific cue encoding
for ProM, which was consistent with our hypothesis and in
line with Einstein et al. (1995) and Hicks et al. (2005), that
participants can detect more ProM targets in the specific
condition than in non-specific intentions. Participants performed
significantly faster in ongoing tasks in the specific condition
relative to the non-specific condition, which was consistent with
the conclusion of Hicks et al. (2005) that non-specific intentions
caused more task interference than specific intentions to the
ongoing task. However, RTs of ProM tasks have no significant
differences, suggesting possessing two intentions (i.e., ProM
intention and ongoing task intention) does not exert the same

TABLE 1 | The performance of dual tasks in different encoding modalities and
encoding specificity M (SD).

Task conditions ProM tasks Ongoing tasks

ACC RT (ms) ACC RT (ms)

Visual specific 0.78 (0.17) 770 (148) 0.92 (0.06) 670 (138)

Visual non-specific 0.64 (0.35) 828 (215) 0.91 (0.07) 759 (166)

Auditory specific 0.87 (0.16) 820 (155) 0.92 (0.06) 710 (132)

Auditory non-specific 0.75 (0.29) 831 (206) 0.90 (0.08) 740 (201)

ACC, accuracy; ProM, prospective memory; RT, reaction time.
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costs as each would exert individually; the slow RTs of the
ongoing task do not necessarily preserve ProM performance
(Hicks et al., 2005).

Our finding indicated that participants in the specific cue-
encoding condition performed better than those in the non-
specific cue-encoding condition, and the RTs of the ongoing
task were shorter in the specific cue-encoding condition than
in the non-specific cue-encoding condition, which somewhat
differs from those of Scullin et al. (2018), who found that
some ProM encoding components can be done “in passing”
(i.e., a perfunctory and transient manner). We can infer that
the encoding process requires cognitive resources, and specific
cue encoding is more effective than non-specific cue encoding.
Although Scullin et al. (2018) were more focused on thought
probes during ProM encoding instead of RTs for retrieval
and manipulated only non-specific encoding, their results were
consistent with those of the present study in suggesting that
specific encoding is more convenient and efficient than non-
specific encoding, regardless of cue focality. Since non-specific
cue encoding is a common and unavoidable phenomenon, we
conducted Experiment 2 to investigate how to improve ProM
performance using non-specific cue encoding.

Taken together, the results of Experiment 1 showed that
auditory encoding was superior to visual encoding, and specific
cue encoding was superior to non-specific cue encoding in terms
of ProM intention.

EXPERIMENT 2

In light of the findings of Experiment 1 concerning inferior
performance, Experiment 2 further investigated how
implementation intention could improve ProM performance
under visual and non-specific encoding conditions. Meeks and
Marsh (2010) reported that the intention encoding of visual
implementation was an efficient encoding method. Thus, we
performed Experiment 2 to explore whether implementation
intention could improve performance on ProM tasks in the
visual and non-specific encoding conditions.

Implementation intention encoding is a conscious formation
of a specific intention and a response to a specific stimulus
(Gollwitzer and Peter, 1999; Scott, 2016) that determines
when, where, and how to put a goal into action based
on the goal intention. Implementation intention encoding
consisted of a typical statement in the form of “if situation x
occurs, then I will perform intended action y.” The statement
was often accompanied by asking participants to mentally
visualize (usually for 30 s) the intended action and repeating
the implementation intention instructions to the researcher.
McFarland and Glisky (2012) argued that the verbal articulation
of implementation intention is sufficient to improve ProM
performance, and imagery instruction is unnecessary. Scullin
et al. (2017) reported that a verbal statement and an imagery
procedure for implementation intention significantly increased
the generation of high typicality exemplars, suggesting that
verbally repeating instructions and imagery procedures for
implementation intention produced the same results. However,

imagining the context of implementation intention is more
difficult to control and may result in additional variables (Brewer
et al., 2011). Therefore, the present study asks participants
to repeat ProM introductions two times (Guo et al., 2016).
Conversely, in standard encoding condition (hereafter referred
to as standard encoding in this study), participants are told
what they should do but without asking them to form an
implementation intention or other intention encoding (Mcdaniel
et al., 2008; Meeks and Marsh, 2010; Rummel et al., 2012), and
the researchers check with participants to make sure they know
what to do without an articulated strategy or approach to the task.
Implementation intention differs from standard encoding in that
it asks participants to consciously encode ProM targets and ProM
intended behaviors, which forges connections between ProM
targets and actions and does not utilize the cognitive resources
of ongoing tasks.

By enhancing the automated connection between ProM
cues and actions, implementation intention has been shown
to improve ProM performance (Chasteen et al., 2010;
Zimmermann and Meier, 2010; Rummel et al., 2012; Chen
et al., 2015; Guo et al., 2016). For example, Lin (2016) found
that compared with standard encoding, implementation
intention improved the accuracy of ProM but not the RTs,
regardless of cognitive load. Lv (2010) compared the differences
between implementation intention and standard encoding,
concluding that implementation intention strengthened the
relationship between ProM cues and responses to ProM targeted
actions, contributing to participants performing ProM tasks
automatically without cognitive resources.

Above all, existing research has focused on intention encoding
of visual implementation in the specific cue-encoding condition
and justified that the intention of visual implementation was
useful for enhancing ProM; however, it remains unclear whether
auditory implementation intention encoding is as effective as
visual implementation intention encoding and whether the
advantage of implementation intention can be generalized to the
non-specific cue-encoding condition. Experiment 2 hypothesize
that implementation intention can improve ProM performance
in the visual and non-specific encoding conditions, and auditory
implementation intention is also an efficient encoding method.

Methods
Participants
The sample size was based on an a priori power analysis using
the GPOWER 3 software. The effect size f was based on previous
research (Pereira et al., 2018). The alpha level was 0.05, power was
0.95, and a size effect of 0.5 was considered. To find a statistically
significant effect in the model, 76 participants would be necessary.
A goal sample size of 120 was set to account for dropouts.

Experiment 2 was conducted with 120 undergraduate students
(Mage = 20.64, range: 18–26; 32.20% males) who received a gift
for participating. Two participants were excluded because their
RT data were ± 3 SDs from mean of their group. There were
62 participants in the implementation intention conditions (i.e.,
30 in the visual condition and 32 in the audio condition) and
56 participants in the standard encoding conditions (i.e., 27 in
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the visual condition and 29 in the audio condition). The other
conditions were the same as Experiment 1.

Design
The experiment had a two encoding modality (visual vs.
auditory) × two encoding modes (standard vs. implementation
intention) × two cue-encoding specificity (specific cue vs. non-
specific cue) mixed factorial design with the last factor as the
within-groups variable. The cue specificity order was balanced
among participants: half executed the specific cue condition first,
while the other half executed the non-specific cue condition first.
RTs and accuracy rates served as the dependent measures.

Materials
We used an Acer computer and a 14.5-inch CRT display. The
experiment was programmed using the E-Prime 1.1 software. All
details regarding the stimuli were consistent with Experiment 1.

Procedure
The instructions given to participants describing the one-back
task were almost identical to those in Experiment 1, with the only
difference that participants were encoded by implementation
intention in the implementation intention condition. For
both the auditory and visual implementation intention
conditions, participants were asked to repeat the implementation
intention instructions two times. The implementation intention
instructions were, “If you see any of the vowels, press the
spacebar directly” or “If you see the letter U, press the spacebar
directly.” The standard condition instructions were, “The letter
U may appear during the experiment. When you encounter the
letter U, it is not necessary to compare whether the letters are the
same or not, just press the spacebar.” Participants in the standard
encoding condition were not required to repeat the instructions
about the ProM task. The remaining instructions were the same
as in Experiment 1.

Results
Prospective Memory Task Performance
Table 2 shows the means and SDs for ProM tasks. An ANOVA
was carried out for (encoding modality: visual vs. auditory)× two
encoding modes (standard vs. implementation intention) × two
(cue-encoding specificity: specific cue vs. non-specific cue) mixed
factorial design with the last factor as within-groups variable
on ProM accuracy. Results yielded a significant main effect of
encoding specificity, F(1,114) = 5.02, p = 0.027 < 0.05, ηp

2 = 0.04,
indicating that the accuracy rate was significantly higher in the
specific cue-encoding condition (M = 0.82, SD = 0.02) than in the
non-specific cue-encoding condition (M = 0.75, SD = 0.30).

We found a marginal significant interaction between encoding
mode and encoding specificity, F(1,114) = 3.40, p = 0.068,
ηp

2 = 0.03. Further simple effects analyses revealed that there was
a significant difference between implementation intention and
standard encoding in the non-specific cue-encoding condition,
F(1,114) = 4.08, p = 0.046 < 0.05, ηp

2 = 0.04, suggesting that
implementation intention (M = 0.80, SD = 0.04) had a higher
accuracy than standard encoding (M = 0.81, SD = 0.02). There
was no significant difference between implementation intention

and standard encoding in the specific cue-encoding condition,
p = 0.69 > 0.05. In the standard encoding condition, there
was a significant difference between the specific cue-encoding
and non-specific cue-encoding condition, F(1,114) = 7.94,
p = 0.006 < 0.05, ηp

2 = 0.07, suggesting that specific cue-encoding
condition (M = 0.83, SD = 0.03) had higher accuracy than non-
specific cue encoding (M = 0.69, SD = 0.04). There was no
significant difference between the specific cue encoding and non-
specific cue encoding condition in the implementation intention
encoding condition, p = 0.78 > 0.05.

We also found a significant interaction between encoding
mode and encoding modality, F(1,114) = 7.56, p = 0.007 < 0.05,
ηp

2 = 0.07. The further simple effects analysis found there
was a significant difference between standard encoding and
implementation intention encoding in the visual encoding
condition, F(1,114) = 8.85, p = 0.004 < 0.05, ηp

2 = 0.07,
suggesting that participants had a higher ProM accuracy in
the implementation intention encoding condition (M = 0.81,
SD = 0.03) than the standard encoding condition (M = 0.71,
SD = 0.03). In the auditory encoding condition, there was
no significant difference between standard encoding and
implementation intention encoding, p = 0.38 > 0.05. We found
a significant difference between the visual and auditory encoding
condition in the standard encoding condition, F(1,114) = 5.38,
p = 0.02 < 0.05, ηp

2 = 0.05, suggesting that participants
had higher ProM accuracy in the auditory encoding condition
(M = 0.81, SD = 0.03) than the visual encoding condition
(M = 0.71, SD = 0.03). In the implementation intention encoding
condition, there was no significant difference between the visual
and auditory encoding condition, p = 0.12 > 0.05. There were
no other significant main effects or interaction effects, Fs < 2.34,
ps > 0.13.

Prospective memory RT of correct responses (i.e., trials where
participants correctly responded to the PM targets) were analyzed
by performing an ANOVA for two encoding modality (visual vs.
auditory) × two encoding modes (standard vs. implementation
intention) × two cue-encoding specificity (specific cue vs. non-
specific cue) mixed factorial design with last factor as within-
groups variable. There was a significant main effect of cue
specificity, F(1,114) = 11.88, p = 0.001 < 0.05, ηp

2 = 0.09,
indicating RTs were much faster in the specific cue condition
(M = 787, SD = 13.92) versus the non-specific cue condition
(M = 851, SD = 18.43). There were no other significant main
effects or interaction effects, Fs < 2.77, ps > 0.09.

Ongoing Task Performance
To analyze performance in the ongoing task, we conducted a two
encoding modality (visual vs. auditory) × two encoding modes
(standard vs. implementation intention) × two cue-encoding
specificity (specific cue vs. non-specific cue) mixed factorial
design with the last factor as within-groups variable on accuracy
and RT of ongoing task, respectively. Table 3 shows the means
and SDs of ongoing task trials.

The analysis of accuracy of ongoing tasks found that the only
significant finding was a main effect of cue-encoding specificity,
F(1,114) = 10.33, p = 0.002 < 0.05, ηp

2 = 0.08, showing a higher
accuracy on specific cues (M = 0.92, SD = 0.01) compared with
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TABLE 2 | The performance of ProM tasks in different conditions M (SD).

Encoding models Encoding modality Encoding specificity

Specific encoding Non-specific encoding

ACC RT (ms) ACC RT (ms)

Standard encoding Audio 0.87 (0.16) 820 (155) 0.75 (0.29) 831 (207)

Visual 0.78 (0.17) 771 (148) 0.64 (0.35) 828 (216)

Implementation intention Audio 0.78 (0.23) 756 (166) 0.77 (0.29) 832 (192)

Visual 0.84 (0.17) 780 (131) 0.83 (0.22) 913 (186)

TABLE 3 | The performance of ongoing tasks in different conditions M (SD).

Encoding models Encoding modality Encoding specificity

Specific encoding Non-specific encoding

ACC RT (ms) ACC RT (ms)

Standard encoding Audio 0.92 (0.06) 710 (132) 0.90 (0.08) 740 (201)

Visual 0.92 (0.06) 670 (139) 0.91 (0.07) 759 (166)

Implementation intention Audio 0.92 (0.05) 671 (142) 0.90 (0.06) 732 (169)

Visual 0.94 (0.04) 703 (138) 0.92 (0.05) 805 (162)

non-specific cues (M = 0.91, SD = 0.01). There were no other
significant main or interaction effects, Fs < 1.85, ps > 0.17.

Results of RT of ongoing tasks yielded a significant main
effect of cue specificity, F(1,114) = 21.32, p = 0.000 < 0.001,
ηp

2 = 0.16, with participants demonstrating faster RTs in the
specific (M = 689, SD = 12.70) than the non-specific condition
(M = 759, SD = 16.15). There were no other significant main or
interaction effects, Fs < 2.67, ps > 0.11.

Discussion
Consistent with previous studies (e.g., Scullin et al., 2017)
and our hypothesis, Experiment 2 confirmed that visual
implementation intention was effective for improving ProM. The
result of Experiment 2 showed there was a significant difference
in ProM accuracy between visual implementation intention
encoding and visual standard encoding, indicating that visual
implementation intention can improve ProM accuracy relative to
visual standard encoding.

We did not find specificity advantage in the implementation
intention encoding condition, but we found participants had a
higher ProM accuracy in the implementation intention encoding
condition than the standard encoding condition in the non-
specific cue-encoding condition, which was consistent with our
hypothesis and suggested that implementation intention can
improve the performance in the non-specific encoding condition
and extent the finding that implementation intention was
suitable to non-specific cue encoding. We found no significant
difference between the standard encoding and implementation
intention encoding condition in specific cue encoding, which
was consistent with Meeks and Marsh (2010), who found that
specific cues (e.g., “deer” and “cow”) led to a ceiling effect in
both implementation intention (imagery; imagery+ when-then)
and conventional event-based specific cue ProM conditions;

thus, there was no opportunity to investigate benefits of
implementation intention. Both Meeks and Marsh (2010) and the
present study demonstrated that non-specific implementation
intention can improve ProM performance.

The current finding of no significant difference of ongoing
tasks in different encoding modes was somewhat in line with
Lv (2010), who found that under implementation intention
conditions, reduced ongoing task performance did not improve
ProM task performance. The finding that implementation
intention did not reduce ongoing task performance of
participants relative to standard instructions contrasted Chen
et al. (2015), who reported that individuals had longer RTs for
ongoing tasks when encoded by implementation intention. We
speculated that this disparity could be explained by the relatively
simple ongoing task used in the current study; the further study
can manipulate the two-back task as the ongoing task.

GENERAL DISCUSSION

The result of Experiment 2 showed that there was a significant
difference between the visual and auditory modalities in
the standard encoding condition, which was consistent
with Experiment 1 that proved that auditory standard
encoding was more useful than visual standard encoding.
The finding confirmed our hypothesis that auditory encoding
and ProM process mechanism share the common lobe,
which is beneficial for auditory encoding. However, our
results are inconsistent with those of Yang et al. (2008),
who demonstrated that encoding modality had no effect on
activity-based ProM. Yang et al. (2008) explored whether
sensory modality (auditory and visual) influences ProM
encoding, by providing different sensory encoding modalities.
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The results showed that irrespective of whether audio or
visual information was encoded, intentions of participants
relative to the ProM task were the same. When formed correct
intention, participants were able to successfully complete
the task in the appropriate amount of time. The current
research denied the conclusion and proved the benefit of
auditory encoding.

The findings in the two experiments produced a consistent
pattern, showing the advantages of specific cues encoding in
the standard encoding condition. We purposely used a vowel
(“U”) as a ProM target, whether it was used in a specific
encoding condition or non-specific encoding condition. This
decision was based on situations one might face in everyday
life, such as going to the supermarket to buy food for lunch
and wondering which purchase would be better. For example,
an individual is more likely to purchase fruit when given the
name of a specific fruit than when only told to purchase fruit.
Our results are consistent with Lourenço et al. (2013), who
demonstrated that target specification can reduce costs in non-
focal ProM and trial-by-trial changes in task interference, as the
result of top-down attention control processes. Previous research
suggested that non-specific cue encoding may activate more
connections than specific cue encoding; therefore, participants
need more cognitive to perform intended tasks and resulting
in slower RTs (Hicks et al., 2005; Loft et al., 2008). If
target cues are specific and unambiguous, then the connection
between target and behavior becomes more specific, thereby
facilitating ProM retrieval. The current findings were consistent
with Pan (2010), who found that when ProM encoding was
specific, participants adopted automatic processing, the attention
required relatively few resources, and ProM performance was
high. However, when ProM encoding was non-specific, the
monitoring processing method was used more often, resulting
in a relatively higher resource consumption, affecting ProM
performance, and significantly impacting RT and accuracy in
the ongoing task.

Compared with non-specific encoding, specific encoding
requires fewer cognitive resources. This finding helps to explain
why it can be more difficult to perform an intended action
without a specific task description. For example, it may be
difficult to choose flowers when only told to get “fresh flowers”
and not told to select a specific type of flower. There were
also significant effects of accuracy and RT for the ongoing
task. Participants who were assigned to the specific ProM
target condition had more cognitive resources with which to
perform the ongoing task than those in the non-specific ProM
target condition.

Implementation intention encoding can not only make up
for the disadvantages of visual encoding but also improve ProM
performance for non-specific encoding conditions. The present
study confirmed that implementation intention enhanced
goal attainment by facilitating the initiation of planned
responses upon encountering critical situations (Gollwitzer and
Brandstätter, 1997). The mental representation of the ProM tasks
specified in the if-part becomes a highly activated and easily
accessible cue. By using implementation intention encoding,
individuals establish a vivid psychological image between ProM

intention and behavior, which has a superposition effect with
words encoded by visual, resulting in that visual implementation
intention encoding can significantly improve ProM performance.
As a consequence, the ProM task receives attentional and
perceptual priority (Achtziger et al., 2011; Janczyk et al., 2015)
and is easily detected in the environment. A strong link is
forged between ProM cue and ProM response specified in
then-part. This renders ProM response automatically (Gan
et al., 2017, 2020), and no other cognitive resources are
needed to perform theProM task correctly. This study shows
that the advantages of implementation intention encoding
are not affected by audiovisual encoding modality; moreover,
implementation intention encoding can compensate for the
shortcomings of visual encoding and promote the execution of
ProM tasks, without the cost of ongoing tasks.

Implementation intention creates a strong mental
representation of the situation and a strong linkage between
situation and response that makes it easy to execute the behaviors.
It helps people to overcome the gaps between the intentions
and the actual behaviors, and improves ProM performance
(Chen et al., 2015). The empirical data of the present study
confirmed that the effect of implementation intention can
be generalized to non-specific situations (Bieleke et al., 2018;
Huang et al., 2020). Through the connection of implementation
intention, the ProM performance under non-specific conditions
has been significantly improved, reaching a level equivalent
to that under specific conditions. Combined with the fact that
there was no significant difference between the implementation
intention and standard encoding condition, we inferred that
implementation intention can specify intention, which is similar
to specify encoding.

The Limitations of the Present Study
One potential limitation of the present study is that the one-
back task was our ongoing task, and almost all participants
performed it perfectly, with accuracy rates above 0.90, which
demonstrated high ceiling effects. Maybe the one-back task
was too easy for undergraduates. Thus, future studies should
use more difficult tasks and manipulate task load. Also, we
manipulated encoding and neglected the consistency of encoding
and extraction modality. It is also worth further research to
determine whether there is an audio-visual modality effect on
ProM performance, by comparing the consistency of encoding
and extraction modality of visual and auditory encoding.

CONCLUSION

The results of our study suggest there are specific advantages
in the field of ProM, and one such advantage is that specific
encoding can contribute to ProM performance relative to non-
specific encoding. Also, implementation intention is an effective
method for enhancing ProM performance in a visual encoding
condition and in a non-specific encoding condition. Regardless
of implementation intention or standard encoding, individuals
could successfully complete tasks as long as they were encoded by
specific intention.
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Effects of Leisure Activities on the
Cognitive Ability of Older Adults:
A Latent Variable Growth Model
Analysis
Chang-e Zhu, Lulin Zhou* and Xinjie Zhang

Department of Management, Jiangsu University, Zhenjiang City, China

Based on the data of four periods of CLHLS (2008, 2011, 2014, 2018), the latent
variable growth model (LGCM) was applied to 2344 older adults who completed four
follow-up surveys, to study the trajectory of leisure activities and cognitive ability and
explore the relationship between leisure activities and cognitive ability of older adults.
The results showed that: (1) leisure activities and cognitive ability of older adults showed
a non-linear downward trend; (2) leisure activities significantly and positively predicted
the cognitive ability of older adults at every time point; (3) the initial level of leisure
activity positively predicted the initial level of cognitive ability but negatively predicted
the rate of cognitive decline; In addition, cognitive activities had a greater effect on
cognitive ability than non-exercise physical activities; (4) the rate of decline of leisure
activities also significantly and positively predicted the rate of decline of cognitive ability;
(5) cross-lagged regression analysis further suggested the overall positive predictive
effect of leisure activity on cognitive ability; (6) overall, education level had a significant
contribution to cognitive ability, and the higher the education level, the slower the decline
of cognitive ability; and (7) smoking could promote cognitive ability in older adults and no
significant effect was found between alcohol drinking and cognitive ability. Accordingly,
the government should encourage older adults to do more leisure activities, especially
the cognitive activity, to effectively prevent cognitive decline.

Keywords: cognitive ability, leisure activities, development trajectory, latent variable growth model (LGCM),
cross-lagged regression analysis

BACKGROUND

With the deepening process of population aging, how to promote healthy aging and maintain
the physical and mental health of older adults had become the focus of attention from all walks
of life. The results of China’s seventh population census revealed that in 2021, China’s older
population had reached 264.02 million, accounting for 18.7% of the total population (National
Bureau of Statistics of China, 2021). According to the United Nations estimate, by 2050, China’s
older population would reach 488 million, accounting for 35.6% of the total population (United
Nations, 2012), which meant that China had stepped into a deep aging society, and suffered the
problem brought from aging.
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Although life expectancy continued to increase, it was
necessary to consider adverse outcomes in advance given the
increasing likelihood that cognitive ability will decline with
age. A previous study showed that deterioration of cognitive
ability could lead to physical dysfunction and certain chronic
diseases, and severe deterioration of cognitive ability was highly
associated with mortality (Yue et al., 2021). Furthermore, the
decline of subjective (slight) cognitive ability could be regarded
as a precursor of dementia, which seriously impaired the health-
related quality of life of older adults (Pusswald et al., 2015).

It was estimated that the number of dementia patients aged
60 and above in China was 10 million to 11 million, the number
of dementia patients aged 65 and above was 9 to 10 million,
and more than 60% of dementia patients had Alzheimer’s disease
(Jia et al., 2020). Accordingly, studying the change trajectory
of cognitive ability and exploring the determinants of cognitive
ability in older adults, and formulating appropriate intervention
policies should be one of the most important tasks for China
to address the challenges of population aging. Indeed, previous
studies suggested that individuals with more years of education
showed less cognitive decline (Liu and Lachman, 2020). But
the years of education that older adults received at a young
age could not be changed, so it made more sense to study
variables that could be modifiable. Studies indicated that leisure
activities, as one of the main lifestyles of the elderly in their
later years, had an important impact on their cognitive ability.
However, the current research conclusions were inconsistent. To
be specific, intellectual leisure activities such as reading books and
newspapers had a positive impact on cognitive ability (Silverstein
and Parker, 2002). However, watching TV was examined to exert
an adverse effect on cognitive ability (Rundek and Bennett, 2006;
Hamer and Stamatakis, 2014). Accordingly, it was necessary
to study the relationship between leisure activities and classify
leisure activities, and explain the differences in the impact of
different types of leisure activities on cognitive ability.

Development of Cognitive Ability of
Older Adults
Cognitive ability referred to a series of intelligent processing
processes in which the human brain received external
information and acquires knowledge, which included perception,
attention, memory, thinking and other abilities (Ruining and
Yinge, 2015). Maintaining the cognitive ability of the older
adults was of great significance for the old population in their
later life. Firstly, degradation of cognitive ability was strongly
associated with morbidity and mortality from a variety of
diseases. Secondly, consequences of cognitive decline in older
adults not only damaged physical health, but also significantly
increased the probability of Alzheimer’s disease (Prince et al.,
2013). Last but not least, deterioration of cognitive ability could
lead to physical dysfunction and certain chronic diseases, and
severe deterioration of cognitive ability was highly associated
with mortality (Yue et al., 2021). Therefore, it was important
and urgent to study the changing trajectory of cognitive ability
of older adults. The theory of human cognitive aging proposed
that individual cognition ability would change with age. To be

specific, with the increase of age, the neural substrate of people
will change, and cognitive resources such as processing speed,
working memory, attention span, and inhibitory ability may
decline (Wingfield and Grossman, 2006). In other words, the
cognitive ability of older adults would decline overtime.

Based on the existing study, the following assumption was
proposed:

H1: With the increase of age, the cognitive ability of older
adults showed a downward trend;

Development of Leisure Activities for
Older Adults
Leisure activity was a kind of meaningful activity which was
not related to earning a living or getting a reward. It is an
inclusive intellectual activity, multi-dimensional concepts of
social, recreational and sports activities (Wuzhen, 2008). The
older adults retired from work, so leisure activities became an
important arrangement for the older people in their later years.
The young elderly (62–69) gradually steps into the ranks of
the middle-aged (70–76) and even older adults (77–94) over
time (Williams et al., 2012). During this period, the physical
function and psychological course of older adults will change,
which will further lead to changes in the way of leisure activities.
For example, when they were in the low level of aging, outdoor
physical exercise and other leisure activities that required much
physical exertion were more common than those for middle
and older aged people, while older aged people mainly read
newspapers and watched TV indoors due to the limitation of
their physical conditions and the change of their mental state
(Robinson et al., 2004). In addition, leisure activities related to
social and intellectual activities also tended to decline due to the
lack of energy of older adults. In general, older adults experienced
a decline in physical and mental functioning over time, resulting
in lower levels of leisure activity. In other words, the level of
leisure activities of older people may decrease over time.

Based on the existing literature, the following assumption was
proposed:

H2: With the increase of age, the leisure activities of older
adults showed a downward trend;

Relationship Between Leisure Activities
and Cognitive Ability
At present, there were a large number of studies to analyze the
relationship between leisure activities and cognitive ability and
leisure activities were considered to be a protective factor for
cognitive abilities in older adult (Mao et al., 2020), which would
reduce the risk of cognitive decline or dementia (Bennett et al.,
2014). For example, a prospective cohort study of community-
dwelling adults over 70 years of age found that leisure hobbies
significantly reduced the risk of cognitive decline in older adults
(Iwasa et al., 2012). In addition, regular outdoor exercise was
considered to be an important protection strategy to effectively
prevent the decline of cognitive ability (Ding et al., 2021).
The theory of social communication held that social activities
are an important way for individual human beings to survive,
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live and practice, a prerequisite for material production and
a direct link with individual mental health (Weixiong, 2004).
Social interaction can not only stimulate the individual’s thinking,
promote older people’s emotional communication, but also
improve and promote the older population’s understanding,
judgment, memory and expression and other cognitive functions.
Previous studies revealed that social activities such as keeping
close contact with friends could improve cognitive ability to a
certain extent, which was a key factor in effectively preventing
cognitive decline (Hui-Xin et al., 2013; Noice et al., 2014). In
addition, participation in recreational activities was suggested
to be a protective factor against cognitive decline in older
adults (Hui-Xin et al., 2002). Finally, numerous studies suggested
watching TV was associated with cognitive decline (Hamer
and Stamatakis, 2014; Fancourt and Steptoe, 2019). However,
watching TV, as a very common form of leisure in old age, was an
important source of information for older people and contributed
to their overall cognitive function (Ostlund, 2010). Accordingly,
leisure activities could be considered to be positively associated
with cognitive ability on the whole.

Based on the above analysis, the following assumptions were
put forward:

H3: Leisure activities of older adults positively predicted
their cognitive ability during the same period;

H4: The initial level of leisure activities of older population
positively predicted the initial level of cognitive ability;

In addition, leisure activities was confirmed to be a protective
factor for the cognitive ability of older adults. Leisure activities
may reduce the rate of cognitive decline, which indicated that the
higher the level of leisure activities, the slower the decline of their
cognitive ability. Therefore, the following assumptions were put
forward:

H5: The initial level of leisure activities of older adults
negatively predicted the change speed of their cognitive
ability;

The level of leisure activities and cognitive ability of older
adults showed signs of decline to some extent over time.
According to the life cycle theory (Haizhong, 2014), from the
early stage to the middle age stage, the physical and psychological
functions of older adults often showed a slow decline. From the
middle age to the advanced age stage, the older people reached the
last stage of the life cycle, both physical function and cognitive
function declined precipitously. In other words, the change
speed of physical function and psychological cognition of older
population was consistent. Therefore, the following assumptions
were proposed:

H6: The change rate of leisure activities of older adults
positively predicted the change rate of their cognitive
ability;

In addition, many studies suggested the positive relationship
between leisure activities and cognition ability, which, however,
were mainly based on the cross-sectional data or short follow-
up period. Cognitive decline is a continuous and insidious

process, so it is necessary to prevent and explore its protective
factors in advance (Kåreholt et al., 2011). Additionally, cognitive
reserve theory suggested that intellectual activities in midlife
will created a stock for cognitive capacity, which will influenced
their cognitive ability in later life by improving the ability to
compensate for age-related neuronal damage (Costa et al., 2007).
In other words, baseline leisure time activities were examined to
be a protective factor for late-life cognition (Kåreholt et al., 2011).
Most importantly, previous studies have proved the positive
relationship between leisure activities on cognitive ability, but
endogenous problem could not be ruled out (Andel et al., 2015;
Lee et al., 2019). Therefore, cross-lagged regression analysis was
used to further determine the temporal order of the relationship
between leisure activity level and cognitive ability. To verify that
there was a causal relationship between two variables, the key step
was to ensure that there was a temporal difference between the
two variables. In other words, one variable must occur before the
other. Hence, it was necessary to study the influence of current
leisure activities on cognitive ability in the later period. Therefore,
the assumption was put forward:

H7: The leisure activities of older adults in the
current period positively predicted cognitive ability
in the later period.

EDUCATION DIFFERENCES IN
COGNITIVE ABILITY

The concept of cognitive reserve theory suggested that innate
intelligence or life experience (such as educational or professional
achievement) may provide reserves in the form of a set of skills
to better cope with the decline of cognitive ability (Stern, 2002).
Education contributed to the development of brain structure
and neural networks, and to the further development of concept
formation, vocabulary expression and cognitive functions such as
perception and memory (Konttinen et al., 2016). Education was
considered a protective factor for cognitive ability, and studies
indicated that older people with higher levels of education had
higher cognitive abilities (Hazzouri et al., 2011; Ruining and
Yinge, 2015). And older adults with higher education had a slower
rate of cognitive decline (Sunmin et al., 2003). Therefore, the
following assumption was proposed:

H8: The educational level of older adults positively
predicted their cognitive ability;

To sum up, it was suggested that studies on cognitive abilities
of older people were mainly based on cross-sectional data (Saji
et al., 2020; Kashibayashi et al., 2021). Furthermore, the existing
research on the effect of leisure activities on cognitive ability was
mainly based on one leisure activity and did not distinguish the
differences in the impact of different types of leisure activities
on cognitive ability. In addition, the existing research did not
explain the mechanism of the influence of leisure activities on
cognitive ability, but simply verified the positive relationship
between the levels of two variables, and lacked discussion on
the relationship between the initial level of two variables and

Frontiers in Psychology | www.frontiersin.org 3 April 2022 | Volume 13 | Article 838878139141

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-13-838878 April 13, 2022 Time: 11:55 # 4

Zhu et al. Leisure Activity Influences Cognitive Ability

change rate. Accordingly, longitudinal multi-time data was used
to further enrich the connotation of leisure activities and track the
change trajectory of cognitive ability and leisure activities of older
adults over time. Additionally, leisure activities were categorized
into two parts, which included two major aspects: cognitive
activities and non-exercise physical activities to study the effects
of different types of leisure activities on cognitive ability. Last but
not least, this paper studied the influence mechanism of leisure
activity on their cognitive ability and discussed the relationship
between the initial level of two variables and change rate.

METHOD

Source of Data
The data were obtained from the Chinese Longitudinal Healthy
Longevity Survey (CLHLS), which were conducted by the
National Development Institute and the Center for Research
on Healthy Aging and development of Peking University. The
present study used data from the last four waves of datasets,
including the 2008, 2011, 2014, and 2018 waves and the
participations in this study were all aged over 60 at the baseline.
This paper mainly studied the changing trend of cognitive
ability of older adults and the effect of leisure activities on
cognitive ability. In order to effectively track the change trajectory
of cognitive ability of the older adults, the individuals who
simultaneously participated in the survey in 2008, 2011, 2014, and
2018 were included in this study. The sample data acquisition
process was shown in Figure 1. The individuals with missing
values on any variable were excluded and then a total of 2344
valid individuals were obtained. In addition, for the attrition,
the missing completely at random (MCAR) test was conducted
to clarify the trend of the missing data and the result was
not significant (χ2/df = 6.8, P > 0.05), indicating the missing
participants were at random.

Variable Definition and Measurement
The cognitive ability was assessed by Chinese version of the
Mini-Mental State Examination (MMSE), which was suggested

participation  in 2008
(N=16954)

Lost to follow-up in 2011
(N=2894)

Re-interviewed in 2011
(N=8418)

Re-interviewed in 2014
(N=5245)

Re-interviewed in 2018
(N=2440)

Died before 2011
(N=5642)

Lost to follow-up in 2014
(N=584)

Died before 2014
(N=2589)

Lost to follow-up in 2018
(N=1258)

Died before 2018
(N=1547)

FIGURE 1 | Source of sample structure.

to be validated in Chinese older population (Zeng et al., 2017; Lv
et al., 2018). To be specific, the cognitive ability was measured
by general ability (3 items), responsiveness (3 items), attention
and calculation ability (6 items), recall (3 items), and language
comprehension and self-coordination (6 items), which totally
consists of 24 items. Responses were given on dichotomous scale
(1 = correct, 0 = wrong) with the exception of the item“number
of kinds of food named in 1 min,” which allows a maximum score
of 7, so the range for cognitive ability was 0–30. An example
item is “What time of day is it right now (morning, afternoon,
evening)? The coefficients alpha at every point was 0.863, 0.855,
0.886, and 0.928.

Leisure activities were measured by eight questions, namely
(1) housework (cooking and taking care of children), (2) outdoor
activities (such as Taijiquan, square dance, crossing the door and
communicating with friends), (3) planting flowers and keeping
pets, (4) reading books and newspapers, (5) raising poultry and
livestock, (6) playing cards or mahjong, (7) listening to the radio,
and (8) participating in organized social activities. Responses
were given on a five-point Likert scale (1 = almost every day to
5 = rarely or never). An example item is “Do you now perform
the following activities regularly (Outdoor activities)?” In this
paper, the negative score of the original scale was transformed, so
the higher the score was, the higher the level of leisure activities
was and the final score range of leisure activities for older adults
was 8–40. The coefficients alpha at every point was 0.768, 0.807,
0.856, and 0.908.

A total of 23,44 (1,097 males and 1,247 females) older adults
were included in the study (female = 0, male = 1). Education
level was measured by the number of years of education older
adults had received (0–22). In addition, lifestyle included whether
they had smoked/drunk alcohol was tested (yes = 1, no = 0).
Specifically, 840 (35.8%) people smoked in 2008,837 (35.7%) in
2011, 761 (32.4%) in 2014 and 758 (32.3%) in 2018, 815 (34.8%)
drank alcohol in 2008, 821 (35.0%) in 2011, 679 (29.0%) in 2014,
and 637 (27.2%) in 2018. The definition of all variables was shown
in Table 1.

Data Analysis Strategy
In this paper, Mplus8.0 was used to construct a latent variable
growth model to test the trend of cognitive ability of older

TABLE 1 | Descriptive analysis of samples.

Definition Mean SD

CA1 The total score of cognitive ability (0–30) 26.77 4.53

LA 1 The total score of leisure activity (8–40) 20.95 5.43

SM1 Smoked = 1; Never smoked = 0 0.36 0.48

AD1 Drunk = 1; never drunk = 0 0.35 0.48

AGE1 The true age of older adults (61–108) 75.16 8.29

EDU The years of schooling (0–20) 2.84 3.7

SEX Male = 1; female = 0 0.47 0.5

CA denotes cognitive ability; CA1 = CA (2008); LA denotes leisure activities;
LA1 = LA (2008); SM denotes smoking; SM1 = SM (2008); AD denotes alcohol
drinking; AD 1 = AD (2008); EDU denotes the years of schooling; SD denotes
standard deviation.
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TABLE 2 | Correlation coefficient matrix.

CA1 CA 2 CA 3 CA 4 LA 1 LA 2 LA 3 LA 4 SM1 SM2 SM3 SM4 AD1 AD2 AD3 AD4

CA 1 1

CA 2 0.310*** 1

CA 3 0.272*** 0.412*** 1

CA 4 0.311*** 0.383*** 0.452*** 1

LA1 0.338*** 0.225*** 0.191*** 0.201*** 1

LA 2 0.223*** 0.308*** 0.233*** 0.277*** 0.310*** 1

LA 3 0.246*** 0.260*** 0.315*** 0.354*** 0.323*** 0.440*** 1

LA 4 0.236*** 0.269*** 0.279*** 0.492*** 0.294*** 0.393*** 0.459*** 1

SM1 0.101*** 0.116*** 0.127*** 0.144*** 0.102*** 0.144*** 0.130*** 0.138*** 1

SM2 0.097*** 0.118*** 0.111*** 0.136*** 0.105*** 0.155*** 0.135*** 0.137*** 0.910*** 1

SM3 0.102*** 0.108*** 0.128*** 0.131*** 0.074*** 0.163*** 0.142*** 0.130*** 0.694*** 0.714*** 1

SM4 0.103*** 0.110*** 0.130*** 0.127*** 0.075*** 0.160*** 0.151*** 0.139*** 0.693*** 0.695*** 0.687*** 1

AD1 0.075*** 0.070*** 0.077*** 0.081*** 0.098*** 0.092*** 0.094*** 0.087*** 0.458*** 0.441*** 0.370*** 0.365*** 1

AD2 0.080*** 0.071*** 0.078*** 0.069*** 0.086*** 0.107*** 0.100*** 0.080*** 0.425*** 0.448*** 0.379*** 0.360*** 0.831*** 1

AD3 0.087*** 0.087*** 0.106*** 0.116*** 0.067*** 0.129*** 0.153*** 0.118*** 0.376*** 0.394*** 0.477*** 0.373*** 0.569*** 0.606*** 1

AD4 0.099*** 0.091*** 0.116*** 0.124*** 0.072*** 0.127*** 0.137*** 0.133*** 0.369*** 0.375*** 0.377*** 0.461*** 0.543*** 0.559*** 0.561*** 1

*p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001.

people. Latent variable growth model (LGCM) was a variation
of structural equation model, which could describe the variation
type between repeated measurements by the potential trajectory
of the hypothesis. Unlike traditional statistical methods (such
as ANOVA with repeated measurements) that focused only on
group mean, LGCM could estimate both group and individual
variation during development (McArdle, 2008). The LGCM first
defined two latent variable structures, i.e., the starting level
and the slope. These two latent variable structures were then
estimated in the model using the actual measurements of a
variable at different time points.

RESULTS

Common Method Bias
In this study, the single-factor Harman test was carried out
on the data of the four surveys. The results showed that the
variation explained by the first factor was less than 40% in the four
measurement periods, which were 24.617, 22.647, 26.776, and
34.778%, respectively. This indicated that there was no common
method bias in this study (Podsakoff et al., 2003).

Descriptive Statistical Results
Descriptive statistics and bivariate correlations among all
observed variables were shown in Tables 1, 2, respectively.
It can be concluded that the average scores for cognitive
ability and leisure activity were within 23–27 and 16–22,
respectively. Overall, they declined over time. The scores of
leisure activities and cognitive abilities of older adults during the
four measurement periods were intuitively shown in Figure 2.
Additionally, it was suggested that cognitive ability was positively
correlated with leisure activities from 2008 to 2018 (T1–T4).

Development Trajectory of Cognitive
Ability of Older Adults (Model 1/2)
In order to examine the trend of cognitive ability of older
people, a linear growth model and quadratic growth model were
constructed, which were shown in Figures 3, 4 and denoted as
Model 1 (M1) and Model 2 (M2), respectively.

For cognitive ability, both the linear growth model and the
quadratic growth model fit the data very well (for the linear
growth model 1, χ2(df) = 20.7 (5), χ2/df = 4.14, CFI = 0.864,
RMSEA = 0.131, and SRMR = 0.084, P = 0.000; for the quadratic
growth model 2, χ2(df) = 3.381(1), χ2/df = 3.381, CFI = 0.994,
RMSEA = 0.063, and SRMR = 0.013, P = 0.000). The linear
growth model was nested under the quadratic growth model
(Chan, 1998), so we compared leisure activities’ linear growth
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FIGURE 2 | Change trajectory of cognitive ability and leisure activities.
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FIGURE 4 | Non-linear unconditional latent variable growth model.

model and quadratic growth model by using the chi-square
test. we compared cognitive ability’s linear growth model and
quadratic growth model by using the chi-square test. The result
was significant (1χ2 = 6.24, 1df = 2, P < 0.05). Furthermore,
the fitting effect of quadratic growth model was better than that
of linear growth model, which was shown in Figure 5, so we used
the quadratic growth model of cognitive ability. To be specific, the
initial level of cognitive ability status (the intercept) was 26.729
(P < 0.001). Cognitive ability decreased during the four tests
(slope = 0.819, P < 0.001), and the rate of decline increased
year by year (curve slope = −0.593, P < 0.01), suggesting a
non-linear downward trend in cognitive ability over the four
test periods. In addition, the variation of intercept (σ2 = 10.108,
P< 0.001) and slope (σ2 = 0.626, P< 0.05) were both significantly
different among the older population, which indicated that there
was significant difference in the initial level and the rate of change
of cognitive ability among older adults. Therefore, Hypothesis 1
was supported. Table 3 summarizes the model fit indices of latent
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FIGURE 5 | Cognitive ability fitting.

TABLE 3 | Model comparisons for leisure activity and cognitive ability.

Variables Model χ2(df) P CFI RMSEA SRMR

Cognitive ability Model 1 20.7(5) 0.000 0.864 0.131 0.084

Model 2 3.381(1) 0.000 0.994 0.063 0.013,

Leisure activities Model 3 66.3(5) 0.000 0.584 0.237 0.107

Model 4 5.69(1) 0.000 0.965 0.054 0.032

growth models for leisure activities and cognitive ability. Table 4
shows parameter estimates of latent growth models for leisure
activities and cognitive ability.

Development Trajectory of Leisure
Activities of Older Adults (Model 3/4)
Similarly, in order to examine the trend of leisure activities of the
older population, a linear growth model and quadratic growth
model were constructed, which were shown in Figures 3, 4 and
denoted as Model 3 (M3) and Model 4 (M4), respectively.

For leisure activities, both the linear growth model and the
quadratic growth model fit the data very well (for the linear
growth model 3, χ2 (df) = 66.3 (5), χ2/df = 13.26, CFI = 0.584,
RMSEA = 0.237, and SRMR = 0.107, P = 0.000; for the quadratic
growth model 4, χ2/(df) = 5.69(1), χ2/df = 5.69, CFI = 0.965,
RMSEA = 0.054, and SRMR = 0.032, P = 0.000). we compared
leisure activities’ linear growth model and quadratic growth
model by using the chi-square test. The result was significant
(1χ2 = 8.23, 1df = 3, P < 0.05).

In addition, the fitting effect of quadratic growth model was
better than that of linear growth model, which could be obviously
seen from Figure 6, so we used the quadratic growth model of
leisure activities. To be specific, the initial level of leisure activity
status (the intercept) was 20.773 (P < 0.001). Leisure activities
decreased during the four tests (slope = 1.936, P < 0.001), and
the rate of decline increased year by year (curve slope = −1.149,
P < 0.001), suggesting a non-linear downward trend in leisure
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TABLE 4 | Parameter Estimates of latent growth models for leisure activities and cognitive ability.

Variables Model Means of growth factors Variance of growth factors

Intercept Slope Quadratic Intercept Slope Quadratic

Cognitive ability Model 1 27.254*** -0.786*** 3.799*** 0.816***

Model 2 26.729*** 0.819*** -0.593*** 10.108*** 8.496*** 0.626*

Leisure activities Model 3 21.976*** -1.587*** 8.578*** 0.116

Model 4 20.773*** 1.936*** -1.149** 6.126* 1.836 0.277

activity over the four test periods. In addition, the variation
of intercept was significant (σ2 = 6.126, P < 0.05) and the
variation of curve slope wasn’t significant (σ2 = 0.277, P > 0.05),
which indicated that there were differences in the initial level of
leisure activity and no differences in the decline rate of leisure
activity level among the older population. Therefore, hypothesis
2 was supported.

Effects of Leisure Activities on Cognitive
Abilities (Model 5)
This study constructed a model with a time-invariant variable
(education) and time-variant variables (smoking, alcohol
drinking, leisure activities) and treated education, smoking
and alcohol drinking as control variables, which were shown
in Figure 7. Therefore, this paper mainly studied the effect of
leisure activities on cognitive ability.

For model 5, χ2(38) = 3.2, P = 0.000, CFI = 0.929,
RMSEA = 0.046, SRMR = 0.055. Education level has a significant
effect on initial cognitive ability (γ0 = 0.241, P < 0.001), which
indicated that older adults with high education level have higher
cognitive ability. In addition, the value of slope (γ1 = −0.071,
P > 0.05) and curve slope (γ2 = 0.027, P < 0.05) indicated
that the higher the level of education, the slower decline of
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FIGURE 6 | Leisure activity fitting.

cognitive ability of the older population. Therefore, Hypothesis
8 was supported.

Importantly, the results showed that at any time point, the
more the leisure activity, the higher the cognitive ability (2008:
β = 0.218, P < 0.001; 2011: β = 0.125, P < 0.001; 2014: β = 0.195,
P < 0.001; 2018: β = 0.499, P < 0.001), which meant that leisure
activities did promote the cognitive ability of the older people at
every time point. Therefore, hypothesis 3 was supported.

In order to examine the effect of different types of leisure
activities on cognitive ability, leisure activities were categorized
into two types according to the predominant element of each
activity (Karp et al., 2006). Specifically, leisure activities were
categorized into cognitive activities and non-exercise physical
activities (Zhu et al., 2017). Cognitive activities required a
cognitive component participation, such as reading books,
listening to the radio, playing cards and participation in
organized activity.

Non-exercise physical activity was not intended to develop
and maintain fitness, which included doing housework, outdoor
activity, keeping domestic animals or pets and gardening.
Therefore, the total scores for both cognitive activities and
non- exercise physical activities ranged from 0 to 20. If the
cognitive activity score was greater than the leisure activity
score, the individual would be considered participating in a
cognitive activity; otherwise, non- exercise physical activity. T
test was performed to compare the score of cognitive ability
between different types of leisure activities. And the result was
P < 0.001, which indicated the significant difference between
cognitive activities and non- exercise physical activities.

And the effect of different types of activities on cognitive
ability was shown in Figure 8. It can be suggested from the
Figure 8 that the cognitive ability of individuals who participated
in cognitive activities was significantly higher than that of non-
exercise physical activities participants in the first three periods.
However, in the last period, it turned out the opposite.

Finally, it can be concluded that the impact of smoking on
the cognitive ability was not significant in 2008, 2011, and 2018.
In 2014, smoking had a significant impact on improving the
cognitive ability of the older population (β = 0.537, SE = 0.236,
P < 0.05). In addition, it was found that the effect of alcohol
drinking on cognitive ability was positive in this study but it was
not significant during the periods of four measurements.

Parallel Development Model (Model 6)
In order to avoid measurement errors to more accurately examine
the relationship between leisure activities and cognitive ability, a
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parallel growth model was developed to examine the influence
process between leisure activities and cognitive ability by setting
up a regression equation between growth factors, which was
denoted as Model 6 (M6). The intercept and slope of leisure
activities were used to predict the increase of cognitive ability.
The conceptual model was shown in Figure 9.

The model fitting metrics were as follows: χ2(df) = 5.6,
P = 0.000, CFI = 0.949, SRMR = 0.09; RMSEA = 0.042. In
the latent variable parallel growth model of leisure activities
and cognitive ability of older adults, the regression coefficient
of the intercept of leisure activities of older people on the
intercept of cognitive ability was significant (β = 0.43, P = 0.031),
indicating that the higher the initial level of leisure activities,
the higher the initial level of cognitive ability among the
older adults. Hypothesis 4 was supported. The intercept of
leisure activities of the older population influenced the slope
of their cognitive ability (β = −0.40, P = 0.012), indicating
that the higher the initial level of leisure activities, the slower
the decline of cognitive ability. Hypothesis 5 was supported.
The slope of leisure activities had no significant effect on the
intercept of cognitive ability (β = 0.52, P = 0.09), suggesting
that the initial level of cognitive ability would not be influenced
by the change rate of leisure activities. The slope of leisure
activities had a significant impact on the slope of cognitive
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FIGURE 8 | Cognitive ability scores for different types of leisure activities.

ability (β = 0.82, P = 0.013), indicating that the faster the
level of leisure activities of the older population decreased, the
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faster the level of cognitive ability decreased. Hypothesis 6 was
supported. The specific fitting results of the model were shown in
Table 5.

Cross-Lagged Regression Analysis
(Model 7)
The latent variable growth model was used to study the dynamic
characteristics of the variable. To further examine the leading
lag relationship between leisure activities and cognitive abilities
of the older population over time and to strengthen the
demonstration for causal direction, the cross-lagged regression
analysis was carried out in four measurements. Cross-lagged
regression analysis can reveal complex relationships between
two variables. The autoregressive effect of each variable was
controlled by setting the stability coefficient, which was the best
way to test the “Pure”effect among variables (Preacher, 2015)
and used to understand how well one variable predicted another
variable in general. A growing number of researchers believed
that a combination of methods should be considered in order to
obtain more robust conclusions in causal inference, thus allowing
for sensitivity analysis in a broader sense (Curran and Bollen,
2001; De Stavola et al., 2006; Pakpahan et al., 2017). Therefore,
the following cross-lagged regression model was constructed in
this paper, as shown in Figure 10.

The results showed that the level of leisure activities of
older adults in 2008 significantly positively predicted their
cognitive ability in 2011 (β = 0.112, SE = 0.017, P = 0.000).
The level of leisure activities of the older population in 2011
significantly positively predicted their cognitive ability in 2014
(β = 0.106, SE = 0.018, P = 0.000). The level of leisure activities
of older adults in 2014 significantly positively predicted their

cognitive ability in 2018 (β = 0.300, SE = 0.024,P = 0.000).
Therefore, Hypothesis 7 was supported. Conversely, the level
of cognitive ability of older adults in 2008 had no significant
impact on their leisure activities in 2011 (β = 0.171, SE = 0.027,
P = 0.061). The level of cognitive ability of older adults in
2011 had no significant impact on their leisure activities in
2014 (β = 0.188, SE = 0.026, P = 0.072). The level of cognitive
ability of older adults in 2014 had no significant impact on their
leisure activities in 2018 (β = 0.160, SE = 0.021, P = 0.085).
The results also provided further evidence that there was
no endogeneity problem in this study and the findings were
scientifically valid.

DISCUSSION

To our knowledge, the current study was the first longitudinal
study to investigate the change trajectory of leisure activity
and long-term effects of leisure activity on cognitive ability. In
addition, endogenous problems were considered in our study.
What’s more, the study was based on a large, representative
Chinese sample, which ensured the generalizability of the
findings. Finally, both time-variant and time-invariant covariates
on older population’s cognitive ability was assessed.

Changing Trajectory of Cognitive Ability
According to the results of the unconditional linear model
of the cognitive ability of the older population, the cognitive
ability of older adults showed a significant downward trend from
2008 to 2018, which was consistent with the existing research
conclusions (Konttinen et al., 2016). With the increase of age,
the cognitive function of older people gradually weakened, and
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TABLE 5 | Model fitting metrics.

Model χ2(df) CFI SRMR RMSEA P

Model 5 3.2 0.929 0.055 0.046 0.000

Model 6 5.6 0.949 0.09 0.042 0.000

XT1 XT2 XT3 XT4

YT1 YT2 YT3 YT4

FIGURE 10 | Cross-lagged regression model.

their general ability, reaction ability, attention and calculation
ability, memory, language understanding and self-coordination
ability also further declined, which were determined mainly by
the decline of biological changes in the brain (Bäckman et al.,
2000). In addition, Unconditional non-linear model indicated
that the cognitive ability of the older people showed a trend
of slow decline at the beginning and then accelerated decline,
which was consistent with the theory of human cognitive aging
(Wingfield and Grossman, 2006). Over time, cognitive function
decline in the older population accelerated. Especially from
2014 to 2018, the cognitive ability of older adults showed a
precipitous decline, which may be because during the four
measurement periods, the older population gradually transferred
from the young middle-aged elderly in 2008 to the middle-
aged or older elderly in 2018. This was the period when
the cognitive and physical functions of the older population
degraded the most. Accordingly, the cognitive ability of older
adults deteriorated drastically over time, especially in the late-
life.

Changing Trajectory of Leisure Activities
It was indicated that the level of leisure activities of older
adults decreased significantly in the four measurement periods,
which was consistent with previous studies (Feng et al., 2020).
Since the subjects of this study were over 60 years old in the
base period, with the increase of age, the older adults began
to step into the recession period in the life cycle, and the
physical function of older adults also decreased. Consequently,
the elderly gradually suffered from diseases, such as arthritis,
which severely restricted physical and recreational activities
of the elderly (Zimmer et al., 1997). Even if leisure activities
such as watching TV may increase over the late-life to some
extent (Robinson et al., 2004), watching TV was a small part
of all leisure activities which could not adverse the trajectory of
leisure activities decline on the whole. In addition to changes in
physical function, the reason for the decline in leisure activities
among older adults may be due to changes in today’s social

interaction patterns. Nowadays, it was not uncommon for older
adults to be unfamiliar with their next-door neighbors and thus
social interactions-rated activities decreased (Feng et al., 2020).
Furthermore, unconditional non-linear model indicated that the
leisure activities of the older people showed a trend of slow
decline at the beginning and then accelerated decline, which was
line up with the development of physical function (Xu et al.,
2018). After stepping into the oldest-old stage, it was uncommon
and hard for older adults to maintain regular leisure activities.
As a result, leisure activity levels in older adults declined at an
accelerated rate later in the life cycle. Accordingly, the overall
level of leisure activities of the older population gradually showed
a downward trend over time.

Effects of Time-Variant and
Time-Invariant Covariates on Cognitive
Ability
Through the study of model 5, it was found that the cognitive
ability was influenced by the level of education. Specifically, the
higher the level of education, the higher the cognitive ability
at the same period, which could be explained by that the older
people with high education level are more likely to engage in
work related to cognitive tasks, such as reasoning and memory
and their cognitive ability will be improved through processing
these tasks (Lindenberger et al., 1993). In addition, it was found
that the higher level of education, the slower decline of cognitive
ability, which was in line with the previous study and could
be explained by that the likelihood of cognitive ability decline
associated with lacunar infarcts was lower among individuals
with high education compared to those with low education
(Farfel et al., 2013). Education was a kind of solidified intelligence
obtained at a young age, which can maintain a better condition
for older adults and slower the degradation of cognitive ability
(Mazzonna and Peracchi, 2012).

In addition, Although most studies indicated that smoking can
significantly reduce cognitive ability (Ott et al., 2004; Nooyens
et al., 2008), the positive effects of smoking on the cognitive ability
of the older adults was found in 2014, which may be explained
by the neuroprotective effects of nicotine in cigarettes from a
biological point of view (Kihara et al., 1998; Mihailescu and
Drucker-Colín, 2000). Additionally, the frequency of smoking
was the key factor affecting cognitive ability. Due to the smoking
habits and social habits of the older population, the smoking
frequency of older adults was generally lower than that of the
young. Therefore, it was found that smoking can improve the
cognitive ability of the older population to a certain extent.

Similarly, it was revealed that alcohol drinking was a risk factor
for the cognitive ability of the older population (Katja et al.,
2014), however, it was found that the effect of alcohol drinking
on cognitive ability was protective in this study even if it was
not significant, which may be due to differences in the amount
of alcohol drinking. A small amount of alcohol drinking was
beneficial to physical and mental health, while excessive drinking
will damage brain cells, thus damaging the cognitive function of
the older adults. In addition, it may be related to the frequency of
alcohol drinking. Regular and small consumption was beneficial
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to cognitive function, while occasional drinking will reduce the
cognitive ability of older people (Horvat et al., 2015; Reas et al.,
2016).

Last but not least, the positive impact of leisure activities
on the cognitive ability of the older population was suggested.
Specifically, it was indicated that the level of leisure activities
of older adults significantly positively predicted their cognitive
ability during the same period. In other words, the higher the
level of leisure activities in 2008, the higher the level of cognitive
ability in 2008. Similarly, the positive prediction relationship was
still significant in 2011, 2014 and 2018, which can be explained
by the cognitive reserve theory that the older population’s
participation in leisure activities may produce a more effective
cognitive network, so as to provide a cognitive reserve and delay
the decline of their physiological cognitive ability (Scarmeas and
Stern, 2003; Cristina et al., 2010).

In addition, from the perspective of different types of
activities, cognitive activities had a greater effect on cognitive
ability than non- exercise physical activities during the first
three measurement periods, Cognitive activities maintained the
cognitive ability of older adults by stimulating brain activity.
Therefore, during the first three measurement periods, the
cognitive ability of the older population who participated in
cognitive activities was significantly higher than the counterpart
who participated in non- exercise physical activities.

Influence Process of Leisure Activities
on the Change of Cognitive Ability
It was suggested that initial level of leisure activities in 2008 not
only predicted the initial level of cognitive ability in 2008 but
also the level of cognitive ability in 2011, 2014, and 2018. In
addition, through the parallel development model, it was revealed
that the higher the initial level of leisure activities, the slower
the decline of cognitive ability, which was consistent with the
previous analysis, that was, leisure activities were the protective
factor of the cognitive ability of older adults (Park et al., 2019).
The higher the level of leisure activities of the older population
can effectively inhibit the decline of their cognitive ability. Cause
it has been suggested that participation in leisure activities may
provide cognitive reserve as an attitude toward an active lifestyle
in older adults, which may delay the clinical manifestations of
cognitive decline (Cristina et al., 2010). Furthermore, it was
demonstrated that the rate of decline in leisure activities of
older adults can predict the rate of decline in their cognitive
ability, which meant that the faster the level of leisure activities
decreased, the faster the level of cognitive ability decreased.
On the contrary, the cognitive decline was also slower among
older adults whose leisure activity levels declined more slowly,
which indicated that the level of leisure activities and the level of
cognitive ability had the consistent change trend, so the slope of
leisure activities was significantly related to the slope of cognitive
ability, and the change direction was consistent.

Finally, a cross-lagged regression analysis was conducted on
the older population’s leisure activities and cognitive ability, in
order to explore the time sequence between leisure activities and
cognitive ability. As a result, it was examined that the level of

leisure activities of the older population could positively predict
the subsequent cognitive ability, which further verified the causal
inference between the current leisure activities and cognitive
ability among older adults.

STUDY LIMITATIONS AND
RECOMMENDATIONS FOR FUTURE
RESEARCH

The study was subject to a few limitations. First, this paper
only considered the influence of educational factors on cognitive
ability, and other time-invariant factors, such as gender, marriage,
and region, had not been considered. Therefore, future studies
should take more demographic variables into consideration. In
addition, Since CLHLS was a face-to-face questionnaire, the older
population’s answers to leisure activity-related questions were
only a subjective perception. Furthermore, the measurements
of leisure activities were based on frequency in this study, but
the quality and duration of leisure activity was more important.
Therefore, in the future, objective data and the quality of leisure
activities could be better to measure the leisure activities of the
older population.

CONCLUSION

Based on the above discussion and analysis, the following
research conclusions were drawn from this paper:

(1) On the whole, the level of cognitive ability of older adults
showed a non-linear decreasing trend, and the decreasing
trend gradually increased over time. In addition, there was
significant difference in the initial level and the rate of
change of cognitive ability among older adults.

(2) Overall, the level of leisure activities of the older population
showed a non-linear decreasing trend, and the decreasing
trend gradually increased over time. What’s more, there
were differences in the initial level of leisure activity and no
differences in the decline rate of leisure activity level among
the older population.

(3) At every time point, the level of leisure activities had a
significant positive impact on cognitive ability among older
people, that was, the higher the level of leisure activities, the
higher the level of cognitive ability. In addition, cognitive
activities had a greater effect on cognitive ability than non-
exercise physical activities.

(4) The older population with high level of initial leisure
activities had higher initial level of cognitive ability, and the
decline of cognitive ability was slow.

(5) The faster the level of leisure activities decreased, the faster
the level of cognitive ability decreased.

(6) The level of leisure activities in the previous period
can positively predict the cognitive ability of the older
population in the later period.

(7) Education can significantly promote the initial cognitive
ability of older adults, and the higher the level of education,
the slower the decline of cognitive ability.
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(8) For the older population, smoking shed a significant
positive effect on cognitive ability to some extent and no
significant effect was found between alcohol drinking and
cognitive ability.

Overall, the correlation between cognitive ability and leisure
activity suggested that more targeted interventions should be
undertaken to promote existing leisure activities among older
adults, especially cognitive activities.
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Previous studies have found that P1 and P2 components were more sensitive to

configural and featural face processing, respectively, when attentional resources were

sufficient, suggesting that face processing follows a coarse-to-fine sequence. However,

the role of working memory (WM) load in the time course of configural and featural

face processing is poorly understood, especially whether it differs during encoding and

retrieval stages. This study employed a delayed recognition task with varying WM load

and face spatial frequency (SF). Our behavioral and ERP results showed that WM load

modulated face SF processing. Specifically, for the encoding stage, P1 and P2weremore

sensitive to broadband SF (BSF) faces, while N170 was more sensitive to low SF (LSF)

and BSF faces. For the retrieval stage, P1 on the right hemisphere was more sensitive

to BSF faces relative to HSF faces, N170 was more sensitive to LSF faces than HSF

faces, especially under the load 1 condition, while P2 was more sensitive to high SF

(HSF) faces than HSF faces, especially under load 3 condition. These results indicate

that faces are perceived less finely during the encoding stage, whereas face perception

follows a coarse-to-fine sequence during the retrieval stage, which is influenced by WM

load. The coarse and fine information were processed especially under the low and high

load conditions, respectively.

Keywords: face, configural processing, spatial frequency, working memory, coarse-to-fine sequence

INTRODUCTION

Visual stimuli perception combines multiple hierarchical levels of information. According to
numerous studies, these different levels are processed at different times and follow a coarse-to-
fine sequence (Boeschoten et al., 2005; Hegde, 2008; Goffaux et al., 2011; Petras et al., 2019). The
global-local letter paradigm (Navon stimuli) has been widely used to investigate how these levels
are processed. Results from these investigations suggest that global processing precedes the analysis
of local information (Perfect et al., 2008; Gao et al., 2011).

As a complex visual stimulus, a face contains configural and featural information.
Configural face information included first-order relational (i.e., the arrangement of
face features with two eyes above a nose, which is above a mouth), second-order
relational (i.e., the distance between facial features, such as the distance between eyes
or the distance between the mouth and nose), and holistic processing (i.e., the gestalt
of face features), whereas featural face information referred to the differences in face
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internal features, such as the shape or size of eyes and
mouth (Maurer et al., 2002). Electrophysiological studies have
importantly contributed to our understanding of the time course
of configural and featural face processing in the human brain.
Event-related potential (ERP) studies showed that configural and
featural processing elicit separate responses as early as 100–
250ms after the onset of face presentation. For example, Wang
et al. (2016) reported that second-order relational and featural
face information elicited a larger P1 (approximately 128ms) and
P2 (approximately 248ms), respectively, under the face-attended
condition. These results, which were later replicated by several
studies (Wang and Fu, 2018; Wang et al., 2020), suggest the
temporal precedence of second-order relational over featural face
processing and lend support to coarse-to-fine face processing.
However, in the featural face sets utilized in the above-mentioned
studies, the eyes or mouth in a given face were replaced by the
eyes or mouth from a separate face and the feature location did
not change. As Leder and Carbon (2006) pointed out, this kind
of featural face manipulation requires second-order relational
processing as the second-order relationships are also inherently
changed. This subtle but important difference between second-
order relational and featural manipulation might not have been
purely dissociated in previous studies.

Notably, any early visual input contains different spatial
frequencies based on the spatial frequency theory (Shulman and
Wilson, 1987; Morrison and Schyns, 2001; Jeantet et al., 2018).
Many previous studies have demonstrated an association
between spatial frequency and global/local processing.
Specifically, local details (i.e., fine information) of an image
are represented by high spatial frequency (HSF) information,
whereas large-scale visual details (i.e., coarse information) are
represented by low spatial frequency (LSF) information (Rolls
et al., 1985; Nagayama et al., 1995). Thus, previous studies
have proposed that local (fine) and global (coarse) information
are transmitted by relatively high and low spatial frequencies,
respectively (Evans et al., 2000; Malinowski et al., 2002; Flevaris
et al., 2009). Similarly, other studies investigating face-specific
SF processing found that LSF and HSF information played
a dominant role in face configural and featural processing,
respectively (Boeschoten et al., 2005; Goffaux et al., 2005;
Jeantet et al., 2019). For example, Goffaux et al. (2005) altered
face second-order relational and featural information for both
LSF and HSF conditions. They reported better performance
during the LSF condition after changing face second-order
relational information and better performance during the HSF
condition after altering face featural information, suggesting that
processing of second-order relational and featural information
of faces can be dissociated by face spatial frequency. Thus, it is
believed that configural face processing requires LSF information
and featural face processing requires HSF.

It has been shown that the processing of LSF faces precedes
that of HSF faces (Wang et al., 1998; Gao and Bentin, 2011;
Peters et al., 2018), which supports the coarse-to-fine theory of
facial processing. An fMRI study showed that most face-sensitive
brain regions robustly responded to LSF faces during the early
stage (75ms) but exhibited decreased activation from 75ms to
150ms and, conversely, showed heightened activation during

processing of HSF faces from 150 to 300ms (Goffaux et al., 2011).
Moreover, Jeantet et al. (2019) asked participants to perform
a facial gender discrimination task on LSF and HSF faces and
observed that LSF and HSF faces elicited a larger P1 and N170
(about 160ms) amplitude, respectively. These results were in
line with the coarse-to-fine theory of face perception, but not
all studies have yielded congruent results (Goffaux et al., 2003;
Mares et al., 2018). In the study by Goffaux et al. (2003), which
employed a training-test paradigm, LSF faces elicited a larger
N170 amplitude relative to HSF faces in the gender task but
not in the familiarity task, and no difference in P1 elicited by
LSF and HSF faces was observed. Taken together, these studies
suggest that the time course of face spatial frequency processing
is best examined with studies of ERP components. However,
there is less evidence supporting this claim for the late-stage
components, such as P2, which is linked to deeper processing and
increasing sensory demand (Mercure et al., 2008). And there was
a conflict about the P2 results. Some studies found that it was
more sensitive to featural face information (Wang et al., 2016;
Wang et al., 2018), while others found that it was more sensitive
to second-order relational information (Mercure et al., 2008).

Furthermore, the coarse-to-fine face processing occurred
when attentional resources were sufficient (Wang et al., 2016;
Jeantet et al., 2019) as only one face stimulus was presented.
It is unclear whether the time course of LSF and HSF face
processing was impacted by the resource limitations, which
can be characterized by working memory capacity. Previous
studies demonstrated that working memory (WM) capacity for
objects can vary based on qualitative differences in configural
and featural processing. WM capacity can be measured by
experimentally manipulating WM load, which is defined as the
number of itemsmaintained simultaneously (Morgan et al., 2008;
Bauser et al., 2011). Generally, upright face stimuli are perceived
by configural processing to a greater degree than inverted faces
or other objects (Maurer et al., 2002). A behavioral study found
that participants had a larger WM capacity for upright faces
than for inverted faces and upright cars at a longer encoding
duration, suggesting that configural processing might contribute
to the increasing WM capacity when sufficient time is given
for encoding (Curby and Gauthier, 2007). However, another
behavioral study reported discrepant results that face configural
processing was impaired under a high WM load condition
relative to a WM load condition (Cheung and Gauthier, 2010).

Furthermore, within a delayed recognition task paradigm,
previous studies found that WM load effects on the processing
of upright faces and human body forms, which are perceived
in a configural-based manner, are dissociated during the WM
encoding and retrieval stages on early ERP components (Morgan
et al., 2008; Bauser et al., 2011). Specifically, P1 (from load 1
to 2) and N170, which were evoked by upright faces, increased
with increasing WM load during the encoding stage, whereas
both P1 and N170 elicited by human body forms were not
influenced by WM load at the encoding stage. But for the
retrieval stage, both studies found that N170 decreased with
increasing WM load and that P1 showed no differences across
WM load. In addition, P3b (∼300–700ms), which is strongly
associated withWM and an attentional updating process (Polich,
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2007), was suppressed by increasing WM load during the
encoding and retrieval stages. In addition, Morgan et al. (2008)
analyzed the N250r component, which is more negative for
familiar faces than unfamiliar faces, and it is assumed that it
reflects WM processes related to temporary activation of face
recognition units. They found that the amplitude of N250r
decreased as WM load increased at both encoding and retrieval
stages. Taken together, these studies demonstrated that the neural
mechanisms underlying the processing of these objects, which
occur configurally, differ during WM encoding and retrieval
periods, especially on P1 and N170 components. However, few
studies focused on featural processing mechanisms during WM
encoding and retrieval periods. Importantly, evidence supporting
coarse-to-fine sequential processing during WM encoding and
retrieval stages is currently lacking.

To this end, this study used a delayed recognition task to
explore whether and how the WM load influences the time
sequence of configural and featural face processing during
WM encoding and retrieval stages. We examined configural
and featural face processing by means of spatial frequency
filtering. Stimuli were either unfiltered and contained all
spatial frequencies (BSF), low-pass filtered (LSF), or high-pass
filtered (HSF). Based on the previous ERP studies investigating
configural and featural face processing (Mercure et al., 2008;
Lv et al., 2015; Negrini et al., 2017; Wang et al., 2020), we
analyzed the P1, N170, and P2 components to investigate the

time course of LSF and HSF face processing during encoding and
retrieval stages, and we analyzed P3b and N250r components to
test the effect of WM load. We hypothesize that LSF processing
will precede HSF processing at both memory encoding and
retrieval stages if face processing occurs in a coarse-to-fine
manner during both the working memory processing stages.
If memory load impacts the time course of featural and
configural face processing, then the ERP components elicited
by faces with differing spatial frequencies would differ as a
function of WM load. According to Wang and Fu (2018),
coarse-to-fine processing occurs when attentional resources are
sufficient; thus, in this study, we speculate that coarse-to-fine
sequential processing will be found under low, but not high, WM
load conditions.

MATERIALS AND METHODS

Participants
A power analysis using G∗Power software version 3.01 (Faul
et al., 2007) indicated that for an effect size of 0.2, at least
22 participants were required to achieve 80% power. In this
study, 29 students (23 female students, aged 19.34 ± 1.21
years) completed the experiment, but one was excluded from
the behavioral performance due to a data recording error. All
participants were right-handed based on Edinburgh Handedness
Test. All participants had normal or corrected-to-normal vision

FIGURE 1 | Illustration of face stimuli (A) and procedure (B). LSF = low spatial frequency; HSF = high spatial frequency; BSF = broadband spatial frequency.

Reproduced with permission from Singular Inversions Inc., available at https://facegen.com.
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without color blindness or mental illness based on self-report. All
study procedures were approved by the local Institutional Review
Board of the School of Psychology, Shandong Normal University.
Written informed consent was collected from all participants
prior to the study initiation.

Stimuli and Apparatus
Each face stimulus was presented without hair or glasses and
with a neutral expression, as generated by FaceGen Modeller
3.5 (Toronto, Canada, http://en.softonic.com/) and edited using
Adobe Photoshop 7.0 (Adobe Systems, San Jose, CA). According
to previous studies (Holmes et al., 2005; Dale and Arnell, 2014),
HSF faces were processed in Photoshop using the high-pass filter
tool to select only spatial frequencies higher than 6 cycles/degree
or 30 cycles/image of visual angle (i.e., a radius of 1.5 pixels); LSF
faces were processed in Photoshop using the Gaussian blur tool
to select only spatial frequencies lower than 1.3 cycles/degree or
6.5 cycles/image of visual angle (i.e., a radius of 3 pixels); original
images with broadband and no spatial frequency filtering were
used for BSF faces (Figure 1A). A total of 24 faces were created
(8 for each spatial frequency category), with the same grayscale,
size, background, luminance, and other physical characteristics.
The distractors were the same as those used in previous studies
(Wang et al., 2015) and were the scrambled pictures, which were
constructed by sectioning each picture into 272 rectangles (in a
7 by 9 matrix) and randomly reassigning the locations of these
rectangles, without replacement.

All the stimuli were presented on a 17-in Lenovo monitor
(resolution: 1,024 × 768; refresh rate: 60Hz) using E-Prime 2.0
(Pittsburgh, PA, USA). The viewing distance was 60 cm and the
stimulus size was 4◦ × 5.5◦ of the visual angle (113× 156 pixels).

Procedure
A delayed recognition task was selected for the study, and it
allowed separate ERP investigations for encoding and retrieval
stages (Morgan et al., 2008). Each trial started with the
presentation of a central cross for 1,000–1,100ms, followed by
the encoding display (a 2 × 2 image array) for 1,000ms. In the
encoding display, one, two, or three different face stimuli were
presented, corresponding to working memory load 1, load 2, and
load 3, respectively, and the remaining stimuli were scrambled
distractor images. The four different stimuli were presented
randomly on the four corners of the fixation cross, and the
eccentricity of the stimuli on the encoding display (measured
as the distance between the center of each stimulus and the
horizontal or vertical line of the central fixation cross) was 3.8◦

for stimuli in the four positions (Figure 1B). Participants were
instructed to remember the identity of the faces and ignore
the scrambled distractors. The stimuli presentation was followed
by a 1,000–1,200ms delay. A test face was then presented on
the center of the screen for 1,000ms (retrieval display), and
participants were required to judge whether the test face appeared
on the encoding display by pressing the keyboard (50% trials for
“yes,” 50% trials for “no”). The intertrial interval was at random
and ranged between 1 and 1.5 s.

A 3 (WM load: load 1, load 2, load 3) × 3 (face spatial
frequency: low, high, broadband) within-subject design was
adopted. Each condition had 120 trials, for a total of 1,080 trials.

Data Recording and Analysis
EEG data were collected from 64 channels with an EEG
recording system produced by the NeuroScan company. Vertical
electrooculography (VEOG) was recorded with two electrodes
in the upper and lower parts of the left orbital frontal region,
and horizontal electrooculography (HEOG) was recorded with
two electrodes placed 1.5 cm laterally in both eyes. The reference
electrode was located between Cz and CPz. The resistance
between all electrodes and the scalp was less than 5 kΩ . The
band-pass filter range was 0.01–100Hz, and the sampling rate
was 500 Hz.

EEG data were analyzed using Letswave 7 software (https://
letswave.cn; Mouraux and Iannetti, 2008) operating in Matlab
R2013b (Mathworks, Natick, MA, USA). At both encoding and
retrieval stages, the EEG analysis window was between −200 to
700ms, and a baseline was acquired 200ms before the appearance
of stimuli. EEG data were band-pass filtered at 0.1–30Hz, and the
average of all electrodes was used as a reference. Eye artifacts were
identified by independent components analysis and removed
from all EEG electrode traces, and the rejection standard was ±
75mV. Only trials with correct responses were analyzed for the
retrieval stage.

According to previous studies (Wang et al., 2015, 2016,
2020), we analyzed P1 (75–145ms), N170 (140–200ms), and P2
components (200–270ms) acquired from P3/P4, P5/P6, P7/P8,
PO3/PO4, PO5/PO6, PO7/PO8, and O1/O2 electrodes. Based on
previous studies (Morgan et al., 2008; Bauser et al., 2011), P3b
(300–600ms) was analyzed from PZ, POZ, and OZ electrodes to
examine WM load manipulation. Besides, our stimulus number
is low, whichmight make the faces familiar. To test the familiarity
effect, the mean amplitude of N250r (230–320ms) was analyzed
from P7/P8, PO7/PO8, and O1/O2 electrodes (Neumann and
Schweinberger, 2008). The latency (time from start to peak) and
amplitude (baseline to peak) of each component were selected
as dependent variables. A 3 (face spatial frequency: BSF, LSF,
HSF) × 3 (WM load: load 1, load 2, load 3) × 2 (hemisphere:
left, right) repeated-measures ANOVA was performed for P1,
N170, P2, and N250r components. A 3 (WM load: load 1,
load 2, load 3) × 3 (face spatial frequency: BSF, LSF, HSF)
repeated-measures ANOVA was performed on reaction time
and accuracy performance and the P3b component. When
necessary, p values were corrected using the Greenhouse-Geisser
method. The Bonferroni correction was applied to account for
multiple comparisons and post-hoc analyses were performed to
understand interaction effects.

RESULTS

Behavioral Performance
There was a significant main effect of face spatial frequency on
reaction time [F(2, 54) = 3.51, p = 0.042, η2 p = 0.115]; however,
post-hoc analyses did not detect any differences among the three
SFs (LSF: 652ms, HSF: 661ms, BSF: 642ms). A significant main
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FIGURE 2 | Grand averaged ERP waveforms on the left and right hemispheres (A) and the topographic maps (B) during the encoding stage.

FIGURE 3 | Grand averaged ERP waveforms on the left and right hemispheres (A) and the topographic maps (B) during the retrieval stage.
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effect of WM load was detected on reaction time [F(2, 54) = 25.44,
p < 0.001, η2 p = 0.485], and post-hoc analyses determined that
the reaction time for load 1 was shorter than for load 2 and load
3 (614 vs. 667 vs. 674ms, p < 0.001). The interaction between
face spatial frequency and WM load on reaction time was not
significant [F(4, 108) = 1.54, p= 0.209].

There was a significant main effect of face spatial frequency on
accuracy [F(2, 54) = 39.13, p < 0.001, η2 p= 0.592], and post-hoc
results revealed that accuracy was higher for BSF than for LSF and
HSF conditions (79 vs. 74 vs. 71%, p < 0.05). The decomposition
of a significant main effect of WM load on accuracy [F(2, 54) =
321.86, p < 0.001, η2 p= 0.923] showed that accuracy decreased
with increasing WM load (load 1: 88%, load 2: 75%, load 3:
62%, p< 0.001). Importantly, the interaction effect of face spatial
frequency and WM load on accuracy was significant [F(4, 108) =
3.22, p= 0.018, η2 p= 0.107]. The accuracy for detection of BSF
faces was higher than for LSF and HSF faces under load 1 [91 vs.
87 vs. 85%, F(2, 54) = 17.73, p < 0.001, η2 p = 0.396] and load 2
(80 vs. 73 vs. 70%, F(2, 54) = 26.25, p < 0.001, η2 p = 0.493), and
it was significantly different among BSF, LSF, and HSF conditions
under load 3 (67 vs. 62 vs. 58%, F(2, 54) = 34.27, p < 0.001, η2
p = 0.559). These results indicate that HSF appears to be less
important than LSF under increasing WM load.

ERP Results
Figures 2, 3 show grand-average ERPs elicited by BSF, HSF, and
LSF faces during encoding and retrieval stages, recorded from the
temporal-occipital cortex. All stimuli evoked the canonical P1,
N170, P2, P3b, and N250r components. Table 1 shows the results
on P1, N170, and P2 amplitude and latency during the encoding
and retrieval stages.

Encoding Stage

P1

There was a significant main effect of face spatial frequency on
P1 amplitude and latency [amplitude: F(2, 56) = 7.30, p< 0.01, η2
p = 0.207; latency: F(2, 56) = 8.30, p < 0.001, η2 p = 0.229]. BSF
faces evoked larger and earlier P1 responses than HSF faces (3.23
vs. 2.88 µV, p= 0.005; 97 vs. 101ms, p= 0.001).

N170

There were significant main effects of face spatial frequency
[F(2, 56) = 26.30, p < 0.001, η2 p = 0.484] and WM load [F(2, 56)
= 61.00, p < 0.001, η2 p = 0.685] on N170 amplitude. The
N170 amplitude elicited by LSF faces and BSF faces was larger
than for HSF faces (−5.16 vs. −5.23 vs. −4.00 µV, p < 0.001).
Besides, there was a significant interaction between WM load
and hemisphere on N170 amplitude [F(2, 56) = 4.13, p < 0.05,
η2 p= 0.129]. Post-hoc analyses showed that the N170 amplitude
elicited by load 3 was larger than that for load 2 and load 1 on
both hemispheres [left: −5.07 vs. −4.47 vs. −4.03 µV, F(2, 56) =
34.83, p < 0.001, η2 p = 0.554; right: −5.85 vs. −4.96 vs. −4.41
µV, F(2, 56) = 52.06, p < 0.001, η2 p = 0.650]. These results
indicated that N170 amplitude was more sensitive to configural
face processing than featural face processing, which was not
modulated by WM load.

There were significant main effects of spatial frequency
[F(2, 56) = 4.19, p = 0.033, η2 p = 0.130] and WM load [F(2, 56)
= 16.20, p < 0.001, η2 p = 0.367] on N170 latency. More
importantly, the interaction between spatial frequency and WM
load was significant [F(4, 112) = 6.78, p < 0.001, η2 p = 0.195].
The N170 latency for BSF faces (161ms) was earlier than that
for LSF (166ms) and HSF faces (168ms) under the load 3
condition [F(2, 56) = 7.74, p< 0.001, η2 p= 0.217]. There were no
significant differences in N170 latency among spatial frequencies
for the load 1 and load 2 conditions.

P2

There were significant main effects of spatial frequency
[amplitude: F(2, 56) = 20.53, p < 0.001, η2 p = 0.423; latency: F

(2, 56) = 7.87, p= 0.002, η2 p= 0.219] and WM load (amplitude:
F[2, 56] = 45.52, p < 0.001, η2 p = 0.619) on P2 amplitude and
latency. BSF faces (3.49 µV) elicited a larger P2 than LSF (2.33
µV) andHSF faces (2.56µV, p< 0.001). Load 1 (3.55µV) elicited
a larger P2 than load 2 (2.76 µV) and load 3 (2.07 µV, p < 0.001).

There was also a significant interaction effect of spatial
frequency and WM load on P2 latency [F(4, 112) = 3.93, p =

0.008, η2 p = 0.123]. Furthermore, the interaction of spatial
frequency and WM load and hemisphere was also significant
[F(4, 112) = 3.09, p = 0.023, η2 p = 0.099]. Post-hoc analysis
showed that the P2 latency evoked by HSF faces was later than
that for LSF and BSF faces [239 vs. 229 vs. 231ms, F(2,56) =

14.61, p < 0.001, η2 p = 0.343] on the right hemisphere for the
load 3 condition. On the left hemisphere, the interaction between
spatial frequency andWM load was not significant. These results
indicated that configural face information was processed earlier
than featural face information in the right hemisphere under a
higher WM load.

P3b

There was a significant main effect ofWM load on P3b amplitude
[F(2, 56) = 31.54, p < 0.001, η2 p = 0.530], and post-hoc analyses
showed that the amplitude elicited by load 1 was larger than that
for load 2 and load 3 (load 1: 4.51 µV; load 2: 3.79 µV; load 3:
3.79 µV, p < 0.001).

N250r

Results revealed the significant main effects of WM load [F(2, 56)
= 50.87, p < 0.001, η2 p = 0.645] and face spatial frequency
[F(2, 56) = 18.85, p < 0.001, η2 p = 0.402] on the N250r
amplitude. The N250r amplitude decreased with the increase in
WM load (3.25 vs. 2.15 vs. 1.17 µV, p < 0.01). LSF faces elicited a
lower N250r than HSF faces and BSF faces (1.41 vs. 2.65 vs. 2.50
µV, p < 0.01).

Retrieval Stage

P1

There were significant main effects of face spatial frequency
[F(2, 56) = 4.83, p < 0.05, η2 p = 0.147] and WM load
[F(2, 56) = 3.65, p < 0.05, η2 p = 0.115] on P1 amplitude. The
interaction of spatial frequency and hemisphere on P1 amplitude
was significant [F(2, 56) = 5.89, p < 0.01, η2 p = 0.174], which
upon decomposition indicated that BSF faces evoked larger P1
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TABLE 1 | The amplitude (µV) and latency (ms) values of the P1, N1, and P2 components for low-spatial frequency (LSF) and high-spatial frequency (HSF) face during the

encoding and retrieval stages.

P1 N170 P2

LSF HSF p LSF HSF p LSF HSF p

Amplitude

Encoding 3.10 ± 0.29 2.88 ± 0.26 0.161 −5.16 ± 0.66 −4.00 ± 0.64 0.001 2.33 ± 0.77 2.56 ± 0.75 0.678

Retrieval 6.21 ± 0.34 5.80 ± 0.35 0.099 −2.26 ± 0.52 −1.08 ± 0.56 0.001 3.02 ± 0.51 4.34 ± 0.50 0.001

Latency

Encoding 100 ± 2 101 ± 2 0.459 163 ± 2 164 ± 2 0.614 231 ± 2 235 ± 2 0.029

Retrieval 122 ± 2 125 ± 2 0.061 179 ± 2 183 ± 2 0.120 232 ± 2 240 ± 2 0.001

amplitudes than HSF faces on the right hemisphere [6.56 vs. 5.80
µV, F(1, 28) = 16.06, p < 0.001, η2 p= 0.364].

There were also significant main effects of spatial frequency
[F(2, 56) = 56.36, p< 0.001, η2 p= 0.668] and hemisphere [F(1, 28)
= 6.68, p< 0.05, η2 p= 0.193] on P1 latency. P1 latencies elicited
by BSF faces were earlier than for LSF and HSF faces (112 vs. 122
vs. 125ms, p < 0.001), and they were also earlier on the right
relative to the left hemisphere (118 vs. 122ms, p < 0.05).

N170

There were significant main effects of face spatial frequency
[F(2, 56) = 30.36, p< 0.001, η2 p= 0.520] andWM load [F(2, 56) =
7.85, p< 0.01, η2 p= 0.219] on N170 amplitude. There were also
significant interaction effects between WM load and hemisphere
[F(2, 56) = 7.15, p < 0.001, η2 p = 0.203] and between spatial
frequency andWM load [F (4, 112) = 2.85, p< 0.05, η2 p= 0.092]
on N170 amplitude (Figure 4A). Post-hoc analysis showed that
the N170 amplitudes elicited by HSF faces were lower than those
from LSF and BSF faces under the load 1 [−1.17 vs. −2.56 vs.
−3.14µV, F(2, 56) = 31.60, p< 0.001, η2 p= 0.530], load 2 [−1.00
vs.−1.98 vs.−2.40 µV, F(2, 56) = 19.76, p < 0.001, η2 p= 0.414],
and load 3 conditions [−1.06 vs. −2.25 vs. −2.57 µV, F(2, 56) =
21.28, p< 0.001, η2 p= 0.432]. These results indicated that N170
wasmore sensitive to configural face processing than featural face
processing, especially under the load 1 condition.

There were significant main effects of face spatial frequency
[F(2, 56) = 37.24, p< 0.001, η2 p= 0.571] and hemisphere [F(1, 28)
= 8.72, p < 0.01, η2 p = 0.237] on N170 latency. N170 latency
was later for LSF and HSF faces than BSF faces (179 vs. 183 vs.
171ms, p< 0.001) and was later in the left hemisphere compared
to the right hemisphere (180 vs. 176 ms).

P2

There were significant main effects of face spatial frequency
[F(2, 56) = 14.05, p< 0.001, η2 p= 0.334] andWM load [F(2, 56) =
10.13, p < 0.001, η2 p= 0.266] on P2 amplitude. The interaction
between WM load and hemisphere was significant [F(2, 56) =

5.61, p =0.015, η2 p = 0.167]. The load 1 P2 amplitude was
lower than that for load 2 and load 3 [3.42 vs. 4.13 vs. 4.03 µV,
F(2, 56) = 14.60, p < 0.001, η2 p= 0.343] in the right hemisphere.
Importantly, the interaction of spatial frequency and WM load
was also significant [F(4, 112) = 2.75, p = 0.037, η2 p = 0.089;
Figure 4B]. HSF faces evoked larger P2 amplitudes than LSF

and BSF faces [4.18 vs. 2.76 vs. 3.06 µV, F(2, 56) = 15.58, p <

0.001, η2 p = 0.357] under load 1. Amplitudes were larger for
HSF and BSF faces than LSF faces [4.43 vs. 3.93 vs. 3.20 µV,
F(2, 56) = 10.77, p < 0.001, η2 p = 0.278] under load 2, with
no significant difference between P2 amplitudes from HSF and
BSF faces. For load 3, HSF faces gave larger amplitudes than
LSF faces [4.40 vs. 3.10 µV, F(1, 28) = 24.54, p < 0.001, η2 p =

0.467], while P2 amplitude from BSF faces did not differ with
that from either LSF or HSF faces. These results indicated that
P2 was more sensitive to featural face processing than configural
face processing, especially under the load 3 condition.

There were significant main effects of face spatial frequency
[F(2, 56) = 27.90, p < 0.001, η2 p = 0.499] on P2 latency. There
were significant differences among the P2 latencies elicited by
BSF, LSF, and HSF faces (229 vs. 232 vs. 240ms, p < 0.05).

P3b

Results revealed a significant main effect of WM load [F(2, 56) =
6.73, p < 0.05, η2 p = 0.194] on P3b amplitude. P3b amplitude
was lower for load 3 than for load 2 and load 1 (−0.171 vs.0.048
vs.0.339 µV, p < 0.05).

N250r

There was a significant main effect of WM load [F(2, 56) = 17.64,
p = 0.000, η2 p = 0.387], due to load 1 eliciting a more negative
N250r amplitude relative to other conditions (−0.648 vs. 0.356
vs. 0.158 µV, p < 0.01). In addition, the main effect of face
spatial frequency was significant [F(2, 56) = 8.58, p = 0.002, η2
p = 0.235], showing that LSF faces induced a more negative
amplitude than HSF faces (−0.60 vs. 0.64 µV, p < 0.01).

DISCUSSION

This study investigated whether and how working memory load
impacts coarse-to-fine face processing during WM encoding and
retrieval stages. Our findings showed that for the encoding stage,
P1 and P2 amplitudes were more sensitive to BSF relative to
HSF faces, while N170 amplitude was more sensitive to LSF
and BSF relative to HSF faces. P1 and N170 (under the load 3
condition) latencies were earlier for BSF than HSF faces, and
P2 latency on the right hemisphere was earlier for LSF and BSF
than HSF faces under the load 3 condition. The results indicated
that featural face information appears to be less important than
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FIGURE 4 | Mean amplitudes of N170 (A) and P2 (B) components (P3/P4, P5/P6, P7/P8, PO3/PO4, PO5/PO6, PO7/PO8, and O1/O2) elicited by LSF, HSF, and

BSF faces under different WM load conditions.

configural face information during the WM encoding stage
(from N170 to P2 component). For the retrieval stage, P1 in
the right hemisphere was more greatly influenced by BSF than
HSF faces. N170 amplitude was more sensitive to BSF and LSF
faces than HSF faces, especially under the load 1 condition. P2
amplitude was more influenced by HSF faces than LSF faces,
especially under the load 3 condition. BSF faces had earlier
latency than LSF and HSF faces among P1, N170, and P2.
The results indicated that face perception follows a coarse-to-
fine sequence during the WM retrieval stage. Specifically, coarse
information (i.e., LSF, on N170) was processed first and more
rapidly, followed by the processing of fine information (i.e.,
HSF, on P2). Additionally, P3b amplitude decreased as WM load
increased at both the encoding and retrieval stages, which is
consistent with previous studies (Morgan et al., 2008) and shows
the successful manipulation of WM load. LSF faces induced
more negative N250r than HSF faces during both encoding and
retrieval stages, which was in line with the idea that familiar faces
are processed in a configural manner relative to unfamiliar faces
(Ramon and Rossion, 2012).

The LSF and HSF Face Processing During
the Encoding Stage
Previous studies reported that P1 was a robust component
that was associated with holistic face processing and was more
sensitive to LSF faces (Nakashima et al., 2008; Jeantet et al.,
2019), which was in line with the assumption that configural
information plays an essential role in early face processing as it
could efficiently provide the whole structure of the face (Freire
et al., 2000; James et al., 2001; Itier and Taylor, 2002, 2004).
Conversely, others reported that P1 was more sensitive to BSF
faces (Pourtois et al., 2005; Peters et al., 2013; Craddock et al.,
2015). Consistent with these latter findings, our results showed
that BSF faces elicited a larger and earlier P1 relative to HSF
faces at the encoding stage. BSF faces were from the upright
non-filtered faces, which are processed in a more configural way
compared with inverted faces (Schwaninger et al., 2003; Kimchi
and Amishav, 2010; Cousins et al., 2020). Interestingly, we found

that LSF and HSF faces cannot be purely dissociated based on
the early P1 component during the encoding stage, which might
be reconciled by the assumption that HSF faces also inevitably
contain configural information, less than LSF faces but enough to
produce an effect similar to LSF faces during early face processing
(Halit et al., 2006). The cutoff value of spatial frequency, which
varied depending on studies, might be another important factor.
LSF values were fewer than 8, 5, 4, or 3 cycles/image, and HSF
values were above 35, 30, 24, 22, or 15 cycles/image (Jeantet et al.,
2019). Our LSF and HSF faces might include mid-band spatial
frequencies (MSF), which are important in face processing (for a
review, see Jeantet et al., 2018). Thus, our results suggest that P1
was less sensitive to LSF andHSF faces during the encoding stage.

The impact of spatial frequencies on N170 modulation has
been controversial. Our results replicated previous findings that
N170 was more negative following the presentation of BSF
or LSF faces relative to HSF faces during the encoding stage
(Goffaux et al., 2003; Peters et al., 2013; Yao and Zhao, 2019),
but are in contrast to other studies reporting a larger N170 in
response to HSF faces (Nakashima et al., 2008; Jeantet et al.,
2019) or reporting no association between N170 amplitude and
face spatial frequency (Holmes et al., 2005). How can these
discrepancies be reconciled? One answer may stem from selective
attention to spatial location. Selective attention to objects in
the periphery promotes LSF processing, and attention to foveal
location promotes HSF processing (Shulman and Wilson, 1987;
Carrasco et al., 2006). In this study, face stimuli were randomly
presented in the four corners of the fixation cross during the
encoding stage, directing attention to the periphery, hence the
N170 amplitude was greater for LSF faces relative to HSF faces.
Thus, the current N170 reflected the configural processing during
the encoding stage.

Although many studies found that P2 is more sensitive to
LSF pictures than HSF pictures (Mathes and Fahle, 2007; De
Cesarei et al., 2013; Yang and Chan, 2015), P2 amplitude is
also augmented by visual stimuli with broadband information
(Hansen et al., 2011). In this study, P2 amplitude was more
sensitive to BSF faces than to LSF and HSF faces during the
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encoding stage. According to previous research (Craddock et al.,
2015), this might be related to the fact that BSF faces were upright
non-filtered faces, which had higher spectral power and could
drive stronger responses compared to faces with lower or higher
spectral power. In addition, BSF faces contain not only configural
and featural information but also MSF information (Halit et al.,
2006). Previous research found that MSF information plays an
important role in face processing (Collin et al., 2012; Jeantet
et al., 2018) as it is intermixed with LSF and HSF information
and can be processed in a similar way to the non-filtered BSF
faces (Jeantet et al., 2019). Moreover, Parker and Costen (1999)
demonstrated that recognition was more accurate and rapid for
MSF faces than for LSF or HSF faces, which was also supported
by later ERP research (Collin et al., 2012). These combined results
led us to postulate that it might be the MSF information that
made P2 highly sensitive to BSF faces during the encoding stage.
Thus, our finding indicated that LSF and HSF faces cannot be
dissociated from P2 amplitude during the encoding stages. But,
the P2 latency showed that LSF faces were processed earlier than
HSF faces.

In sum, for the encoding stage, LSF and HSF faces cannot be
dissociated on the P1 component but can be dissociated on the
N170 and P2 components, which weremore sensitive to LSF faces
than to HSF faces. The result is in line with the hypothesis that
the N170 is a marker for face structural encoding and is linked to
configural face processing (Eimer, 2011).

The Time Course of LSF and HSF Face
Processing During the Retrieval Stage
Consistent with our results at the encoding stage, the results
at the retrieval stage showed that P1 was less sensitive to
LSF and HSF faces and that N170 was more sensitive
to LSF faces than HSF faces. However, the P2 was more
positive for HSF faces relative to BSF and LSF faces during
the retrieval stage, suggesting that P2 was more sensitive
to face featural information. Although the sensitivity
of P2 to featural processing has rarely been observed,
several previous studies reported that faces with featural
modifications elicited a larger P2 amplitude than faces with
second-order relational modifications (Wang et al., 2016;
Wang and Fu, 2018). Moreover, using Chinese and Western
participants, Wang et al. (2020) found that P2 in Chinese
participants was more sensitive to own-race faces with featural
modifications. The reverse result was observed for Western
participants, suggesting that cultural variation might account for
this discrepancy.

It is worth emphasizing that the P2-enhancing effect of HSF
faces was only observed at the retrieval stage and not at the
encoding stage. It might be that faces in the encoding phase were
processed in a parallel way not relying on in-depth visual analysis
(cortical visual feedback; Mercure et al., 2008). Therefore, coarse
facial information was more important during encoding, while
during memory retrieval finer featural processing was adopted
to match the encoded faces to the target at late stages (Bauser
et al., 2011). Moreover, P2 could reflect the comparison between
experimental face stimulus features and mental templates for

task-related features (Potts, 2004); hence the facial features
were of particular importance during the retrieval stage and
evoked larger P2 waveforms. Taken together, only P2 reflected
that encoding and retrieval stages were dissociated for face
spatial frequencies.

In sum, for the retrieval stage, N170 was also more sensitive
to LSF faces than to HSF faces, whereas P2 was more sensitive
to HSF faces than to LSF faces. The processing priority of
LSF faces during the retrieval stage is in line with previous
neuronal findings that information processed in the LSF-
sensitive magnocellular pathway has a faster cortical arrival
than information processed in the HSF-sensitive parvocellular
pathway (Laycock et al., 2007).

The Role of WM Load in Face SF
Processing
This study found that WM load modulated face SF processing,
which was reflected in the behavioral results and ERP responses.
Consistent with previous studies (Morgan et al., 2008; Bauser
et al., 2011), the P3b amplitude decreased as WM load increased
during both the encoding and retrieval stages. Moreover, at the
retrieval stage, the N170 amplitude evoked by LSF and BSF faces
did not differ but was larger than that for HSF faces, especially
under the load 1 condition. These results indicated that BSF faces
tended to be processed in a configural manner under a lower
WM load, which agrees with previous findings that N170 reflects
first-order relational processing (Maurer et al., 2002). However,
our behavioral results showed higher accuracy in processing LSF
faces relative to HSF faces under the high WM load condition,
which might be related to the limited WM capacity for faces.
Previous studies showed that the maintenance capacity for faces
is approximately two (Towler et al., 2016), which might not have
allowed participants to process the details and features of faces in
the higher WM load conditions (load 3).

However, compared with the N170 component, we found
a different result for the P2 component during WM retrieval.
Specifically, the P2 amplitude evoked by HSF faces was larger
than that for LSF faces, especially under the load 3 condition.
Besides, BSF faces tended to be processed in a configural manner
under the load 1 condition, as there was no difference between
BSF and LSF faces. Conversely, they tended to be processed in
a featural manner under the load 2 condition, as there was no
P2 difference between BSF and HSF faces. BSF faces tended to
be processed in both configural and featural manners under the
load 3 condition, as there were no differences in P2 evoked by
faces in any SF category. These results cannot be reconciled
with the proposition from Morgan et al. (2008) that resources
are limited during the retrieval stage by the increasing number
of faces during the encoding stage. According to Morgan et al.
(2008), attentional resources are sufficient under a lowWM load,
and fine processing of facial features should be adopted; under a
highWM load, attentional resources are insufficient, and efficient
global/configural processing should be adopted. However, we
found the opposite results, and the mechanisms underlying this
discrepancy need to be further investigated.

Frontiers in Psychology | www.frontiersin.org 9 May 2022 | Volume 13 | Article 853992159161

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Wang et al. Time Sequence of Face Spatial Frequency

Notably, we also found a hemispheric advantage for N170
during the encoding and retrieval stages. In agreement with
previous results (Rossion et al., 2003; Scott and Nelson, 2006),
N170 was larger in the right hemisphere than in the left
hemisphere during the encoding stage. Moreover, relative to
HSF faces, the LSF faces elicited an earlier P2 under the load 3
condition during the encoding stage on the right hemisphere.
This is in line with previous studies showing that configural
processing occurs strongly in the right hemisphere (Scott and
Nelson, 2006; Calvo and Beltran, 2014; Wang et al., 2016; Worley
and Boles, 2016).

Limitation
Our results might be confined to the familiar faces as the low
stimuli number is likely to make the faces familiar in this study.
We analyzed N250r, which is more sensitive to familiar faces
than unfamiliar faces, to test the familiarity effect. Compared
with HSF faces, LSF faces elicited more negative N250r in the
present. This result provides evidence that familiar faces are
more sensitive to configural information, even though there is
an argument against this idea (Burton et al., 2015). Additionally,
our data showed that the N250r amplitude decreased as the
WM load increased during the encoding (from load 1 to load
2) and retrieval stages (from load 1 to load 3). The results were
consistent with previous studies (Morgan et al., 2008), which
employed six male faces. Further work is required to minimize
the effect of familiarity. Another factor that cannot be neglected
is the cutoff value of face spatial frequency. As we mentioned
above, this value varied depending on studies, which might
lead to different results. Compared with previous studies, our
LSF (below 6.5 cycles/image) and HSF (above 30 cycles/image)
faces might include the mid-band spatial frequencies [6.73–32
cycles/image in Collin et al. (2012); 5–15 cycles/image in Hsiao
et al. (2005)]. Thus, this factor should be taken into consideration
when comparing different studies.

CONCLUSION

This study indicated that featural face information appears to
be less important than configural face information during the
working memory encoding stage from 140 to 270ms, whereas

face processing follows a coarse-to-fine manner during the
retrieval stage as LSF faces (N170) are processed earlier than HSF
faces (P2). Furthermore, the working memory load has an impact

on the time course of face processing during the retrieval stage
rather than the encoding stage. The results were consistent with
face processing models that suggest facial recognition seems to
be based on distinct types of processing. This study further shows
the dissociation of face processing manner during the encoding
and retrieval stages.
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When making decisions under uncertainty, human subjects do not always act as
rational decision makers, but often resort to one or more mental “shortcuts”, or
heuristics, to arrive at a decision. How do such “top-down” processes affect real-
world decisions that must take into account empirical, “bottom-up” sensory evidence?
Here we use recognition of camouflaged objects by expert viewers as an exemplar
case to demonstrate that the effect of heuristics can be so strong as to override the
empirical evidence in favor of heuristic information, even though the latter is random. We
provided the viewers a random number that we told them was the estimate of a drone
reconnaissance system of the probability that the visual image they were about to see
contained a camouflaged target. We then showed them the image. We found that the
subjects’ own estimates of the probability of the target in the image reflected the random
information they were provided, and ignored the actual evidence in the image. However,
when the heuristic information was not provided, the same subjects were highly
successful in finding the target in the same set of images, indicating that the effect was
solely attributable to the availability of heuristic information. Two additional experiments
confirmed that this effect was not idiosyncratic to camouflage images, visual search
task, or the subjects’ prior training or expertise. Together, these results demonstrate
a novel aspect of the interaction between heuristics and sensory information during
real-world decision making, where the former can be strong enough to veto the latter.
This ‘heuristic vetoing’ is distinct from the vetoing of sensory information that occurs in
certain visual illusions.

Keywords: Bayesian inference, camouflage-breaking, camouflage-learning, cognitive rules of thumb, judgment
and decision making, mental shortcuts, visual search

INTRODUCTION

A large body of previous research has shown that visual perception can be understood as statistical
inference, whereby the brain arrives at a likely interpretation of a given visual scene by jointly
evaluating the information it receives from the eyes, what it knows about the visual world, and
the potential risks and rewards of a given interpretation (for reviews, see Geisler and Kersten, 2002;
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Kersten et al., 2004). More generally, studies have shown that
statistical (Bayesian) inference provides a useful, quantitative
framework of quantitatively understanding the outcome in
many sensorimotor tasks. For instance, Bayesian framework can
accurately predict the outcomes even on a ‘retail,’ i.e., trial-to-trial
basis, which makes it useful for the study in many aspects of real-
world decision making in which the decisions must be made on
a case-by-case basis based on the information about a given case.
Indeed, in many cases, the brain functions much like a perfectly
rational decision maker, i.e., an Ideal Observer, that combines the
various aforementioned probabilistic factors in a computationally
optimal fashion (Geisler and Kersten, 2002; Kersten et al., 2004;
Geisler, 2011). Remarkably, it turns out that even in case of the
phenomena such as visual illusions which, at first blush, might
appear to violate the rules of rationality, the perceptual outcome
accurately reflects the inferences of a rational decision maker,
i.e., that of a Bayesian Ideal Observer (Geisler and Kersten, 2002;
Kersten et al., 2004; Geisler, 2011).

On the other hand, research has also shown human rationality
in decision making has its limits (Tversky and Kahneman, 1974;
Kahneman et al., 1982; Simon, 1982; Kahneman, 2013; Thaler,
2015). One influential line of research in bounded rationality,
established by Tversky and Kahneman, has shown that human
subjects often resort to ‘mental shortcuts’ or heuristics when
making judgments and decisions under uncertainty (Tversky
and Kahneman, 1974; Kahneman et al., 1982; Kahneman, 2013).
The overall motivation for this study was to further elucidate
these deviations from Bayesian optimality. More specifically,
the present study aimed to characterize the interaction between
the heuristic factors on the one hand and the effects of
other, possibly countervailing factors on the other hand
(also see below).

Extensive previous research has established that using
heuristics is a natural tendency of the human mind (for
overviews, see Gigerenzer and Gaissmaier, 2011; Kahneman,
2013). It is known to occur in naïve subjects as well as highly
trained experts (Ericsson, 2018), and has been found in every
area of human decision-making examined so far (Gigerenzer and
Gaissmaier, 2011; Kahneman, 2013). While the use of heuristics
does have its advantages (Kahneman, 2013; Gigerenzer, 2015), the
main disadvantage is that judgments (or estimates, in statistical
parlance) based on heuristics can result in systematic errors, or
biases (Tversky and Kahneman, 1974).

Classical studies of heuristics have typically characterized
the decision-making behavior using a paradigm where subjects
are presented with vignettes of conceptual or hypothetical
problem scenarios and asked to make judgments about the
problem (Kahneman, 2013; Raab and Gigerenzer, 2015).
For instance, in their classical study of the anchoring and
adjustment (AAA) heuristic, Tversky and Kahneman asked two
groups of high school students to estimate the product of
the sequence of numbers from 1 to 8 within five seconds
(Tversky and Kahneman, 1974). One group was presented the
descending sequence (8 × 7 × 6 × 5 × 4 × 3 × 2 × 1),
and the other group was presented the ascending sequence
(1 × 2 × 3 × 4 × 5 × 6 × 7 × 8). The median estimates for
the ascending and descending sequences were 512 and 2,250,

respectively (the correct answer being 40,320), depending on
the group. But decision-making under real-world conditions
can be substantially different, in three interrelated respects:
First, the decisions cannot be based on the cognitive (or ‘top-
down’) information alone, but must take into account ‘bottom-
up’ empirical information gleaned from the sensory faculties
(Samei and Krupinski, 2010). Second, oftentimes real-world
decisions must be made not in the aggregate, but on a case-
by-case basis based on information specific to the problem at
hand. Third, the observer’s ability to glean and evaluate the
sensory information can affect the decisions. However, the role
of heuristics during such real-world, “retail” decision-making by
experts remains unclear.

To help address this issue, we used recognition of camouflaged
objects, or “camouflage-breaking,” by expert observers as an
exemplar case. We have previously shown when an object
of interest, or target, is effectively camouflaged against its
background, naïve, untrained observers cannot recognize the
camouflaged target (or “break” its camouflage) (Chen and
Hegdé, 2012a,b). However, subjects can be trained in the
laboratory to become expert camouflage-breakers (Chen and
Hegdé, 2012a). Thus, camouflage-breaking is an excellent
model system for studying real-world, retail decision-making
by experts. We therefore examined the effects of the AAA
heuristic on camouflage-breaking. As described below, we used
a straightforward modification of the classical AAA paradigm
(Tversky and Kahneman, 1974) to characterize the effects of AAA
on visual search for a camouflaged target in a camouflage scene.
For this reason, we also present and discuss our results using
AAA as the primary framework of understanding.

EXPERIMENT 1: CHARACTERIZATION
OF THE EFFECT OF THE ANCHORING
AND ADJUSTMENT HEURISTIC ON
CAMOUFLAGE-BREAKING IN VISUAL
SCENES

Materials and Methods
Subjects
All procedures used in this study were duly reviewed and
approved in advance by the Institutional Review Board (IRB)
of Augusta University in Augusta, GA, where this study was
carried out. All subjects were adult volunteers who had normal
or corrected-to-normal vision, and provided written informed
consent prior to participating in the study.

Prior to their participation in these experiments, we used our
previously described deep-training method (Chen and Hegdé,
2012a) to train the subjects to break camouflage using the same
background texture (e.g., foliage, see Figure 1) as the texture
they would encounter during the present study (see Chen and
Hegdé, 2012a for details). All the subjects who participated in
this study had an asymptotic camouflage-breaking performance
of d′ > = 1.95 (p < 0.05) for the background texture that they
were to encounter during this study (Chen and Hegdé, 2012a).
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FIGURE 1 | Task paradigm of Experiment 1. The three panels from left to right in this figure are shown in the temporal order they were presented during each trial.
The starting position of the on-screen slider (left and right panels, bottom) was always 50%. Panels not drawn to exact scale. See text for details.

Six subjects trained to asymptotic levels participated
in Experiment 1.

We digitally synthesized the camouflaged visual scenes used
in this study de novo as we have previously described (Chen
and Hegdé, 2012a). Briefly, each scene consisted of a textured
background with or without a single foreground object of
interest, i.e., the search target. We created background textures
that captured key statistical properties of real-world textures
using the texture synthesis algorithm of Portilla and Simoncelli,
1999). For instance, to create the background texture type we
named “foliage”, we used a real-world photograph of foliage as
input, and synthesized a large number of images that captured
the key statistical properties of the input texture (see, e.g.,
Figure 1, center), so that the output images had the same
statistical properties, but were pixelwise non-identical to each
other. To create a camouflaged scene with a target for this
experiment, we digitally textured a 3-D model of a human face
using one of the output images, and composited it, without
shadows or occlusion, against a different output image. An equal
number of additional output images served as scenes without
the target, so that the stimulus during each given trial had
a 50% chance of containing a target (see Chen and Hegdé,
2012a for details).

Procedure
Prior to the actual data collection, subjects received detailed,
illustrated instructions about the trial procedures. Subjects were
encouraged to carry out practice trials before starting the actual
trials to familiarize themselves with the procedure. The data from
the practice trials were discarded.

Experiment 1 consisted of four conditions. During conditions
in which explicit anchoring information was externally provided
(conditions 1 and 2, Table 1; also see below), each trial began
when the subject indicated readiness by pressing a key on the
computer’s keyboard, upon which the subject was shown, for
2s, an on-screen message stating the percent chance (which
ranged between 0 and 100%, depending on the trial) that
the image they were about see contained the search target,
i.e., a single camouflaged face (Figure 1, left panel, top). For
convenience, we will refer to this estimate as “purported prior
estimate ψ” or, equivalently, “anchoring information”. The

subjects were told that this probability was determined by
a drone system that reconnoitered the scene for this target.
But in actuality, these were pseudorandom numbers generated
de novo by a random number generator during each trial
(also see below).

Subjects were then given ad libitum time to provide an initial
estimate of their perceived probability that the upcoming image
contained the search target (“subject’s initial estimate α”) using
an on-screen slider (Figure 1, left panel, bottom). A previously
unseen camouflaged scene was then presented for 0.5 s or 4 s,
depending on the trial (Figure 1, middle panel), followed by a
0.5 s random-dot mask (not shown). After this, subjects were
given ad libitum time to estimate the probability that the scene
they just viewed contained a target (“subject’s final estimate β”;
Figure 1, right panel).

The conditions in which no explicit anchoring information
was provided (conditions 3 and 4; see Table 1), were identical to
conditions 1 and 2, respectively, except that the purported prior
estimate was blank (“–“).

Each trial block consisted of eight trials (four conditions ×
two stimulus durations) presented in a randomly interleaved
fashion. Each subject performed at least four blocks of trials over
one or more days.

Rationale for using random numbers for purported prior
probabilities ψ. As noted above, an overall goal of the present
study was to characterize the effect of the subjects’ anchoring
information ψ on their probability estimates. This meant, on the
one hand, that we needed to manipulate ψ. On the other hand, we
had to ensure that ψ conveyed no systematic information about
the target status of the stimulus, so as to prevent confounding
effects. Using random ψ values was a principled way of meeting
both of these requirements.

TABLE 1 | Experimental conditions in Experiment 1.

Condition # Anchoring Information Target status of the image

1 Provided Target absent

2 Provided Target present

3 Not provided Target absent

4 Not provided Target present

Frontiers in Neuroscience | www.frontiersin.org 3 May 2022 | Volume 16 | Article 745269165167

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-16-745269 May 16, 2022 Time: 14:50 # 4

Branch et al. Interaction of Heuristic vs. Sensory Information

It is important to note that our IRB has determined that our
use of random numbers does not amount to deception under the
applicable regulations and policies.

Data Analysis
Data were analyzed using scripts custom-written for R1 and
Matlab2 platforms. Area under the ROC curve (AUC) was
calculated using the default options in the AUC function of the
R library DescTools (Signorell et al., 2020).

Post hoc Power Analyses
These analyses were carried out using the R library pwr. Before
initiating the present study, we carried out a priori power analyses
to determine the subject recruitment target. To do this, we used
the empirically observed fit of the data from a pilot study (Branch
et al., 2022) as the expected effect size, and calculated the total
number of trials (pooled across all subjects). The results indicated
that at least 47 trials (pooled across all subjects and repetitions)
would be needed to achieve a statistical power of 0.90. A posteriori
power analyses using the actual data indicated that our data
achieved a power of > 0.95 for the regression analyses in each
of the three experiments.

RESULTS AND DISCUSSION

Effect of the Anchoring and Adjustment
Heuristic on Camouflage-Breaking in
Visual Scenes: Experiment 1
Prior to participating in this experiment, subjects were trained
to criterion in the camouflage-breaking task (mean d′ = 2.08;
median = 1.96; SEM = 0.13) as described in Materials and
Methods. The background texture used in this experiment was
synthesized from using real-world pictures of natural foliage. The
target, when present, was a human head, and was also textured
using a different image of the same texture type (i.e., “foliage”).
The camouflage images used in this experiment were a random
subset of the same large superset of >104 images from which
the images used in the training of the subjects were also drawn.
That is, the subjects were tested in this experiment using the
same type of target and background texture that were used during
their prior training.

Trials Without Anchoring Information
Our task paradigm required the subjects to provide an initial
estimate α of the chances that the camouflage image they had
not seen yet (but were about to see) contained a target. For
convenience, we will refer to this starting estimate of the subjects
as their anchored position. When the purported prior estimate
ψ was not provided to the subjects during a given trial, the
subjects had no explicit information on which to base their initial
estimates. For convenience, we will refer to these trials as those
in which anchoring information was unavailable or trials without
anchoring information.

1r-project.org
2Mathworks.com

As expected, when the anchoring information was unavailable,
the subjects tended to estimate the target probability at around
50% on average before they viewed the image (Subjects’ Initial
Estimatesα; x-axis in Figure 2A). After viewing the image, the
subjects’ final estimates β of target probability were broadly
distributed (y-axis in Figure 2A), indicating that viewing the
image substantially altered their estimates of target probability.

Classical studies have shown that in AAA based on vignettes,
subjects start with an initial judgment “anchored” based on
the anchoring information, and arrive at their final estimate by
adjusting their estimate until they are satisfied with it (Tversky
and Kahneman, 1974). The biases, or errors, in these judgments
arise from the fact that the subjects’ final judgments tend to be
influenced by their initial judgments.

To determine if this also occurs in the absence of anchoring
information, we plotted the size of adjustment δi during a given
trial i (i.e., the amount by which the subjects adjusted their final
estimate βi relative to their initial estimate αi during a given trial
i; δi = βi −αi) as a function of their initial estimate αi during
that trial (Figure 2B). The two quantities were significantly
anticorrelated (r = −0.57, df = 142, p < 0.05) indicating that,
in this case, the anchored position did contribute to the final
estimate even in the absence of the anchoring information. That
is, adjustment from an anchored position can occur even in the
absence of explicit anchoring information akin to that provided
in the classical studies of Tversky and Kahneman (1974). Thus,
the anchoring process is dissociable from anchoring information
per se.

Subjects Break Camouflage Accurately
When the Anchoring Information Is
Unavailable
The fact that the AAA effect did occur (albeit on a much smaller
scale) when the anchoring information was unavailable raises
an important issue: The subjects had to come up with their
initial estimates α before they had seen the image for that trial.
They provided their final estimates β after they had viewed the
stimulus. The fact that β values were significantly correlated
with the corresponding α values straightforwardly means that
the initial values influenced the subjects’ final estimates. The net
effect, if any, of such image-irrelevant factors, by definition, is
to degrade camouflage-breaking performance. Were the expert
subjects able to overcome the biasing influence of their own initial
estimates enough to accurately detect camouflaged targets in the
images?

To help answer this question, we carried out a receiver
operating characteristic (ROC) analysis of the subjects’ final
responses. The resulting ROC curve is shown in Figure 2C (solid
blue line). The diagonal represents random performance. In this
case, the area under the curve (AUC) is 0.5. The actual AUC was
significantly above random levels (AUC = 0.92; randomization
test, p < 0.05, i.e., 0 out of 1,000 rounds of randomization). Thus,
even though the subjects’ initial positions α did have a biasing
effect on their final estimates, the subjects successfully overcame
this effect in their final estimates and detected the camouflaged
target highly accurately.
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FIGURE 2 | Task performance with or without anchoring information in Experiment 1. Panels (A–C) results when the external anchoring information was not
provided (i.e., Conditions 3 and 4). Panels (D,E) results when the external anchoring information was provided (i.e., Conditions 1 and 2). (A) Subjects’ final estimates
as a function of their initial estimates in the absence of anchoring information. (B) The magnitude of the subjects’ adjustment δ as a function of their initial estimate α

in the absence of anchoring information. (C) ROC analysis of the subjects’ final estimates in the absence of anchoring information. (D) The subjects’ final estimates
as a function of their initial estimates in the presence of anchoring information. (E) The magnitude of the subjects’ adjustment δ as a function of their initial estimate α

the presence of anchoring information. (F) ROC analysis of the subjects’ final estimates in the presence of anchoring information. Regression lines that best account
for the data are shown in a color-coded fashion in panels (A,B,D,E) (red, target present; green, target absent; blue, all data points). Note that in panels d and e, the
blue line largely overlaps, and therefore obscures, the red and the green lines. The dashed lines in panels (A,D) denote the expected responses (red, target present;
green, target absent).

TABLE 2A | Contribution of the various explanatory variables to the size of adjustment d when anchoring information was unavailable in Experiment 1 (Conditions 3
and 4).

Row # Explanatory variable Estimated coefficient Standard error t value p value

1 Subjects’ initial estimate α −0.04 0.08 −0.52 0.60

2 Target status θ (target present vs. target absent) 29.32 2.19 13.40 <0.001

3 Reaction time r −0.0003 0.0004 0.69 0.49

TABLE 2B | Contribution of the various explanatory variables to the size of adjustment d when anchoring information was available in Experiment 1 (Conditions 1 and 2).

Row # Explanatory variable Estimated coefficient Standard error t value p value

1 Subjects’ initial estimate α 0.19 0.04 5.43 <0.001

2 Target status θ (target present vs. target absent) 0.20 0.79 0.25 0.80

3 Reaction time r 0.0002 0.0003 0.80 0.43

To help determine the contributions of various underlying
factors to the final estimates γ, we carried out a regression
analysis (see “Materials and Methods” section). When the
anchoring information was unavailable (Table 2A), the

target status θ was a highly significant contributor to the
final estimates γ (row 2). Indeed, no other explanatory
variable accounted for a significant proportion of the final
estimates (rows 1 and 3).
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FIGURE 3 | Results of Experiment 2. (A) exemplar stimuli used in Experiment 2. (B,C) ROC analysis of the subjects’ final estimates in the absence and presence of
anchoring information, respectively.

In the Presence of Anchoring
Information, the Subjects’
Camouflage-Breaking Performance Is at
Random Levels
When the anchoring information, i.e., the purported prior
estimates ψ, were available, the subjects’ initial estimates
α were highly correlated with prior estimates (correlation
coefficient r = 0.95, df = 142, p < 0.05; not shown),
indicating that the purported prior estimate did succeed
in producing a strong anchoring effect as expected. That
is, subjects were strongly influenced by this ‘top-down’
information and tended to anchor their own initial estimates
on this information. Recall that the purported prior estimates
ψ were random.

The subjects were then shown, in a randomized order,
the same set of images as those shown when the anchoring
information was unavailable. Thus, the differences in outcome
between the two pairs of conditions, if any, were not attributable
to the images per se.

Note that, after viewing the image, the subjects were required
to estimate the chance that the image they had just viewed
contained a target, and that the sole relevant source of
information for estimating this quantity was the image itself. If
the subjects solely relied on the image information, their final
estimates β would conform to the ground truth about the given
image (red and green dashed lines in Figure 2D). However, the

subjects’ actual final estimates of the target status of images
substantially varied from the ground truth, regardless of whether
the images were positive or negative for the target (red and green
symbols in Figure 2D).

To help characterize the relationship of the magnitude of
adjustment δ to the anchored position in the presence of
anchoring information, we plotted the size of adjustment δi
during each given trial i as a function of their initial estimate
αi during that trial (Figure 2E). We found that δ was highly
anticorrelated with α, regardless of the target status θ of the image
(r =−0.89, df = 142, p < 0.05; Figure 2E). This straightforwardly
suggests that the reason why the final estimates were uncorrelated
with the target status θ of the image (Figure 2D) was that
the subjects arrived at their final estimates β by adjusting from
their anchored positions α (Figure 2E), which themselves were
highly correlated with the random ψ values (r = 0.53, df = 142,
p < 0.05; not shown).

Post hoc modeling of the subjects’ final estimates confirmed
that the actual target status of the image indeed played
an insignificant role in the subjects’ final estimates of the
target (Table 2B, row 2). Indeed, the only predictor that
significantly accounted for the final estimates were the subjects’
initial estimates α (row 1). Receiver operating characteristic
(ROC) analysis indicated that subjects’ performance was
indistinguishable from random (Figure 2F). Note that
this effect is not attributable to the subjects’ intrinsic
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inability to break camouflage to begin with, because when
the anchoring information was unavailable, the same
subjects broke camouflage highly accurately using the
same set of images.

The result that the subjects performed at random levels
is consistent with the fact that the anchoring information
ψ that their decisions were based on was itself random.
This result is nonetheless surprising, because it suggests that
trained subjects can altogether ignore task-relevant empirical
information in camouflage scenes when they have access
to anchoring information. One plausible explanation for
this is that the subjects were under time pressure so that
they were unable to scrutinize the images sufficiently well.
Previous studies have shown that time pressure can induce
subjects to resort to using heuristics (Kahneman et al., 1982;
Kahneman, 2013). However, our post hoc analyses indicated
that the stimulus duration did not significantly contribute
to the outcome, regardless of the target status (row 3,
Tables 2A,B). Moreover, subjects often took less than the
allotted time before responding (data not shown; also see
Experiment 2 below).

EXPERIMENT 2: DOES THE EFFECT OF
ANCHORING AND ADJUSTMENT
GENERALIZE TO OTHER
EXPERIMENTAL CONDITIONS?

Materials and Methods
Subjects
Four subjects trained to asymptotic levels participated
in Experiment 2.

Procedure
This experiment was identical to Experiment 1, except in the
following three respects. First, three new background textures
(“fruit,” “nuts,” and “mushrooms”; see Figure 3A; also see
Table 3) were used as background textures, and counter-rotated
across trials, blocks, and subjects. Second, novel, naturalistic 3-
D objects, called “digital embryos” that the subjects had not seen
before were used as targets in 50% of randomly interleaved trials,
also on a counter-rotating basis (not shown). Third, the subjects
were allowed to view the stimuli for an unlimited duration and
were allowed to end the stimulus presentation and proceed to
the next phase of the trial by pressing a designated button (not
shown).

RESULTS AND DISCUSSION

Anchoring and Adjustment Effects Are
Reproducible Across Disparate
Experimental Conditions
To determine whether and to what extent the AAA effect
generalizes across to other experimental parameters, we carried
out Experiment 2, in which we systematically varied the

TABLE 3 | Experimental conditions in Experiment 2.

Condition # Anchoring Information Target status of the image

1 Provided Target absent

2 Provided Target present

3 Not provided Target absent

4 Not provided Target present

background texture and the search targets (see “Materials and
Methods” section for details; also see Figure 3A).

We found that all of the key results of Experiment 1 were
reproducible in this experiment as well (Figures 3B,C). For
instance, when the purported prior estimates ψ were available,
the magnitude of adjustment δ was strongly anticorrelated with α

regardless of the target status θ of the image when the anchoring
information was available (r = −0.79, df = 126, p < 0.05;
not shown). When the prior information was unavailable, the
anticorrelation between δ and α was weaker, albeit still statistically
significant (r =−0.44, df = 126, p< 0.05; not shown). Finally, the
subjects’ camouflage-breaking performance was highly accurate
when anchoring information was unavailable (AUC = 0.78,
p < 0.05), but was at random levels when anchoring information
was available (AUC = 0.49, p > 0.05). The results of the
regression analyses for this experiment (Tables 4A,B) were
qualitatively similar to those from Experiment 1. Thus, the results
of Experiment 1 were essentially reproducible in Experiment 2.

EXPERIMENT 3: VISUAL PATTERN
DETECTION PERFORMANCE OF NAÏVE,
NON-PROFESSIONAL SUBJECTS WITH
VS. WITHOUT ANCHORING
INFORMATION

Materials and Methods
Subjects
Eleven naïve, non-professional subjects (as opposed to trained
camouflage-breakers used in Experiments 1 and 2) participated
in Experiment 3.

Procedure
This experiment was identical to Experiments 1 and 2, except
where specified otherwise. The subjects performed a target
detection task as in Experiments 1 and 2, except that the
target in this experiment was a Gabor patch (8 cycles/degree,
σ = 1◦) embedded in dynamic random dot noise (Kersten, 1984)
(dot density, dot size = 1 pixel2; 50% ON, 50% OFF; refresh
rate = 60 Hz; see Figure 4). Prior to the experiment, subjects
received detailed instructions and viewed exemplar images with
or without Gabor patches (clearly discernible when present), so
that subjects knew what to look for. Collectively, these procedures
helped ensure that no prior training or visual pattern recognition
expertise was needed in order for the subjects to perform the
task (see Table 5). To help add stimulus uncertainty, the spatial
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TABLE 4A | Contribution of the various explanatory variables to the final estimates γ when anchoring information was available in Experiment 2 (Conditions 3 and 4):
Post hoc general linear modeling (GLM) of the contributions of the various explanatory variables to the response variable (i.e., final estimates γ of subjects).

Row # Explanatory variable Estimated coefficient Standard error t value p value

1 Subjects’ initial estimate α 0.04 0.15 0.26 0.80

2 Target status θ (target present vs. target absent) 9.39 1.78 5.27 <0.001

3 Reaction time r 0.0005 0.007 0.07 0.94

TABLE 4B | Contribution of the various explanatory variables to the final estimates γ when anchoring information was available in Experiment 2 (Conditions 1 and 2):
Post hoc general linear modeling (GLM) of the contributions of the various explanatory variables to the response variable (i.e., final estimates γ of subjects).

Row # Explanatory variable Estimated coefficient Standard error t value p value

1 Subjects’ initial estimate α 0.04 0.07 0.55 0.58

2 Target status θ (target present vs. target absent) −0.11 1.07 −0.11 0.92

3 Reaction time r −0.01 0.006 −1.70 0.09

FIGURE 4 | Task paradigm of Experiment 3. In this experiment, the visual stimulus was a dynamic random dot stimulus (dRDS), one static frame of which is shown
in this figure (middle panel). In 50% of the randomly interleaved trials, the dRDS contained in Gabor patch at the subject’s contrast threshold (Kersten, 1984). See
text for details.

TABLE 5 | Experimental conditions in Experiment 3.

Condition # Anchoring Information Target status of the stimulus

1 Provided Gabor patch absent

2 Provided Gabor patch present

3 Not provided Gabor patch absent

4 Not provided Gabor patch present

location and orientation of the Gabor patch (when present) were
randomly jittered from one trial to the next.

We customized the contrast of the Gabor patch for each
subject, so as to help ensure that the stimulus was sufficiently
ambiguous and to help minimize the variations in task
performance related to task difficulty across subjects. We carried
out a preliminary experiment to determine the contrast threshold
for each subject. To do this, we presented the Gabor patch (with
the same parameters as above), one per trial at systematically
varying contrasts. Subjects viewed the stimulus ad libitum,
followed by a random dot mask, and used an on-screen slider
to report the probability that the stimulus contained the Gabor
patch target. We fitted a logistic contrast response function
(Harvey, 1997) to the data (Supplementary Figure 1A). We took
the point of inflection of the fitted function, at which the slope of

the function was maximal, as the contrast threshold for the given
subject (Campbell and Green, 1965). The distribution of contrast
thresholds for all subjects is shown in Supplementary Figure 1B.

For each subject, the Gabor patch target in Experiment 3 was
presented at their contrast threshold. The subject performed the
target detection as in Experiments 1 and 2, except that the target
was the Gabor patch, instead of a camouflaged target.

RESULTS AND DISCUSSION

Anchoring and Adjustment Effects Are
Reproducible in Naïve, Untrained
Subjects Performing a Simple Detection
Task
To determine if this overriding effect of AAA is specific to experts
such as highly trained camouflage-breakers, we tested naïve, non-
professional subjects using a variation of the above task that
required neither training nor expertise in pattern recognition
(Experiment 3; see “Materials and Methods” section for details).
This experiment was identical to Experiments 1 and 2, except
that the subjects were required to report whether a dynamic
random dot stimulus contained a Gabor patch presented at the
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subject’s empirically determined contrast threshold (see Figure 4;
also see Supplementary Figure 1). The subjects were told that
the prior information provided to them was the probability that
the image they were about to see did contain the Gabor target, as
determined by a previous viewer.

The results of this experiment (Figure 5) were qualitatively
similar to those of Experiments 1 and 2 (Figures 2,3,
respectively). Moreover, each individual subject in Experiment
3 detected the target accurately in the absence of the anchoring
information, but performed at chance levels in the presence
of anchoring information (Figure 6). Thus, the ability of the
AAA heuristic to override the empirical information generalized
across stimuli, tasks, and the subject’s training/expertise in
pattern recognition.

Two additional aspects of Experiments 1-3 are worth noting
and are clearest from the results of Experiment 3. First,
the subjects’ use of the AAA heuristic is not attributable to
time pressure per se, because the subjects performed highly
accurately under otherwise identical conditions when anchoring
information was not available (Figures 3, 5). Second, the
anchoring effects in this experiment were not attributable to
the requirement to report the initial estimate per se, because
the subjects were required to make this report regardless of
whether anchoring information was present (Tables 6A,B).
When the anchoring information ψ was available, the amount
of adjustment δ was highly anticorrelated with the initial values
α (r = −0.89; df = 838; p < 0.05; Figure 5A), and was not
significantly influenced by the presence of the Gabor patch θ

(1-way ANCOVA; α: F(1,836) = 3088.47, p < 2.0 × 10−16; θ:
F(2,836) = 0.973, p = 0.32). When the anchoring information
was unavailable, the anticorrelation was more modest, albeit
still significant (r = −0.30; df = 838; p < 0.05; Figure 5C),
arguably because the subjects took into account the presence
of the Gabor patch θ when the anchoring information α

was unavailable (1-way ANCOVA; α: F(1,836) = 118.13,
p < 2 × 10−16; θ: F(2,836) = 351.99, p < 2 × 10−16). Thus,
the anchoring process itself is dissociable from the anchoring
information it is based on, in that the former can occur
without the latter.

GENERAL DISCUSSION

A New Principle of Top-Down vs.
Bottom-Up Interaction: Anchoring and
Adjustment Heuristic Can ‘Veto’ Visual
Information
We show that, in each of the three experiments, the subjects fail
to detect the target when anchoring information is available. But
when anchoring information is unavailable, the same subjects
detect the target highly accurately using the same set of images.
This straightforwardly implies that the anchoring information
causes the subjects to ignore the image information in favor of
the anchoring information when the latter is available. That is, the
heuristic information can override or veto the image information
in visual pattern recognition tasks.

Our results demonstrate that there are certain conditions,
such as the availability of strong anchoring information in
the present case, under which heuristic decision-making is
the default mode, and not the strategy of last resort, of
decision-making under uncertainty. This is because when both
sets of information were available, the subjects’ decisions
were dominated by the heuristic information. This finding is
particularly important, because the resulting errors were large
enough to reduce the subjects’ camouflage-breaking performance
to chance levels.

Another notable aspect of our results also show that
the biasing effects of AAA, previously demonstrated in the
aggregate for subject groups evaluating verbal vignettes (Tversky
and Kahneman, 1974; Kahneman et al., 1982; Thaler, 1993;
Rieskamp and Hoffrage, 2008), persist in ‘retail’, case-by-
case decision-making. Case-by-case decision scenarios are
common in the real world, so that the heuristic influences
demonstrated by our study are likely to be prevalent under
real-world conditions.

Our results also show that the anchoring can occur, albeit
to a lesser extent, in the absence of externally provided
anchoring information. That it is, even when no anchoring
information is externally provided, the subjects’ final estimates

TABLE 6A | Contribution of the various explanatory variables to the final estimates γ when anchoring information was available in Experiment 3 (Conditions 1 and 2):
Post hoc general linear modeling (GLM) of the contributions of the various explanatory variables to the response variable (i.e., final estimates γ of the subjects).

Row # Explanatory variable Estimated coefficient Standard error t value p value

1 Subjects’ initial estimate α 0.48 0.11 4.40 <0.001

2 Target status θ (target present vs. target absent) −0.69 0.75 −0.92 0.36

3 Reaction time r 3.01 × 10−3 2.47 × 10−3 1.22 0.22

TABLE 6B | Contribution of the various explanatory variables to the final estimates γ when anchoring information was available in Experiment 3 (Conditions 3 and 4):
Post hoc general linear modeling (GLM) of the contributions of the various explanatory variables to the response variable (i.e., final estimates γ of the subjects).

Row # Explanatory variable Estimated coefficient Standard error t value p value

1 Subjects’ initial estimate α –1.10 0.10 −10.65 <0.001

2 Target status θ (target present vs. target absent) 38.98 2.08 18.72 <0.001

3 Reaction time r 5.67 × 10−3 6.62 × 10−3 0.86 0.39
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FIGURE 5 | Task performance of subjects with or without anchoring information in Experiment 3. The various panels in this figure are drawn using the same plotting
conventions as the corresponding panels in earlier figures. (A) The magnitude of the subjects’ adjustment δ as a function of their initial estimate α in the absence of
anchoring information. Note that the blue regression line in this panel largely overlaps, and therefore obscures, the red and the green regression lines. (B) ROC
analysis of the subjects’ final estimates in the presence of anchoring information. (C) The magnitude of the subjects’ adjustment δ as a function of their initial
estimate α in the absence of anchoring information. (D) ROC analysis of the subjects’ final estimates in the absence of anchoring information.

are anticorrelated, albeit modestly, with their initial estimates,
suggesting that the subjects start from an anchored position even
when not induced to do so by externally provided information
(see Figures 2B, 5C). It is plausible that the process of providing
the initial estimates itself had the implicit effect of anchoring the
subjects’ initial judgments. In any event, this internal anchoring
was not strong enough to significantly affect the subjects’
performance (see Figures 2C, 5D). More significantly, this effect
demonstrates that the anchoring process is dissociable from the
anchoring information per se. This is important, because this
suggests that requiring subjects to make an initial decision can
affect their final decision in any task.

Our results raise the possibility that the AAA heuristic
can, in principle, affect any task involving visual search. This
has serious implications for real-world tasks involving visual
search, such as airport baggage screening and medical image
perception. Indeed, we have recently found a similar AAA
‘veto’ effect in practicing radiologists examining mammograms
(Branch et al., 2022).

Why Disbelieve Your Own Eyes?
A striking aspect of our results is the fact that subjects effectively
disbelieve their own eyes in favor of what they hear from an
external source, such as a drone or a previous viewer. In all three
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FIGURE 6 | ROC analyses of the responses of each of the 11 individual subjects in Experiment 3 (panels A-K). In each panel, the ROC curves for Gabor detection
performances with or without anchoring information (dashed brown and solid blue curves, respectively) are shown, as are the corresponding AUC values (brown and
blue type, respectively). In each panel, the diagonal represents chance performance (AUC = 0.5). See text for details.

experiments, subjects accurately detected the target in the absence
of prior information, indicating that the subjects were able to
detect the target to begin with, but when the prior information
was available, they essentially ignored what they saw in favor
what they were told.

The veto effect is all the more striking in the cases of
Experiments 1 and 2, where the subjects were expert camouflage-
breakers. We have previously reported that expert camouflage-
breakers are so skilled in their task that they can detect the
camouflaged target even after brief viewing the stimulus, even
as briefly as 50 ms, which does not permit extended scrutiny or
eye movements (Chen and Hegdé, 2012a; Branch et al., 2021).
In this specific sense, detecting the target is relatively easy for
the expert subjects, so that the subjects could easily cross-check
the prior information against the visual evidence. It is therefore
surprising that the subjects – judging by the results – fail to, or
choose not to, do such cross-checking. A detailed examination
of the cognitive costs of such cross-checking, including the costs
imposed by task difficulty, are needed to help clarify the reasons
behind this surprising effect.

To be sure, what is surprising here is that the heuristic effect
can be so strong, and not that expert camouflage-breakers resort

to heuristic decision-making in the first place. After all, heuristic
decision-making is notoriously resistant to expertise training;
experts in every profession examined to date are known to
resort to heuristic decision-making (Gigerenzer and Gaissmaier,
2011; Kahneman, 2013; Ericsson, 2018). But previous studies
have neither systematically examined the interaction between the
heuristic information versus the sensory evidence. Our study
examined this effect and found the veto effect.

Still, why does the veto occur at all? Why do subjects ignore
the physical evidence in the images? While our study did
not examine this important question for practical reasons, one
plausible explanation is that the veto itself is, at least in part, a
reflection of the so-called authority bias or halo effect, whereby
experts and laypeople alike abide by what they consider expert
opinions (Milgram, 1963; Stasiuk et al., 2016; Zaleskiewicz and
Gasiorowska, 2021). This may also explain, at least in part,
why the subjects apparently do not begin to disregard the prior
information even upon a relatively large number of trials in which
the prior information does not jive with the empirical evidence
before the subjects’ very eyes. The present study did not examine
this important issue for practical reasons, in part because it would
require, among other things, a detailed quantification of both the
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perceived reliability of the prior information during a given trial,
and the updating of the perceived reliability from one trial to
the next. Further studies are needed to examine these important
issues in detail.

Possible Limitations of Heuristic Vetoing
and Other Caveats
It is important to emphasize that what our results demonstrate
is that under certain conditions, e.g., when the heuristic
information is strong and the bottom-up information is
ambiguous or otherwise weak, the heuristic information can
override the visual information. This is not to say, however, that
heuristic information always does override visual information.
The uncertainty of the visual information in our experiments
was arguably high enough, i.e., the sensory information was
weak enough, that the strong top-down information was
able to override it.

It is intuitively obvious, on the other hand, that there
exist conditions where the opposite is true, i.e., the bottom-up
information overrides the top-down information. For instance, if
the visual targets in our experiments were easily detectable, e.g.,
if the Weber contrast of the Gabor patches in Experiment 3 were
1.0 and that of the background were 0.0, subjects would readily
ignore the prior information and go with the image information
instead. For practical reasons, the present study did not examine
this possibility. Further studies are needed to empirically establish
this possibility.

It is also intuitively obvious that under most real-world
conditions, the strength of the stimulus information would be
somewhere between the aforementioned two extremes. While the
vetoing effect would be obscured in such cases, the underlying
heuristic-visual interaction is unlikely to disappear altogether.
Instead, the behavioral outcomes under these conditions are
likely to reflect a complex interplay of the two influences, when
both are present.

Heuristic-Visual Interaction Is Distinct
From Visual Illusions
It is instructive to compare and contrast heuristic vetoing with
certain visual illusions. For instance, in the hollow face illusion
or the Ames room illusion, the brain’s built-in assumptions
about the relevant visual objects override the visual information
(Geisler and Kersten, 2002; Hartung et al., 2005; Kroliczak et al.,
2006; Parpart et al., 2018). These visual illusions are analogous
to the heuristic vetoing, in two main respects. First, in both cases,
image information is overshadowed by top-down factors. Second,
both represent special cases, where the image information is
ambiguous, usually in highly specific ways. For example, the
Ames room has to be constructed in specific ways to facilitate the
brain’s tendency to assume the room is symmetrical. In the case
of heuristic vetoing, the visual target presumably must be difficult
enough to find for the vetoing effect to show through. Thus, visual
illusions are special cases just as heuristic vetoing is.

On the other hand, heuristic vetoing is distinctly different, in
the sense that it is clearly not built-in, but externally induced. In
the present case, for instance, the anchoring effect is induced by

the anchoring information provided to the subject. The built-in
assumptions in the aforementioned visual illusions are typically
so strong that it is not possible generally to volitionally alter
these influences.

Concluding Remarks: Heuristic Vetoing
in Perspective
Given the aforementioned fact that heuristic vetoing is self-
evidently a rather special case in the vein of visual illusions,
one reasonable perspective about our study is that it is a proof-
of-principle study that reveals that heuristics can, in principle,
veto the visual evidence. Also, given the fact that heuristics are
ubiquitous in human judgments, what is ultimately surprising
about our results is not that they reveal a heuristic effect, but that
they reveal a veto effect.
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Spatial memory relies on encoding, storing, and retrieval of knowledge about objects’
positions in their surrounding environment. Blind people have to rely on sensory
modalities other than vision to memorize items that are spatially displaced, however,
to date, very little is known about the influence of early visual deprivation on a person’s
ability to remember and process sound locations. To fill this gap, we tested sighted and
congenitally blind adults and adolescents in an audio-spatial memory task inspired by
the classical card game “Memory.” In this research, subjects (blind, n = 12; sighted,
n = 12) had to find pairs among sounds (i.e., animal calls) displaced on an audio-
tactile device composed of loudspeakers covered by tactile sensors. To accomplish
this task, participants had to remember the spatialized sounds’ position and develop
a proper mental spatial representation of their locations. The test was divided into two
experimental conditions of increasing difficulty dependent on the number of sounds to
be remembered (8 vs. 24). Results showed that sighted participants outperformed blind
participants in both conditions. Findings were discussed considering the crucial role of
visual experience in properly manipulating auditory spatial representations, particularly
in relation to the ability to explore complex acoustic configurations.

Keywords: audio-spatial skills, blindness, development, working memory, user-friendly technologies, acoustic
perception

HIGHLIGHTS

- A novel task, the Audio-Memory, presented in the form of a game to evaluate audio-spatial
memory abilities in sighted and blind individuals.

- Sighted outperformed the blind participants.
- Blind people encounter limitations ascribed to congenital blindness in processing auditory

spatial representations and exploring complex acoustic configurations.

INTRODUCTION

In everyday life, abilities such as comprehension, reasoning, or learning are achieved through
memory processes that allow the human brain to retain spatial and non-spatial information.
The cognitive system devoted to the temporary storage and manipulation of information is the
working memory system (WM) (Palmer, 2000). Historically, the most supported model of WM
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was proposed by Baddeley (1992), who divided WM into three
separate subsystems: the central executive component (involved
in high-order cognitive functions), the phonological loop and the
visuo-spatial sketchpad (VSSP) that are used for the storage and
processing of verbal and visuo-spatial information, respectively.
Logie (1995) proposed an additional division of the VSSP into
two subcomponents: the “inner scribe,” which refers to spatial
components of information, and the “visual cache” for processing
visual features of objects. One of the main functions ascribed
to the VSSP of WM is mental imagery, a cognitive function
that leads to internal representations (Cornoldi and Vecchi,
2003) of the objects composing the surrounding space. This
function corresponds to a quasi-perceptual experience occurring
in the absence of actual stimuli for the relevant perception
(Kosslyn, 1980; Finke and Freyd, 1989; Rinck and Denis, 2004).
Mental imagery is directly involved in cognitive functions
such as learning (Yates, 1966), problem-solving, reasoning
(Féry, 2003) and original and creative thought (LeBoutillier
and Marks, 2003). The nature of these representations has
long been the subject of research and debate. Kosslyn’s theory
(Kosslyn, 1980), the most supported in this context, posits that
mental images are “picture-like” representations, as confirmed
by studies involving mental rotation and mental scanning
of haptic spatial layouts (Farah et al., 1988; Vingerhoets
et al., 2002). Although Kosslyn’s initial theory assumed that
imagery processes partially overlap with perceptual mechanisms,
evidence has shown that imagery cannot be equated with
visual perception (Cornoldi and Vecchi, 2003). Visual mental
images are not mere copies of visual input but rather the end
product of a series of constructive processes based on memory
retrieval mechanisms (Pietrini et al., 2004). Therefore, visuo-
spatial mental imagery can originate from different sensory
and perceptual inputs (e.g., visual, haptic, acoustic and verbal)
(Cornoldi and Vecchi, 2003). Supporting this view, neuroimaging
and electrophysiological studies generally indicate that the
maintenance of information in spatial WM is not modality–
specific and does not strictly depend on the encoding sensory
modality (Lehnert and Zimmer, 2006, 2008).

Studies with congenitally blind individuals can provide
fundamental insights into the role of vision in spatial memory
abilities within the imagery debate. Visually impaired individuals
can generate and manipulate mental images through long-
term memory, haptic exploration, or verbal description (Zimler
and Keenan, 1983; Lederman and Klatzky, 1990; Carreiras and
Codina, 1992). Visual features such as dimension, shape, or
texture can be perceived through touch and conveyed in internal
images. Thus, the absence of sight does not impede an efficient
visuospatial system functioning.

Blind individuals show deficits in memory tasks requiring
large sequences of mental manipulation of stored information,
namely active memory tasks (Vecchi et al., 1995, 2004;
Vecchi, 1998). When the experimental demand requires only
maintaining small amounts of information instead (i.e., passive
memory tasks), their abilities usually do not differ significantly
from sighted people (Cornoldi and Vecchi, 2003; Setti et al.,
2018, 2019). Nevertheless, blind individuals might also show
limitations when only passive memory processes are involved,

such as memorizing 2D spatial layouts (Vecchi, 1998). In fact,
vision remains the preferred sensory modality that facilitates
the accomplishment of visuospatial working memory tasks,
especially when great demands on memory are required.

Blind individuals do show limitations when asked to
continuously process the mental image of a previously learned
spatial layout (Juurmaa and Lehtinen-Railo, 1994) or when
performance can be enhanced through active manipulation
of spatial information (Setti et al., 2018). Moreover, blind
individuals encounter difficulties using perspective in mental
representations (Arditi and Dacorogna, 1988) and in elaborating
the third dimension when learning a haptic spatial layout
(Vecchi, 1998). When increasing the number of items to
be actively processed, thus increasing task demand, blind
individuals demonstrate inferior performance compared to
sighted individuals (Vecchi, 1998; Vanlierde and Wanet-
Defalque, 2004; Cattaneo et al., 2008). Vision is the best
sensory modality through which the brain processes several items
simultaneously (De Beni and Cornoldi, 1988), and as such, lack of
vision impacts this ability (Cornoldi and Vecchi, 2003).

There is evidence that vision plays a crucial role in guiding
the maturation of spatial cognition (Hart and Moore, 2017). In
early visual deprivation, the remaining intact sensory modalities
are recruited to process spatial information. In tactile tasks such
as object recognition and immediate hand-pointing localization,
visually impaired individuals perform as well or better than
sighted controls (Morrongiello et al., 1994; Rossetti et al., 1996;
Sunanto and Nakata, 1998). In the auditory processing of
space, blind individuals exhibit enhanced abilities for azimuthal
localization (King and Parsons, 1999; Roder et al., 1999;
Gougoux et al., 2004; Doucet et al., 2005) and relative distance
discrimination (Voss et al., 2004; Kolarik et al., 2013). At
the same time, blind people show significant impairments for
auditory spatial tasks such as vertical localization, absolute
distance discrimination and spatial bisection (Zwiers et al., 2001;
Lewald, 2002; Gori et al., 2014). Thus, early visual deprivation
affects performance in tasks requiring a complex representation
of space and it has been argued that these deficits reflect a
lack of visual calibration over touch and audition in processing
spatial information (Gori et al., 2014). According to the cross-
sensory calibration hypothesis, vision calibrates the other sensory
modalities to process spatial information. In other words, the
brain learns from vision how to evaluate objects’ orientation
and proprioceptive position through alternate sensory modalities
such as audition and touch (Cappagli et al., 2017; Cuturi
et al., 2017). Another explanation for the decreased performance
of visually impaired individuals in complex spatial tasks is
that it originates from a compromised spatial memory. This
hypothesis is supported by studies demonstrating that blind
children have limitations in spatial recall (Millar, 1976) and the
simultaneous processing of multiple representations (Puspitawati
et al., 2014). These results do not suggest that mnemonic skills in
general are impaired in blind individuals. Blind individuals ably
perform temporal tasks that require participants to understand
and remember the temporal order of sound presentations
(Vercillo et al., 2016). They show limitations only in tasks
requiring complex spatial judgments (Bertonati et al., 2020)
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where the spatial presentation of stimuli position is fundamental
to accomplish the task (Gori et al., 2014).

Lack of visual experience may also lead to the differential
use of spatial reference frames to encode the information to be
memorized. The two main frames of reference used to represent
the location of entities in space are egocentric and allocentric
(Ruggiero and Iachini, 2010). The first defines locations of
items in the surrounding environment from the observer’s
perspective and in relation to observer’s position. Conversely,
allocentric reference frames encode spatial information by
considering external landmarks and spatial relationships among
the items regardless of observer’s position. In the context of
spatial memory, previous research has demonstrated that spatial
information is organized according to reference frames defined
by the layout itself and not by egocentric experience (Mou and
McNamara, 2002). Depending on the task to be accomplished,
sighted individuals can rely on allocentric frames of reference
to orient themselves or to represent and memorize spatial
information (Ruggiero et al., 2012; Pasqualotto et al., 2013;
Iachini et al., 2014). In contrast, early visual deprivation results
in significant impairments in tasks that require an allocentric
representation of space (Thinus-Blanc and Gaunet, 1997; Arnold
et al., 2013; Gori et al., 2014).

Most research investigating spatial memory in vision loss
has been carried out in the haptic domain (Vecchi et al., 1995;
Bonino et al., 2008, 2015). Although haptic information plays a
substantial role in processing objects proximal to the observer,
auditory information allows visually impaired individuals to
process surrounding information, including items that are not
directly reachable by the observer. For instance, in spatial
navigation, sensory substitution devices can aid the ability to
build mental maps by integrating auditory and self-motion
information (Jicol et al., 2020). In the study, visually impaired
individuals could take advantage of visual information converted
to acoustic cues more efficiently than sighted participants when
performing both egocentric and allocentric navigation tasks,
thus indicating that multisensory cueing of space may reduce
blindness-related deficits. Conversely, in the context of spatial
memory, Setti et al. (2018) demonstrated that congenitally blind
individuals show limitations when asked to manipulate spatial
information in recalling sequences of spatialized sounds in the
acoustic sensory domain.

To deeply investigate audio-spatial memory and exploration
strategies in blindness, we focus on comparing how blind and
sighted individuals construct and manipulate a dynamic auditory
structure in a spatial memory task. In the context of this
study, the term “dynamic” refers to a spatial structure whose
configuration needs to be continuously updated. This aspect
reflects everyday life experiences where surrounding acoustic
information constantly changes and provides a fundamental
sensory cue for blind people to represent the surrounding
environment. We tested ability to hold spatialized sounds in
memory and update the mental representation of their locations.
With this goal in mind, inspiration was taken from the card game
“Memory,” which works on attention, memory and concentration
(da Cunha et al., 2016). By playing this card game, it is possible
to improve concentration, train short-term memory, strengthen

associations between concepts, and classify objects grouped by
similar traits. In its original form, the game consists of covered
cards lying on a table, and the goal is to find pairs among the
cards. We adapted the “Memory” game to the auditory domain
by employing a vertical array of speakers named ARENA2D (see
Figure 1). We call this novel task “Audio-Memory.” Participants
were required to match sounds that were spatially displaced over
the audio-tactile device. To investigate the impact of memory
load on performance, we designed two experimental conditions
by increasing the number of sounds paired, using four pairs in
the 4-pair condition and 12 pairs in the 12-pair condition (named
4-pair and 12-pair conditions, respectively, for brevity). With
the Audio-Memory task, we addressed the following research
questions:

1. To what extent does early visual deprivation influence
audio-spatial memory skills?

2. What is the exploration strategy used by the two groups
when asked to explore a complex auditory structure to
construct a spatial representation of sound dispositions?

Since vision is crucial for spatial processing (Alais and Burr,
2004; Burr et al., 2009; Hart and Moore, 2017) we hypothesized
that a lack of visual experience would affect audio-spatial memory
skills in blind individuals. Due to the great cognitive load required
to manipulate spatial information and the difficulties in using
the spatial relations among the sounds, we expected sighted
to outperform blind participants. Furthermore, in the context
of spatial exploration, we hypothesized that congenitally blind
participants would explore the layout of speakers differently
compared to the sighted group. Considering how the lack of
visual experience affects spatial processing in blind individuals,
we expected them to show a slower and more sequential
exploration of the spatially distributed items compared to
sighted participants.

RESULTS

We tested blind and sighted adolescents and adults. All groups
performed two experimental tasks, consisting of four and twelve
pairs of sounds to be matched (Figure 2). To deliver sounds, we
used ARENA2D, a 5-by-5 matrix of speakers covered by tactile
sensors, each constituting a haptic block (Ahmad et al., 2019; Setti
et al., 2019; Figure 1).

Participants sat facing ARENA2D at a distance of 30 cm.
Memory performance was evaluated using the Score reached
at the end of the test and the Number of attempts to pair
the two stimuli once positions were discovered. Finally, we
defined the Audio-Anchor index as an expression of spatial
exploration strategy that measured how often participants started
two consecutive attempts by touching the same haptic block
(see “Data Analysis” for further details). Statistical analyses
were conducted using RStudio (Version 1.1.463) and data are
shown as means and standard error (Figures 3, 4, 5). Given
the small sample size, statistical analyses were conducted with
non-parametric tests based on permutations. We first ran a
non-parametric MANCOVA (adonis2() R function) with Score,
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FIGURE 1 | ARENA2D at two levels of detail. (A) Presents the device. ARENA2D is a vertical surface (50 × 50 cm) composed of 25 haptic blocks, each with a
loudspeaker in the center, arranged in the form of a matrix. (B) Shows a single haptic block in detail. The black hole is the speaker from which the sound is emitted.
The blocks are covered by 16 (4 × 4 matrix) tactile sensors (2 × 2 cm2) that register the position of each touch.

FIGURE 2 | Grids used in experimental conditions. The two grids differ in the size of the apertures for each auditory item. The apertures on the grids represented in
the left column are 10 cm × 10 cm, equal to the haptic block size. The apertures on the grids represented in the right panel are 4 cm × 4 cm. Depicted animals
placed inside the squares, refer to the position of the animal calls in each grid (images downloaded from a royalty-free website, https://publicdomainvectors.org/).
The black dot at the center indicates the speaker emitting feedback sounds.

FIGURE 3 | Score. Data are presented as mean and standard error for each group. The white circles on the bars represent the individual data. The Score reached
by the participants was lower in the 4-pair condition and the sighted outperformed the blind group in both experimental conditions. * indicates p < 0.05, ** indicates
p < 0.01, *** indicates p < 0.001.
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Number of attempts and Audio-Anchor as dependent variables,
Group (either blind or sighted) as between-subject, Difficulty
(either easy or hard) as within-subject and Age (the age of the
participants in decimal number of years) as a covariate. Follow-
up analyses were conducted only for the significant interactions
with ANOVAs based on permutations (aovp() R function).
Finally, post hoc analyses were run with unpaired Student’s t-tests
based on permutations (perm.t.test() R function) and Bonferroni
corrections were used to correct for multiple comparisons (see
the Statistical Analyses section for further details).

Results of the non-parametric MANCOVA (number of
permutations = 999) highlighted a significant main effect of the
Group [F(1,40) = 9.124, p = 0.001, η2 = 0.243], a significant
main effect of Difficulty [F(1,40) = 72.62, p = 0.001, η2 = 0.909]
and a significant interaction Group ∗ Difficulty [F(1,40) = 3.35,
p = 0.032, η2 = 0.202] but no significant main effect of Age
[F(1,40) = 0.44, p = 0.626], nor significant interactions Group∗

Age [F(1,40) = 0.915, p = 0.367], Age ∗ Difficulty [F(1,40) = 0.07
p = 0.939] nor Group ∗ Age ∗ Difficulty [F(1,40) = 1.87, p = 0.154].
Thus, given that the only significant interaction was Group ∗

Difficulty we ran a follow-up non-parametric ANOVA, separately
for the Score the Number of attempts and the Audio-Anchor,
with Group as between-subject and Difficulty as within-subject
factors and by putting together adolescents and adults in both
groups. The results of MANCOVA indeed highlighted that the
performance in the task were not affected by participant ages.

The ANOVA of the Score, showed a significant main effect of
the Group (iterations = 5,000, p < 0.001, η2 = 0.24), a significant
main effect of the Difficulty (iterations = 5,000, p < 0.001,
η2 = 0.76) and a significant interaction Group ∗ Difficulty
(iterations = 2,131, p = 0.041, η2 = 0.07). As expected, post hoc
analyses first revealed that both blind and sighted participants
reached a higher score in the first condition because it was easier
in terms of number of stimuli to be paired (unpaired two-tailed
t-test based on permutations: Welch’s t = 5.66, p < 0.001, Cohen’s
d = 1.01, Welch’s t = 2.49, p < 0.001, Cohen’s d = 5.67 for
both the blind and sighted groups, respectively). Interestingly, we
found that, compared to blind participants, sighted participants
reached a higher Score in both the 4-pair (unpaired two-tailed
t-test based on permutations: Welch’s t = 2.50, p = 0.031, Cohen’s
d = 1.02) and 12-pair condition (unpaired two-tailed t-test based
on permutations: Welch’s t = 3.02, p = 0.01, Cohen’s d = 1.23)
compared to the blind group (Figure 3).

The results of the ANOVA on the Number of attempts
also highlighted a significant main effect of the Group
(iterations = 5,000, p < 0.001, η2 = 0.21), a significant main effect
of the Difficulty (iterations = 5,000, p < 0.001, η2 = 0.53) and
a significant interaction Group ∗ Difficulty (iterations = 2,329,
p = 0.04, η2 = 0.07). As expected, also in this case, post hoc analyses
first revealed that both blind and sighted participants needed
more attempts to end the task in the second condition due to
the greater number of sounds to be paired (unpaired two-tailed
t-test based on permutations: Welch’s t = 5.35, p < 0.001, Cohen’s
d = 2.18, Welch’s t = 4.79, p < 0.001, Cohen’s d = 1.96 for both the
blind and sighted groups, respectively).

Post hoc analyses revealed no significant difference between
the two groups in the Number of Attempts required to end

the task in the first condition (unpaired two-tailed t-test based
on permutations: Welch’s t = 1.98, p = 0.21). Nevertheless, the
blind group needed more attempts to end the task in the second
condition compared to the sighted group (unpaired two-tailed
t-test based on permutations: Welch’s t = 2.815, p = 0.035, Cohen’s
d = 1.15). Results for Number of Attempts confirmed that blind
participants did not hold item locations in memory as efficiently
as sighted participants, especially when the cognitive load of the
task increased in the second condition (Figure 4).

Finally, we used the Audio-Anchor index to compare the
strategies of the two groups when exploring the device and
completing the task. The results of the ANOVA highlighted a
main effect of the Group (iterations = 5,000, p < 0.001, η2 = 0.16)
and of the Difficulty (iterations = 4,735, p < 0.001, η2 = 0.09),
but no significant interaction between the two (iterations = 238,
p = 0.3). Post hoc analysis revealed no significant difference
between the first and second conditions in the tendency to
use the Audio-Anchor as an exploration strategy, regardless
of the experimental group (unpaired two-tailed t-test based
on permutations: Welch’s t = 1.88, p = 0.063). However, the
analyses indicated that blind participants were more prone to
using this exploratory strategy in both the first and second
conditions compared to the sighted group (unpaired two-tailed
t-test based on permutations: Welch’s t = 2.76, p < 0.01, Cohen’s
d = 0.56) (Figure 5).

DISCUSSION

This research investigated how blind people memorize, learn, and
process acoustic spatial information and complex auditory spatial
structures. To this aim, we adapted the card game “Memory” to
be administered with blind and sighted participants in the form of
an experimental paradigm with spatialized acoustic items instead
of cards. Participants were asked to pair animal calls that were
spatially displaced in two experimental conditions of increasing
difficulty (the first one with eight and the second one with 24
items). In comparison to sighted individuals, we hypothesized
that blind participants would encounter more difficulties when
asked to process complex audio-spatial representations. In
support of our hypotheses, we observed that the sighted group
outperformed the blind group in both conditions by reaching a
higher Score (Figure 3).

Furthermore, in the more difficult condition with twelve
pairs to be matched, blind subjects needed more attempts to
proceed with the task and returned more times on the same
haptic blocks than the sighted group (Figure 4). This suggests
that lack of vision may lead to difficulties in integrating the
spatial positions of sounds into a coherent and functional spatial
representation. Moreover, these results indicate that the absence
of visual experience affects the employment of functional spatial
exploration strategies in the discovery and memorization of non-
visual auditory spatial structures regardless of the experimental
condition (Figure 5).

Observed differences between blind and sighted participants
can be related to difficulties in combining the spatial position
of sound sources in a coherent and functional mental
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FIGURE 4 | Number of Attempts. Data are presented as mean and standard error for each group. The white circles on the bars represent the individual data. Even
though both groups needed more attempts to end the task in the 4-pair compared to the 12-pair conditions, the sighted group needed fewer attempts to pair the
items once their locations have been discovered on ARENA2D but only in the second condition. No significant difference between the groups was found in the first
condition instead. * indicates p < 0.05, *** indicates p < 0.001.

representation. The Audio-Memory indeed, requires the active
manipulation of spatial information, a mental operation generally
affected by congenital blindness. In the haptic modality, blind
individuals can construct a mental representation of a tactile
layout and remember the locations of the targets on their surface
(Vecchi et al., 2005; Cattaneo et al., 2008). The same ability has
been observed with acoustic items (Setti et al., 2018). Following
the exploration of a complex and meaningful spatial auditory
scene, when asked to recall the position of the items composing
the layout one by one, blind and sighted participants performed
equally well (Setti et al., 2018). Thus, after the exploration of
a spatial arrangement, blind people should overall be able to
recall the positions of all items composing a certain configuration
(Vecchi, 1998; Cornoldi et al., 2000). Mental representations can
indeed be built even in the absence of external visual inputs.
In general, when the task demand is the simple memorization
of items and the cognitive load imposed by the task is not
high, blind and sighted individuals perform similarly (Cattaneo
et al., 2008; Cattaneo and Vecchi, 2011). Nevertheless, good
performance of blind individuals in spatial memory tests, even
passive, strongly depends on the demands on memory and on
the amount of spatial elaboration that is needed to perform the
task. Visual perception is indeed the “preferred modality” in
visuo-spatial working memory and previous studies highlighted
that also with simple 2D patterns, blind participants performed
poorly (Vecchi, 1998). In Setti et al. (2018), we found that
blind participants could remember the spatial positions of the
stimuli embedded in ARENA2D, the same device used in the
current study. The better performance of the sighted group was
only ascribed to a better use of the spatial relations among the
sounds and not to the simple memorization of their locations.
The same pattern of results was confirmed in another work that
relied on an acoustic virtual reality system (Setti et al., 2021a),
where the blind group could easily remember sounds’ locations
after a spatial exploration of the virtual environment. In the

current study, the task required participants to generate a mental
spatial image of the audio spatial structure of the items to be
remembered. Thus, it is a more complex task than the simple
memorization of items’ locations. Specifically, participants were
required to memorize and manipulate the mental representation
of a complex and dynamic acoustic layout. The dynamic aspect
requires a continuous updating process occur while performing
the task by maintaining locations in memory. When a new item
is discovered, participants must remember its location and, at
the same time, update the spatial representation of the scene
by adding the uncovered sound’s position. Conversely, when
two items were paired, their sites were covered by cardboard
squares, thus removing them from the represented scene. These
processes progressively increased the cognitive load imposed by
the experimental paradigm as the subject proceeded toward the
end of the task. In this sense, the differences observed between
blind and sighted participants may reflect the greater need for
blind individuals to use executive functions affected by increasing
cognitive load. Along these lines, De Beni and Cornoldi (1988)
observed that congenitally blind individuals experience more
difficulties in spatial WM tasks that have high memory demands
than sighted individuals.

Previous research has also shown that blind people have
difficulty dealing with multiple haptic stimuli presented
simultaneously (Vecchi et al., 1995). Our results lead to similar
conclusions in the context of spatial memory of acoustic
items. In the study presented here, we observed that blind
participants tended to use an audio-anchor strategy to explore
the audio-spatial structure more than sighted participants
(Figure 5). In other words, blind participants were more likely
to build their spatial representation of the auditory structure
piece-by-piece by referring all spatial locations to a previously
explored position on ARENA2D. Thus, in comparison to sighted,
blind individuals seem to be less able to organize and maintain
spatialized auditory information thus suggesting that the absence
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of visual experience confines WM abilities to a more sequential
and slower processing of spatial information (Pascual-Leone
and Hamilton, 2001; Cattaneo et al., 2008; Ruggiero and
Iachini, 2010). As a result of their visual experience, sighted
people can better code spatial information in the form of
global, externally based representations (Cornoldi et al., 1993;
Cattaneo et al., 2008). In line with the calibration theory on the
development of multisensory processing of spatial information
(Gori et al., 2012), visual experience appears to be fundamental
for developing a functional representation of spatial information
in structured patterns (i.e., chunks). Previous research on
the simultaneous manipulation of multiple stimuli suggests
that visual experience is needed to acquire such ability even
if stimuli are not visually conveyed (De Beni and Cornoldi,
1988). In this context, we interpret our results as evidence of
the influence of visual experience in multisensory processing of
simultaneous stimulation. The ability to process different sounds
simultaneously and represent spatial information in the form
of structured patterns may have helped sighted participants in
updating the spatial representation of stimuli’s locations during
the execution of the Audio-Memory task. Such ability seems to be
compromised in blind participants, as expressed by their greater
tendency to start consecutive trials by exploring previously
discovered items. Similar to previous observations in the context
of haptic spatial memory (Ruggiero and Iachini, 2010), blind
individuals show limited functional strategies to process spatial
information, thus suggesting that their performance required a
greater involvement of executive resources compared to sighted.

Since participants generated the auditory feedback through
their arm movements, spatial information emerged from
sensorimotor contingencies’ coupling. In other words, to touch
the sensors and emit the sound corresponding to each haptic
block, the participant had first to reach the location with their
arm. The movement of the arm could have been used as a cue
to identify and consequently remember sound positions because
the stimulus was generated after the touch. Past research showed
that audition provides informative feedback on limb movement,
enhancing localization skills after training (Bevilacqua et al.,
2016; Cuppone et al., 2019). In the Audio-Memory task presented
here, participants coupled their arm movement with spatial
acoustic feedback.

Finally, independent of the presence of visual disability, we did
not observe significant differences in the performance between
adults and adolescents. Given that 12-year-old pre-adolescents
have already reached an adult-like performance in a variety of
sensory and cognitive tasks (Vuontela et al., 2003; Peterson et al.,
2006; Luna, 2009; Scheller et al., 2021) we did not expect age-
related differences in performance on the Audio-Memory task.
Our results confirm similar age-related achievements for sighted
and blind individuals but we cannot exclude that such differences
might be present in a younger population tested with the Audio-
Memory task. Finally, given that the task is designed in the
form of a game, our experimental paradigm would be suitable
to pursue studies in this direction to elucidate the influence of
blindness in the development of audio-spatial memory skills.
As shown here, the adaptation of a game in an experimental
protocol allows the use of such a procedure with visually

FIGURE 5 | Audio-Anchor. Data are presented as the mean and standard
error. The white circles on the bars represent the individual data. The blind
group relied more on the use of the Audio-Anchor regardless of the
experimental condition. ** indicates p < 0.01.

impaired individuals across a wide age range, including those
in late childhood and potentially also with younger children.
Beyond scientific settings, the Audio-Memory may be adapted for
educational purposes as a tool to speed learning and development
of new concepts and associations, facilitating the inclusion of
visually impaired individuals in educational contexts.

CONCLUSION

This study evaluated spatial and memory skills of blind and
sighted individuals and their strategies for exploring complex
auditory structures. Early visual deprivation affects the processing
and exploration of spatial items embedded in a complex acoustic
structure. With higher cognitive demands (such as those required
in the 12-pair condition), blind subjects needed more attempts
to update the spatial information learned during the task than
sighted participants. Furthermore, blind participants relied more
on the audio-anchor strategy to explore ARENA2D and build a
functional, unified and constantly updated spatial representation.
In line with previous findings, limitations previously observed
in the haptic domain (Vecchi et al., 2005), held for the auditory
modality, thus confirming the pivotal role of visual experience
in the active manipulation of memorized spatial information.
The current paradigm, designed in the form of a game, can be
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TABLE 1 | Blind participants’ clinical details.

Participant Gender Age Pathology Residual vision

S1 M 14 Uveitis Lights and shadows

S2 F 13 Retinopathy Light and shadows

S3 F 12 Retinopathy of prematurity No vision

S4 F 15 Leber’s amaurosis No vision

S5 F 15 Cataract No vision

S6 M 52 Retinopathy of prematurity No vision

S7 F 30 Retinopathy of prematurity No vision

S8 F 12 Glaucoma Lights and shadows

S9 F 42 Leber’s amaurosis No vision

S10 M 25 Retinitis pigmentosa No vision

S11 F 52 Retinitis pigmentosa No vision

S12 F 24 Retinitis pigmentosa No vision

used as a starting point to define novel procedures for cognitive
evaluation and rehabilitation. In addition, the Audio-Memory
task might be suitable for developing multisensory training to
enhance spatial representation through the coupling of auditory
and proprioceptive cues. These procedures might be used in
those clinical conditions where using the auditory modality can
be more effective than vision, such as in the context of visual
impairment or cognitive and neuropsychological impairments.

MATERIALS AND METHODS

Participants
Twelve congenitally blind (nine females; age range: 12–52 years,
mean age ± SD: 25.5 ± 15.29 years, ethnicity: Caucasian) and
twelve sighted (nine females; age range: 12–54 years, mean
age ± SD: 25.83 ± 15.86 years, ethnicity: Caucasian) individuals
took part in the experiment. In the recruitment process, we used
a broad age range because of general difficulties in recruiting
congenitally blind individuals. Clinical details relative to their
visual impairment are given in Table 1. Blind adults were
recruited from our institute database and blind adolescents
from the “Istituto David Chiossone” based in Genoa, Italy. The
local health service ethics committee approved the experiments
(Comitato Etico, ASL 3, Genoa, Italy). Parental or adult informed
written consent for the study was obtained in all cases. All
experiments were performed under The Declaration of Helsinki.
None of the sighted or blind participants had any additional
sensory or cognitive disabilities.

Setup and Stimuli
The test was performed using a vertical array of speakers,
arranged in the form of a matrix (50 × 50 × 10 cm) called
ARENA2D (see Figure 1 for details) that allowed for the serial
emission of spatialized sounds.

This device is comprised of 25 haptic blocks (10 × 10 cm2),
each covered by a 4 × 4 matrix of tactile sensors (2 × 2 cm2

each) (see Figure 1 for details). When a tactile sensor of
a haptic block is touched, touch position is registered. For
each haptic block, the sound is emitted from the speaker

TABLE 2 | Stimuli employed in both experimental conditions.

Sound Condition

Bee 1

Lion 1

Frog 1

Rooster 1

Wolf 2

Dog 2

Crow 2

Cat 2

Elephant 2

Birds 2

Hen 2

Sheep 2

Donkey 2

Goose 2

Owl 2

Horse 2

belonging to the haptic block itself (see the black holes in
Figure 1B), thus sounds are spatially distributed over the surface
of ARENA2D. All blocks are connected in cascade through
USB cables [see technical details in Setti et al. (2019)]. Two
cardboard grids were used to allow for haptic exploration
of the device while performing the task. The grids were
developed in collaboration with rehabilitators from the David
Chiossone Institute (Genoa, Italy). Following rehabilitators’
indications, apertures were as big as the haptic blocks in
the 4-pair condition (10 × 10 cm2), while we used smaller
apertures for the 12-pair condition (4 × 4 cm2) to facilitate
haptic exploration and coding of each position’s device. To
avoid performance being influenced by localization abilities, we
chose the size of apertures to overcome auditory localization
error previously observed in blind individuals, i.e., 3 cm
(Cappagli et al., 2017).

The sounds chosen were distinctive animal calls to ensure ease
of discrimination (Table 2). All sounds were downloaded from
an online database of common licensed sounds1, equalized and
reproduced from the speakers at the same volume. All sound clips
lasted 3 s to support easy recognition by participants. Feedback
sounds about the performance were emitted from the central
speaker of ARENA2D (Figure 1): a “Tada!” sound when two
items were matched and a recorded voice saying “NO” otherwise.
At the end of the task, a jingle was played from the central speaker
to make the test engaging. The sound pressure level (SPL) was
maintained at 70 dB and the Root Mean Square (RMS) level was
calibrated to be the same across the various signals.

Experimental Procedure
The experimental protocol was an adapted audio version of the
classic card game “Memory,” designed to be performed by blind
individuals. Cards were replaced with sounds (animal calls) and

1https://freesound.org/
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FIGURE 6 | Score, example of calculation. Score is an index that decreases when participants press a panel they have previously chosen. When two blocks are
touched for the first time a Score of 0 is allocated. If they have already touched one or both blocks, the Score decreases by one or two, respectively. When a pair is
found the Score increases by ten. In the example, if the starting value were equal to zero, the final Score would be: 0 – 1 – 2 + 10 = 7. Depicted animals were
downloaded from a royalty-free images web archive (https://publicdomainvectors.org/).

FIGURE 7 | Audio-Anchor, example of calculation. The index equals zero at the beginning of the test. The index increases with more attempts starting with the same
haptic block. In the presented example, the final value would be: 0 + 1 + 1 = 2. Depicted animals were downloaded from a royalty-free images web archive
(https://publicdomainvectors.org/).

two experimental conditions (Figure 2) considered. In the 4-
pair condition, participants searched for four pairs of identical
animal calls; in the 12-pair condition, there were 12 pairs to
be matched. We used different sets of animal calls for each
condition. To differentiate between experimental conditions, we
took advantage of two cardboard grids that differed in the
number of apertures and shape (Figure 2). Overall, the 12-pair
condition required increased memory load.

During the experiment, subjects sat on a chair at a distance
of 30 cm from the device, whose position was adjusted to
align the subject’s nose with the grid’s central aperture. None
of the participants had previously interacted with ARENA2D,
and the group of sighted participants entered the room already
blindfolded. The experimenter guided the subject’s hands to
explore the grid with eight apertures and counted them with
the participants by guiding their hands over the grid and
its apertures. After this phase, participants freely touched
ARENA2D with both hands to familiarize themselves with
the device. During the actual test, subjects were instructed
to use the index finger on their dominant hand to select
items and explore the device. Before starting the experiment,
participants practiced with a trial session. Using the 4-pair
condition grid, the experimenter guided the participant’s hand,
first over two unpaired free slots (that emitted different sounds),
and then over two paired items, to familiarize them with
the task and the feedback sounds. After this practice session,

participants listened to and identified each animal call. The
experimenter confirmed that all participants recognized all
animal calls. After the recognition phase, the test started
with the 4-pair condition (Figure 2, left panel). Once this
session had finished, the grid for the second experimental
condition was placed over the device (Figure 2, right panel).
Subjects explored this grid by counting the free apertures
with the experimenter’s help and then exploring the device
with no guidance. When the subjects were confident with
the grid, the 12-pair condition started. All the subjects were
instructed not to move the head through the experiment. In
the case of head movements, the experimenter stopped the
test to adjust participant’s head. The test did not have a fixed
duration since it was self-paced. However, each session lasted
25 min on average.

Data Analysis
In both conditions, to quantify subjects’ performance, three
parameters were calculated to measure memory and exploration
strategy. Details of parameters follows.

Score
The number of touches on the same haptic block (Figure 6).
The more participants touched the same haptic block, the
lower their Score. This parameter quantified the overall memory
performance in the test. Score was calculated as follows. For
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each attempt, if both haptic blocks touched were selected for the
first time, the total Score was neither increased nor decreased.
In fact, in this case, memory processes did not influence item
choice as they were not previously discovered. If, in an attempt,
only one of the two haptic blocks had already been touched, the
total Score decreased by one. If both haptic blocks had already
been touched in an attempt, the total Score was decreased by
two. In this and the previous case, the Score was decreased to
account for inferior performance in recalling the position of the
previously uncovered item. When a pair was found, regardless
of the number of touches per each haptic block, the total Score
was increased by 10. Figure 6 shows a detailed example of how
Score is calculated.

Number of Attempts
This quantifies how many attempts the subject required
to pair two identical items once their positions had been
discovered on the ARENA2D. The higher the value, the more
attempts were needed to pair the sounds, and therefore,
the worse the performance. This parameter quantifies the
ability to maintain the spatial locations of uncovered items
in memory. The Number of Attempts to pair sounds once
their locations were discovered on the device was calculated
for each possible pairing. For each participant, we summed
up the number of trials to pair each couple of sounds
(four and twelve pairs for the 4-pair and 12-pair condition,
respectively). Then, we averaged these numbers and we
obtained a mean number of trials to pair two sounds for
each participant. Finally, these means were mediated across
all the subjects.

Audio-Anchor
This index accounts for how many consecutive attempts the
participant makes by starting with the same haptic block
and measures exploration strategy. In other words, this index
evaluates how many times the participants started consecutive
attempts from the first haptic block of the last pair that they
tapped. As this strategy is increasingly adopted, the index
increases. For instance, suppose that the participant encounters,
in an attempt, the cat meow first and the dog bark after. The
Audio-anchor index would increase by one if they began the
subsequent attempt again from the same cat’s meow position.
The index increases until the child starts an attempt by touching
a different stimulus position. As in a previous study (Setti
et al., 2021b) the audio-anchor provides a measurement of
how well the person construct their spatial representation of
sound disposition. Thus, the greater the final index, the less the
mutual relationship among the stimuli are used (see Figure 7
for details).

Statistical Analyses
All analyses were carried out in RStudio, Version 1.1.463 (R
Core Team (2020), 2020) with non-parametric tests given the
small sample size. We first ran a two-way repeated measures
MANCOVA based on permutations (adonis2() R function) using
the R package “vegan” (Dixon, 2003) with Score, Number
of attempts and Audio-Anchor as dependent variables, Group

(either blind or sighted) as between-subject, Difficulty (either
easy or hard) as within-subject and Age (i.e., the age of the
participants in decimal number of years) as covariate to check
for the influence of age on overall performances. Since we did
not find any effect nor interaction given by the age, follow-
up ANOVAs, conducted only for the significant interactions,
were run with permutation tests [aovp() function using the R
package “lmPerm” (Wheeler and Torchiano, 2016)]. The lmPerm
package use permutation tests to obtain p-values for linear
models when data do not follow a normal distribution (Wheeler,
2010). In reporting the results of non-normally distributed
data, permutation test p-values are reported. Finally, post hoc
analyses were run with two-tailed unpaired Student’s t-tests based
on permutations (perm.t.test() R function). Effect sizes were
calculated in terms of partial eta-squared (η2) for ANCOVAs
(η2: small, > = 0.01; medium, > = 0.06; large, > = 0.14) and
as Cohen’s d value for the t-tests (small, > = 0.2; medium,
> = 0.5; large, > = 0.8). Bonferroni correction was used to test
the significance of multiple comparison post hoc tests (p < 0.05
was considered significant).
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According to some recent empirical studies revealing that creativity is linked to
sensorimotor components, the current research was aimed at evaluating whether
sensory afferences could modulate originality in drawing of children and adolescents.
Sixty-nine children from 1st, 3rd, 6th, and 8th grades were required to produce a man
who exists and a man who doesn’t exist with fingers or stylus on a tablet and with a pen
on paper. Drawings were assessed with an originality scale comparing original drawings
to unoriginal ones. Since, in comparison to drawings made on paper with a pen,
drawing with fingers enhances proprioceptive information, this condition was expected,
according to cognitive load theory, to favor originality in drawing by reducing cognitive
resources devoted to motor control of the graphic gesture (lowering intrinsic load). On
the contrary, since the use of a stylus involves a proprioceptive loss of information, which
enhances intrinsic load by increasing cognitive resources devoted to motor control, it
was expected that drawing with a stylus on the tablet would lead to the least original
drawings. Results only partially confirmed these hypotheses. While the use of fingers on
the tablet led to the highest original scores, using a stylus on the tablet did not impair
originality in drawing of children and adolescents. On the opposite, the use of a stylus led
3rd–8th graders to perform better than with pen on paper. This modulation of the tool on
originality does not confirm the hypotheses formulated in accordance with the cognitive
load framework. However, it could be explained according to an embodied perspective
of creativity considering the creative process as relying on a sensorimotor prediction
process in which sensory afferences are central to generating and evaluate creative
ideas. This research opens new avenues on creativity and proposes to consider the
development of predictive motor control as a significant part of creativity development.

Keywords: creativity, tablet, children, adolescent, sensory afference, cognitive load

INTRODUCTION

How can new technologies enhance our knowledge of the creative process? Multiple attempts have
been made to understand and describe human creativity through the years, from the mystic idea of
creativity breathed by gods with Plato to the philosophical conception of the creative genuine (Duff,
1767; Galton, 1879, 1883; James, 1880). But it is only in the 1950s that creativity was investigated as
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a field in psychological studies (Guilford, 1956, 1967), leading
around 40 years later to a consensual definition of creativity,
conceived as “the capacity to realize something new and adapted
to the context” (MacKinnon, 1962; Barron, 1988; Sternberg,
1988; Ochse, 1990; Sternberg and Lubart, 1991, 1995, 1996;
Lubart et al., 2003). According to this definition, the creative
product must be adapted to the context’s criterion and be
new enough to stand out from common products. Creativity
lies upon three indicators (Mouchiroud and Lubart, 2001)
which are the most used for evaluating creativity: fluency
(number of appropriate responses), flexibility (variability of
themes in responses), and originality (novelty of responses).
The latter has long been considered the main component
of creativity, corresponding to the evaluation and selection
of own’s idea, based on prior knowledge (Mouchiroud and
Lubart, 2001; Lubart and Georgsdottir, 2004). Lubart et al.
(2003) consider creativity as resulting from an interactive
combination of cognitive (including convergent and divergent
thinking, intelligence, knowledge), conative (personality traits
and motivation), emotional and environmental (family, school)
factors including new technologies, leading to different levels of
creativity. This multivariate approach to creativity is to date one
of the most documented and developed in experimental research.

In addition to these factors, it has recently been proposed to
focus on a forgotten part of creativity: sensorimotor components.
As a matter of fact, some recent studies focused on the links
shared by these two processes (e.g., Nikolaeva et al., 2018;
Gaggioli et al., 2019; Fleury et al., 2020). Recently, neuroscience
studies highlighted the involvement of motor regions, such as
the premotor cortex, the supplementary and pre-supplementary
motor areas, and the posterior inferior frontal gyrus, in
musical creativity (Bashwiner, 2018; Bashwiner and Bacon, 2019).
The present exploratory study aims to extend this embodied
perspective of creativity by focusing on sensorimotor afferences
during creative drawings.

To what extent sensory afferences can modulate creative
drawing executed on a digital screen? Although this question has
not been investigated to our knowledge in the case of creativity,
the multimedia learning theory (Mayer, 2005) usually applied
to the context of digital learning could help in bringing some
answers. Multimedia learning refers to any situation in which
information processing occurs through two different channels,
for instance, audio and visual, which is common in the digital
context. Multimedia learning can be explained according to
cognitive load theory (Mayer and Moreno, 2003; Sweller et al.,
2011). Cognitive load theory proposes that there is a delimited
amount of cognitive resources available for a specific task. In
a learning task, cognitive resources can be allocated to the
essential processing for the comprehension of the task; to the
intrinsic processing devoted to the realization of the task, such
as controlling gestures in a physical interaction learning task;
or to the extrinsic processing to manage information primed
by the design of the task but which are not essential in its
comprehension, such as adding background music in a narrative
learning (Mayer and Moreno, 2003; Sweller et al., 2011). Applied
to a sensorimotor task in the multimedia learning context,
increasing the processing demands inherent to the sensory

modalities used in the task may exceed the processing capacity
of the cognitive system, leading to a cognitive overload (Brown
et al., 2009). As stated in Bara and Tricot (2017), this overload
could be due to an increased intrinsic load, according to which
the kind of movement performed during a task would make
the task harder to accomplish. For example, while comparing
tactile exploration of concave versus raised letters, Bara and
Gentaz (2011) found that the strategy used by children in concave
letter exploration led to higher cognitive costs than the one used
in raised letter condition, resulting in less memorized concave
letters than raised ones.

The rationale of the present study is the following: in order
to investigate if, as suggested by recent findings, sensorimotor
components are involved in creativity, then varying sensory
afferences during a drawing creative task that reduce or
increase the intrinsic cognitive load devoted to the motor
control of the task would have consequences on originality
performances. Tablets are electronic devices presenting a visual
screen controlled by gestures and tactile actions executed with
fingers or stylus (Dubé and McEwen, 2015). This tactile feature
allows interacting very easily with the device, even at a young
age, using a stylus or directly with finger (Cooper, 2005; Geist,
2012; McManis and Gunnewig, 2012; Dubé and McEwen, 2015;
Piotrowski and Meester, 2018; Sakr, 2018). However, acting with
fingers or with stylus on a tablet modifies afferent and efferent
kinesthetic and proprioceptive information. Acting with fingers
could reduce the cognitive load devoted to the motor control
during the writing digital task whereas acting with a stylus
would increase it. Alamargot and Morin (2015) demonstrated
that compared to the roughness of a paper sheet, the smoothness
of a tablet lessens the friction between the pen and the
surface of the tablet which reduces proprioceptive feedback
when used with a stylus. This reduction of proprioceptive
feedback implies a compensating strategy to control the executing
writing movement (Alamargot and Morin, 2015; Gerth et al.,
2016; Guilbert et al., 2019), thus increasing the cognitive cost
allocated to the motor control to complete the task – the
intrinsic load. According to cognitive load theory, using a stylus
during a learning task should increase the intrinsic load by
requiring supplementary cognitive resources allocated to the
movement control, resulting in poorer creative performances.
On the contrary, acting with finger enhances the friction with
the screen and therefore increases proprioceptive feedback,
which should lead to a reduced intrinsic load in a learning
task by facilitating motor control strategy. These variations in
proprioceptive feedback consecutive to the tool used for acting
on the tablet may affect differently children and adolescents as a
consequence of their ability to process proprioceptive afferences.
As a matter of fact, proprioception develops during childhood
and adolescence as a consequence of precision improvement such
that proprioception becomes more reliable over time (Holst-Wolf
et al., 2016). More precisely, children younger than 8 years have
some difficulty in processing proprioceptive information, leading
them to rely more heavily on visual rather than proprioceptive
information during an action to control that the performed
movement is consistent with the desired one (Bard and Hay,
1983; Contreras-Vidal, 2006). Studies have demonstrated that
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variation of afferent feedback modifies writing learning abilities
in preschoolers (Patchan and Puranik, 2016) as well as motor
control of action (Alamargot and Morin, 2015).

Patchan and Puranik (2016) showed that using fingers on the
tablet was the most efficient set thanks to an enhanced direct
proprioceptive feedback on the tablet for handwriting learning.
They trained 3–6 years old preschoolers to write on the tablet with
fingers or with stylus, or on paper with a pen. After practicing
3 times every week for a total of 8 weeks, children wrote letters
more correctly with fingers on the tablet than with stylus on the
tablet or pen on paper. From these results, it could be suggested
that direct contact of fingers on tablet fostered sensorimotor
processing in children through the richness of proprioceptive
information and favored motor learning. Results from Patchan
and Puranik (2016) also showed that acting on the tablet with
a stylus did not bring the same benefits as when using fingers:
the sliding effect of the stylus lowered proprioceptive feedback
which led to a less efficient strategy of motor control. In the same
vein, Alamargot and Morin (2015) revealed that using a stylus on
the smooth screen of a tablet during a writing task, compared to
using a pen on paper, diminished the legibility of letters at second
(6–7 years) and nine grades (14–15 years). Gerth et al. (2016)
observed that in addition to preschoolers and second graders,
adults were also affected by the sliding effect of the tablet’s surface
when using a stylus.

Contrary to young children, older ones are able to compensate
for the loss of haptic information needed for movement
control when writing with a stylus on a tablet (Alamargot
and Morin, 2015; Guilbert et al., 2019), by producing bigger
letters (amplification of movement) and writing faster (velocity
increase). This compensating strategy differs according to the age
of the participants (Alamargot and Morin, 2015; Gerth et al.,
2016). While 7/8 years old children increase pauses, leading to
a longer duration of movements, 10/11 years old children favor
increasing pen pressure and speed to maximize proprioceptive
sensory input (Alamargot and Morin, 2015). Compensating
strategies are tied to the developmental trend in proprioceptive
processing which also induces changes in the ability of children
and adolescents to use internal models to control actions.

Internal models of actions allow the brain to mimic the
transformation between the motor command and sensory signals
(Kawato, 1999). In order to control ongoing actions through
accurate and fluent movements, we make use of feedforward
processes (Miall and Wolpert, 1996) allowing a prediction of
the movements to be executed as well as a prediction of
their related sensory consequences. In this case, two types of
internal models are used. First, inverse models are used as a
controller to select an adapted motor program. Second, direct
models are used as a predictor of sensory consequences of the
ongoing movement, informed by a copy of the motor program
issued from inverse models – the efference copy (Wolpert
and Kawato, 1998). Thus, feedforward internal models are
predictive representations transforming action commands into
their sensory consequences. This prediction process supported
by internal models of action can also be used to control off-
line actions, in a simulation process, like imagined action such
as motor imagery (Jeannerod, 1994) or creativity. In the case

of motor imagery in which covert actions are decoupled from
any actual sensorimotor interaction (Jeannerod, 1994), internal
models allow simulating future or potential motor actions
without realizing it (Guilbert et al., 2018).

A significant increase in the use of predictive motor control
is commonly observed around 8 years (Hay, 1978, 1979; Bard
and Hay, 1983; Molina et al., 2008) followed by a second
one around 11–12 years (Caeyenberghs et al., 2009; Smits-
Engelsman and Wilson, 2013). This means that the loss of
proprioceptive feedback could be compensated by maximizing
proprioceptive afferences through the use of predictive motor
control from the age of 8. Consequently, Guilbert et al. (2019)
observed that reducing sensory feedback affected handwriting
performances more in young than older children. Older children
exaggerated letter size and pen pressure to maximize the
amount of proprioceptive information and made shorter pauses
suggesting an increased use of feedforward motor control. After
8 years, the sliding effect of the stylus on a tablet could thus
be compensated by the use of feedforward motor control of
action (Kandel and Perret, 2015; Guilbert et al., 2019). These
results suggest that children older than 8 May exaggerate their
movement to maximize the use of proprioceptive information
of the ongoing action to compensate for the loss in haptic
feedback. Using a stylus reduces haptic feedback, requiring
feedforward sensory prediction to compensate for the unavailable
information. However, it is only after 8 years that children would
be able to compensate for the loss of tactile afferences as a
consequence of an improvement in predictive processes.

These results obtained for the writing task offer some
interesting issues concerning creative drawings. Creativity, as
a cognitive process, could be modulated by the cognitive load
processes involved in learning tasks. The ability to produce
original drawings could depend on the cognitive load induced
by the modification of sensory afferences primed by the task.
The different proprioceptive feedback induced by the use
of tablets offers a particularly well-adapted situation to vary
this cognitive load.

To our knowledge, only one study dealt with the question
of a possible link between direct fingertip feedback on tablets
and originality (Bitu et al., 2019). They invited children aged 6–
7 and 8–9 to draw, based on Karmiloff-Smith (1990), “a man
that exists” (unoriginal drawing) and “a man that doesn’t exist”
(original drawing) with fingers on the tablet and with a pen
on paper. Originality in drawings was assessed by means of a
graphical scale developed by the authors, inspired by the study of
Karmiloff-Smith (1990), which allowed to compute an originality
score by comparing original drawings to unoriginal drawings
of each child. Results showed that both 6–7- and 8–9-years old
children were more original with fingers on the tablet than with
pens on paper. From this study, Bitu et al. (2019) concluded a
facilitator effect of finger use on a tablet for original drawing in
comparison to a pen on paper. Yet, by comparing fingers on a
touchscreen versus pen on paper, no conclusions could be stated
about the nature of the observed benefits, which could be due to
the tool (finger versus pen) as well as to the surface (touchscreen
versus paper) on which drawings were produced. The use of
a stylus on touchscreen was thus essential to disentangle the
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link between sensorimotor components and creativity. Indeed,
as stated previously, while using fingers on the tablet is known
to enhance tactile feedback on fingertips (Patchan and Puranik,
2016), using a stylus on a tablet leads to poorer proprioceptive
feedback (Alamargot and Morin, 2015). The present study was
aimed at extending this previous work by evaluating whether
varying sensory afferences will impact the originality of children
and adolescents drawing with finger and stylus on a tablet,
and with pen on paper. To assess originality, we adapted our
experiment from Karmiloff-Smith (1990) and Bitu et al. (2019)
in which children operated several types of change between the
drawing of a man who exists and a man who doesn’t exist. We
compared originality performance of four different age groups
related to the development of the capacity to generate and use
internal models for the control of on-line and off-line action,
at 6–7 (1st graders), 8–9 (3rd graders), 11–12 (6th graders),
and 13–14 years old (8th graders). These ages correspond to
periods before (1st grade), during (3rd and 6th grade), and after
(8th grade) the transition commonly reported in the literature
concerning the use of internal models of action.

This study addresses the effect of modifying proprioceptive
feedback to modulate originality in drawings. In the light of
empirical studies, two hypotheses can be drawn. If creativity
is related to sensory afferences, then it was expected that
drawing with fingers on the tablet would increase originality
at all ages, compared to drawings made with pen on paper.
Increasing proprioceptive feedback on fingertips may enhance
motor control strategy and, as a consequence, would reduce the
cognitive load allocated to motor control in favor of the drawing
task. Second, it was expected that, compared to drawings made
with pen on paper, using a stylus would decrease originality in
drawings at all ages as a consequence of an increased cognitive
load this situation induces to compensate for the reduced
sensory feedback available to the motor control execution of
the drawing task.

MATERIALS AND METHODS

Participants
An initial sample of 70 participants was recruited in two schools
located in Normandy, France. Participants were enrolled on
a voluntary basis, following a convention that defined data
collection, with the consent of Normandy education academy and
schools, along with written authorization from their parents or
legal tutor. Inclusion criteria were not met for 1 adolescent. None
expressed their wish to abort the experiment before the end of the
procedure, leading to a total of 69 children and adolescents aged
from 6 to 14 years old (mean age = 10 years, 0 month) retained for
this study. Children and adolescents in school were recruited in
1st grade (n = 15; mean age = 6 years, 11 months; min = 6 years,
6 months; max = 7 years, 4 months), 3rd grade (n = 22; mean
age = 8 years, 10 months; min = 8 years, 2 month; max = 9 years,
3 months), 6th grade (n = 18; mean age = 11 years, 4 months;
min = 10 years, 5 months; max = 12 years, 0 month) and 8th grade
(n = 14; mean age = 13 years, 5 months; min = 12 years, 9 months;
max = 14 years, 1 month).

Materials
Digital drawings were made on a Microsoft Surface Pro 4 tablet,
12.3′′ screen and 2736 × 1824 px resolution, with a Microsoft
Surface Pen measuring 144 mm× 9.5 mm× 10.2 mm. Drawings
were made on an app designed in our laboratory, presenting a
white surface on which it can be drawn with stylus or fingers
by tracing only black traits. Erasing function was not enabled
on the app. Paper sheets measuring the same size as the screen
(260 mm × 175 mm), and a black pencil were used. Eraser was
not allowed when drawing on paper.

Inclusion and Exclusion Criteria
For each participant, exclusion criteria were related to the
task feasibility such as identified severe visual impairment
(e.g., low vision, blindness) or severe motor impairment (e.g.,
excessive weakness), that would make the participant unable to
perform the task correctly. To this end, a NEPSY-II visuomotor
precision task (Korkman et al., 2014) was performed to measure
graphomotor speed and accuracy during a graphical task. In
this task, participants were asked to draw lines inside of tracks
as quickly and accurately as possible. The number of errors
and completion time are recorded in this test to compute a
visuomotor precision score. The lower the score’s value, the
higher the visuomotor precision level. This test allowed to
control for visuomotor precision impairment that could affect a
drawing task, by excluding each participant under 2SD from the
standardized mean of its age group.

Control Tasks
Prior to the experimentation, and after completing the NEPSY-
II visuomotor task, each participant was asked to perform a
functioning control task. The functioning task allowed control
of children and adolescents’ knowledge of the core movements
to be applied on a tablet. Participants were asked to perform
eight subtasks with Instagram used offline, referring to eight core
movements from the touch gesture reference guide of Villamor
et al. (2010). This task’s procedure was sum up in Table 1.
If a child or an adolescent was in difficulty with one of the
instructions, the experimenter could help him/her by verbalizing
the movement required to accomplish the given instruction (for
example, “to open the app, you have to double tap”).

Experimental Procedure
Children and adolescents were observed individually in a quiet
room of the school and high school. They sat down in front of
a table (700 mm × 500 mm × 750 mm) where the touchscreen
or the sheet of paper was placed. Each participant had to produce
three original and three unoriginal drawings of a man with fingers
on the tablet, with stylus on the tablet and with a pen on paper
following specific instructions. Following the procedure used by
Karmiloff-Smith (1990) with pen and paper to bring creativity to
drawings, children were asked to draw “a man who exists” for
unoriginal drawings and “a man who doesn’t exist” for original
drawings. Tool order (pen on paper, finger on tablet, and stylus
on tablet) and instruction order (original and unoriginal) were
systematically counterbalanced across each participant. Once a
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TABLE 1 | Description of the functioning task procedure according to the touch
gesture reference guide (Villamor et al., 2010).

Instruction Targeted movement from
Villamor et al. (2010)

Move Instagram icon on
desktop

Press and drag

Start Instagram app Double tap

Take a picture and add a
smiley

Single tap

Enlarge the smiley Spread

Shrink it Pinch

Move it Tap and drag

Rotate it Rotate

Turn smiley page to see
recent smileys

Flick

first drawing was produced, it was removed before starting the
execution of a new one. During the whole experimental session,
the experimenter stood near the participant to help him/her the
understand the task if he/she needed to.

Coding
A total of 414 individual electronic (276) and paper (138)
drawings were collected for analysis: one half being original
drawings and the other half unoriginal drawings. Unoriginal
drawings were used as a baseline to assess originality considering
interindividual differences in the representation of a man in
a drawing. The logic was to consider as being original in
the drawings, any modification operated in comparison to the
unoriginal man drawn with the same tool. Originality in drawing
was thus rated by comparing an original drawing to an unoriginal
one made with the same tool by the same participant, allowing to
score any modification operated from one condition to another
with the same tool.

Several types of graphical changes were considered for the
coding. As reported by Karmiloff-Smith (1990), seven categories
of changes can be observed for the drawing of something (house,
man, or animal) that does not exist in comparison to the drawing
of something that exists as follows:

- Addition and deletion of elements (e.g., 2 heads instead
of 1, or deletion of the arms), coded in our scale as the
addition or deletion of elements that were already drawn
on the drawing of a man who exists;

- Modification operated on the shape of elements (e.g., a
triangular head instead of a circle one);

- Modification operated on the size of elements (e.g., a head
two times bigger than the trunk);

- Insertion of new elements (e.g., wings added to the trunk),
referring to the insertion of something that was not drawn
on the drawing of a man who exist;

- Position, orientation, and perspective modifications of
elements or the whole drawing (e.g., eyes and mouth
inverted);

- Cross-conceptual categories modifications of the whole
drawing (e.g., an animal-shaped man);

- Modifications operated on the shape of the whole drawing
(e.g., a circle-shaped man).

These seven categories considered global modifications
operated on the whole drawing and local modifications operated
on elements of the drawing. Local modifications concerned 15
elements defined as parts constituting a man, whose presence
is rated in Goodenough (1926) scale of a man drawing.
Goodenough (1926) considered the head, eyes, nose, mouth,
nostrils, ears, hairs, neck, trunk, arms, hands, fingers, legs, and
feet. To this list, we added teeth as an element of the drawing
since children could use this part of the face in an original way.

For each modification operated on elements (local
modifications), 0.5 point was assigned. Each global modification
was awarded the double, i.e., 1 point, since it concerned
larger modifications than those consecutive to a local element
modification. Only one exception to this was for “position,
orientation, and perspective” category which could be rated up
to 1.5 points since it could concern simultaneously local and
global modifications. As an example, if a participant exchanged
the mouth with an eye, it would concern at least two different
elements of the “position change” category, which would result
in a strongly increased originality score. This category was thus
awarded 0.5 point for a local modification, no matter the number
of concerned elements. One mouth and one eye exchanged would
thus be awarded the same point (0.5) as if it was exchanged with
two eyes. Concerning a modification of the whole drawing in
position change (for example, a reversed man), 1 point could be
awarded for a global modification.

To sum up, with the rating scale, the originality score
calculated for each original drawing was defined by the sum of
points awarded to local and global modifications made on the
original drawing in comparison to the unoriginal drawing made
by the same participant with the same tool. Three originality
scores were thus calculated using the rating scale (Table 2),
one for each original drawing executed on the touchscreen with
fingers, with stylus, and on paper with a pen. The calculation
of originality score in drawings was thus consistent with the
definition of originality, that is, the capacity to assess and select a
novel idea among all other own ideas, depending on the acquired
knowledge, i.e., what children and adolescents know about the
drawing of a man (Runco, 1991; Lubart and Georgsdottir, 2004).

The originality score could be rated up to 33.5 points for each
original drawing but since the originality scale aims to cover
a large range of modification possibilities in order to capture
each modification operated on the original drawing, a single
original drawing will most probably use only a few of this range
of possibilities, leading to relatively low scores on the 33.5 total
available points.

Data Analysis
To ensure that instructions were well understood, an interrater
agreement score was calculated with a random sample of
100 unoriginal and original drawings produced in the three
conditions (finger on tablet, stylus on tablet, and pen on
paper). Two naive observers were asked to categorize the
drawings as being original or unoriginal. Cohen’s Kappa showed
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TABLE 2 | Rating scale used to assess originality in drawings.

Graphical change Definition Type of change Awarded points
(min–max)

Deletion/addition
(Figure 1)

Element in the drawing of a man who exist (head,
eyes, nose, mouth, nostrils, teeth, ears, hairs, neck,
trunk, arms, hands, fingers, legs, feet) replicated or
deleted

Core element 0–7.5

Shape of elements
(Figure 2)

Element (head, eyes, nose, mouth, nostrils, teeth,
ears, hairs, neck, trunk, arms, hands, fingers, legs,
feet) whose shape was different from the drawing of
the man who exist

Core element 0–7.5

Size of elements
(Figure 3)

Element (head, eyes, nose, mouth, nostrils, teeth,
ears hairs, neck, trunk, arms, hands, fingers, legs,
feet) whose size was different from the drawing of a
man who exist

Core element 0–7.5

Insertion of new
elements (Figure 4)

New element (head, eyes, nose, mouth, nostrils,
teeth, ears hairs, neck, trunk, arms, hands, fingers,
legs, feet) that were not present on the drawing of a
man who exist

Core element 0–7.5

Position,
orientation, and
perspective
(Figure 3)

Elements (head, eyes, nose, mouth, nostrils, teeth,
ears, hairs, neck, trunk, arms, hands, fingers, legs,
feet) and/or the whole drawing different in position,
orientation, and perspective from the drawing of a
man who exist

Core element and
on the whole

0–1.5

Cross-conceptual
category (Figure 5)

Whole drawing presenting insertions crossed with
other conceptual categories (trees, animals,
technology, . . .)

On the whole 0–1

Form of the whole
(Figure 5)

Drawing whose whole form was differently shaped
in comparison of the drawing of a man who exist

On the whole 0–1

TOTAL 0–33.5

a strong inter-reliability agreement between the two raters
(K = 0.91), showing that even if originality can be quite
subjective, the instruction given to adolescents led them to
produce original drawings.

Prior to any statistical analysis, a Mauchly’s sphericity test
(p = 0.237) allowed to perform a repeated measures ANOVA,
with originality score as a dependent variable, tool (pen on
paper, stylus on tablet, finger on tablet) as repeated factors, and
grade (1st, 3rd, 6th, or 8th grade) as between-subject factor. In

FIGURE 1 | Example of addition and deletion of elements in stylus drawing on
tablet at 6th grade: compared to the unoriginal drawing (on the left), arms
have been replicated and hands have been deleted in the original drawing (on
the right).

addition, we performed Cochran analyses to investigate whether
the occurrence of graphical transformations varied according to
the drawing conditions.

RESULTS

A first ANOVA analysis was conducted in order to control for the
potential exhausting effect of the procedure, by testing the effect

FIGURE 2 | Example of shape modification of elements in stylus drawing on
tablet at 6th grade: compared to the unoriginal drawing (on the left), the shape
of the head and of the trunk has been modified in the original drawing (on the
right).
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FIGURE 3 | Example of size modifications on elements and orientation
modification in finger drawing on tablet at 3rd grade: compared to the
unoriginal drawing (on the left), the size of the ears and hairs have been
modified, and eyes orientation changed in the original drawing (on the right).

FIGURE 4 | Example of insertion of novel elements in stylus drawing on tablet
at 6th grade: compared to the unoriginal drawing (on the left), ears have been
added to the original drawing (on the right).

of the instruction order (original then unoriginal; unoriginal
then original) and of the tool order (pen-finger-stylus; pen-
stylus-finger; stylus-pen-finger; stylus-finger-pen; finger-stylus-
pen; finger-pen-stylus) on originality scores. Results showed
no significant effect of instruction order on the originality
scores, F(2,114) = 0.854, p = 0.42 ηp

2 = 0.15, neither of tool
order on originality scores F(10,114) = 0.223, p = 0.98. These
results indicate that systematic counterbalancing was enough to
thwart the exhausting factor of producing six drawings in raw.
Therefore, instruction order and tool order were then excluded
from the main analysis.

We then performed an ANOVA to analyze the effect of
varying proprioceptive information with different tools (finger
on tablet, stylus on tablet, pen on paper) on originality scores in
the 4 groups of children (1st, 3rd, 6th, and 8th grade). Results
showed a significant effect of the grade, F(3,65) = 3.83, p = 0.01

FIGURE 5 | Example of modifications operated on the form of the whole and
of cross-conceptual categories insertion in finger drawing on tablet at 6th
grade: compared to the unoriginal drawing (on the left), the whole original
drawing (on the right) was differently shaped and included cross-category
insertion such that the man was represented as a hat.

ηp
2 = 0.15, such that, as shown on Figure 6, originality scores

increased from the 1st (M = 2.59, SD = 1.41), 3rd (M = 3.23,
SD = 1.55), 6th (M = 3.65, SD = 1.30) to the 8th grade (M = 3.87,
SD = 1.71). Post hoc Bonferroni comparisons validated this
increasing trend, 8th graders scoring significantly higher than 1st
graders (p = 0.018).

A significant effect of the tool used on originality scores was
also observed, F(2,130) = 85.43, p < 0.001, ηp

2 = 0.57. As shown
in Figure 6, originality scores were higher for drawings produced
on tablet with finger (M = 4.00, SD = 1.41) and on tablet with
stylus (M = 3.69, SD = 1.45), compared to drawings produced
with pen on paper (M = 2.30; SD = 1.24). Post hoc Bonferroni
comparisons confirmed that finger and stylus were not significant
(p = 0.148), while significant differences were found between
finger and pen (p < 0.001) and stylus and pen (p < 0.001).

Finally, the ANOVA also revealed an interaction between
the tool used and the grade factor, F(6,130) = 4.11, p < 0.001,
ηp

2 = 0.16, such that, although originality scores increased with
the school grade and were higher for drawings produced with
finger than with pen, an exception was observed for the 1st
grade. As shown in Figure 6 and Table 3, while 3rd, 6th, and 8th
graders performed better with fingers (p < 0.001) and with stylus
(p < 0.001) compared to pen on paper, 1st graders performed
better only with fingers compared to pen on paper (p < 0.001),
stylus compared to the pen being non-significant (p = 0.111).

In order to analyze the degree to which each item was used to
modify the drawn man in each condition (finger, stylus, and pen),
a second analysis was conducted using Cochran’s Q test. This
analysis was aimed at determining whether a drawing condition
favored more specifically a category of transformation. First,
Table 4 shows that all elements of the man being confounded,
each category of transformation was used in each condition,
meaning that each tool is likely to elicit each type of modification.
Results also revealed that each type of modification was not
equally used. Participants made more addition or deletion
[Q(2) = 35.18; p < 0.001], insertion [Q(2) = 9.91; p = 0.007], and
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FIGURE 6 | Originality scores (mean and standard errors of mean) according to the tool used and grade.

modified more frequently the shape [Q(2) = 40.71; p < 0.001] and
size [Q(2) = 17.31; p < 0.001] of elements when drawing with
finger or with stylus on tablet, than with a pen on paper. Thus,
although each category of transformation was observed whatever
the support used, transformations were more used when drawing

TABLE 3 | Descriptive analysis of originality scores according to the
grade and tool used.

Finger on tablet Stylus on tablet Pen on paper

1st grade N 15 15 15

Mean 3.30 2.67 1.80

Median 3.00 3.00 1.50

SD 1.37 1.32 1.18

Range 4.50 4.50 4.50

Min–Max 1.50–6 0.50–5.00 0.50–5.00

3rd grade N 22 22 22

Mean 4.27 3.48 1.93

Median 4.25 3.50 2.00

SD 1.34 1.29 1.03

Range 5.50 5.50 4.50

Min–Max 2.00–7.50 1.00–6.50 0.00–4.50

6th grade N 18 18 18

Mean 3.78 4.33 2.83

Median 3.75 4.50 2.50

SD 1.17 1.10 1.21

Range 4.50 3.50 4.50

Min–Max 2.00–6.50 2.50–6.00 1.00–5.50

8th grade N 14 14 14

Mean 4.61 4.29 2.71

Median 4.50 4.25 2.50

SD 1.57 1.63 1.37

Range 6.00 6.00 4.50

Min–Max 1.50–7.50 1.00–7.00 0.50–5.00

on a tablet with fingers and stylus than on paper with a pen, all
elements confounded.

Then, we performed Cochran’s Q test on each category of
transformation for each element considered for the drawing of
a man (see Table 4) according to drawing conditions (finger
on tablet, stylus on tablet, and pen on paper). Among the 15
elements constituting the man, shoulders were never modified,
and nostrils were very few modified (< 5% in each category). All
other elements were modified in the three drawing conditions.
However, Cochran’s Q test revealed some differences in the
degree to which each element was modified according to the tool
used. Results showed that nose addition or deletion [Q(2) = 7.52;
p = 0.02], neck addition or deletion [Q(2) = 12.87; p = 0.002],
and finger addition or deletion [Q(2) = 16.41; p < 0.001] were
more used with finger and stylus on tablet than with pen on
paper, as well as eyes shape [Q(2) = 12.87; p = 0.002], trunk
shape [Q(2) = 8.66; p = 0.01], and arms shape [Q(2) = 16.06;
p < 0.001]. In addition, head shape [Q(2) = 9.66; p = 0.008], neck
shape [Q(2) = 6.72; p = 0.03], and nose insertion [Q(2) = 7.09;
p = 0.03] were more used only by finger on tablet than with pen
on paper, and ears addition or deletion was more used with stylus
on tablet than with finger on tablet or pen on paper, Q(2) = 6.20;
p = 0.04. The form of the whole was more modified with finger
on tablet than with stylus on tablet or pen on paper, Q(2) = 16.13;
p < 0.001.

DISCUSSION

The present study was aimed at determining if the modification of
sensory afferences could affect originality in drawings produced
by children and adolescents aged 6–14.

First, control analyses proceeded on the originality scale
revealing that all categories of modification were used by
participants with each tool, all elements confounded. This result
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TABLE 4 | Occurrence (percentage) of each item of originality scale as a function
of drawing condition (significant differences on Cochran’s Q test are in bold).

Finger Stylus Pen

I – Deletion or addition of elements

0 - All elements confounded 15.49 13.86 8.6

1- Head 5.8 4.35 0

2- Eyes 15.94 14.49 13.04

3- Nose 21.74 28.98 11.59

4- Mouth 20.29 10.14 11.59

5- Nostrils 0 1.45 0

6- Teeth 0 4.35 2.9

7- Ears 4.35 11.6 2.9

8- Hairs 26.09 27.54 23.2

9- Neck 24.64 15.94 4.34

10- Tronk 5.8 4.35 0

11- Shoulders 0 0 0

12- Arms 18.85 18.85 10.14

13- Hands 18.84 15.94 11.59

14- Fingers 37.68 33.33 11.59

15- Legs 23.19 13.04 15.94

16- Feet 25.64 17.4 18.84

II – Shape of elements

0 – All elements confounded 22.28 21.37 14.49

1- Head 3.68 26.09 15.94

2- Eyes 59.42 50.72 31.88

3- Nose 8.69 14.49 5.8

4- Mouth 30.43 40.58 33.33

5- Nostrils 0 0 0

6- Teeth 0 1.45 1.45

7- Ears 0 2.9 1.45

8- Hairs 43.48 43.48 34.8

9- Neck 15.94 10.14 5.8

10- Trunk 53.62 47.83 33.33

11- Shoulders 0 0 0

12- Arms 34.8 36.23 11.6

13- Hands 4.35 5.8 1.45

14- Fingers 10.14 10.14 11.6

15- Legs 39.13 33.33 23.18

16- Feet 18.85 18.85 20.29

III – Size of elements

0 – All elements confounded 4.35 3.89 1.53

1- Head 13.04 13.04 5.8

2- Eyes 1.45 2.9 0

3- Nose 4.35 1.45 0

4- Mouth 1.45 1.45 0

5- Nostrils 0 0 0

6- Teeth 0 0 0

7- Ears 1.45 1.45 1.45

8- Hairs 1.45 0 0

9- Neck 4.35 8.7 2.9

10- Tronk 11.59 4.35 4.35

11- Shoulders 0 0 0

12- Arms 13.04 10.14 4.35

13- Hands 1.45 1.45 1.45

14- Fingers 2.9 1.45 1.45

(Continued)

TABLE 4 | (Continued)

Finger Stylus Pen

15- Legs 11.6 11.6 2.9

16- Feet 1.45 4.35 0

IV – Insertion of new elements

0 – All elements confounded 5.34 5.8 3.26

1- Head 7.25 10.14 5.8

2- Eyes 1.45 1.45 1.45

3- Nose 11.59 4.35 1.45

4- Mouth 1.45 7.25 4.35

5- Nostrils 1.45 1.45 0

6- Teeth 5.8 1.45 5.8

7- Ears 13.04 10.14 2.9

8- Hairs 14.5 5.8 8.7

9- Neck 4.35 7.25 0

10- Tronk 0 8.7 4.35

11- Shoulders 0 0 0

12- Arms 1.45 2.9 5.8

13- Hands 5.8 8.7 2.9

14- Fingers 5.8 8.7 4.35

15- Legs 7.25 7.25 1.45

16- Feet 4.35 7.25 2.9

V – Position, orientation, and perspective modifications

1- On the whole 0 0 0

2- On elements 2,9 0 1,45

VI – Cross-conceptual categories modification

On the whole 4,35 4,35 2,9

VII – Form of the whole

On the whole 18,84 2,9 2,9

means that the scale allowed for assessment modifications
operated with each tool used, and thus didn’t favor the scoring
of originality in a drawing condition over another. Therefore,
items used to assess originality were modified as well on the tablet
with fingers or stylus as on paper with a pen. This analysis also
revealed that modifications were higher on the tablet with fingers
and stylus than with pen on paper. These higher originality
scores on the tablet with finger or stylus are not tied to one
specific category or element but reflect the overall occurrence of
original modifications that were generally lower in pen on paper
condition than with finger on the tablet or with stylus on the
tablet. Thus, varying sensory afferences with the use of tablets
seem to have led to globally more modifications.

If creativity is related to sensory afferences, then it was
expected that drawing with fingers on the tablet would increase
originality at all ages, compared to drawings made with pen on
paper. Our first hypothesis stated that increasing proprioceptive
feedback on fingertips could enhance motor control, resulting in
a reduced cognitive load allocated to motor control in favor of the
drawing task. Thus, we expected that enhancing proprioceptive
feedback on fingertips when drawing on the tablet with fingers
would increase originality at all ages in comparison to the use
of a pen on paper.
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The results from the present study confirm our first
hypothesis, such that increasing haptic afferences to fingertips
increased originality. As a matter of fact, children and adolescents
produced more original drawings when drawing with fingers
on the tablet rather than with pen on paper as revealed by
higher originality scores obtained from drawing with fingers on
the tablet. This result observed in adolescents up to 14 years
extends the previous ones obtained in children aged 5–6 and 7–
8 years demonstrating that drawing with fingers on the tablet
led to more originality in drawings compared to the use of
pen on paper (Bitu et al., 2019). Using fingers to draw on
the tablet increased the friction between finger and screen
leading in turn to an increase in the amount of available
proprioceptive information. Drawing with fingers leads to an
enrichment of sensory feedback to fingertips that, in turn,
enhances the creative process during a drawing task from 1st
to 8th grade. This effect was observed both before and after
7 years old: increasing proprioceptive afferences enhanced the
originality of children aged 7 years and more, who are able
to make appropriate use of proprioceptive feedback to correct
their ongoing movement (Holst-Wolf et al., 2016), but also
of younger ones who do not accurately use proprioceptive
feedback for online control of movements (Bairstow and Laszlo,
1981; Laszlo and Bairstow, 1984). Consequently, it could be
suggested that amplifying proprioceptive information may have
facilitated children’s creative process by reducing the cognitive
load allocated to the motor control (intrinsic load), in favor of
more cognitive resources for the creative process (essential load).

Conversely, using a stylus on the tablet is known to induce
a sliding effect which decreases the friction between the stylus
and the screen, leading in turn to a decrease in available
proprioceptive afferences (Alamargot and Morin, 2015). This
decrease in available proprioceptive afference could impair
the cognitive process involved in the task, by increasing the
intrinsic load with resources that can’t be allocated for the
essential processing, i.e., producing original drawing. Our second
hypothesis stated that using a stylus on tablet would decrease
originality in drawings at all ages as a consequence of the higher
cognitive load induced by this situation. Thus, we expected that
reducing proprioceptive feedback when drawing with a stylus on
tablet would decrease originality at all ages in comparison to the
use of a pen on paper. This second hypothesis was not validated.
We observed that 1st graders performance when drawing with
a stylus on tablet were similar to pen on paper. Lowering the
available proprioceptive feedback in a drawing task did not affect
1st graders, who are known to struggle with the use of accurate
proprioceptive information from the use of stylus on the tablet.
It could be suggested that these young children may have used
compensating strategies based on a greater mobilization of the
visual component in accordance with empirical data reporting
that young children are known to rely more heavily on visual
rather than proprioceptive information during an action (Bard
and Hay, 1983; Contreras-Vidal, 2006). In accordance with results
reported by Guilbert et al. (2019) with 2nd graders, using a tablet
with stylus may have enhanced visual information compared to
a pen on paper, leading young children to pay more attention to
the tracing that could, in turn, lead to a more intense analysis of
the traced shapes and increase creativity. However, as suggested

by cognitive load theory, paying more attention to the gesture
should have deteriorated the cognitive resources allowed for
the original task.

On the contrary, from 3rd to 8th grade, children and
adolescents obtained higher originality scores when drawing with
a stylus than when drawing with a pen. By 8/9 years, children
were affected by the use of a stylus on a tablet, but in a positive
way, such that it strengthened their originality performance.
This unexpected effect could be explained as a consequence
of more accurate use of afferent proprioceptive information
by 8/9 years, which, along with visual information, leads to
a significant improvement in predictive motor control (von
Hofsten and Rösblad, 1988; Chicoine et al., 1992). As reminded in
the introductive section, this improvement leads to a switch from
a feedback motor control where children make pauses to control
their movement with visual verification, to a feedforward motor
control relying more accurately on the movement prediction.
Consequently, by 8/9 years, the sensory prediction could be used
to compensate for the loss of proprioceptive afferences. However,
if 3rd to 8th grade children and adolescents had compensated
for the initial loss of proprioceptive information with the use
of feedforward motor control to make sensory predictions, this
compensating strategy should have, according to the cognitive
load theory (Sweller et al., 2011), increased the intrinsic load
leading to a reduced cognitive resource allocated to the original
task. The opposite was observed.

Altogether, the obtained results revealed that originality scores
varied according to the proprioceptive afferences children and
adolescents had to deal with during the drawing task. Results
obtained with the stylus revealed a modulation of the tool on
originality according to the age of the participants that do not fit
in the hypotheses formulated with the cognitive load framework.
Why did children and adolescents from 3rd grade and older draw
more original drawings with stylus on tablet compared to pen on
paper?

The embodied perspective of creativity could bring some
arguments in the understanding of this increased performance
induced by the use of a stylus in a creative drawing task. By
enhancing proprioceptive information used in the prediction
process, the feedforward motor control may have supported
prediction possibilities involved in creativity (Dietrich and
Haider, 2015). Indeed, the present results could be interpreted
according to the theoretical model of creativity recently proposed
by Dietrich and Haider (2015) who conceived creativity as
an abstract form of sensorimotor prediction run by internal
models of motor control of action (Wolpert et al., 1995; Miall
and Wolpert, 1996; Kawato, 1999; Wolpert and Ghahramani,
2004). In the case of creativity, internal models would allow
to generation and evaluate new and original ideas, on a trial-
and-error basis, by chaining multiple internal model loops. In
each of these loops, direct models would allow the generation of
various ideas to reach a creative goal sent by the efference copy
from inverse models. Generated ideas would be compared to the
creative goal and, when they are not enough new or adapted
to the context, are used as a source of information for a new
loop iteration until the comparator selects the most original and
adapted idea. The creative process would thus be a predictive
mechanism rooted in sensorimotor activity in which sensory
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consequences of motor commands play a fundamental role. As
a matter of fact, sensory inputs feed internal models to validate
or invalidate the selected motor programs, by comparing sensory
afferences available in the task to the sensory prediction. Applied
to creativity, sensory afferences used in internal models would
allow for validation or invalidation of each variation of ideas,
by comparing sensory afferences available in the task, to the
sensory prediction. Sensory afferences would thus feed multiple
iterations of the internal model loops, allowing to generate of
idea variations, and selecting the one the more adapted to the
context. In this way, creativity would be rooted, as suggested by
Dietrich and Haider (2015), in sensorimotor control of the action.
Consequently, modifying sensory feedback with finger and stylus
may have impacted the mobilization of the originality process: the
sensory afferences specifically generated in a given action space
(stylus on tablet or finger on the tablet) may have modulated
originality by delimiting the range of possible outcomes, as well
in generating as in selecting ideas. As reminded in the section
“Introduction,” up to 7/8 years, children felt some difficulties
in using accurate proprioceptive afferences. By 8/9 years, they
demonstrated an improvement in processing proprioceptive
information which led to an increase in the use of feedforward
motor control strategy to maximize sensory input (Guilbert et al.,
2019). This improvement could be the reason why children’s
originality in stylus on tablet drawing was significantly higher
than with pen on paper.

The present research revealed the last result that was not
expected and could be in line with the previous idea. Whether
drawings were made on the tablet or paper, originality scores
among age groups showed an increasingly linear trend. This
result partially confirms the first observation of Torrance (1968)
who described creativity development as following a linear
trend. However, Torrance (1968) added that 3 slump periods
accompanied this positive progression, identified at 5 years,
9–10 years, and 13–14 years. He suggested that these three
slump periods would be linked to changes occurring during
the scholar course, such that children have to comply with
the new scholar normative environment in which they are
enrolled (Torrance, 1968). Contrary to Torrance, we did not
observe these slumps. This could be explained according to
the age of the participants (6–7 years, 8–9 years, 11–12 years,
and 13–14 years) which are critical periods identified in
the development of predictive motor control. As mentioned
in the section “Introduction,” these age groups correspond
to periods before (1st grade), during (3rd and 6th grade),
and after (8th grade) the transition concerning the use of
internal models of action. From the present result, we reported
and in regard to the several theories discussed, it could
be suggested that the development of creativity overlaps the
development of predictive motor control. Future research
should therefore focus on creative development through the
lens of predictive motor control, for example by tracking
kinematics changes in comparison to creative assessment
throughout childhood.

Several limitations can be noted in our study. First, we
did not consider participants’ daily use of technologies, which
could have favored some children over others in the use of

tablets in comparison to paper. However, Bitu et al. (2019)
addressed a survey of parents with the aim of controlling this
variable and found no effect of technology uses on originality
gain in a drawing task on the tablet. Moreover, interacting
with tablets involves only a few formal knowledge and simple
gestures (Dubé and McEwen, 2015). For this reason, we used
a functional task to make sure participants were able to use
the basic gestures needed for the interaction on the tablet.
Second, several factors pointed out by the multivariate approach
to creativity (Lubart et al., 2003) could have played a role in
explaining our results. More specifically, motivation may have
been a confounding factor in the present study which could
explain part of the difference obtained in originality scores
between tablet and paper. Indeed, for children and adolescents,
using tablets induce better motivation and engagement in the
task (Clark and Luckin, 2013; Dubé and McEwen, 2015).
More specifically, the easiness of use of tablet screens and
the physical interaction consecutive to the tactile feature
intensely engage children and adolescents in a multimodal task,
leading to a better motivation (Amadieu and Tricot, 2014;
Crescenzi et al., 2014; Geist, 2014; Dubé and McEwen, 2015).
Further studies should isolate this component to determine the
part of benefits due to motivation and engagement induced
by the tools used.

To conclude, this study contributes to a better understanding
of the process of creativity. This first empirical study highlights
the crucial role played by sensory afferences in creative thinking.
Moreover, it opens new avenues on the understanding of
creativity that could be investigated as a predictive process rooted
in predictive motor control as suggested by Dietrich and Haider
(2015). Future studies should investigate this new issue.
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Distance Interpreting (DI) is a form of technology-mediated interpreting which has gained 
traction due to the high demand for multilingual conferences, live-streaming programs, 
and public service sectors. The current study synthesized the DI literature to build a 
framework that represents the construct and measurement of cognitive load in DI. Two 
major areas of research were identified, i.e., causal factors and methods of measuring 
cognitive load. A number of causal factors that can induce change in cognitive load in DI 
were identified and reviewed. These included factors derived from tasks (e.g., mode of 
presentation), environment (e.g., booth type), and interpreters (e.g., technology awareness). 
In addition, four methods for measuring cognitive load in DI were identified and surveyed: 
subjective methods, performance methods, analytical methods, and psycho-physiological 
methods. Together, the causal factors and measurement methods provide a multifarious 
approach to delineating and quantifying cognitive load in DI. This multidimensional 
framework can be applied as a tool for pedagogical design in interpreting programs at 
both the undergraduate and graduate levels. It can also provide implications for other 
fields of educational psychology and language learning and assessment.

Keywords: cognitive load, causal factors, distance interpreting, measurement methods, pedagogical design

INTRODUCTION

Distance Interpreting (DI) refers to interpreting services provided by the interpreters who are 
geographically separate from clients and can only communicate through telephone calls or 
video links (Braun, 2020; AIIC, 2021). DI and onsite interpreting might share the same working 
mode, meaning that the interpreters listen and comprehend the source language and produce 
the target language either consecutively or simultaneously, but distance interpreters do so at 
different locations relative to the participants and with different technology requirements 
(Azarmina and Wallace, 2005; Braun and Taylor, 2012). The idea of distance interpreting meets 
with considerable support from the interpreting industry, represented by the AIIC’s endorsement. 
In its position document, AIIC states:

AIIC recognises that ICTs enable new interpreting modalities. These include setups whereby 
interpreters have no direct view of speakers/signers, but rather an indirect, ICT-enabled 
audio/audiovisual feed of speakers/signers who are not in the same physical location as 
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interpreters, as well as setups where interpreters within 
the same team and even booth may be  at different 
locations (AIIC, 2022).

Although the industry has recognized the position of 
interpreting in distance mode, studies have yet to 
comprehensively investigate this field. This is partly because 
distance interpreting was first applied in hospital and 
courtroom settings, in which consecutive mode is more 
widely applied; since DI requires constant turn taking to 
confirm information, the scope of research on DI is limited 
(Gracia-García, 2002; Jones et al., 2003; Braun, 2013). Another 
reason for the limitation of DI research might be a deficiency 
in technical support in the previous generation of DI, like 
limited bandwidth and video feed definition, which thoroughly 
hindered the wider spread of DI (Moser-Mercer, 2003; Ozolins, 
2011). Currently, DI in simultaneous mode is commonly 
used with the support of technology and extended to live-
streaming of videogames, sports narrations, and multilingual 
conferences that demand timely interpretation of different 
languages (Braun, 2020). These technologies have been 
particularly helpful during the COVID-19 pandemic, in which 
the need for DI services in both public service and conference 
settings was significantly heightened (Runcieman, 2020; Ait 
Ammour, 2021).

One of the recognized issues in DI is the role of cognitive 
load in performance (Moser-Mercer, 2005a,b; Mouzourakis, 
2006), whose underlying mechanisms and effects have been 
examined in the published literature. Notably, Moser-Mercer 
(2005a) mentioned that fatigue during distance interpreting 
may be  a “consequence of allocating additional cognitive 
resources” (p.  1). In line with this postulation, later studies 
investigated visual ecologies in DI to understand how and 
what visuals should be  presented to interpreters during DI, 
as the visuals are additional input that may ensue change in 
cognitive load (Mouzourakis, 2006; Licoppe and Veyrier, 2017; 
Plevoets and Defrancq, 2018). In addition, Wessling and Shaw 
(2014) pointed out that the emotional state of distance 
interpreters, partly occasioned by cognitive load, might influence 
“longevity” in the field. However, these findings are tentative 
and inconclusive. Notably, there is no general framework to 
theorize and measure the extent to which different factors 
instigate change in cognitive load of DI interpreters. 
Understanding these factors, particularly the mode-specific 
nature of DI, is key to understanding whether the distance 
mode of working has a positive or adverse effect on the cognitive 
load of interpreters. To bridge this gap in knowledge, we review 
the causal factors inducing change in cognitive load in DI 
and methods of quantifying and measuring change in 
cognitive load.

In what follows, we  will present a brief review of the scope 
of cognitive load theory, identify the causal factors inducing 
change in distant interpreters’ cognitive load, align these factors 
with pertinent measurement methods, and finally discuss the 
implications of the study for research. It should be  noted that 
the study is focused on spoken language interpreting and 
excludes sign language interpreting.

COGNITIVE LOAD THEORY AND 
INTERPRETING

Cognitive load (also known as mental workload, mental load, 
or mental effort) has drawn research interest from scholars 
in diverse disciplines (Sweller et  al., 2011; Ayres et  al., 2021; 
see also chapters in Zheng, 2018). Cognitive load is defined 
as the mental workload imposed on a performer when executing 
a particular task (Yin et  al., 2008; Sweller et  al., 2011; Sweller, 
2018). Numerous studies have attempted to determine the 
constituents of cognitive load and how its components interact 
with each other (e.g., Moray, 1967; Hart and Staveland, 1988; 
Meshkati, 1983; unpublished Doctoral dissertation1, 1988; Young 
and Stanton, 2005; Pretorius and Cilliers, 2007; Byrne, 2013; 
Young et  al., 2015; Kalyuga and Plass, 2018; Schnaubert and 
Schneider, 2022). Generally, these studies consider cognitive 
load as a multidimensional construct comprising several 
fundamental aspects, like tasks, operators, and context (Martin, 
2018; Paas and van Merriënboer, 2020). Among them, cognitive 
load theory (CLT; Sweller et  al., 2011) has offered important 
insights on the role of working memory, types of cognitive 
load, and the role of individual characteristics in cognitive 
tasks. In this theory, cognitive load consists of the mental load 
engendered by the task and environment factors and the mental 
effort or the cognitive resources allocated by the task performer 
to deal with task demands (Meshkati, 1988; Paas and Van 
Merriënboer, 1994; Sweller et  al., 1998, 2019; Yin et  al., 2008).

CLT was first introduced in the field of learning and instruction 
in the 1980s. The theory posits that new information (perceived 
stimulus) is first processed by working memory (WM) and then 
stored in long-term memory for future use (Sweller et  al., 2011). 
In addition, in CLT, WM is postulated to have limited capacity, 
as visual and auditory channels compete for resources, while 
long-term memory is arguably limitless (Sweller, 1988). Due to 
the limited capacity of WM, it is crucial to maintain cognitive 
load at a manageable level to sustain productivity. Since WM is 
integral to the process of interpreting, it has been extensively 
discussed in the interpreting literature by many scholars (e.g., 
Moser-Mercer et al., 2000; Christoffels and De Groot, 2009; Seeber, 
2011, 2013; Chmiel, 2018; Dong et al., 2018; Mellinger and Hanson, 
2019; Wen and Dong, 2019; Bae and Jeong, 2021).

According to Sweller et  al.’s (2011) tripartite model, there 
are three types of cognitive load: intrinsic, extraneous, and 
germane. Intrinsic cognitive load refers to the inherent difficulty 
of the information and the interactivity of the characteristics 
of the input; accordingly, task complexity depends on the nature 
and content of the information and the skills of the person 
who processes the information (Leppink et al., 2013). Extraneous 
cognitive load, on the other hand, is generated by the manner 
in which information is presented and whatever the learner 
(processor) is required to do and as such, it is under the 
control of task designers (Cierniak et  al., 2009). In addition, 
germane cognitive load is required for learning, processing 

1�Meshkati, N. (1983). A conceptual model for the assessment of mental workload 
based upon individual decision styles. [Unpublished Doctoral dissertation]. 
University of Southern California.
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and (re)constructing information; it can compete with and 
occupy the WM resources that help with processing the intrinsic 
cognitive load (Paas and van Merriënboer, 2020). In instruction 
designs, it is recommended to limit extraneous cognitive load 
while promoting germane load so as to direct the learner’s 
attention to the cognitive processes that are relevant to the 
processing of key information (van Merriënboer et  al., 2006). 
The same limit to extraneous cognitive load applies in interpreting. 
For example, a better booth design that blocks out environmental 
noise would provide a better venue for interpreters as it lowers 
the extraneous cognitive load caused by noise and allows 
interpreters to allocate their cognitive resources to the processing 
of intrinsic and germane cognitive loads.

Early models of cognitive load in interpreting studies were 
mainly drawn from conceptual discussions and, thus were backed 
up by little supporting data (Setton, 1999). In a novel theory for 
its time, Gerver (1975) argued that information is processed during 
simultaneous interpreting (SI) through “a buffer storage” (p. 127), 
which is separate for the source and target languages. Although 
there is yet no empirical support for this hypothesis, this view 
of storage aligns with the idea that informational sources can 
be  processed in parallel (Timarová, 2008). Successively, Moser 
(1978) developed a process model of interpreting that placed 
generated abstract memory (GAM) at the center of discussion. 
She proposed that GAM is the equivalent of short-term memory, 
which was later reconceptualized as WM by Baddeley and Hitch 
(1974) and Baddeley (1986, 2000, 2012). Kirchhoff (1976) described 
cases in which the completion of tasks requires more processing 
capacity than is available to the interpreter.

In a similar vein, Gile’s (1995, 2009) effort model, Gile’s (1999) 
tightrope hypothesis, and Seeber’s (2011) cognitive load model 
all underscored the role of various factors in successful SI and 
had a strong impact on the interpreting research (Pöchhacker, 
2016). Gile’s (1995, 2009) effort model is an operation model 
based on the theoretical assumption of limited attentional resources. 
The model assimilates interpreters to a tightrope walker who 
has to utilize nearly all their mental effort during interpreting, 
which is available only in limited supply. The interpreting process 
comprises three core efforts: comprehension, production and 
short-term memory. Comprehension is the process of perceiving 
and understanding the input, while production involves the 
articulation of the translated code. Short-term memory (STM) 
is an interpreter’s capacity to tentatively store limited bits of 
information. STM capacity is indicated, among other things, by 
ear-voice-span (EVS) during interpreting, which refers to the 
time lag between comprehension and production during which 
interpreters make decisions about their interpreting (Christoffels 
and De Groot, 2004; Chen, 2018; Collard and Defrancq, 2019; 
Seeber et  al., 2020). Gile’s effort model provides a reliable 
representation of interpreting which may be  useful in practice 
and pedagogical design in interpreting training programs. However, 
Seeber (2011) argues that Gile’s effort model, which is based on 
Kahneman’s (1973) single resource theory, assumes that interpreters 
draw resources from undifferentiated pools, so it is unable to 
identify interferences of subtasks. Built on this argument, Seeber’s 
(2011) cognitive load model is founded upon multiple resource 
theory (Wickens, 1984, 2002); it recognized and accounts for 

the conflict and overlap between language comprehension and 
production during interpreting. Seeber (2011) used this analytical 
framework to illustrate how the overall demand of interpreting 
is affected by comprehension and production tasks and their 
interference with each other. This approach to understanding 
cognitive load in interpreting broadens the scope of research 
on cognitive load and sets the stage for the integration of the 
multimodality approach in interpreting research (Seeber, 2017; 
Chmiel et  al., 2020).

In our discussion, the cognitive load in distance interpreting 
as well as the general and interpreting-specific cognitive models 
will remain crucial to identifying the causal factors and their 
measurement methods.

OVERVIEW OF THE THEORETICAL 
FRAMEWORK OF THE STUDY

As demonstrated in Figure  1, cognitive load in DI comprises 
mental load, mental effort, and pertinent measurement models 
(in the box on the right-hand side). Inspired by the CLT surveyed 
earlier, mental load refers to the cognitive demand of the DI 
tasks and environment, whereas mental effort refers to the total 
work done by the DI interpreter to complete the task. That is, 
task and environment factors impose mental load on the interpreter, 
who then devotes measurable mental efforts to perform the task 
(Meshkati, 1988; Yin et  al., 2008; Chen, 2017).

Based on Paas et  al. (2003) and Schultheis and Jameson 
(2004), the preceding factors in DI can be  measured using 
four methods: subjective methods (Ivanova, 2000), performance 
methods (Han, 2015), analytical methods (Gile, 2009; Seeber, 
2013) and psycho-physiological methods (Seeber and Kerzel, 
2011). Subjective methods demand that participants rate the 
cognitive load they have experienced or are experiencing in 
a task; performance methods are used to measure cognitive 
load based on participants’ overt performance and behavior 
in DI; analytical methods are also subjective and based on 
the prior knowledge of the investigator who estimates or predicts 
the cognitive load of the input; and psycho-physiological methods 
are used to evaluate the neurophysiological processes underlying 
DI to infer the cognitive load that participants experience (Paas 
et  al., 2003; Schultheis and Jameson, 2004).

As discussed later in this paper, the use of measurement 
methods in quantifying cognitive load in DI offers several 
advantages. First, they allow the researcher to quantify and 
measure cognitive load in DI as a multidimensional mental and 
verbal activity. The causal factors, which regulate change in 
cognitive load in DI, have the role of surrogates or indicators 
of immediate or cumulative cognitive load, so measuring these 
factors would provide an estimation of cognitive load in DI. Second, 
the measurement methods can be  used to predict the mental 
effort that the distance interpreter may encounter by either 
subjective reports from the interpreter or objective measurement 
or analysis of the interpreter’s performance and/or their psycho-
physiological reactions. As a result, stakeholders (such as conference 
organizers) might use measurement results to create more 
ergonomically effective working environments, thus allowing the 
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interpreter to direct their mental effort to improving their 
performance. Third, the DI interpreting trainers use these 
measurement methods to estimate the mental load that task 
and environment factors impose on the trainees. This way, 
interpreter trainers can select proper training materials and design 
proper training curriculum to prepare the future DI interpreters.

We will further discuss the advantages (and shortcomings) 
of each measurement method in the context of DI, and how 
they may be  used to quantify the indicators of cognitive 
load in DI.

CAUSAL FACTORS

A General View of the Causal Factors
The cognitive capacity of DI interpreters is key to performing 
interpreting tasks. Cognitive capacity can be  proxied by 
measurements of cognitive load consisting of mental load and 
mental effort. Understanding the task factors that induce change 
in mental load can help trainers to prepare the DI interpreters 
for complex interpreting tasks. Similarly, it is helpful to 
understand and measure interpreters’ mental effort to discriminate 
interpreter levels such as novice versus master interpreters, 
which, in turn, can provide diagnostic information in 
training programs.

However, cognitive load is a latent construct, which cannot 
be  directly measured. Accordingly, measurement of cognitive 
load is carried out through delineating and operationalizing 
observable surrogates (indicators) that proxy cognitive load 
(Chen, 2017). In our study, the surrogates are called causal 
factors of cognitive load, meaning that these factors can cause 
change in cognitive load in DI—i.e., they have a cause-effect 
relationship with cognitive load. In theory, in a well-designed 
study where extraneous factors are properly controlled, the 
amount of cognitive load of DI interpreters can be  directly 
manipulated by changing the magnitude of causal factors. A 
recent study by Braun (2020) shows that the causal factors in 
DI are more diverse than those in the related fields such as 
SI (e.g., Kalina, 2002; Campbell and Hale, 2003).

In the absence of a validated model for the factors that 
cause cognitive load in DI, we  synthesized the extant literature 
in interpreting studies (e.g., Kalina, 2002; AIIC, 2021) and the 

communicative language ability framework (Bachman and Palmer, 
1996), to present an integrative framework of DI that specifies 
causal factors (as demonstrated in Figure  2). The proposed 
model for causal factors in interpreting consists of two dimensions: 
(1) task and environment factors, and (2) interpreter factors. 
The task and environment factors comprise DI task factors, 
linguistic and paralinguistic features of the input, as well as the 
environment factors. The DI interpreter factors, on the other 
hand, comprise linguistic knowledge, topic knowledge, personal 
traits, technology awareness, interpreting strategies and (meta-)
cognitive processes of the interpreters. It is suggested that the 
completion of an interpreting task is the result of the interaction 
between task and environment and interpreter characteristics. 
Even though these characteristics are defined separately, they 
are related, since there is no interpreting without an interpreter 
and there is no interpreter if there is no interpreting task in 
a given environment. Nevertheless, in experimental designs, 
investigators usually manipulate one or a few factors and keep 
the other factors constant to examine the change of cognitive 
load ensued from the manipulated factors (Choi et  al., 2014). 
For interpreters with similar proficiency levels, better performance 
can be  viewed as an indication of a lower cognitive load due 
to facilitating environments (e.g., interpreting from a home studio 
would be  more convenient than interpreting from a booth at 
a conference room.). In experimental designs to examine cognitive 
load in DI, the causal factors can be  perceived as independent 
variables which exert an influence over cognitive load, thus 
resulting in the difference in measurement and analysis results 
(e.g., interpreters’ performance quality and/or gaze behavior 
measured by eye-fixation indices).

The factors and sample studies in interpreting research are 
presented in Table  1. DI shares many features with onsite 
interpreting but differs from it in that the DI process is mediated 
by technology (Mouzourakis, 2006; Braun, 2020). These 
characteristics of DI add “another layer of complexity to 
communication” (Davitti and Braun, 2020, p.  281) and have 
the potential to cause significant change in interpreters’ cognitive 
load. For this reason, we italicized the factors that can significantly 
influence the DI mode to differentiate their mechanism from 
interpreting. Therefore, the italicized factors distinguish DI 
from onsite interpreting, while the non-italicized features are 
shared between the two. It should further be  noted that the 

FIGURE 1  |  Representation of cognitive load and its measurement in DI.
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factors presented in this framework do not make an exhaustive 
and complete list but rather present a framework in-progress 
that is to be  extended as further empirical and conceptual 
studies are conducted. From this perspective, the framework 
is reminiscent of the notion that “no model is meant to 
correspond exactly to the phenomena” (Moser-Mercer, 1997, 
p.  159) and as our knowledge about DI expands, so does the 
model. We  will provide a detailed discussion of the causal 
factors and show how they can result in change in the cognitive 
load and performance of interpreters.

Task and Environment Factors
In a cognitive load model, task and environment factors include 
task criticality and psychological and environmental factors 
(Meshkati, 1988). There are four general factors that constitute 
the task and environment factors, namely DI task factors, 
linguistic factors of source input, paralinguistic factors of source 
input and environment factors. They are discussed below.

DI task factors are the mode of presentation, materials 
received, information specificity, DSI turn duration, participant 
interactivity, and directionality. With respect to the mode of 
presentation, DI interpreters may receive audiovisual input, 
audio only, or video (Braun, 2015). It remains inconclusive as 
to whether the use of one modality (audio only) or two 
modalities (audio and visual input) can reduce the cognitive 
load of DI interpreters (Moser-Mercer, 2005a; Sweller et  al., 
2011). Nevertheless, it has been argued that “[i]nterpreting 
via video link has come to be  seen as a more effective way 

of providing spoken language interpreting services than telephone 
interpreting” (Skinner et  al., 2018, p.  13). In video-relayed DI, 
the image typically consists of the speaker, the podium, a 
panoramic view of the meeting room, or a partial view of 
the meeting room (Mouzourakis, 2003). However, in cloud-
based meetings and conferences, only the speaker can be captured 
by the computer-embedded camera and/or the image on the 
screen with PowerPoint (PPT) slides. The image provided is 
determined by the angle of the feeding cameras, which might 
be  microphone-activated or handled by multiple cameramen. 
In onsite SI, interpreters can make decisions about their own 
viewing behaviors to search for useful information to assist 
with the comprehension and production of language. Thus, 
the gaze of interpreters is a problem-driven, selective, and 
active process (Mouzourakis, 2006). In addition, research in 
language comprehension has shown that dividing attention 
between spatially and temporally segregated stimuli results in 
high cognitive load measured by proxies of gaze behavior and 
brain activity (Aryadoust et  al., 2020b). This suggests that the 
separation of different sources of input in multimodal DI should 
be  considered and investigated.

Materials and information specificity are pre-interpreting 
factors, which refer to the materials given to the interpreters 
before the conferences or meetings to facilitate their preparation 
(Kalina, 2005). Interpreters may receive PPT slides, speech 
drafts, or other supplementary materials before the conference 
(Díaz-Galaz 2011). Under such circumstances, these factors 
are expected to have a facilitating role in DI, thus probably 
reducing cognitive load.

FIGURE 2  |  Causal factors that induce change in interpreters’ cognitive load during DI.
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Another task-related factor is turn duration in DI in 
simultaneous mode, which is suggested to be  20–30 min to 
avoid interpreter fatigue and possible decreases in interpreting 

quality (Kalina, 2002; Chmiel, 2008). However, there is no 
consensus over the turn duration in the general field of DI 
or distance consecutive interpreting. Despite the inadequacy 

TABLE 1  |  An overview of previous studies on the causal factors that change interpreters’ cognitive load during interpreting.

General dimensions Factors Examples and/or explanation Sample relevant studies

Task and environment factors DI task factors Mode of presentation Audio only, video; Images: none, 
slides, online platform window 
(e.g., Zoom), stage view, head 
view, upper body view, spatial 
arrangements

Mouzourakis (2006); Braun and 
Taylor (2012)

Materials and information 
specificity

Slides, speech draft, charts, 
reference list, website links

Kalina (2002); Díaz-Galaz et al. 
(2015) 

Turn duration 20 min per turn/ one speaker per 
turn

AIIC (2021)

Participant interactivity With an onsite audience, no onsite 
audience, platform audience (e.g., 
Zoom)

Napier et al. (2018)

Directionality L1-L2, L2-L1 Chen (2020)

Linguistic factors of the source 
input

Lexical Content word density, vocabulary 
difficulty

Korpal and Stachowiak-
Szymczak (2018); Plevoets and 
Defrancq (2018) 

Syntactic Simple sentences, compound 
sentences

Seeber and Kerzel (2011); Ma 
et al. (2021) 

Semantic Culturally loaded expressions Zheng and Zhou (2018)
Textual organization Cohesion, genre Vianna (2005); Kuang and Zheng 

(2022) 
Pragmatic Intention, implication Setton (2002)
Sociolinguistic Language variety, register Jenkins (2000)

Paralinguistic factors of the 
source input

Delivery speed Fast, normal, slow Korpal and Stachowiak-
Szymczak (2019)

Accent American English, Singlish Gluszek and Dovidio (2010)
Body language Audio only (no body gestures at all) 

or video (with/without facial 
expressions, with/without upper 
body gestures)

Braun (2020); Vranjes and Oben 
(2022) 

Environment factors Booth type DSI hub, home studio, onsite 
booth, virtual booth

AIIC (2020a)

Platform Open or closed platforms AIIC (2020b)
Physical parameters Acoustic condition, ventilation, 

lighting, air quality
Moser-Mercer (2003); Roziner 
and Shlesinger (2010) 

Transmission techniques Onsite infrared/radio signals, 
ethernet, WiFi, mobile data; 
bandwidth

Mouzourakis (2006)

Interpreter’s factors Linguistic knowledge Knowledge of the language DI 
interpreters work in: grammatical 
knowledge, textual knowledge, 
functional knowledge, and 
sociolinguistic knowledge

Kalina (2000); Napier (2002);  
Li (2018) 

Topic knowledge The content knowledge of the 
cultures the interpreters work in

Kalina (2000)

Interpreting strategies The skills to comprehend and 
produce languages

Chang and Schallert (2007); Ma 
and Li (2021); Amos et al. (2022)  

Personal traits Personal factors like motivation, 
anxiety and stress resistance

Chiang (2009); Rojo López et al. 
(2021); Kuang and Zheng (2022)  

Technology awareness Being mindful of the use of 
technology and the ability to use 
technology in interpreting

Desmet et al. (2018); Prandi 
(2018)

(meta-)cognitive 
processes

The ability to build up a mental 
representation; meta-cognitive 
processes to plan, monitor and 
evaluate

Cañada and Arumí (2012); Lin 
et al. (2018); Bravo (2019) 
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of research on this factor, it can be  surmised that physical 
and mental fatigue is likely to affect the quality of DI, and 
should therefore be  taken into account in designing studies 
and in real-life DI.

In contrast with onsite interpreting, DI places the 
participants (i.e., interpreters, speakers and audience) in 
physically remote locations in computer-based collaborative 
environments, which may lead to less seamless participant 
interactivity. A growing body of evidence suggests that online 
environments can facilitate participant interactivity during 
interpreting (Arbaugh and Benbunan-Fich, 2007). In DI, 
especially in telephone-relayed interpreting, participant 
interactivity mainly includes turn-taking management, stopping 
the primary speakers(s) by using proper techniques to cut 
in, and seeking clarification (Wang, 2018). In simultaneous 
DI, where interpreters work with a partner or a team (in 
multilingual relay interpreting), physical separation from 
partners, clients, and technicians may affect performance in 
the distance mode. For instance, while onsite SI interpreters 
can maintain close contact with clients in a conference hall 
to acquire first-hand updates on conference procedures, DI 
interpreters cannot have physical proximity with the client 
(Davitti and Braun, 2020). Therefore, the remote mode of 
DI is likely to impede or minimize interactivity and limits 
the efficacy of communication (Licoppe and Veyrier, 2017; 
Powell et  al., 2017). Mouzourakis (2003) believes that better 
technology equipment and more ergonomic arrangements of 
screens and monitors can mitigate this obstacle.

With regards to directionality, it has been recommended 
that SI interpreters should work from their L2 language (second 
language) to their L1 language to ensure quality (Seleskovitch 
and Lederer, 1989). However, scholars are still debating whether 
working in both directions is feasible, especially in the Chinese 
and Arabic languages based on empirical performance tests 
(i.e., Al-Salman and Al-Khanji, 2002; Chang and Schallert, 2007).

Linguistic factors of the source input entail the lexical, syntactic, 
semantic, textual, pragmatic, and sociolinguistic levels, and are 
common between onsite interpreting and DI (Hymes, 1972, 
1974; Canale and Swain, 1980; Leung, 2005). At the lexical 
level, some types of vocabulary can result in a heavier cognitive 
load, specifically technical terminologies, numbers, and acronyms, 
since these words require domain-specific knowledge to process 
(Kalina, 2005; Gile, 2008). Semantic units, such as culturally 
loaded expressions or counterfactuals, might cause cognitive 
saturation in DSI (Setton, 2002; Vianna, 2005). Syntactic 
organization and complexity can also affect cognitive load in 
SI (Chmiel and Lijewska, 2019). For example, Seeber and Kerzel 
(2011) used eye-tracking to investigate the differences in the 
cognitive load of verb-initial (syntactically symmetrical) and 
verb-final (syntactically asymmetrical) structures during German-
English SI, finding higher cognitive load with asymmetrical 
structures. In another study, Setton (1999, 2001, 2002) suggested 
that the pragmatic dimension, which is pertinent to the underlying 
message, can help build a mental model of SI for analyzing 
and demonstrating attitudes, intentions, and implications.

Sociolinguistic factors are related to language variety and 
register. For example, with English as a lingua franca—meaning 

that English is used as a common communicative means across 
different cultures—unique varieties of English have emerged 
in different parts of the world (e.g., Singlish, Indian English, 
etc.; Firth, 1996; Jenkins, 2000). Thus, an unfamiliar variety 
of linguistic codes might increase interpreters’ cognitive load. 
In fact, language policy research on how interpreters react to 
different varieties of language has gained much popularity 
among translation and interpreting researchers due to its strong 
influence in the 21st century (Zhu and Aryadoust, 2022).

Paralinguistic characteristics of the source input include delivery 
speed, accent, and body language of the speakers. Delivery 
speed is known to be  a major factor affecting cognitive load 
in SI (Pio, 2003; Meuleman and Van Besien, 2009). Accent 
also contributes to cognitive load change in SI since it affects 
the comprehension of the input (Gile, 2009; Gluszek and 
Dovidio, 2010). Another factor is body language, which in DI 
is quite different from that in onsite SI where interpreters can 
see and thus utilize the body language and facial expression 
of speakers for useful information. However, due to the scale 
and arrangement of the interpreting booth, interpreters might 
not have a clear visual of the speakers. In DI, body language 
(if any, depending on the image, as discussed earlier) is delivered 
using digital technology. As a result, interpreters might have 
high-quality images of the speaker’s body language to use for 
paralinguistic help. However, at the time of writing this paper, 
whether DI digital images or onsite images influence interpreters’ 
cognitive load is unchartered waters requiring further study. 
Furthermore, the kind of digital images that may lower cognitive 
load, thus enhancing performance, is still open for discussion.

Environment factors include booth type, platform, physical 
parameters, transmission techniques, and contact with 
participants (Braun et  al., 2018; AIIC, 2021). DSI interpreters 
might work in DSI hubs, home studios, or onsite booths that 
vary not only in their air quality, acoustics, ventilation, and 
temperature, but also differ in signal quality based on whether 
ethernet, WiFi, or mobile data is used for transmission (Moser-
Mercer, 2003; Mouzourakis, 2006). For example, home-based 
studios may not have optimal acoustics since their location 
may be  a home office or simply a desk in the corner of the 
interpreter’s house. Research shows that background noise affects 
interpreters’ stress levels, thus increasing cognitive load (Koskinen 
and Ruokonen, 2017). In a recent neuroimaging study, Lee 
et al. (2020) found that environmental and nature sounds evoke 
significantly different neurocognitive processes than long pieces 
of discourse. Similarly, it has been shown that noise could 
have adverse effects on language comprehension performance 
under experimental conditions (Fujita, 2021). This suggests that 
the concurrent presence of background noise and language 
input in DI can result in the additional activation of some 
brain regions and intensify the mental load due to interfering 
noise. In sum, physical environments can interact with task 
and interpreter characteristics, as predicted by instruction 
research on CLT (Choi et  al., 2014).

Having described the task and environment variables in 
DI, we  will now examine the operator’s (in this case, the DI 
interpreter) characteristics and possible moderating variables 
(Meshkati, 1988).
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Interpreter’s Factors in DI
In DI, interpreter factors include linguistic knowledge, topic 
knowledge, interpreting strategies, personal traits, technology 
awareness, and (meta-)cognitive processes. Skinner et al. (2018) 
states that “any modifications to interpreters’ working 
environments are likely to impact their performance and how 
they process information” (p.  19) since interpreting involves 
highly complex cognitive and metacognitive processes (Moser-
Mercer, 2000; Gile, 2009). That is to say, the factors of the 
(meta-)cognitive processes are under the influence of all the 
other factors as indicated in Figure  2, which are explained 
in detail here.

The prerequisite for any DI interpreter to render professional 
services is linguistic knowledge, which is knowledge of the 
languages they work in (Kalina, 2000). The linguistic knowledge 
required in interpreting can be  thought as “a domain of 
information in memory that is available for use” (Bachman 
and Palmer, 1996, p. 67). Linguistic knowledge is a component 
of the memory storage and consists of an array of competencies 
such as grammatical and discourse competence. It may be  said 
that interpreters’ linguistic knowledge contributes to their 
capacity to perform more complex cognitive tasks (Choi et  al., 
2014). Then, if the tasks and other conditions remain the 
same, the interpreter with better linguistic knowledge can 
perform better since they can allocate their memory resources 
to other cognitive tasks involved in interpreting such as auditory 
and/or visual processing, long-term memory extraction or 
speech production monitoring.

There are four areas of linguistic knowledge in DI, similar 
to those described by Bachman and Palmer (1996): 
grammatical knowledge, textual knowledge, functional 
knowledge, and sociolinguistic knowledge. Grammatical 
knowledge concerns vocabulary, syntax, and phonology or 
graphology. Textual knowledge concerns cohesion, rhetorical 
use, and conversational organization. Functional knowledge 
involves the use of ideational functions (i.e., descriptions 
of happiness, explanations of sadness), manipulative functions 
(i.e., compliments, commands), heuristic functions (i.e., 
teaching, problem-solving), and imaginative functions (i.e., 
jokes, novels). Sociolinguistic knowledge is knowledge of 
dialects, registers, idiomatic expressions, culture-loaded 
references, and figures of speech. Numerous studies have 
shown that linguistic knowledge is directly proportional to 
the cognitive load, thus affecting their performance (Gile, 
1995; Angelelli and Degueldre, 2002).

Topic knowledge of cultures of various countries or regions 
is another key factor in DI. This includes knowledge of the 
administrative structures of both sides of participants, political, 
economic, social, and ethnic characteristics of the participants’ 
areas of origin, and even literature and the arts (Kalina, 2000).

Topic knowledge has always been recognized as a powerful 
predictor of comprehension in both expert and novice groups 
since it interacts with text structure and verbal ability at the 
micro level while engaging in the metacognitive strategy use 
at the macro level (McNamara et  al., 2007; Díaz-Galaz et  al., 
2015). That is, interpreters use the topic knowledge to integrate 
the information presented in the source speech in a continuous 

way to construct a mental representation, which they subsequently 
reformulate and articulate in the target language.

In recent years, personal traits, also termed personal psycho-
affective factors, such as motivation, anxiety, and stress resistance, 
have also been recognized as important components of an 
interpreter’s aptitude (Bontempo and Napier, 2011; Rosiers 
et  al., 2011; Timarová and Salaets, 2011). For example, Korpal 
(2016) measured heart rate and blood pressure to determine 
whether the speed of a speaker’s delivery influenced the 
interpreter’s stress level. Heart rate, but not systolic or diastolic 
blood pressure indices, was significantly associated with speech 
rate, supporting the assumption that a faster speech rate can 
make interpreters experience higher levels of stress. In DI, 
several studies have examined stress and burnout, finding that 
the DI interpreters experience high levels of stress and burnout 
(Roziner and Shlesinger, 2010; Bower, 2015). A study by Seeber 
et  al. (2019) suggested that providing appropriate visual input 
is important to alleviate the alienation of DI interpreters and 
a study by Ko (2006) concluded that longitudinal empirical 
studies are an essential methodology in DI research. The research 
methods used to investigate personal traits are becoming 
increasingly diverse, ranging from qualitative surveys to objective 
psycho-physical instruments (e.g., eye-tracking).

Interpreting strategies are derived from the understanding 
of the underlying processes of interpreting, and can help 
interpreters to apply the optimal interpreting solutions across 
communicative settings (Riccardi, 2005). These strategies refer 
to the skills needed to comprehend and produce language, 
which might be included among or in addition to the strategies 
used in monolingual language processing. Notably, interpreters 
(i) are not expected to alter or filter out information, and (ii) 
may not have sufficient domain knowledge (Riccardi, 1998, 
2005; Kalina, 2000; Shlesinger, 2000; Chang and Schallert, 2007).

Given that DI is a technology-supported language mediation 
method, technology awareness is an important interpreter factor 
that affects cognitive load. Compared to translation, where 
computer-assisted services have become standard, interpreting 
has experienced only a modest impact due to advances in 
information and communication technology (Fantinuoli, 2018). 
This is because voice recognition technologies cannot fully 
recognize natural spoken language and its hesitations, repairs, 
hedges, and unfinished sequences (Desmet et  al., 2018). 
Nevertheless, technology can be  used to support DI in 
multiple ways.

Technology awareness in DI comprises two dimensions: (i) 
being mindful that technology is an inevitable part of the 
interpreting industry and being ready to accept it; and (ii) 
being able to recognize and utilize technology to perform DI 
(Parsons et  al., 2014). For example, it is well known that 
numbers are difficult to interpret and consume tremendous 
cognitive resources. To support the translation of numbers, 
Desmet et  al. (2018) used booth technology to automatically 
recognize numbers in source speech and present them on a 
screen, which significantly enhanced translation accuracy. 
Similarly, Prandi (2018) explored the use of computer-assisted 
interpreting tools to manage terminology, aiming to reduce 
local cognitive load during terminology search when delivering 
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the target text. With new information and tools emerging due 
to technological advances, DI interpreters need to be  fully 
prepared to reap the advantages and opportunities of technology 
while minimizing the risks and consequences that arise from 
their use.

Mellinger and Hanson (2018) pointed out that the intersection 
between technology and interpreting remains “under-theorized,” 
particularly regarding the adaptation of technology in 
accomplishing the interpreting task. They conducted a survey-
based investigation to examine the self-perception of the 
interpreters’ role in technology use and adoption. They found 
that community interpreters in medical and court settings 
where DI first appeared and achieved acceptance are more 
likely to adopt new technologies than their counterparts in 
conference settings. Few empirical studies have hitherto examined 
interpreters’ technology awareness, thus leaving a big gap in 
the understanding of the use of technology in DI.

Cognitive process is the ability to build up a mental representation 
of the verbal message through comprehension, parsing the 
information, and integrating it with one’s own pre-existing knowledge 
(Setton, 1999). Metacognitive processes, on the other hand, refer 
to strategies for efficient management of processing resources and 
consist of planning, monitoring, and evaluating (Flavell, 1976). 
Bravo (2019) reviewed metacognition research in interpreting and 
concluded that “[m]onolingual communication requires a lesser 
degree of metacognitive awareness than interpreter-mediated 
communicative events do” (p.  148). This is due to the fact that 
the nature of the interpreting task, which demands the ability to 
quickly shift attention across many cognitive activities, needs a 
meta-level skill to perform quality control. Through applying 
proper cognitive processes and metacognitive strategies, interpreters 
interact with the task and environment factors, a process that 
influences interpreters’ performance.

So far, we have looked into the factors which induce change 
in cognitive load during the interpreting process and categorized 
them as causal factors consisting of task and environment 
factors and interpreter factors. These factors act as the proxies 
representing dimensions of cognitive load. The methods for 
measuring these factors to assess the cognitive load that DI 
interpreters experience are discussed in the following section.

MEASUREMENT METHODS

Cognitive load in DI is conceptualized as a multidimensional 
construct representing the load that performing a particular 
interpreting task imposes on the distance interpreter’s cognitive 

system (Paas and Van Merriënboer, 1994; Seeber, 2013). To 
measure this construct, “the most appropriate measurement 
techniques” should be  used (Meshkati, 1988, p.  306). Scholars 
have attempted to model and measure cognitive load with 
various methods (DeLeeuw and Mayer, 2008; Wang et al., 2020; 
Ayres et  al., 2021; Krell et  al., 2022; Ouwehand et  al., 2022). 
In this study, we  adopt a comprehensive and fine-grained 
categorization of Paas et al. (2003) and Schultheis and Jameson 
(2004) who proposed four discrete methods for measuring 
cognitive load: subjective methods, analytical methods, 
performance methods, and psycho-physiological methods. This 
section provides a review of the pros and cons of each of 
these measurement methods and how they can be  used to 
investigate specific DI factors. Some of the pioneering studies 
utilizing these measurement methods in DI are presented in 
Table  2. These measurement methods, despite having been 
used and verified in interpreting studies for quite some time, 
have not been widely used in DI research. Therefore, the 
following discussion of these methods will largely rely on their 
previous application in interpreting studies.

Subjective Methods
Subjective methods of measuring cognitive load in DI—such 
as Likert scales and verbal elicitations and reports—require 
participants to directly estimate or compare the cognitive load 
they experienced during a specific task at a given moment 
(Reid and Nygren, 1988). Subjective methods of cognitive load 
are based on the assumption that participants are able to recall 
their cognitive processes and report the amount of mental 
effort required, which is a limitation that researchers should 
be  aware of (Ericsson and Simon, 1998). Subjective measures 
enjoyed popularity in early research because they are easy to 
use, non-intrusive, low-cost, and can discriminate between 
different load conditions (Luximon and Goonetilleke, 2001).

In interpreting studies, subjective methods can provide data 
on: (i) how interpreters allocate attention; (ii) problem-solving 
strategies used by interpreters; (iii) the effect of interpreting 
expertise; and (iv) general assessment of cognitive activities 
in interpreting (i.e., comprehension, translation, and production; 
Ivanova, 2000). In early studies of DI, subjective methods were 
used to investigate how transmission techniques are used by 
interpreters (Böcker and Anderson, 1993; Mouzourakis, 1996, 
2006; Jones et  al., 2003). Among them, Mouzourakis (2006) 
reviewed the large-scale DI experiments that were conducted 
at the United Nations and the European Union institutions 
in which the subjective data collected by questionnaire were 

TABLE 2  |  Measurement methods of cognitive load in DI.

Measurement methods Pioneering studies in DI The specific factors under investigation

Subjective methods Mouzourakis (2006); Bower (2015) Stress and burnout; Sound and image transmission in the environment
Analytical methods Braun (2007) Cognitive process of the interpreter
Performance methods Jiménez-Ivars (2021); Braun (2013); Gany et al. 

(2007)
Psycho-affective factors of the interpreters; Distance working mode; Distance 
working mode

Psycho-physiological methods Kuang and Zheng (2022); Roziner and Shlesinger 
(2010)

Source speech difficulty and interpreters’ experience; Mode of presentation of 
the DI task
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used to indicate how the technical setup for sound and image 
transmission would impact interpreters’ perceptions of DI. Later, 
this method was also adopted in DI studies to evaluate 
interpreters’ stress levels (Ko, 2006; Bower, 2015; Costa et  al., 
2020), the effect of interpreters’ visibility on participants (Licoppe 
and Veyrier, 2017), turn-taking (Davitti and Braun, 2020; 
Havelka, 2020), and the effect of different presentation modalities 
(Braun, 2007).

However, Lamberger-Felber (2001) performed a comparative 
study of objective text presentation parameters and interpreters’ 
subjective evaluations of texts, finding differences for almost 
all parameters investigated. This caution is important because 
subjective judgments usually serve as the method (or part of 
the method) used to assess the difficulty of instruments (e.g., 
Su and Li, 2019; Weng et al., 2022) together with more ‘objective’ 
measures (e.g., using textual analysis to measure the difficulty 
level of the source text). Seeber (2013) acknowledged that 
subjective methods might not be able to “reliably assess cognitive 
load” (p.  8) in SI.

Chandler (2018) cautioned that subjective methods are limited 
due to their dependence on participants’ self-appraisal and 
personal judgment as well as being problematic with young 
children. For example, Low and Aryadoust (2021) found that 
listeners’ self-reports of strategies had a significantly lower 
predictive power in accounting for oral comprehension 
performance compared with gaze behavior measures collected 
through an eye tracker. In the general field of cognitive load 
measurements, an instrument is usually developed and validated 
in one study, and further validated in other studies under 
different conditions. A typical example is that the cognitive 
load scale (CLS) developed by Leppink et al. (2013) was widely 
used as a subjective measurement tool of three types of cognitive 
load at large, and was further validated and expanded by 
Andersen and Makransky (2021) to measure the cognitive load 
for physical and online lectures. In DI, the lack of internal 
reliability of the instruments is a noteworthy concern, since 
the instruments are mostly formulated by the investigators to 
answer their own specific questions, and therefore require 
further validation. Recognizing these limitations, Ayres et  al. 
(2021) proposed that the combination of subjective and 
physiological measures is most effective in investigating change 
in cognitive load. Therefore, we  recommend that the results 
of the studies that use subjective methods for data collection 
be cross-validated with objective techniques such as eye-tracking 
and neuroimaging (see Aryadoust et al., 2020b, for an example 
of measuring cognitive load using eye-tracking and brain 
imaging in comprehension tasks). In addition, appropriate 
reliability checks should be  applied to ensure the precision 
and replicability of subjective methods of measuring change 
in cognitive load in DI (Moser-Mercer, 2000; Riccardi, 2005; 
Fantinuoli, 2018).

Performance Methods
Performance methods of measuring cognitive load have long 
been used in interpreting studies to measure speed and accuracy. 
For example, calculation of the ear-to-voice span (EVS) by 

Oléron and Nanpon (1965) probed cognitive processing of 
interpreters’ performance via quantitative measures. Later, Barik 
(1973) compared the performance of professionals, interpreting 
students, and bilinguals without any interpreting experience 
by counting the errors, omissions, and additions in their output. 
This tradition of comparing the performance of participants 
with different levels of expertise has carried on until the present 
day in investigating cognitive behavior. Given that participants’ 
performances may have been evaluated by human raters with 
different leniency and severity, modern psychometric methods 
like the many-facet Rasch measurement (MFRM) have been 
used to validate rating scales and identify the degree of severity/
leniency of raters (Han, 2015, unpublished Doctoral dissertation)2.

Performance methods are also used to compare the different 
tasks concerning language comprehension and production. For 
example, Christoffels and De Groot (2004) designed an 
experiment comparing SI, paraphrasing, and shadow sentences 
(repeating), with the latter two considered to be  delayed 
conditions. The authors assumed that participants would perform 
better in the delayed conditions than in SI, since simultaneous 
comprehension and production are a major cause of difficulty 
in SI. The results showed that the poorest performance was 
for SI, followed by paraphrasing and then repeating, which 
indicated the increased cognitive load of SI compared to the 
other two tasks.

In DI, performance methods have been widely used to 
compare the quality of onsite interpreting along with interpreting 
in different distance modes (Oviatt and Cohen, 1992; Wadensjö, 
1999; Moser-Mercer, 2005a,b; Gany et  al., 2007; Locatis et  al., 
2010; Braun, 2013, 2017; Jiménez-Ivars, 2021). For example, 
Gany et al. (2007) investigated how various interpreting methods 
affect medical interpreters’ speed and errors through comparing 
their DI performance with onsite interpreting, finding that the 
DI mode resulted in fewer errors and was faster. Combined 
with interpreters’ subjective perceptions of their performances, 
objective performance measures have helped to increase the 
acceptance of DI. However, previous studies are not directly 
comparable with each other since they were set up under 
different circumstances and interpreting modes, making the 
further evaluation of DI quality necessary (Braun, 2020).

For measuring cognitive load in DI, it is suggested that 
performance measures be  used along with other methods to 
investigate factors like interpreters’ overall performance, 
interpreters’ linguistic knowledge, and topic knowledge (Mazza, 
2001; Gile, 2008; Timarová and Salaets, 2011).

Analytical Methods
Analytical methods use expert opinions and mathematical 
models to estimate cognitive load in DI and interpreting at 
large (Paas et  al., 2003). Psychologists proposed an analytical 
and empirical framework to accommodate the measurement 
of cognitive load (e.g., Linton et  al., 1989; Xie and Salvendy, 
2000). Following their lead, early interpreting scholars proposed 

2�Han, C. (2015). Building the validity foundation for interpreter certification 
performance testing. [Unpublished Doctoral dissertation]. Macquarie University.
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several cognitive models to explain the cognitive processes 
involved in interpreting (Gerver, 1975, 1976; Moser, 1978; Gile, 
1995, 2009; Mizuno, 2005; Seeber, 2011; Ketola, 2015).

Gerver’s (1975, 1976) model focused on the short-term 
storage of the source text, which stays in a hypothetical input 
buffer in the mind from which the source text is sent out for 
further processing. The processing is performed in cooperation 
with long-term memory, which activates pertinent linguistic 
units for externalization via an output buffer. It is quite a 
modern idea that Gerver (1976) described information from 
several sources being processed in parallel. However, the separate 
input and output buffers still lack any theoretical or empirical 
support (Timarová, 2008).

Moser (1978) proposed another cognitive model of SI that 
assigns a crucial role to WM, which she instead called generated 
abstract memory (GAM). In this model, WM is conceptualized 
as a structural and functional unit that stores processed chunks 
(the STM storage function), performs comprehension tasks in 
cooperation with long-term memory (the executive functions), 
and plays a role in production as well (see Moser, 1978, p. 355 
for details). According to Moser-Mercer (1997), the model 
also contains a prediction step for incoming content which, 
she argues, plays a crucial role in interpreting.

An alternative cognitive model of SI was proposed by Darò 
and Fabbro (1994). This model is based on the models of Baddeley 
and Hitch (1974) and Baddeley (1992) but only adopts the verbal 
slave system and central executive elements. Darò and Fabbro 
(1994) explicitly separate the cognitive process into two general 
processes: WM and long-term memory processes. Interestingly, 
in this model, translation in two directions is performed by two 
separate mental modules, which are the basis for investigation 
of directionality effects in future studies (See Darò and Fabbro, 
1994, p.  381, for model details).

Gile’s (1995, 2009) effort model and Seeber’s (2011) 
cognitive load model are two milestone analytical models 
in measuring cognitive load. These models were extensively 
used as a means of understanding cognitive load in SI and 
are discussed in terms of the measurement of cognitive 
load in the current study. Both models provide useful insights 
for capturing the complex multi-tasking process in SI. However, 
Seeber (2013) acknowledges that both models are unable 
to account for individual differences, which is a major 
constraint for measuring cognitive load in interpreting. For 
example, due to individual differences in EVS in SI, it is 
difficult to establish a cause-and-effect relationship between 
cognitive load, performance quality, and performance speed 
(Seeber, 2013).

Braun and her colleagues attempted to establish several 
analytical frameworks to assess DI interpreters’ cognitive 
load generated across different settings (Braun, 2007, 2017; 
Braun and Taylor, 2012). For example, Braun (2007) used 
a process-oriented model of communication in which linguistic 
and cognitive processes contribute to discourse comprehension 
and production. Braun managed to investigate the adaptation 
process of the DI interpreters. Using a microanalytical 
framework, Davitti and Braun (2020) drew on extracts from 
a corpus of DI encounters to identify the coping strategies 

in online collaborative contexts, which include managing 
turn-taking, spatial organization, and the opening and closing 
of a DI encounter. For example, by analyzing the spatial 
organization behavior of interpreters, they found that explicit 
instructions from DI interpreters can create more mutual 
visibility and awareness to ease their mental load and support 
their performance. Overall, the study provides substantial 
implications for interpreter education.

Analytical methods in interpreting can be  mainly used to 
evaluate input dimensions of cognitive load, meaning that 
researchers can apply judgment and/or mathematical methods 
to measure the cognitive load induced by the task and environment 
factors (Chen, 2017; Ehrensberger-Dow et  al., 2020). Although 
a fine-grained analytical model of the overall cognitive load in 
DI is still to be  developed, we  believe the current study would 
be  a step toward specifying the key causal factors of cognitive 
load in DI and their measurement methods.

Psycho-Physiological Measures
Based on the assumption that psycho-physiological variables covary 
with cognitive load, psycho-physiological measures have been used 
in the investigation of cognitive load, such as changes in heart, 
brain, skin, or eye responses (Paas et  al., 2003; Schultheis and 
Jameson, 2004). Psycho-physiological measures can provide direct 
and continuous data in DI, allowing online measurement with 
a high sampling rate and sensitivity without interference from 
additional task(s). These measures are particularly useful for 
probing the “black box” of interpreters, that is, their cognitive 
process (Seeber, 2013). Brain imagining, stress hormones, 
eye-tracking, and galvanic skin response (GSR), which are widely 
used methods in measuring cognitive load, are discussed here.

Brain Imaging
Brain imaging can provide a “window” to examine cognitive 
load in interpreting. Kurz (1994, 1995) used 
electroencephalography (EEG) to investigate the effect of 
directionality during shadowing and SI tasks. Price et  al. 
(1999) and Rinne et  al. (2000) both used positron emission 
tomography (PET) to examine brain activation during 
interpreting, finding pronounced bilateral activation of the 
cerebellum and temporal and frontal regions during the 
assigned tasks. Tymoczko (2012) pointed out that using 
technology and neuroscience in interpreting research is “one 
of the most important known unknowns of the discipline” 
(p. 98). Recent research (e.g., Elmer et al., 2014; Becker et al., 
2016; Hervais-Adelman et al., 2018; Van de Putte et  al., 2018; 
Zheng et  al., 2020) has continued to use the functional 
magnetic resonance imaging (fMRI) method of brain imaging 
to better understand interpreting (See a comprehensive review 
of brain imaging in interpreting studies in Muñoz et  al., 
2018). Of course, a caveat concerning the use of fMRI is 
that it reduces the ecological validity of experiments. Recent 
neuroimaging techniques such as functional near-infrared 
spectroscopy (fNIRS), which allow for more mobility and 
maintain ecological validity, are recommended as alternative 
measurement methods (Aryadoust et  al., 2020a).
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The Stress Hormone Cortisol
The level of the stress hormone cortisol is a psycho-physiological 
measure that has been used in DI research. Roziner and 
Shlesinger (2010) sampled the interpreters’ saliva four times 
a day for the cortisol levels, and compared these indices between 
the onsite and distance modes, finding that the mean cortisol 
levels of interpreters in distance modes were slightly higher 
than that in onsite modes in working hours. For future studies, 
different indicators of stress level (e.g., blood pressure, heart 
rate, GSR) can be measured together for a better understanding 
of the phenomenon.

Eye-Tracking
Among psycho-physiological techniques, eye-tracking has long 
attracted the interest of interpreting researchers given that our 
eye-movements, or gaze behavior, can reflect the continuous 
processes in our mind (Hyönä et  al., 1995; Dragsted and 
Hansen, 2009; Chen, 2020; Tiselius and Sneed, 2020; Amos 
et  al., 2022; Kuang and Zheng, 2022). Specifically, eye-tracking 
is noninvasive and has proved to be  useful for describing 
“how the interpreter utilizes his or her processing resources, 
and what factors affect the real-time performance” (Hyönä 
et al., 1995, p. 8). In recent years, eye-tracking has been applied 
in various studies to investigate how cognitive load in the 
interpreting process is affected by factors including syntactic 
characteristics of source speech (Seeber et  al., 2020), delivery 
rate (Korpal and Stachowiak-Szymczak, 2020), interpreting 
strategies (Vranjes et  al., 2018a,b), and cognitive effort (Su 
and Li, 2019). A detailed review of the application of eye-tracking 
in investigating cognitive load in interpreting research is reported 
by Zhu and Aryadoust (under review).

Galvanic Skin Response
In recent years, GSR, a marker of emotional arousal, has also 
attracted attention in interpreting studies (Korpal and Jasielska, 
2019). In research using GSR, it is assumed that physiological 
arousal activates the sympathetic nervous system (SNS), resulting 
in more pronounced skin conductance.

Even though they require a complex and refined experimental 
design, psycho-physiological measures appear to be a promising 
set of methods for measuring real-time or delayed cognitive 
load during the interpreting process (Seeber and Kerzel, 2011). 
The task and environment factors discussed earlier induce a 
certain level of cognitive load, thus leading to physiological 
changes in interpreters. As a result, interpreters are ideal subjects 
for physiological measures. Given their promising applications 
in DI, the question is not whether psycho-physiological measures 
should be  used, but how to control the variables to investigate 
what is really being estimated (the construct itself; Seeber, 2013).

In summary, the four aforementioned methods of measuring 
cognitive load in DI each have their own unique strengths 
and weaknesses. Given that the empirical research on DI started 
two decades ago, these measurement methods have not been 
widely applied in DI research. The studies we  surveyed above 
provide examples for future researchers to design their studies. 
Furthermore, the use of these methods in the broader interpreting 

field can provide a link between previous interpreting studies 
and future DI studies. These studies can be  replicated in the 
field of DI to examine how technological challenges and 
remoteness may alter cognitive complexity and difficulty in 
interpreting (Braun, 2007), thus providing research directions 
for interpreting practitioners and trainers. Researchers should 
consider their research aims and variables under investigation 
to determine the most appropriate measure types for their study.

TOWARD A COHESIVE 
REPRESENTATION OF COGNITIVE LOAD 
IN DI

This paper has discussed cognitive load theory and the general 
cognitive models in interpreting. It has also presented a discussion 
of the causal factors inducing change in cognitive load in DI 
and their measurement methods. These discussions were intended 
to present a scientific representation to bridge the abstract 
concept of cognitive load and the world experienced in DI 
practice and research. As a first attempt to integrate 
representations of cognitive load and measurement methods 
in DI, this current discussion offers several important implications 
related to DI.

First, this synthesis review provides a multicomponential 
representation of cognitive load in an endeavor to concretize 
this abstract concept (Huddle et  al., 2000). As previously 
discussed, the factors that change cognitive load play the role 
of surrogates for it, but they are scattered across previous 
studies on cognitive load in interpreting. This paper sought 
to synthesize them into two general categories (i.e., task and 
environment factors, and DI interpreter factors) and then 
unpack the categories to make them more accessible to interested 
researchers. Informed by CLT, the identified causal factors 
constitute our endeavor to assist the stakeholders (e.g., conference 
organizers and training program managers) in controlling for 
extraneous factors and directing mental resources of interpreters 
to intrinsic and germane sources of cognitive load. The study 
also provides a framework for future experimental designs to 
control confounding variables and optimize research design 
by identifying influential variables in DI and their relationship. 
For example, in terms of experimentation for identifying causal 
relationships between DI interpreters’ performance and mode 
of presentation (e.g., video-relayed or telephone interpreting), 
researchers should control for confounding variables like source 
speech complexity and participants’ proficiency level to be able 
to establish causality. Our discussion of the causal factors could 
be  used as a checklist for the experiment designers in DI or 
even interpreting studies in general.

Second, we  identified the factors that can affect cognitive 
load in DI and reviewed the relevant literature in interpreting 
studies in general and DI in particular, which makes the current 
study distinct from past discussions of interpreting which tend 
to be  broad and general. Accordingly, the present synthesis 
may also serve as the basis for future replication studies in 
DI. This is in line with Rojo López and Martín (2022) who 
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suggested that replication studies are required to foster the 
standardization of general research methodology in studying 
the cognition behavior of interpreters. Since technology has 
played an increasingly important role in the interpreting service 
industry, the factors specified for DI in this study would provide 
important implications for research and practice. For example, 
the identification of technology awareness factors would help 
curriculum designers and trainers in translation and interpreting 
programs to embed these factors into course contents 
(Ehrensberger-Dow et  al., 2020).

Third, the framework presented in this paper serves not 
only as a descriptor of factors affecting cognitive load, but 
also as a predictive tool in which the pros and cons of the 
measurement methods were analyzed and presented 
(Chittleborough and Treagust, 2009). Thus, it can help researchers 
actively make plausible predictions and informed decisions in 
study design, e.g., by choosing appropriate measurement methods 
to conduct investigations and controlling for possible extraneous 
variables. As earlier noted, subjective measurement methods 
such as interviews or surveys can help provide post hoc 
evaluations of cognitive load in DI, while performance measures 
provide indications of interpreting proficiency based on objective 
and/or subjective ratings. Analytical measures, on the other 
hand, provide an estimate of cognitive load based on subjective 
and analytical data, thus relying on the prior knowledge of 
the investigators (Seeber, 2013). Finally, psycho-physiological 
measures register detailed real-time patterns of cognitive activity, 
and require a well-controlled experimental design which is 
not confounded by construct-irrelevant causal variables.

We note that the current discussion is based mainly on 
researchers’ understanding of cognitive load in DI and 
interpreting studies in general, which makes it an expressed 
model. An expressed model needs to be  tested by empirical 
studies and agreed upon by society, to become a consensus 
model (Gilbert, 2004). Therefore, we  call for future empirical 
studies to validate this representation with recommended 
methods and expand the scope of these methods to examine 
the factors contributing to cognitive load in DI.
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Goal: This paper presents an immersive Virtual Reality (VR) system to analyze

and train Executive Functions (EFs) of soccer players. EFs are important

cognitive functions for athletes. They are a relevant quality that distinguishes

amateurs from professionals.

Method: The system is based on immersive technology, hence, the user

interacts naturally and experiences a training session in a virtual world. The

proposed system has a modular design supporting the extension of various

so-called gamemodes. Gamemodes combine selected gamemechanics with

specific simulation content to target particular training aspects. The system

architecture decouples selection/parameterization and analysis of training

sessions via a coaching app from an Unity3D-based VR simulation core.

Monitoring of user performance and progress is recorded by a database that

sends the necessary feedback to the coaching app for analysis.

Results: The system is tested for VR-critical performance criteria to reveal

the usefulness of a new interaction paradigm in the cognitive training and

analysis of EFs. Subjective ratings for overall usability show that the design as VR

application enhances the user experience compared to a traditional desktop

app; whereas the new, unfamiliar interaction paradigm does not negatively

impact the e�ort for using the application.

Conclusion: The system can provide immersive training of EF in a fully

virtual environment, eliminating potential distraction. It further provides an

easy-to-use analyzes tool to compare user but also an automatic, adaptive

training mode.

KEYWORDS

sports analytics, virtual worlds training simulations, training of cognitive functions,

executive functions, healthcare, machine learning, training
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1. Introduction

Principle performance characteristics of many professional

sport activities are continuously evolving, for example,

professional soccer is characterized by shorter ball possession

times, increased need of accurate passing rates, or longer

running distances. The average duration of ball possession

per contact for soccer players decreased from 2.8 s in 2006 to

1.1 s in 2010 (Carling, 2010). Consequently, players need to

train to react faster. However, today’s high training load with

repeated physical training of athletic skills in combination with

an ever increased number of matches in various competition

contexts already puts significant physical strain on players.

Hence, professional clubs are seeking for alternatives. A

promising approach focuses on non-physical training of

so-called Executive Functions (EFs) to increase the players’

Soccer IQ (Ingle, 2016). EFs encompass the cognitive abilities

to evaluate and make situational decisions (Strauss et al., 2006).

Hence, they are mental determinants of players’ behavior and

can be an important discriminant for comparing players as

well as determining suitable positions for youth players as

different positions have different requirements regarding the

EFs (Verburgh et al., 2014).

EFs can effectively be increased by certain computer

games (Green et al., 2012; Vestberg et al., 2012; Verburgh et al.,

2014) which already led to an adoption of similar approaches

by professional sports. One of the most elaborated systems, the

Helix, is based on Mixed Reality (MR). Here, soccer players

stand in the focal center of an 180◦ large screen display to

partly immerse them into a virtual soccer game. During training,

players have to execute a multi-object tracking task in form of

tracking non-player characters (NPCs) running around on the

virtual soccer field. Due to the large size of the room-filling

screen, this tasks demands high capabilities in working memory,

peripheral vision, and cognitive flexibility. Recently, the Helix

has been extend toward a 360◦ screen-based systems; however,

the mentioned shortcomings are still present.

However, the current MR-based Helix has several

shortcomings. First, it’s NPC logic is very rudimentary

and based on random paths. As a consequence, users with

a good understanding of the game do not benefit from that.

Second, the player has to tell a coach which NPCs should be

selected. Thus, the reaction time of a player is not measurable,

hence, a detailed analysis of the player’s performance taking the

trade-off between accuracy and reaction time into account is not

feasible. Third, while the Helix already allows a semi-immersion

for players based on the large-screen installation, it restricts

analysis and training to one user at a time, it is a complex and

expensive system, and does not scale well with large teams.

The semi-immersiveness of the current approach is potentially

disadvantageous. While a high degree of immersion does not

necessarily have to be a goal for any VR system (Bowman

and McMahan, 2007), it is usually beneficial when it comes to

the elicitation of a strong effect of a place illusion and spatial

presence. The semi-immersiveness also risks to have players

notice the physical space around them, e.g., when the visual

attention is directed to the vicinity of screen borders.

This paper presents CortexVR, an immersive VR system for

the analysis and training of EFs of soccer players1. We present

an immersive system that aims at eliminating the need of a large

screen system that suffers the issue of distraction while providing

a whole new type of user interaction and training experience.

Bird (2020) showed the applicability of using virtual reality head-

mounted displays within applied sport psychology. Accordingly,

our system is based on a head-mounted display (HMD) VR kit

(the Oculus Rift) that effectively shuts out visual and auditory

distractors from the physical space around users. This avoids

breaks in presence and fosters undisturbed training of EFs.

The system platform increases mobility, lowers hardware costs,

and allows an increased number of users concurrently training.

CortexVR incorporates automated assessment of reaction times.

The system’s modular design fosters extensibility and includes

necessary control functions for training personal via a dedicated

app. The current version includes realistic NPC paths captured

from a real professional soccer match in the German Bundesliga.

Additionally, we offer a game mode which dynamically adjusts

the game level depending on the performance of the user.

The system is tested for VR-critical performance criteria and

evaluated for the ease of use and user experience. Subjective

ratings for overall usability show that the user experience created

by usingVR increases the user experience while analysis/training

of EFs. Additionally, we evaluate the reinforcement learning

approach of the adaptive game mode.

The remainder of this paper is structured as follows.

Section 2 discusses related work: the relevant theoretical

fundamentals of EFs, works in the field of training EFs,

and the application of VR in sports. Subsequently, Section 3

covers the analysis of the requirements for the platform

based on an analysis of the Helix and stakeholder interviews.

Within Section 4, we describe the technology stack of the

CortexVR platform as well as the adaptive game mode based

on reinforcement learning. Section 5 describes the qualitative

evaluation with a group of users and the quantitative of the

adaptive game mode, followed by the discussion of the results

in Section 6. Section 7 concludes this paper.

2. Related work

This section introduces the theoretical foundations of EFs.

Following, it presents different approaches for training EFs as

well as VR-based sports training in general. Lastly, we discuss

the related work and motivate the research gap for this work.

1 A video of the prototype can be found at: https://www.youtube.com/

watch?v=gQM2mP5Mjs0.

Frontiers in Psychology 02 frontiersin.org

220222

https://doi.org/10.3389/fpsyg.2022.754732
https://www.youtube.com/watch?v=gQM2mP5Mjs0
https://www.youtube.com/watch?v=gQM2mP5Mjs0
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Krupitzer et al. 10.3389/fpsyg.2022.754732

2.1. Executive functions

Executive Functions (EFs) denote cognitive processes

controlling human actions in different environments (Strauss

et al., 2006). EFs usually are separated into two distinct types:

The work here focuses on basic cognitive processes including

cognitive inhibition, working memory, and cognitive flexibility.

The higher order EFs (e.g., reasoning and/or problem solving)

are not considered.

Cognitive inhibition refers to the blocking out or tuning

out of information that is irrelevant to the task at hand

(Harnishfeger, 1995). This mental process can be intentional

or unintentional and can manifest itself in a variety of

ways (Harnishfeger, 1995). The working memory is a

conceptualization of human memory of limited capacity

responsible for storage and manipulation of information over

brief temporal intervals (Baddeley, 2010). Cognitive flexibility

refers to the ability to adapt to the transition from thinking and

reasoning about one concept to a different one (Scott, 1962).

EFs develop gradually across one’s lifespan. They can be

improved at any point in life. Neuropsychological tests, as Stroop

test and rating scales, are used to measure EFs. Notably, there

were several approaches to use VR for the assessment of EF

for various use cases (see, e.g., Pugnetti et al., 1998; Lalonde

et al., 2013; Climent-Martinez et al., 2014). EFs are considered

to have a high relevance for sports. In several experiments

soccer players performed better than non-athletes concerning

their EFs, especially in decision making tasks (Vestberg et al.,

2012; Verburgh et al., 2014). Also for other sports, the training

of EFs seems to be promising (Holfelder et al., 2020; Koch

and Krenn, 2021). De Waelle et al. (2021) identified that the

strength of EFs is higher for team sports player than for self-

paced sports and that those effects are already present for

young athletes.

2.2. Training of executive functions

2.2.1. VR-based training

Since EFs are highly relevant for the success of a

professional soccer player, it is beneficial to train these

functions to increase player performance. However, this is

not restricted to high performance sports. Kubesch and

Walk (2009) discuss the effects of training EFs for children.

The training of these functions is often used in treatment

of several, especially cognitive, diseases, such as Parkinson’s

disease (Sammer et al., 2006) or children with Attention Deficit

Hyperactivity Disorder (ADHD) (Tamm et al., 2014). It has

extensively been explored for neurological deficits in the area

of neurorehabilitation (McGeorge et al., 2001; Lo Priore et al.,

2003; Weiss et al., 2006). The analysis of the EFs is neglected in

all those approaches.

2.2.2. Gamification-based training

Studies showed that action video games can be used to

train specific EFs, e.g., gain advantages in task-switching (Green

et al., 2012), increase the processing speed (Dye et al., 2009), or

enhance the development of perceptual templates (Bejjanki et al.,

2014). While these studies show that video games have a positive

training effect, they are rarely used systematically to train the

performance of professional athletes.

2.3. VR-based sports training

Akbaş et al. (2019) provide an overview of the application

of VR for competitive sports. They identified three categories

of applications: performance analysis, simulation improvement,

and virtual training.

First approaches of VR-based sports training included

simple videos as VR lessons (Success Series, 2019) for amateur

sports or advanced systems with elaborated special-purpose

training equipment aimed at gyms (Icaros, 2019). But VR is not

only relevant for the private sports sector; it is also discovered

in professional sports for training and analysis. Bideau et al.

(2004, 2010) analyzed and trained the movement of handball

goal keepers with synthetic VR opponents. Additionally, there

are first commercial products for VR sports training emerging.

NeuroTrainer aims at training neurological and cognitive

functions of athletes (NeuroTrainer, 2019). A more physical

approach is the Virtual Goalie by Reaction VR Sports which

makes use of the motion tracking controllers of the HTC Vive

andOculus Rift to train the reaction of lacrosse goalies (Reaction

VR Sports, 2019). Mi Hiepa Sports introduced a mixed reality

approach for soccer training: motion tracking sensors are

attached to different parts of the player’s body and his movement

is fully captured in the virtual environment (Mi Hiepa Sports,

2019). This can be used to train technical skills by studying a

360◦ perspective. StriVR provides a VR tool to train different

plays in a high repetition without the physical demand (StriVR,

2019). This tool is dominantly used in American Football to

train play calls. A further example is EonSports VR (EonSports

VR, 2019), which is mainly used in baseball for technical and

tactical training. Besides professional sports training, VR helped

to enable exercises of groups in a remotely fashion during the

COVID-19 pandemic. For example, Gao et al. (2020) present a

study on exercises for health and wellness of older adults during

the COVID-19 Pandemic.

2.4. Distinction from related work

The main advantage of VR used for sports analysis and

training is the possibility to achieve a high number of repetitions

and a good memorization effect without the physical stress

of conventional athletics training, as could be illustrated by
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various applications. Further, as the technology disappears, a

new, pervasive user experience is generated which supports

the training effects as it avoids distraction. Therefore, it

is especially useful during physiotherapy and regeneration,

but also as a low-impact add-on to conventional physical

training. VR-based training of EFs has shown to be effective in

neurorehabilitation (McGeorge et al., 2001; Lo Priore et al., 2003;

Weiss et al., 2006) but the current state-of-the-art in professional

soccer still relies on gamified approaches. To the best of our

knowledge, there currently is no research available which uses

VR to analyze/train EFs and applies this to professional soccer

as is illustrated by the approach in this paper. Hence, this paper

provides the first approach that transfers the analysis/training

of EFs in an immersive VR system—which has been proven to

be beneficial in neurorehabilitation—into the domain of sports,

namely into professional soccer.

3. Requirements analysis

The soccer club TSG Hoffenheim uses the Helix to analyze

and train the EFs of professional first league soccer players—

both male and female—as well as the youth players. The players

have to track NPCs in a simulated game environment. The

Helix currently comprises an 180◦ screen by integrating the

stream of six different projectors in a wide-angle screen. A recent

extension of the system provides a 360◦ screen. The Helix app

integrates two roles: the coach and the user, i.e., the soccer

players that train their EFs. The coach uses a tablet to configure

the game settings before starting the game. The user is then

confronted with a randomly created sequence of soccer NPCs

running on the field. Their task is to tell the coach which NPCs

were highlighted in the beginning of the sequence. The coach

then selects these NPCs in the application. Figure 1 shows on

the left the original Helix system with both roles, coach and user,

simultaneously active during the selection of the NPCs2. We did

an analysis of the limitations of the original Helix system and

conducted interviews with stakeholders. Based on this material

and the analysis of related approaches, we derived several

requirements for a computing system to support immersive

cognitive training of EFs for professional soccer players. In the

following, we describe these functional requirements.

First, an important requirement is cross-platform support.

Using VR, still requires setup and maintenance effort. As the

necessary IT skills cannot be presupposed in a soccer club,

we decided to design the application in a way that it can be

used as immersive VR application but also as normal desktop

application with mouse/key support (requirement RApp1). This

way, soccer clubs can study the benefits of immersion for

training of EFs but have a backup option in case that the

2 A video of the original Helix system is available at: https://www.

youtube.com/watch?v=M7Tmg1mmgHw&t=11s.

organizational structures cannot guarantee the use of VR

devices. However, we suppose that immersion has benefits for

training EFs compared to the normal desktop application.

The coach should be able to configure

games (requirement RConfig1), setup the training

session (requirement RConfig2), and analyze the player’s

performance (requirement RConfig3). As this functionality

neither affects the training itself nor should be running as a

VR app, the configuration application should be a stand-alone

tool (requirement RConfig4).

One limitation in the original Helix system is that the coach

enters the data collected verbally from the user, resulting in a

delay while data input. Hence, the reaction time of a soccer

player is not trackable. To overcome this, the user should be able

to directly interact with the application (requirement RApp2)

through a controller or gesture-based input.

Soccer players with a good anticipation of the game

should benefit from that while tracking. Consequently, we

decided to include the option to choose between player

movements extracted from real spatiotemporal soccer tracking

data or random paths (requirement RApp3.1). Furthermore,

it should be possible to use specific game situations like

corner kicks or kick-offs extracted from real soccer game

data (requirement RApp3.2). The reproducibility of those

sequences—in contrast to the random paths of the original Helix

system—helps to systematically analyze and compare the EFs of

players.

In addition to the configuration of the game itself,

the CortexVR application should also offer new game

modes to enhance the gameplay and make it more

diversified (requirement RApp4). The user therefore is not bound

to the repetition of the same game but can find challenges in

new variants which triggers the gamification aspects. Thus, it is

important to strive for modularity (requirement RApp5)—such

as offering modules for (i) generating the game situations, (ii)

rendering the game situations, or (iii) evaluating user data—as

several functionalities are relevant across game modes. Further,

the system needs to follow a design that allows to extend the

system with additional game modes (requirement RApp6).

4. Design and implementation

As the requirements RConfig1–RConfig3 demand that game

configuration and evaluation are running in a dedicated app

(see requirement RConfig4), it was decided to implement those

in the so called Coach App. Figure 2 visualizes the interaction

between Coach App and CortexVR. By launching the Coach

App, the instructor—i.e., a coach or staff member—starts the

system. Then, the session configuration takes place through

which the instructor decides on the game parameters and

stores them to a respective JSON file. In the next step, after

starting the Unity3D App and loading the JSON file, the scene

Frontiers in Psychology 04 frontiersin.org

222224

https://doi.org/10.3389/fpsyg.2022.754732
https://www.youtube.com/watch?v=M7Tmg1mmgHw&t=11s
https://www.youtube.com/watch?v=M7Tmg1mmgHw&t=11s
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Krupitzer et al. 10.3389/fpsyg.2022.754732

FIGURE 1

The left part of the figure shows the original Helix for training of EFs on a 180◦ screen. It is a room-filling 180◦ screen (source: Michael Horeni,

2017). The right part of the figure shows the new CortexVR for VR-supported training of EFs with an Oculus Rift used by one of the authors.

is initialized. The original Helix application generates random

paths for the movement of NPCs. For generating realistic player

movement paths (see requirement RApp3.1) and extracting

clearly defined game situations (see requirement RApp3.2),

we use the spatiotemporal data of a German Bundesliga

soccer game. It was recorded by the widely-used tracking

system TRACAB Image Tracking and provides two-dimensional

positions of all players and three-dimensional position of the

ball. After playing the configured numbers of sessions, the

Unity3D App writes the game log data into a shared SQLite

database before it is closed. The instructor can then use the

Coach App for analyzing the player’s performance. In the

following, we explain the design and implementation of the

CortexVR and theCoach App. Afterwards, we describe the design

of the three game modes.

4.1. Coach App

The Coach App enables the management of user and team

data, the initialization of training sessions as well as the analysis

of user performance. It is a standalone .NET based application

implemented in C# using theWindows Presentation Foundation

(WPF). Using the UI, the coach can define the training session

for a soccer player (see requirement RConfig1). This includes the

definition of the game mode and the level. This way, the coach

can define sessions for analysis and comparison of players before

starting the app (see requirement RConfig2).

The Coach App integrates an overview for the analysis of

a player’s performance (see requirement RConfig3). The game

produces session data that captures the user’s performance in

terms of accuracy and reaction time. Also, the comparison

between the performance of the user under consideration and

a certain peer group is offered by the Coach App. The peer group

as well as all parameters of the training sessions can be filtered to

ensure a customized analysis.

FIGURE 2

Interaction between the Coach App and the CortexVR

application.

4.2. Cortex VR

The CortexVR app displays the content of the training

session and interacts with the user. It loads the session

configuration, starts the game mode, and stores the data for

the evaluation of the user’s performance. We implemented

the CortexVR app using the Unity3D Game Engine. Unity3D

enables cross-compilation for various platforms including VR

devices (see requirement RApp1).

All game modes use the same control procedure and the

same UI. Accordingly, these elements are modularized which

fulfills requirement RApp5. We designed the games modes after

discussions with staff and coaches of the soccer club TSG

Hoffenheim. For fulfilling the requirement of direct interaction

between the app and the user (see requirement RApp2), we

decided to use the Oculus Rift VR device as it includes—

besides a headset—two gesture-based controllers and a set of

sensors called Constellation system which is responsible for the
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FIGURE 3

Setup of the evaluation for the mouse/key control-based

application used by one of the authors.

tracking of the position of the user’s head as well as other VR

devices. However, it would be possible to migrate our CortexVR

application to the Occulus Go and avoid the necessity of having

a dedicated base station machine.

We implemented two variants of the application: a low

immersive desktop-based version and a high immersive VR

version using the Oculus Rift. Both offer the same set of

functionality. However, they differ in immersiveness and user

interaction. The desktop version relies on mouse and keyboard

input (see Figure 3), the VR version uses the input of the

controllers and sensors to display a laser beam like pointer for

enabling a natural interaction in a virtual environment.

For triggering the gamification effect, we created a realistic

environment for the user. As stadium we used an asset from

the Unity3D Asset Store. A sound game object that holds a mp3

with stadium sounds in the audio source component simulates

a real stadium atmosphere. We created two versions of a NPC

using Adobe Fuse CC: one with a blue T-shirt and black shorts;

the other with a red T-shirt and red shorts. All other visual

parameters are the same, including their body specifications and

facial features, to increase the level of complexity.

4.3. Game modes

The original Helix system targeted the training of the

working memory as one specific sub-function of EFs. However,

it only provides a single game mode for this specific

purpose. We converted the tracking player mode to our new

CortexVR system. Supported by our modularized approach (see

requirement RApp5) and as new game modes extend a

common abstract class (see requirement RApp6), it is really

convenient to add new game modes to the system by re-using

several existing modules. As divergent learning experiences

in sports can enhance training of the cognitive executive

functions (Buning et al., 2021), we add two additional game

modes (see requirement RApp4). In the following, we present the

design of the three implemented game modes.

4.3.1. Tracking players

The Tracking Players game mode consists of a fair number

of NPCs being targeted at the beginning. Then, the user tries

to follow them and pointing them out at the end of the game

session. The key difference to the original Helix is that the user

can nowmove within the environment andmanipulate the game

camera which as a result means that he is not restricted to

a frontal view only anymore. Accordingly, we shift the game

environment from a 180◦ screen to a more realistic 360◦ screen.

This widens the field of view, but also offers a new challenge

due to the possibility of NPCs being off screen. Hence, the use

of the working memory is stressed additionally, as the user has

to remember the different positions of the NPCs as well as which

of them had been marked in the beginning.

4.3.2. Count players

The Count Players game mode aims to improve the EFs of

the users by letting them keep track of the count of current

NPCs on the screen. As NPCs can appear from the left and right,

but also from behind, the eyes are trained to keep the overview

on fixed positions of the display instead of following specific

objects as in the Tracking Players game mode. This game mode

addresses the training of the working memory but also of the

inhibition, as the user spontaneously has to decide if a player

has been counted already. The camera is fixed which means that

moving and looking around is disabled. To vary the difficulty,

the position can be adjusted, e.g., inside or near the NPCs but

also bird-like views that simplify the task. This game mode does

not require soccer knowledge because the user does not need to

interpret the movement of NPCs.

4.3.3. Find ball

In the Find Ballmode, the user sees a game situation without

the ball and needs to estimate the position of the ball. Therefore,

the soccer pitch is split into equally sized areas. The user needs

to analyze the overall formation and position of the NPCs. The

game situations are extracted from real game data, accordingly,

soccer-related knowledge helps to analyze the game situation.

However, animations like shooting and passing are not available

which raises the difficulty. This gamemode supports the training

of cognitive flexibility, as it targets the ability of players to

transfer their game understanding to the unknown situations

thatmiss important information, such as the ball and animations

of players’ actions.
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4.3.4. Reinforcement learning-supported
adaptive game mode

The additional track adaptive game mode extends the

tracking players mode and offers the functionality of adapting

the speed of the application depending on the performance

of the user. Accordingly, this increases the difficulty quickly

and supports an improved analysis as players are higher

demanded. We decided to rely on reinforcement learning (RL)

as this machine learning technique is often applied in

artificial game intelligence [e.g., in Backgammon (Tesauro,

1995), Hearts (Sturtevant and White, 2007), or first-person

shooters (McPartland and Gallagher, 2011)]. We applied Q-

learning for predicting the attribute Speed of NPCs using the

current state and a list of possible actions. The objective of Q-

learning is to learn the quality of actions (policy) for telling an

agent which action to perform based on the expected rewards.

As state, we consider the speed, the amount of correctly played

rounds, the accuracy, and the time. The speed is split into 10

areas, reflecting velocities between 13 and 40 km
h

(in steps of

3 km
h
). Successful rounds are those in which the user has tracked

all NPCs correctly. As we always track two players, the accuracy

is 0, 0.5, or 1 for each round. For the time, we assume that users

requires at least 1.5 s and ignore all values above 30 s.

T(n) =







⌊

SubmitTime/3
⌉

− 1 if n ≤ 30

9 if n > 30
(1)

As actions, we focus on adjusting the velocity of NPCs by

increasing or reducing the velocity in multiples of 3 km
h
. To keep

the speed always between 13 and 40 km
h
, only specific actions

are possible. For example, when starting with 13 km
h
, increases

can be arbitrarily (9 actions) or the speed stays the same (1

action). For determining the quality of an action, positive or

negative rewards are assigned. Our reward function takes into

account if the player already playedmore than one correct round

and the correctly played rounds on the current level. Further, it

distinguishes if the speed has recently decreased or increased.

5. Evaluation

This section presents the evaluation of our approach for an

immersive system to support the analysis and training of EFs.

The evaluation is composed of an analysis of important technical

properties, a user study as well as a quantitative analysis of the

adaptive game mode’s RL method. In the following, we describe

in consecutive order the evaluation.

5.1. Technical evaluation of CortexVR

To guarantee the performance of the VR mode, we

conducted motion to photon latency measurements with frame

counting.

5.1.1. Methodology

A camera recorded both the physical controller and the

screen at 240 frames per second. The latency is the time between

the start of a movement of the physical controller until the start

of the movement of its virtual counterpart. The ideal case of

recording both the Oculus Rift screen and the physical controller

is not possible as the lenses render the image unusable. The

measurement is conducted in two steps: The motion to photon

latency is determined by observing the real controller in front

of and the virtual controller on the computer’s monitor screen.

The reaction time difference between the monitor screen and

the Oculus Rift screen is determined by observing how fast they

react to color changes spanning the entire image. Frames per

second are derived with Unity’s unscaledDeltaTime. It indicates

for each frame how much time has passed since the previous

frame. The technical measures are taken on a desktop PC with

Intel Core i7 7,700 k 4 × 4.2 GHz, 16 GB RAM, and Nvidia

Geforce GTX 1080.

5.1.2. Results

The measured latency between controller movement and its

virtual counterpart on the monitor is 66.6 ms (SD = 21.6 ms).

The difference between the monitor screen and the Oculus Rift

screen is 32.2 ms (SD = 5.8 ms). This leads to a motion to

photon latency between the physical controller and the Oculus

Rift screen of 34.4 ms (SD = 27.4ms). The application performed

at a mean of 78.39 frames per second, i.e., a mean frame time

of 12.75 ms (SD = 3.96 ms). Accordingly, the performance

of the VR presentation is fast enough so that the technical

implementation of the VR mode does not negatively influence

the user experience (UX).

5.2. User study

For the evaluation of our approach, we focus the analysis of

the UX in a virtual world using the VR-based solution in contrast

to the traditional desktop app. As we expect that most users

did not have experience in VR applications before, we assume

that those might expect a higher effort in using the VR app due

to initial familiarization. Accordingly, we want to discuss the

effort expected by users for a new interaction type. Especially,

we want to guarantee that the analysis of EFs does not suffer

from less experience in using the VR technology. However, we

still expect that the integration of VR improves the gamification
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and, hence, the UX. Accordingly, we investigate the following

two hypotheses:

• H1: VR has increased expected effort for users and, hence,

affect negatively the analysis of EFs.

• H2: VR enhances the Hedonic Motivation and, hence, affect

positively the analysis of EFs.

5.2.1. Procedure

Each participant of the user study had to play the three

game modes in the following specified order: (i) Track Players

game, (ii) Count Players game, and (iii) Find Ball game. For each

game mode, the participants were asked to play it four times to

eliminate learning effects using both types of control, VR and

non-VR control. The order of the two control types was chosen

randomly with a toss coin for each participant at the beginning,

but was equal for all three game modes for the user. Throughout

the evaluation, the participants were supported by our staff

for questions. Further, we provided a short introduction.

Afterwards, participants answered a questionnaire.

5.2.2. Setup

We used the Oculus Rift VR device for the graphics output.

The participants could interact with the application using the

included Touch controllers and sensors. The configuration of

the VR device and the controllers were done beforehand by our

staff. As base station, we used a desktop PC with Intel Core i7

8,700 k 6 × 3.7 GHz, 32 GB RAM, and Nvidia Geforce GTX

1080Ti running with Windows 10 and Unity3D 2018.2.13. The

right part of Figure 1 illustrates the environment with the Oculus

Rift. Except of the control and the fact, that the content is

shown on a regular display, the non-VR variant (see Figure 3)

is identical to the VR one.

5.2.3. Methodology

We focus on the two dimensions of Effort Expectancy (cf.

hypothesis H1) and Hedonic Motivation (cf. hypothesis H2).

Effort Expectancy describes “the degree of ease for using the

system the user expects” (Venkatesh et al., 2003). We expect

that users might be unfamiliar with VR applications, hence,

have a higher effort for using it. We operationalized the

construct Effort Expectancy for each game mode using the

question items provided by Venkatesh et al. (2003) regarding

the ease of use and learnability. However, we expect that

VR apps will provide a better user experience. Hedonic

motivation describes “the fun or pleasure derived from using

a technology” (Venkatesh et al., 2012). It showed to play an

important role in determining technology acceptance and use,

especially in gamification settings as the CortexVR application.

We conceptualized Hedonic Motivation using question items

from Venkatesh et al. (2012) and one additional item regarding

the game atmosphere. Accordingly, we evaluate the trade-off

of user effort for using (unfamiliar) VR and the benefits of

a better analysis of EFs through a more realistic UX. Table 1

shows the question items for the user study. The question items

are operationalized with 5-points Likert scales from 1 (strongly

disagree) to 5 (strongly agree) and the option to skip question

items. Except of the question item HC4, we asked the same

questions for both versions of the CortexVR–the one with VR

control and the non-VR version with mouse/key control—and

for each game mode.

We decided to follow this confounding-based approach as

the CortexVR introduces new game modes that differ from the

original Helix application which would result in an unequal

comparison. Further, the integration of original player paths

by the CortexVR application creates a different training setting.

Additionally, it is also relevant for soccer clubs to know whether

VR offers benefits for the training compared to a desktop

application before buying VR hardware. Hence, we do not

perform a comparison with the original Helix application.

5.2.4. Participants

Thirty-seven participants took part in the study. The age

ranged between 21 and 35 (average = 24.89 years; standard

deviation = 2.99 years). We had 25 males and 12 female users

of which 13 used VR applications before, whereas 24 were

first-time users. Sixteen users play regularly video games, 21 not.

5.2.5. Results

The box-plot in Figure 4 visualizes the results of the question

items of the user study. The results are grouped by question

items. As shown in the box-plot, the results are close to each

TABLE 1 Constructs of the user study (GameModeX stands for the

(i) Track, (ii) Count, or (iii) Find Ball game modes).

ID Question items for the user study

Effort expectancy (Venkatesh et al., 2003)

EE1 Learning how to use GameModeX with VR/mouse is easy for me.

EE2 My interaction with the GameModeX with VR/mouse is clear and

understandable.

EE3 I find the GameModeX with VR/mouse easy to use.

EE4 It is easy for me to become skillful at using the GameModeX with

VR/mouse.

Hedonic motivation (Venkatesh et al., 2012)

HC1 Playing the GameModeX with VR/mouse is fun.

HC2 Playing the GameModeX with VR/mouse is enjoyable.

HC3 Playing the GameModeX with VR/mouse is very entertaining.

HC4 The application creates a better stadium atmosphere using the

Oculus Rift VR device.
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FIGURE 4

Box-plots of the e�ort expectancy and the hedonic motivation results (5-points Likert scales). Additionally, the “x” shows the mean value.

other for non-VR and VR, especially for Effort Expectancy.

Additionally, we did a t-test for Effort Expectancy and Hedonic

Motivation for analyzing significant effects between the use of

the VR and non-VR applications and calculated the effect size

using Cohen’s d. The results indicate that differences in Effort

Efficiency between the non-VR (M = 4.12, SD = 0.24) and the

VR version [M = 4.00, SD = 0.19, t(37) = 1.31, p = 0.2, d =

0.5356] are not significant. For Hedonic Motivation, we found

that compared to the non-VR version (M = 3.69, SD = 0.20) the

user experience is significantly improved with the introduction

of VR [M= 3.94, SD = 0.21, t(37) =−2.44, p = 0.03, d =−1.1508].

5.3. Adaptive game mode analysis

We applied a quantitative analysis for evaluating the

performance of the reinforcement learning algorithm. Using the

original implementation of the adaptive tracking game mode

bears the risks of having a too steep increase of the difficulty (in

case the learner does perform non-optimally) and corrupting the

performance of users. Hence, we decided to use data of another

study for simulating the use of the tracking game mode. This is

possible, as the speed is adjusted only after played rounds, hence,

we can use the data to mocking playing a round.

5.3.1. Methodology

We have collected data from 110 different participants, each

completed one training session. A training session’s data set

contains data for each possible level between 13 and 40 km
h
. The

speed increased by 3 km
h

after three rounds. This results in 30

played rounds per participant. Using this data, we simulated

training sessions with the adaptive game mode. We executed

one hundred cycles for evaluating the learner. A cycle consisted

of one training session with the data from each participant. We

feed the learner with the results of a participant for the calculated

speed. Then, the learner calculated for each participant the speed

of the next level and, again, we used the data for the speed

of the participant. We performed thirty rounds (10 levels with

three rounds each). Since the reinforcement learning algorithm

is updated after each level, we perform around 100, 000 updates.

5.3.2. Results

We analyzed the cumulative reward and the regret of a

selected action. The results are described below.

5.3.2.1. Reward

First, we consider the reward that the reinforcement learning

algorithm is supposed to apply a beneficial policy. It can be

negative for actions not useful for achieving the algorithm’s

goal and positive for expedient ones. The reward is calculated

at each update for the executed action. Figure 5 shows the

cumulative reward for all updates of the simulation. A mostly

linear increase can be recognized. This linear-gradient indicates

that the algorithm found a policy not changing significantly.

Further, it indicates the policy granting a positive reward on

average. Still, the decrease at the beginning of the process needs

around 3,300 updates to achieve a break-even point. From this

point on, the previously mentioned linear-gradient commences.

The cross-validation of the reward into ten user groups show

that there are clear differences depending on the composition of

a group as visible by the gradient of the different functions (see

Figure 6). Accordingly, an approach for learning in this use case

should cluster the data beforehand into user groups.

5.3.2.2. Regret

The regret can be defined as the difference in the reward

achieved for a chosen action in comparison to the reward
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FIGURE 5

The cumulative reward of the simulation.

FIGURE 6

Ten-fold cross-validation for the cumulative reward.

of the best possible action. We define a normalized regret as

normalizedregret = regret(executedaction)/regret(worstaction)

whereas the worst action the one with the highest regret

is. As a result, the normalized regret stays between 0 (best

possible action) and 1 (worst possible action). Figure 7 shows

the normalized regret for each update (average for 1,000 steps

each) and the development of the score. As one can see, the

regret on average decreases with increasing rounds, i.e., with

more training. Fluctuations in the regret shows the regularly

exploration of new actions.
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FIGURE 7

Regret for the reinforcement learning approach.

6. Discussion

In this section, we discuss the suitability of theCortexVR and

Coach App applications based on the evaluation. Therefore, this

section is divided according to the hypotheses.

In contrast to the former Helix, users of CortexVR can

directly interact with the application (see requirement RApp2),

either usingmouse/key control or the Oculus Rift VR device (see

requirement RApp1). As this avoids the need of having a room-

filling projection system, the CortexVR application is a stand-

alone tool (see requirement RConfig4) with minimal setup effort.

The results show that either mouse/key control or VR is

superior in terms of Effort Expectancy (rejecting hypothesisH1)

depending on the game mode. However, a t-test did not show

significance. We could find only weak correlations between the

moderators and these results. Some minor correlations exist

between the variable of having experience in using VR devices

with a satisfaction of the VR control. It is feasible that users

with higher experience in using VR applications will show

significant better results. Further, training effects might change

the results, too. This could be investigated in an extended

long-term user study. The metrics shows the superiority of

VR regarding Hedonic Motivation (supporting hypothesis H2).

Especially all participants (fully) agreed that VR creates a better

atmosphere. This improves the gamification effects which are a

relevant aspect for the effectiveness of the training sessions.

The user study indicates that VR enhances the Hedonic

Motivation (cf. hypothesis H2). As this might by a result of the

novelty of using VR for some participants, we need to investigate

the results in more detail within a longitudinal study. We could

further investigate whether familiarity with the system improves

the handling times with VR-based control. This is an important

factor for measuring a user’s performance, i.e., supporting the

analysis and comparison of players’ EFs.

In contrast to the original Helix system, our implementation

of the CortexVR system supports the analysis of the reaction

times of a player in addition to the accuracy. However, the

current evaluation focused on comparing the VR-based and

the non-VR versions of the application and purposely did not

measure efficiency of users in terms of reaction times. These

times are highly dependent on the interaction style and input

interface, here mouse and 3D controllers, and, especially, those

depend on the experience of users with the user interface.

However, this would be an analysis of the user interface rather

than the efficiency of the system for supporting the users in their

task. Still, the new functionality of measuring reaction times

enable to use those measures in studies to efficiently compare

user as well as observe the training progress of players.

Our system not only supports the analysis of EFs, but can

be also used for training of EFs. The most effective method to

prove the efficiency of our system in training EFs would be a

long-term study of a user group. However, this is not the scope of

this paper. Still, a long-term user study for analyzing the effects

of training the EFs using our CortexVR system is part of our

future work, however, this is barely feasible due to the fluctuating

nature (due to player transfers or injuries) in the composition of

soccer teams.

However, there is a lack of theoretical and empirical

justification of the included training tasks. We designed the

games modes after discussions with staff and coaches of
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the soccer clubTSG HoffenheimẆhereas the staff have a lot

of experience in this area and also scientific personnel was

involved, we did not follow a systematic approach. Open

questions include: How can be assured that the games selected

improve the proposed EFs? How to set the parameters (number

of players to be tracked or counted, number of distractors and

degree of similarity with the targets, etc.) of each game in

relation to the player’s EF level? How to systematically define the

complexity of the situations in which the players have to estimate

the ball position depending on their EFs?

7. Conclusion

This paper presented our approach for training and

analyzing EFs, a set of cognitive functions. Different studies have

shown that high class soccer players have a dominant level of

EFs compared to low class players or non players (Green et al.,

2012; Vestberg et al., 2012; Verburgh et al., 2014). In cooperation

with the German Bundesligasoccer club TSG Hoffenheim, we

designed and implemented the CortexVR for VR-based training

of the EFs. The CortexVR application is complemented by the

Coach App for configuration of training sessions and analysis of

the user performance data.

We evaluated both systems. For the CortexVR we designed a

user study based on the constructs Effort Expectancy (Venkatesh

et al., 2003) and Hedonic Motivation (Venkatesh et al.,

2012). Thirty-seven users played the three game modes

of the CortexVR app with a traditional mouse/key control

and using the Oculus Rift VR device with the Oculus

controllers. The results support our hypotheses. Regarding the

Hedonic Motivation (hypothesis H2), the VR-based control is

significantly dominating and supports the usage experience.

Additionally, the user study showed that depending on the

gamemode, either the VR-based or themouse/key-based control

is superior in terms of Effort Expectancy (hypothesis H1).

However, detailed tests in a longitudinal study on the effects for

training by using VR are subject to future work.

In this paper, we focused the domain of professional soccer

players. However, our approach can be applied for training of

EFs in other domains, e.g., for the treatment of Parkinson’s

disease (Sammer et al., 2006) or children with ADHD (Tamm

et al., 2014). Additionally, it might be used for education and

training in domains where a fast reaction (in emergency and

exceptional situations) is critical, e.g., police, fire brigade, or

public transportation. Through the modularity of our system,

it can be easily customized and extended, e.g., with new game

modes or another game engine. Both measurements of the

adaptive gamemode, reward, and regret, indicate the correctness

of the learner. Still, the benefits of adaptation of the game level

have to be analyzed in detail. This was out of scope of this paper

but is part of our future work.
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One of the major challenges in system neurosciences consists in developing

techniques for estimating the cognitive information content in brain activity.

This has an enormous potential in different domains spanning from clinical

applications, cognitive enhancement to a better understanding of the neural

bases of cognition. In this context, the inclusion of machine learning

techniques to decode different aspects of human cognition and behavior

and its use to develop brain–computer interfaces for applications in

neuroprosthetics has supported a genuine revolution in the field. However,

while these approaches have been shown quite successful for the study of

the motor and sensory functions, success is still far from being reached

when it comes to covert cognitive functions such as attention, motivation

and decision making. While improvement in this field of BCIs is growing fast,

a new research focus has emerged from the development of strategies for

decoding neural activity. In this review, we aim at exploring how the advanced

in decoding of brain activity is becoming a major neuroscience tool moving

forward our understanding of brain functions, providing a robust theoretical

framework to test predictions on the relationship between brain activity and

cognition and behavior.

KEYWORDS

brain decoding, brain–computer interfaces, machine learning, electrophysiology,
fMRI, neurofeedback, cognition, attention

Introduction

One of the major challenges of system neurosciences is to understand how brain
functions subtends cognition and behavior. This knowledge is essential not only for
a better description of how the brain works, but also to develop strategies to boost
cognition and to ameliorate, or even restore, cognitive functions affected by neurological
diseases. During the last decades, a humongous technical, theoretical, and clinical effort
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has been invested in exploring and analyzing the activity of the
brain. One important advance in this context that is gaining a
huge momentum in the field is the inclusion of machine learning
to the analysis of brain activity (Abraham et al., 2014; Glaser
et al., 2020; Iturrate et al., 2020). Machine learning is a branch
of artificial intelligence which consists in the development of
algorithms that imitate the way humans learn from data. The
main motivation of the application of machine learning in
neuroscience is the development of brain–computer interface
technologies (BCI), which comes with the idea that computers
might be able to mimic some of the brain’s most basic cognitive
capacities (Johnson, 2000). In other words, computers might
reproduce the type of computations (or cognitive operations)
performed by the brain. This does not imply biomimetism. In
particular, it does not imply that machine learning imitates how
humans learn. For instance, these techniques might be able
to learn predicting a specific output (specific movement or a
physical attribute of an object) from given states of a system
(the activity of a region of the brain) (Glaser et al., 2020) or
identifying which activity patterns are more alike to a certain
behavioral counterpart (Richards et al., 2019). To achieve these
goals, machine learning refers to a large list of methods spanning
from supervised linear regression algorithms to other more
sophisticated and complex learning tools such as deep learning
neural networks.

A seminal application of machine learning in the field
of neuroscience consists in the classification of brain activity
patterns to predict observable outputs such as motor behavior
(e.g., arm or leg movements) and visual inputs (physical
attributes of stimulus) (Zafar et al., 2015; Branco et al., 2017;
Contini et al., 2017; Tam et al., 2019; Kashefi and Daliri, 2021;
Nazari et al., 2021) achieved in real-time, which has allowed the
development of brain–computer interface technologies (BCI).
Nowadays, such technologies have allowed, for instance, the
real-time reconstruction of an image seen by a subject from
the analysis of the concurrent visual responses recorded in the
subject’s occipital cortex (Shen et al., 2019; Huang et al., 2020)
or to control a robotized arm by using exclusively the neural
activity recorded over the motor cortex of the subject. This has
led to the development of the research field of neuroprosthetics,
with a myriad of potential applications to restore lost motor and
sensory brain functions (Hochberg et al., 2006, 2012; Adewole
et al., 2016; Bouton et al., 2016; Lebedev and Nicolelis, 2017).
However, and while most of the research in neuroprosthetics fall
into the use of signals associated to observable outputs such as
those commented above, a whole range of cognitive functions
remain unexploited in this context, such as attention, memory,
visual imagery and motivation, and predicting these covert
cognitive functions from brain activity remains challenging
(Astrand et al., 2014b).

In addition to the development of BCI interfaces to provide
tools for neuroprosthetics, a new perspective on machine
learning in neuroscience is emerging, which consist on its

use to genuinely model different aspects of brain processes
and, thus, increase our understanding of brain functions
(Hebart and Baker, 2018). In this context, relevant advances
have been achieved in understanding covert spatial attention
mechanisms, which corresponds to the ability of a subject to
select relevant sensory information while ignoring other inputs
or stimulations, independently of eye position. Visual covert
attention is known to rely on a well described brain network
involving the prefrontal cortex and specifically the frontal eye
fields (FEF), the intra-parietal sulcus (IPS) and striate and extra-
striate visual areas (Shulman et al., 1999; Corbetta and Shulman,
2002; Bisley, 2011; Bogadhi et al., 2018). Behavioral evidence has
suggested that attention rhythmically samples space (Buschman
and Miller, 2007; VanRullen et al., 2007; Fiebelkorn et al., 2013,
2018; Dugué et al., 2015, 2016; VanRullen, 2016, 2018; Gaillard
and Ben Hamed, 2020; Gaillard et al., 2020). The use of machine
learning tools to predict the position of the attentional spotlight
have revealed that the position of the spatial attention oscillates,
at the same frequency as the behavioral performance rhythmic
fluctuations. Therefore, machine learning tools have been useful
to describe the neural bases accounting for the behavioral
attentional sampling fluctuations (Gaillard et al., 2020).

The aim of this review is to explore how advanced
machine learning methods, beyond their applicability in
neuroprosthetics, can be used as a powerful tool to better
characterize brain functions, with a specific focus on covert
functions. First, we will introduce the concept of decoding
of brain activity and its application into multiple cognitive
brain functions, and we will discuss the different methods
of brain decoding. Second, we will provide an overview of
the specific methodology that machine learning offers to
neuroscientists to describe the relationship between brain
activity and cognitive brain functions. Last, we will show how
we can use this knowledge to develop accurate cognitive brain–
computer interface tools based on neurofeedback and learning.

Decoding brain information

Input cortical signals

The aim of machine learning in neuroscience is to extract
reliable information associated to a specific cognitive function
subtended by brain activity. These computational methods
are based on neural decoding, which consists in the ability
of an algorithm to predict or reconstruct the information
that has been encoded and represented in the activity of
a specific brain region or network. In this section we will
discuss the different methods for extracting brain activity
and the different advantages and disadvantages related to
decoding of information.

Broadly speaking, brain activity can be recorded either
using invasive or non-invasive methods (Figure 1). Invasive
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FIGURE 1

Schematic representation of machine learning procedures applied to brain decoding. Brain activity is recorded while participants are performing
a specific behavioral task. The recorded data is stored as a matrix and data is pre-processed to extract relevant information and increase the
signal to noise ratio. Extracted information is called features. Then the data is split into two sets, a training, and a testing set. The training set can
further be divided into a training set and a validation set, used to perform feature extraction and parameters optimizations. If the algorithm is
supervised, features and labels are fed to the decoder. In unsupervised learning, only the features are used to train the algorithm. The
performance of the decoder is then estimated by testing its accuracy thanks to the remaining testing set. Splitting the data into training and
testing sets can be done by splitting the data into N sets (N is a number to be defined) allowing to generalize the performance of the algorithm
by calculating an average decoding accuracy.

electrophysiological recordings allow to record single-unit
(SUA) or multi-unit activity (MUA), reflecting the activity of a
few neurons, and corresponding to discrete action potentials,
which can be seen as bits of neuronal information. They also
allow to record the activity of a larger neuronal population,
including their synaptic inputs and outputs, called local field
potentials (LFP). To note, the size of the corresponding
neuronal population reflected in the LFP depends on the
physical impedance of the implanted electrodes (the lower the
impedance, the larger the neuronal population that the LFP
represents). These signals are characterized both by a very
high temporal resolution and signal-to-noise ratio allowing
a single trial level decoding. Indeed, this signal is recorded
using electrodes that are purposefully implanted in cortical
regions that are specifically involved in processing the function
of interest. However, these methods also have a quite low
spatial resolution as they sample only a few cortical sites,
even when dense multi-unit recordings are performed, and
therefore they are restricted to specific brain sources. Mostly
used in non-human primate experiments, this type of invasive
approach has led to massive advances in the field of motor
neuroprosthetics. Previous studies have shown in non-human
primates the possibility to drive robotic arms (Velliste et al.,
2008) or virtual effectors (Golub et al., 2014) using a direct
control over the activity of their motor cortex. These approaches
have also been applied to covert cognitive functions, that is to

say, to the decoding of the content of the cognitive processes
rather than the observable associated behavior (Astrand et al.,
2014a). In this context, important advances have been obtained
in tracking spatial attention (irrespective of eye position) with
both a high spatial (in the order of 0.5◦ visual degree) (Astrand
et al., 2016; De Sousa et al., 2021) and a high temporal
resolution (in the order of 50 ms) (Gaillard et al., 2020). Invasive
experimental set ups have also been developed in human studies,
whether using electrocorticography (ECoG), or intracranial
electroencephalography (iEEG), but strictly restricted to specific
clinical demands. Some studies have included tetraplegic
patients applying decoding methods to their cortical activity in
order to restore their motor functions (Hochberg et al., 2012;
Bouton et al., 2016; Ajiboye et al., 2017). However, and in spite
of the refined and precise information that they provide, the
application of invasive methods of decoding brain activity in
humans remains rare as they involve an invasive surgery and
they come with strong ethical limitations (Nicolas-Alonso and
Gomez-Gil, 2012).

Fortunately, brain activity can also be recorded using
non-invasive techniques such as scalp electroencephalography
(EEG) which provides recording activity at a very high
temporal but low spatial resolution, and a very low signal-
to-noise ratio; magnetoencephalography (MEG), which has a
very good temporal and cortical spatial resolution, in spite
of a variable signal-to-noise ratio; and functional magnetic
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resonance imaging (fMRI), which allows to record whole-brain
activity with a high spatial resolution, but is limited temporally
by the time of acquisition of the different brain slices
and the huge delay (in the order of few seconds) of the
hemodynamic response (BOLD signal) relative to the actual
neuronal response, as well as by a relatively low signal-to-
noise ratio (Nicolas-Alonso and Gomez-Gil, 2012). Another
example of non-invasive methods of brain recording used for
decoding information is the use of functional-near infrared
spectroscopy (fNIRS), which is characterized by a higher spatial
resolution than the non-invasive electrophysiological recordings
(EEG/MEG) and much better temporal resolution than the
fMRI, as well as by a higher portability than the abovementioned
non-invasive methods (Wilcox and Biondi, 2015).

Despite these limitations, non-invasive methods of brain
activity recording have shown quite successful decoding
capacities. For instance, the lateralization of the locus of spatial
attention has been decoded in humans using event related
brain potentials (ERPs) extracted from scalp EEG recordings in
humans in response to visual presentations (Trachel et al., 2015;
Thiery et al., 2016). In fMRI, covert visuospatial attention can
be decoded with a high level of accuracy when four positions
are encoded (80% of accuracy) (Andersson et al., 2012) and
40% accuracy when eight positions are encoded (Loriette et al.,
2021). Machine learning has also been applied to train predictive
speech models using fNIRS, obtaining a 75% of accuracy in
classifying long speech segments from brain activity (Liu and
Ayaz, 2018).

Up-to-know, the current decoding of information capacities
from non-invasive brain signal shows lower accuracies when
compared with those obtained with invasive techniques.
However, this limitation is overcome by the fact that they are
readily accessible, easy to manipulate and “discomfort-free”
by the user. Therefore, an intense effort is invested in the
field to improve the decoding capacities using such methods
to develop more successful brain–machine interface and other
therapeutic applications.

Methodology of brain decoding

Machine learning methods rely on the development of
algorithms to map recorded brain activity onto encoded
information. These algorithms can be classified into supervised
or unsupervised learning algorithms. Supervised algorithms
learn the mapping between an input to an output by using
input-output pairs from a set of training examples. From such
learning process, an inferred function is provided that can be
used to map new examples onto the different possible outputs
(Figure 1). For instance, a function can be trained to identify
whether a movement will be performed using the left or the right
upper limb by providing multiple datasets of recorded brain
activity from the left and right motor cortex concomitant with

the movement of both arms. Once the algorithm has learned this
association, it will be able to predict which arm is being moved
by merely using novel brain recordings from both hemispheres.
In contrast, unsupervised learning involves feeding a model with
brain activity without giving any explicit information about
the corresponding output, and therefore letting the algorithm
estimate the number of possible outputs from a classification of
the activity of the data based on its multidimensional statistical
structure. New observations are then associated with these
statistically defined classes. There exists a very large range of
supervised and unsupervised classification algorithms which
we will not discuss here as this would require an independent
review in itself.

Some considerations must be considered when selecting
which learning algorithm is more suitable to use. Unsupervised
learning algorithms are quite sensitive to the size of the data
(dimensionality and number of trials). It is well known that
complex models such as deep neural network (networks with
multiple layers) based learning algorithms require large data
sets to obtain a good model estimation. In the absence of
large enough data sets, these models risk overfitting, which
consists in the over-learning of the training data structure,
producing a low generalization of the prediction capacities when
novel data sets are used. The risk of overfitting is precisely
the reason why deep neural networks are often restricted to
overt visual or motor data which can be collected in large
amounts in a short time. Other lower complexity models such
as support vector machine (SVM), linear discriminant analysis
(LDA) or regression trees are applied to the decoding of
covert cognitive functions, as these require more demanding
and longer behavioral tasks to collect training data (Lemm
et al., 2011; Abraham et al., 2014; Taghizadeh-Sarabi et al.,
2015).

When considering supervised learning algorithms, specific
good practices should be followed regarding training and testing
procedures. The aim of these algorithms is to estimate the
weights of a more or less complex function which minimizes
the prediction error of the training set (i.e., a model which
minimizes the error between the actual outputs of the training
set and the outputs predicted by the model from the brain
activity associated with the actual outputs of the training set).
However, the prediction capabilities of the model (the decoding
accuracy) are generally measured by using a different set of novel
inputs (testing set) and evaluating the prediction error in these
new examples. The standard methodology used to achieve a
reliable decoding accuracy is the cross-validation, which consist
in dividing or splitting the data set iteratively in two training
and testing subsets. The decoding accuracy in these dataset will
be defined as the average of the accuracies obtained in each
iteration from different training and testing sets (Glaser et al.,
2020) (Figure 1).

Last, most of the models are characterized by tuning
parameters that can be changed to refine the model. As is
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the case for training, these parameters cannot be optimized
on the whole data set as this will inflate the accuracy scores.
Most often, the dataset is divided into three sets, one set for
parameter optimization (called the validation set), one set for
training data on the optimized model and one set for testing and
estimating an unbiased decoding accuracy. As described from
training/testing, cross-validation approaches can also be applied
to model parameter optimization and to select the main features
of the data prior to model training (Glaser et al., 2020).

Exploring cognitive brain function
using decoding methods

Decoding accuracy as a window into
cognitive brain processes

Decoding information related with covert cognitive
functions such as attention, intention, and decisions are still in
its early days. Indeed, decoding covert information often leads
to lower decoding accuracies as compared to the decoding of
sensory or motor functions, despite consistent effort invested
to improve this decoding. This stems from multiple reasons.
The first reason pertains to the fact that cognitive information
(say spatial attention) is implemented in associative cortices,
mixed with multiple other sources of cognitive information
(e.g., working memory, temporal expectation, planning etc.).
Such multiplexing of cognitive information has been theorized
as a strategy to enhance the coding dimensionality of primate
brains (Rigotti et al., 2013). In the absence of an appropriate
pre-processing of the neuronal data, this results in a low
signal-to-noise (SNR) when trying to extract a given dimension
in isolation. In other words, signal corresponding to the specific
cognitive process of interest might be too low compared to
other sources of information contained in that same signal.
Such effect has been well described in specific brain regions,
such as the prefrontal cortex, in which different sources
of information are simultaneously encoded, a property of
neuronal populations known as mixed selectivity (Rigotti et al.,
2013). With appropriate pre-processing, such as dimensionality
reduction or de-mixed dimensionality reduction approaches
(Kobak et al., 2016), SNR is enhanced, as it becomes possible
to assign overall signal variance to the process of interest as
well as to the cognitive processes of non-interest. Applying
such dimensionality reduction approaches to MUA recordings
form the FEF allows to better decode the spatial orientation of
attention irrespective of whether the subjects are engaged in the
task of not, thus dissociating between attention orientation and
task engagement (Amengual and Ben Hamed, 2021; Amengual
et al., 2022).

The second reason why decoding cognitive information
does not reach high accuracies is due to the fact that, in

contrast with motor or sensory responses which can be precisely
timed relative to movement initiation or sensory stimulation
onset, cognitive information is generated endogenously by
the subjects, such that onset time can only be approximated
from external events. For example, when producing an arm
movement in response to a visual cue, subjects will produce a
range of motor response from fast to slow. When instructed
to orient their spatial attention following a visual cue, subjects
will also do so more or less rapidly. However, there is no
objective way of quantifying this precisely. Likewise, while an
awkwardly organized arm movement can directly be observed,
a sluggish attentional orientation can only be inferred from
success in the ongoing task. This thus results in uncontrolled
for sources of noise. A good example to illustrate this is the
strategy that our research group has implemented to decode
spatial attention orienting. Astrand et al. (2016) decode the
(x−,y−) position of attention by training an algorithm on
correct trials only, under the very strong assumption that on
such trials, attention is precisely oriented at the cued location.
The decoding output on the test trials makes it clear that
this assumption is false not only on error trials (where one
expects attention to be miss allocated) but also on correct
trials, such that attention can be either close or far to the cued
location, although on average, attention is positioned on the
cued location (Astrand et al., 2016, 2020). These findings have
been confirmed in humans using fMRI recordings (Loriette
et al., 2021). Indeed, when predicting the spatial orienting of
attention from BOLD activity in the striate and extrastriate
cortex, while maximum decoding accuracy is achieved for the
spatial location that the subjects are requested to attend to, on a
significant proportion of the trials, attention is actually localized
around the instructed location, thus indicating that attention is
not always anchored at the cued location. Importantly, decoding
output still strongly accounts for behavioral performance, such
that the closer the decoded attention to the cued location at
time of target presentation, the lower the probability that the
monkeys produce a miss (so the higher the probability of a
correct detection, Figures 2A,B) (Astrand et al., 2016, 2020).
Based on recent advances in machine learning (Lemm et al.,
2011; Abraham et al., 2014; Savage, 2019; Glaser et al., 2020;
Iturrate et al., 2020), we thus reasoned that not all correct trials
shared the same degree of attention-related information and we
trained a second decoder selecting only those correct trials that
predicted attention closest to the cued location from the initial
decoding step (De Sousa et al., 2021). This remarkably enhanced
the degree of correlation between the distance between decoded
attention and the cued location on the one hand and success
of the subjects in the task on the other hand. This was true
whether attention was decoded from MUAs, or from LFPs
(Esghaei and Daliri, 2014; Seif and Daliri, 2015; De Sousa et al.,
2021), suggesting that such achievements could also be expected
from ECoG, EEG or MEG signals. Indeed, pioneer studies have
obtained remarkable accuracy thresholds in decoding attention
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FIGURE 2

(A) Schematic representation of theoretical relationship between
decoded information and behavioral proxy of decoded internal
brain state. Left: Decoded information is highly correlated with
the underlying cognitive brain state, and the behavioral proxy of
this decoded brain information (hit, misses, reaction time) is
strongly correlated with the decoded information. Right: If the
decoder is not a good estimator of covert brain information,
there is no correlation between decoded information and the
behavioral proxy to the decoded cognitive function. Please note
that this type of approach is more robust when the output of the
decoder is continuous and non-categorial. (B) Decoded spatial
locus of attention correlates with behavioral performance.
Decoding was performed using MUA activity recorded from two
rhesus monkeys, while the animals played a cued target
detection task. On each trial, a cue was presented to the
monkeys who were trained to keep their gaze at the center of
the screen while orienting their covert attention to the cued
location (one amongst four possible locations), to detect. The
trained algorithm aimed at decoding the quadrant to which
attention was oriented (left) or the actual (x-,y-) location of the
attentional spotlight (right). Left: Decoding accuracy as a
function of behavioral performance. Decoding accuracy is
higher for correct detection trials than for miss trials, in which
the monkeys did not properly identify the target, indicating that
the decoding algorithm is able to capture internal attentional
orientation information. Right: Proportion of misses as function
of distance between the target and the decoded position of
attention in X-Y- coordinates. Farther is the decoded position
from the target at time of presentation, higher is the probability
of missing the target (adapted from Astrand et al., 2016).
(C) Temporal generalization of two algorithms trained with MUA
activity from two different brain regions known to have a role in
covert attention: lateral intraparietal area LIP (left) and frontal
eye field FEF (right). The algorithm is trained on successive times
intervals and for each training interval, tested on all available

(Continued)

FIGURE 2 (Continued)

time intervals (cross-temporal decoding). This highlights two
distinct neuronal population coding schemas: a dynamic coding
in LIP whereby the neuronal code for attention orientation at a
given time interval does not generalize to other time intervals,
and a static coding in FEF, whereby the code identified at a given
time generalizes at all times following cue presentation (Astrand
et al., 2015). ***p < 0.001.

using non-invasive recordings such as EEG (Treder et al.,
2011; O’Sullivan et al., 2015) and MEG (Battistoni et al., 2018;
Desantis et al., 2020). The above studies rely on attentional tasks
such that decoding attention accuracy can be confronted with
the resultant behavioral attentional bias. Quite interestingly,
decoding of attention can be achieved even when attention does
not bias behavior, i.e., when subjects are engaged in cognitive
tasks that do not explicitly monitor the attentional function
(Westendorff et al., 2016), suggesting that decoding attention
can be performed outside of a controlled laboratory setup.

A third reason why decoding of cognitive variables might
be suboptimal is our proper understanding of how this
function interacts with other cognitive functions or a proper
understanding of its spatial and temporal properties. For
example, it has been very intriguing to us to observe that
error trials could still be produced even when spatial attention
was decoded close to the cued location (Astrand et al., 2016,
2020; De Sousa et al., 2021). De-mixed dimensionality reduction
approaches (Kobak et al., 2016), allowed us to demonstrate that
spatial attention orientation organizes in the prefrontal cortex
distinctly from engagement in the task, such that target miss-
detections could arise from both an inappropriate allocation of
attention or an inappropriate engagement in the task (Amengual
and Ben Hamed, 2021; Amengual et al., 2022). This biologically-
inferred decoding schema further enhances our accuracy at
tracking the actual spatial spotlight of attention and better
account for its contribution to overt behavior.

Another example is the recent understanding we gained
on the dynamical structure of decoded spatial attention
exploration and exploitation (Gaillard and Ben Hamed, 2020;
Gaillard et al., 2020), corroborating a large field of behavioral
(VanRullen et al., 2007; Landau and Fries, 2012; Fiebelkorn
et al., 2013, 2018; Dugué et al., 2015, 2016; VanRullen, 2016,
2018) and electrophysiological (Fiebelkorn et al., 2018) body
of research. Specifically, we show that rather than being stable
at a given location in space, the attentional spotlight explores
space rhythmically, at 8 Hz, alternating between epochs of
exploration away from the task relevant locations, and epochs
of exploitation, at task relevant locations. Considering this
dynamic nature of prefrontal attentional information results in
variations by up to 10% of decoding accuracy and enhances the
predictive power of whether the subjects will correctly respond
to a target, miss the target or else miss-respond to a distractor.
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What cross-temporal decoding tells us
about the brain

Cognitive processes in the brain are non-stationary and they
evolve in time. In this context, neural decoding has shown
to be a powerful tool to describe the temporal dynamics of
coding information, describing the evolution of information
decoding performance in time. For example, Bae (2020) studied
the different time course differences between face identification
(recognition) and face expression (emotion) processes using
EEG recordings. In this study, participants performed a working
memory task in which they were asked to remember a face
image presented in the screen and, after a short delay, they were
asked to report either the identity or the expression of the face.
Importantly, participants had no a priori knowledge about the
information they would be asked to report, thus, they had to
extract and maintain both types of information during each
trial using whole scalp raw data. In order to decode these two
types of information, Bae and Luck (2018) used a combination
of support vector machine and error-correcting output coded
(Dietterich and Bakiri, 1994) to classify either facial expression
of facial identification by using the scalp distribution of the
phase-locked ERP voltage in the alpha-band activity (8–12 Hz).
The decoding performance of both types of information was
tracked in time, showing that these types of information
exhibited a dissociated temporal dynamic. More specifically,
decoding of the identification of the face was more prominent
only during the time interval corresponding to the perception of
the image, while the decoding of the face expression was more
prominent during working memory maintenance, thus, along
the whole trial duration. This result suggests that the neural
representation of face identity and face expressions were, at least
partially, independent. In addition, Bae and Luck (2018) uses
the decoding performance as a tool to understand the temporal
dynamics of encoded information not only within the same
trial, but also between trials. Interestingly, they succeeded in
decoding the identification of the face in the current trial using
the information encoded from the previous trial. This did not
apply to the decoding of face expression information. Therefore,
this result suggested that neural decoding might be a useful tool
to study how information encoded in the past can be reactivated
regardless of its relevance for the current goal of the task.

Other studies have used neural decoding to study the
dynamics of the hippocampal replay. Davidson et al. (2009)
recorded multiple single unit activity in the hippocampal area
CA1 in rodents while those were exploring a track. Using a
probabilistic neural decoding strategy to estimate the animal’s
position on the track from the spike trains, they evaluated
whether recorded cells replayed spatial memory sequences
(Brown et al., 1998; Zhang et al., 1998). Therefore, they
conceived a neural decoding approach specific for replay
detection. Interestingly, when rodents stopped exploring the
environment, they showed signatures of time-compressed

forward and reverse hippocampal replay of long behavioral
sequences that, in turn, were associated with trains of ripple
events. In addition, they found that replay was neither limited
to locations associated with the reward, nor to those locations
tied to the animal’s current location. Other studies have shown
evidence of replay using non-invasive brain recordings in
humans. Kurth-Nelson et al. (2016) recorded MEG activity from
a cohort of human subjects while they were performing a non-
spatial reasoning task. The aim of this study consisted in finding
sequences of neural representations associated with learning and
online planning, similarly to those found by replay, but in a
non-spatial context. Indeed, the task required selecting paths
through a set of six visual objects. They trained pattern classifiers
on the MEG activity evoked by the direct presentation of the
objects alone. Posteriorly, they tested these classifiers using the
activity obtained during periods when no object was presented.
They show that brain activity encodes the representation of at
least four objects that were presented sequentially, following
backward trajectories along the paths in the task. This was one
of the first studies showing clear signatures of replay using
non-invasive methods of brain recordings.

Decoding can also be used to investigate brain networks
dynamics and coding regime. In this context, several studies
have used cross-temporal decoding (King and Dehaene, 2014;
Astrand et al., 2015; Amengual and Ben Hamed, 2021), which
consists in training models at a given time in the trial and
testing these models all throughout the trial time. This method
allows discriminating different computational properties of the
neural population, between stable coding regime (whereby
the code identified at a given time generalizes at all times,
indicating a stable coding schema by the underlying neuronal
population, Figure 2C), and dynamic computational/cognitive
processes (whereby the neuronal code identified at a given
time does not generalize at other times, indicating a recurrent
dynamic coding schema by the underlying neuronal population;
Figure 2C). Astrand et al. (2015) studied the different
dynamics of population coding during a spatial attention task
using parietal and prefrontal electrophysiology recordings in
macaques. Cross-temporal decoding matrices were used to
determine whether tow brain regions, the frontal eye field (FEF)
and the lateral intraparietal area (LIP) were presenting stable
or dynamic coding. They show that the spatial attention code
identified in the FEF at any given time can generalize to other
times, thus indicating a stable coding schema. Indeed, this
coding regime characterizes regions with activation dynamics
mimicking those observed in artificial recurrent neural networks
(Buonomano and Maass, 2009). Conversely, population activity
in LIP showed a dynamic coding regime when decoding spatial
attention, variable from one time to the next within the same
trial. Therefore, these results show that neural decoding is a
very suitable tool to study how different neural populations
encode the same type of information by using different coding
regimes.
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In this line, other studies have addressed the question
on how decision making might exploit cognitive flexibility to
adapt behavior. Using time-resolved population-level neural
pattern analysis from intracranial recordings from the prefrontal
cortex in macaques, Stokes et al. (2013) investigated how
context is encoded and maintained in the neural population
in order to be exploited behaviorally. Specifically, they show
that an instruction cue indicating the context of the trial in the
task triggers a dynamic coding at trial onset, while the same
information during the delay period prior to the decision is
coded by a stable low energy state (Stokes et al., 2013). This
method allowed the extraction of hidden patterns of activity
in the data characterized by high and low energy states that
tuned the prefrontal cortex according with the task demands.
This observation extends to human brain function. This tuning
mechanisms by hidden population states has been also explored
in humans using non-invasive electrophysiology. In a series of
studies, Wolff et al. (2015, 2017) ask participants to perform
a working memory task while they record concomitant brain
activity using EEG and MEG. In some of the trials, they
presented a non-informative image (called impulse) during
the period of working memory maintenance. They trained a
decoder to predict the memorized item using activity previous
to the impulse presentation (pure memory activity), or on the
activity elicited by the task-irrelevant probe The authors show
that the impulse generates a dynamic coding of the memory
item which does not generalize to the other testing times. Taken
together, these studies support the theory of hidden coding low
energy states, whereby working memory information is encoded
dynamically and reactivated by task-relevant but also by task
irrelevant items (Wolff et al., 2015, 2017).

What confusion matrices tell us about
the brain

Until know, we have discussed how decoding performance
and their variation in time provides unique information about
the cognitive processes underlying behavior. The question
we will tackle in this section is whether we can extract
genuine knowledge about cognition by studying how decoding
algorithms fail in classifying information on which they have
been trained. Indeed, studying how a decoder fails may also be
very informative about cognitive brain processes. In this context,
confusion matrixes are used to quantify the miss-classifications
produced by a given decoder (Kriegeskorte and Kreiman,
2011). Confusion matrices allow a fine-grained analysis of the
performance of the decoding algorithms in terms of hit rates
and errors. Specifically, it permits to visualize the number of
correct and incorrect prediction for each label (Figure 3). In a
confusion matrix, each row represents one of the labels to be
predicted, and each column represents the actual output of the
classifier. In other words, for any given label presented along the

FIGURE 3

Confusion matrices. The instances of correct classification (true
positives) and misclassifications (false negatives or false
positives) are represented in a matrix with each row representing
the actual true labels to be classified and each column
representing the predicted label by the outcome of the classifier.
Incorrect classification can be defined against the actual true
label as a false negative or against the predicted label as a false
positive.

rows, the confusion matrix presents the count of classification
outputs assigned to that specific label but also to each of the
other labels. A label correctly classified is considered as a true
positive classification. When a label is not correctly classified,
this is considered as a false negative for the targeted label, and as
a false negative for the predicted label. For example, the study of
confusion matrices when decoding covert attention using fMRI
shows clear attentional biases toward the lower visual field or
along the horizontal and vertical meridians such that decoding
accuracy is up to 10% higher at these locations relative to other
locations in the visual field, thus confirming attentional biased
observed behaviorally (Zenon et al., 2008; Zénon et al., 2009;
Loriette et al., 2021). In another fMRI study, Kim et al. (2019)
studied how the brain visually encodes tactile intensities. To
do this, they used an associative learning method to decode
the representation of tactile intensities (roughness) evoked
either by tactile exploration only, or by visual observation
of the tactile exploration. In this work, they show that the
behavioral data obtained while evaluating roughness during
tactile exploration or visuo-tactile exploration correlates with
the confusion matrices obtained when they decoded the
roughness based on fMRI brain activity. In particular, this
correlation was specific of the supramarginal gyrus, suggesting
its role in tactile discrimination (Kim et al., 2019). Confusion
matrices have also provided insightful information for the
development of categorical models of emotions. Saarimäki
et al. (2016) acquired fMRI data while participants participated
in a task consisting in the identification of different fine
emotions such as “joyful,” “amazed,” or “nervous,” embedded
into basic emotion groups like “happiness,” “surprise,” or” fear.”
Using multivariate pattern analysis (MVPA), they classified
emotions from the activation in different brain areas including
medial and inferior lateral prefrontal cortices, frontal pole,
precentral and postcentral gyri, precuneus and posterior
cingulate cortex. Importantly, participants behaviorally tended
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to misclassify emotions which are in the same group and
these misclassifications were similar to those obtained by
decoding emotions from fMRI signal, suggesting a link between
the activity in these regions and the emotional perception
(Saarimäki et al., 2016). Electrophysiological studies have been
benefited as well from the use of confusion matrices to
evaluate the decoding capacities of the brain signal. Chen et al.
(2019) developed a LFP-based close-loop deep brain stimulation
strategy in Parkinson patients implanted with electrodes in the
subthalamic nucleus. The aim of this method was to adapt the
stimulation interval based on the sleep stage (Amara et al.,
2016). Therefore, machine learning methods were applied to
decode in real time the sleep stage of the patient from the LFP
recorded from the DBS leads. Based on different combinations
of signal features extracted within the time domain, frequency
domain and variance of the signal, they succeeded in decode
the sleep stage from the LFP in this region using a SVM-
based algorithm. However, confusion matrix revealed that not
all sleep stages were decoded with the same accuracy: while
the decoder was able to accurately classify wakefulness against
sleep and N2 phase against REM, phase N1 and REM showed
a high degree of confusion, although still above chance level.
Therefore, this study showed that subthalamic nucleus LFP-
based activity encode information about the brain state activity
(but only some of these states). Other studies have addressed
the question of the regional- and modality-specificity of the
decoding capacities of the cortex. Enander et al. (2019) delivered
a set of electrical spatiotemporal tactile afferent activation
patterns to the skin of the contralateral second digit of the
forepaw in anesthetized rats. Concomitantly to this stimulation,
there performed in vivo single neuron recordings in the right
hemisphere, more specifically in the primary somatosensory
cortex, but also in other cortical locations within and out
of the somatosensory cortex. They used the recorded brain
activity of these neurons to decode the different stimulation
patterns delivered by the electrical stimulation. Interestingly,
they found that neurons from the primary sensorimotor cortex
showed similar decoding performance compared with neurons
from out of this area. Indeed, confusion matrix revealed that
neurons from regions of the visual cortex showed less miss-
classification rates than those in the sensorimotor cortex. This
study provided direct evidence on how the tactile information
could be propagated globally across the neocortex, presumably
via cortico-cortical but also cortico-thalamo-cortical pathways
(Lübke and Feldmeyer, 2007; Frostig et al., 2008).

Exploring shared functional substrates
amongst different cognitive tasks

Another possible application of decoding methods is to
evaluate the decoding performance of a decoder trained
to decode a specific type of information (e.g., position) of

a cognitive process (e.g., memory) and testing this neural
decoding on a different information (e.g., color) or cognitive
modality (e.g., attention). By using this method, it is possible
to identify informational communalities between both sources
of information or between two cognitive processes. We selected
two different fMRI studies that exemplify this point (Albers
et al., 2013; Dijkstra et al., 2019). In these studies, participants
were presented either with a visual stimulus, or asked to
mentally imagine these stimuli. Interestingly, both studies
succeeded in decoding each of the two cognitive processes
(mental imagery and visual perception) by using a decoder
trained on either mental imagery brain activities or visual
perception related brain activities, indicating that mental
imagery coding and visual perception share similar cortical
representation.

Exploring model parameters to model
the brain

Until now, we have shown that neural decoding accuracy
provides information about a broad series of cognitive processes
and their neural underpinnings. However, other elements
associated with the neural decoding algorithms, such as the
parameters obtained from the decoding model (e.g., the
weights that are fit in linear regression), can be exploited to
study cognitive brain functions. One of these parameters is
the number of extracted features. This number is obtained
by a process consisting in extracting a small number of
features that maximizes the information about the statistical
structure of the data. Numerous methods are available in
order to perform feature selection, ranging from statistical test
as ANOVA, to principal component analysis (PCA), mutual
information maximization, searchlight and others (Pedregosa
et al., 2011; Abraham et al., 2014; Allefeld and Haynes,
2014; Cunningham and Yu, 2014; Padmanaban et al., 2018).
For example, in fMRI, an ANOVA-based feature selection
precisely reveals the cortical topography for covert visual
attention to guide single trial fMRI-based spatial decoding
of attention (Loriette et al., 2021). Another type of feature
selection, called searchlight, aims at searching for the most
informative features and select them to train the decoder,
by looking at how each feature separately contributes to
improving the classification accuracy. Stokes et al. (2009)
investigated mental imagery in an fMRI study with human
participants. Authors compared the classification accuracy in
different fMRI regions while participants imagined different
letters. This method allowed to identify high informative
areas in mental imagery [including inferior occipital gyrus
(IOG), middle occipital gyrus (MOG), fusiform gyrus (FG),
middle temporal gyrus (MTG) and temporal gyrus/Heschl’s
gyrus (STG/HG)]. When comparing these areas to the ones
obtained from a searchlight procedure on brain activity elicited
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by visual stimuli, the authors further identify cortical regions
that are involved in mental imagery and not in pure visual
perception (STG/HG) (Stokes et al., 2009). Another study
compared searchlight method to 3D classical fMRI analysis,
showing that the searchlight method is more spatially specific
compared to classical methods (Chen et al., 2011). This result
indicates that this method outperforms classical statistical tests
and reveal very precise local functional selectivity patterns
in brain areas that were initially thought as functionally
homogenous. Other studies have succeeded in using EEG
recordings to decode semantic information. One of the relevant
questions here is what kind of signal (or pattern) might
provide more exploitable semantic information to be used for
decoding. For instance, Jafakesh et al. (2016) used different
features of the recorded EEG signal to decode the semantic
category of different visual stimuli. Specifically, they used several
within electrode cross-frequency coupling (CFC) measures
such as amplitude-amplitude coupling (AAC), phase-amplitude
coupling (PAC), and phase-phase coupling (PPC) within each
electrode and used them as input to SVM classifier. They
found a higher decoding performance using PPC than using
the other two measures, specifically in the alpha and gamma
frequency bands. In addition, they tested whether using CFC-
based measures to classify semantic information outperformed
the decoding with respect of using wavelet transform of
the EEG signal. In this context, they obtained a higher
decoding performance using PAC relative to using wavelet
coefficient. Therefore, CFC measures provide information
regarding semantics that is not available in the time-frequency
components.

Although there is not a clear consensus on their
interpretation, the weights of the decoder are often used
to analyze informative cortical voxels, under some conditions.
Generally speaking, weights represent the accountability of
the information content of each feature which is fed into
the decoding algorithm (Kriegeskorte and Bandettini, 2007;
Haufe et al., 2014; Kia et al., 2017; Hebart and Baker, 2018).
As an example, weights extracted from Linear Discriminant
Analysis (LDA) model in EEG while performing gesture
classification at the single trial level reveals the frequency
and the channels which are the most informative during
walk preparation (Velu and de Sa, 2013). In contrast,
weights extracted using a linear regression analysis on
intra-cortical neuronal data to decode spatial attention from
the single trial activity of a prefrontal or a parietal neuronal
population can only be interpreted when normalized by the
average response of each neuron (Astrand et al., 2015). As a
result, high weights associated with weak average neuronal
responses might turn out less informative than smaller
weights associated with high average neuronal responses.
In other types of decoders yet, weights cannot be readily
interpreted (Haufe et al., 2014; Kriegeskorte and Douglas,
2019).

Interfering with brain activity with
neurofeedback or learning

Brain–machine interfaces

Although the scope of this review is to present the neural
decoding as a tool not only used to develop strategies for
neuroprosthetics but also to understand cognitive function, we
found it necessary to discuss some examples on how decoding
of cognitive information has been used to develop brain–
computer interfaces (BCI) in turn producing knowledge on
brain organization and plasticity. BCIs are direct or indirect
communication interfaces between the brain and a computer.
These methods rely on closed-loop systems, which refers to
the fact of providing to the subject a direct (e.g., MUA or
BOLD activation level in a specific cortical region) or an
indirect (e.g., decoded information across a set of MUA, EEG
or BOLD signals, or signal coherence across multiple EEG
channels) feedback extracted from brain activity (Chaudhary
et al., 2016). One example of BCIs is the neuroprosthetic
BCIs, aiming at replacing a deficient brain function. For
example, motor neuroprosthetics have been developed to allow
tetraplegic patients to control a robotic arm thanks to the
real-time decoding of ECoG recordings (Hochberg et al.,
2012; Bensmaia and Miller, 2014). Sensory neuroprostheses
have also been developed to restore tactile sensation, for
example injecting complex microstimulation patterns into the
somatosensory cortex of macaque monkeys to generate artificial
sensations guided by touch sensors implemented in a robot arm
(O’Doherty et al., 2011) (Figure 4).

These decoding approaches allow not only to explore brain
functions but also to train them, by providing a feedback to
the participant or the animal about their brain activity (raw or
processed/decoded) for them to act on it to improve behavior.
This closed-loop procedure is called neurofeedback (Sitaram
et al., 2017). One example of these neurofeedback tools is
the P300 speller, which is an EEG-based BCI. This method
consists in spelling a word that the participant has in mind by
attending to a target letter presented in the midst of other letters
(all alphabet letters being covered sequentially) by flashing
a sequence of letters alternating between rows and columns.
When the letter selected by the participant is flashed, the evoked
response in the brain is stronger and the decoder can exploit this
difference to identify the selected letter amongst the presented
letters (Guy et al., 2018). Performing with the P300 speller
trains subjects to flexibly use their attentional resources and
this results in an enhancement of their attentional performance
beyond this specific task (Arvaneh et al., 2019). Neurofeedback
has also been implemented in fMRI protocols on categorical
attention in order to increase behavior as well as attention-
related brain information as assessed by the decoder’s accuracy
(deBettencourt et al., 2015).
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FIGURE 4

Schematic representation of a closed-loop brain–machine
interface. The brain activity is recorded while the subject is
performing a behavioral task. Here, the participant performs a
motor-task and tries to grab a coffee cup with a robotic arm,
while her/his brain activity is being recorded using ECoG
sensors. The recorded data is pre-processed and fed into a
machine learning algorithm previously trained to interpret the
participant’s motor intentions (Hochberg et al., 2012). The
decoded movement is translated into a robotic arm movement.
The actual movement of the robotic arm serves as a feedback
for the participant on her/his brain activity, allowing her/him to
learn control the device.

Importantly, neurofeedback has additionally been used
in order to investigate the effects of interfering with brain
functions. For example, an fMRI study shows that it is possible
to selectively increase or decrease a participant’s confidence
in her/his performance during a behavioral task without
interfering in her/his actual success rate in the task using
neurofeedback specifically based on the decoded participant’s
confidence (Cortese et al., 2016). In another fMRI study,
participants were able to learn to associate red or green
color with different grating orientations. Specifically, after
training a decoder to discriminate the color the participants
were presented with (green or red), participants were trained
to modulate their brain activity while a grating with a
specific orientation was displayed. If the grating was vertical,
participants had to modulate their brain activity in order to
increase the likelihood of decoding red color in the visual
cortex. If the grating was horizontal, participants were asked
to increase the likelihood of decoding “green.” As a result,
after neurofeedback training, when presented with vertical
or horizontal achromatic gratings, the participants tended to
perceive them in the color they were trained to modulate their
activity in association with the grating orientation. Surprisingly,
these effects persisted up to 5 months (Amano et al., 2016).

There is an ever-growing number of neurofeedback studies
and tools aiming at both training cognitive functions and
understanding brain functions. In particular, this approach has
been shown to potentiate brain plasticity, triggering not only
behavioral long term effects, but also plastic changes in brain

structure and anatomy, such as an increase in gray matter
volume and white matter myelinization (Ghaziri et al., 2013;
Marins et al., 2019; Loriette and Ziane, 2021).

An important field of application of brain decoding and
neurofeedback relies on using brain–machine interfaces (BCIs)
in order to restore an acute or chronic brain deficits for
neurorehabilitation (Chaudhary et al., 2016; Lebedev and
Nicolelis, 2017; Bockbrader et al., 2018). Impressive advances
have been achieved in BCI-driven motor rehabilitation after
stroke (Wang et al., 2018) or spinal cord injury (Pohlmeyer
et al., 2009; Bensmaia and Miller, 2014; Ajiboye et al., 2017).
As an example, Pohlmeyer et al. (2009) used a cortical
controlled electrical stimulation of the forelimb of spinal
cord injured macaques and managed to restore voluntary
movement. Another study using EEG BCI coupled with
electrical stimulation restored hand movements in patients after
a stroke injury, this restoration persisting 6–12 months after the
BCI training (Biasiucci et al., 2018).

Manifold coding and learning, a new
approach to understand cognition

Recording brain activity with the most up-to-date recording
methods result in very high dimensional data sets. This can
be a limiting factor in decoding speed. Techniques such as
principal component analysis (PCA) (Cunningham and Yu,
2014), independent component analysis (ICA) (Brown et al.,
2001) and their derivatives have been developed to reduce
the dimension of the dataset. Importantly, such dimensionality
reduction methods, in addition to compressing dataset size
provide a very unique insight in how the neural code is encoded
in the brain. These low-dimensional spaces which allow to
analyze patterns of activity and interaction between neurons
are called neural manifold (Elsayed and Cunningham, 2017;
Degenhart et al., 2020). These manifolds can be seen as low
dimensional spaces that reflect neural modes (Figure 5A), that
is to say, patterns of activity corresponding to cognitive actions
which can be embedded into a surface. The response activity
from one cognitive task (for example moving the arm) can be
tuned differently depending on little variations of this task but
the activity remains embedded in the same surface, while a
second action (for example walking around) will be embedded
in a different manifold. As an example, moving an arm in
a certain direction can be seen as a trajectory in a three-
dimensional surface. Each movement direction is embedded in
this surface but can be separated visually and mathematically
one from the other (Gallego et al., 2017, 2018) (Figure 5B).
While dramatically enhancing our understanding of how
the brain copes with the dimensionality of the information,
decisions and cognitive functions it has to implement (Rigotti
et al., 2013), it also allows to enhance brain computer interfaces
techniques, accelerating computational speed as well as allowing
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FIGURE 5

(A) Neuronal activity, here MUA recordings, taken as an example,
is converted into a lower dimensional space called manifold. In
this low dimensional surface, the neural code can be
represented as data points or trajectories when the pattern of
activity is analyzed over successive time epochs. (B) Example of
a motor task. Here, neuronal activity is recorded while subjects
move a joystick in one of four possible directions. On individual
trials, each movement can be represented by a different pattern
of activity or trajectory but all trajectories are embedded in the
same neuronal low dimensional manifold neural space [based
on Gallego et al. (2017, 2018)]. (C) Example of cognitive training
using manifold perturbation. Participants or animals are given a
feedback (for example, cursor velocity) and have to learn to
control it by using the same neuronal pattern as recorded during
previous tasks (left) (for example, during a motor task). It is also
possible to train subjects by using a different pattern embed in
the original manifold (center) or in a new manifold surface
(right). The last option leads to a slower learning and an
increased difficulty of the task (based on Sadtler et al., 2014;
Golub et al., 2018; Oby et al., 2019).

to cope with neural instability by realigning recorded activity
to its original manifold before performing decoding, thus
maintaining constant decoding accuracy in time (Degenhart
et al., 2020; Gallego et al., 2020).

The theory of neural patterns embedded into manifolds
has been specifically applied in order to investigate learning,
which by definition impacts neuronal computation as learning
progresses. For example, researchers have used brain computer
interfaces in order to train monkeys to control the velocity
of a cursor by using the neuronal activity generated by their
motor cortex. They first decoded arm velocity from the neuronal
activity of the arm region of the primary motor cortex. Then,
they trained the monkey to control the velocity of the cursor,
not based on the pre-existing code assessed in the first step,

but either using a new activity pattern embedded into the
original manifold, or using a new activity pattern positioned
outside of the original manifold (Figure 5C). They found that
monkeys learn faster if the new pattern of activity they have to
learn is embedded in the original manifold (Sadtler et al., 2014;
Golub et al., 2018). Moreover, researchers found that forcing the
monkey to learn a new neural code out of the original manifold
is not only slower, but leads to the emergence of a new neural
mode, in other words, a new manifold in which the neural code
will be embedded (Oby et al., 2019). Overall, these studies result
in a new understanding of how learning is implemented in the
brain and how it can best be potentiated. This substantiates why
learning complex and new tasks is slower than learning familiar
tasks, as this requires creating new patterns of activity that do
not interfere with prior learning (Figure 5C).

Deep learning: A window onto the
complexity of brain functions

The vast majority of decoding algorithms used in the
examples cited in this review are based on learning certain
rules of inference that are used to estimate linear or non-
linear prediction functions to map input activity onto a
set of outputs. Importantly, these algorithms do not learn
neural representations directly, but are trained to determine
decision boundaries that are used to classify the inputs onto
specific outputs (Amengual and Ben Hamed, 2021). However,
some non-linear properties of these representation and their
large dimensionality prevent the optimal performance of these
classification algorithms and, thus, additional preprocessing
methods based on reducing data dimensionality and feature
extraction techniques are needed (Blum and Langley, 1997;
Schölkopf et al., 2007; Abrol et al., 2021). The application
of these preprocessing steps on input data imposes certain
a priori assumptions and requires a certain high expertise of
the users, which reduces part of the automatization of the
knowledge extraction process. As a response to this need, deep
learning approaches have been introduced for neural decoding
purposes. Differently to standard machine learning approaches,
deep learning characterizes patterns embedded in the raw data
as a part of the training process. To do this, deep learning models
are based on multiple layers artificial neural networks (ANN)
that allow to progressively extract high-level features from input
data. These models consist in a composition of components
that are formed by linear and non-linear operations forming
complex layered architectures. Some examples of these networks
are the recurrent neural networks (RNN), which are suitable
to model the temporal dynamic behavior of a given process,
convolutional neural networks (CNN), most commonly applied
to analyze visual imagery and long short-term memory (LSTM)
networks, a particular case of RNN with feedback connections,
suitable to model memory processes. In the following we will
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discuss some applications of the deep learning methods for
neural decoding in vision.

Indeed, decoding visual stimuli, understood as the capacity
to predict the identity (meaning) or physical attributes of visual
stimuli by using brain activity, represents a major challenge
in neuroscience. Seminal fMRI studies have shown that visual
features such as orientation, motion direction and visual object
categories can be decoded from BOLD signal recorded over the
visual cortex and ventral parietal cortex (Haxby et al., 2001; Cox
and Savoy, 2003; Kamitani and Tong, 2005, 2006). However,
these studies used the activation from voxels in selected visual
cortices to feed into the decoding algorithm and, thus, they
did not take into account the internal relationship between
the different visual areas. Indeed, it is well known that a
higher level function such as object recognition requires the co-
activation of different brain areas in a hierarchical manner along
the ventral stream (Mishkin et al., 1983). Anatomical studies
have found that connections between the different layers of
the ventral stream are bidirectional (Bar, 2003). These forward
and backward connections provide the anatomical substrate
of the information flow in the visual cortex. In this context,
visual information might flow from primary visual cortices
toward high-level visual cortices to obtain high-level semantic
understanding [bottom-up visual mechanisms, (Logothetis and
Sheinberg, 1996)]. In turn, visual information feedbacks from
high-level to low-level visual cortices, which is known the
top-down visual mechanisms (McMains and Kastner, 2011).
In order to succeed in neural decoding of object recognition,
Qiao et al. (2019) conceived the use of a RNN in which
they split the neurons into positive and negative directions
and fed the activity of each voxel in each visual area while
participants observed natural photographs. In this way, they
did not model only the information of each visual area,
but also the internal relationship between the different visual
cortices, in the decoding method. Comparing the decoding
accuracy of this method with the accuracy obtained using
other classical classifiers such as decision trees and random
forest, they found that this method of decoding improved the
classical decoding methods by a 5% of accuracy, on average.
In addition, they concluded that the representation in visual
cortices were hierarchical, distributed and complementary, since
the increment in decoding performance depended on the
conception of the multiple layers simultaneously. Other studies
have tried to use deep learning approaches to decode brain’s
responses to representation of natural video stimuli. To this end,
Wen et al. (2018) acquired very long fMRI acquisitions of three
human subjects watching 972 different video clips that included
diverse scenes and actions. The aim of this study was to use a
convolutional neural network (CNN) in order to reconstruct
and categorize the visual stimuli based on the fMRI activity
recorded from the dorsal and ventral streams in a dynamic
condition. They found that the CNN was able to predict non-
linear and complex patterns of responses in both dorsal and

ventral streams, with a high decoding accuracy in category
representation. Indeed, the CNN supported the reconstruction
of decoded natural movies and direct semantic categorization.
All in all, these studies exemplify how deep learning algorithms
can decode visual information with a very high degree of
specificity. It is expected that such methods can be generalized in
the future to the read out of more complex cognitive functions.

Conclusion

Advances in brain activity recording and processing and
in machine learning have led, in these recent years, to a new
way of exploring brain function. In fact, it is now possible
to access to a better understanding of brain function using
recorded activity, as for example while trying to infer the
spatial location of covert attention in real-time in macaques or
humans. Decoding neuronal brain activity can be performed
with both invasive and non-invasive techniques, each presenting
its pros and cons. It permits to have a direct access to a part
of brain information and build brain–machine interfaces as for
example, controlling a robotic arm with motor cortex activity.
But these major advances performed in this field in these last
years did not only permit to perform “mind reading” of the
brain. These methods have also generated robust statistical
tools to better understand brain function and cognition. In
this review, we have explored brain decoding approaches, not
only from the perspective of inferring hidden brain states but
also from the perspective of understanding brain functions.
For example, exploring decoding accuracy allows to explore
the temporality and the stability of brain processes (Astrand
et al., 2015; Wolff et al., 2015, 2017) while searchlight methods
or decoder weights analysis allows to extract a refined view
of how the brain organizes information processing at a high
spatial resolution (Chen et al., 2011; Haufe et al., 2014). The
development of these exploratory methods has resulted in new
hypotheses about how neural networks can encode a given
function and even how this code can be modified by learning.
As an example, numerous articles are now exploring the theory
of manifolds embedding neural activity (Gallego et al., 2017,
2018).

These advances in decoding and computational
neurosciences open the way of combining different brain
activity modalities when exploring any given function (e.g.,
EEG and fMRI or MUA and LFP). Indeed, each recording
technique can bring specific information. This is expected
to enhance our understanding of brain functions and allow
to explore differences in information content between data
collected simultaneously in different modalities. One thinks
of differences in temporal and spatial resolution, but other
functional differences are also increasingly reported, as for
example in the informational content of spikes versus LFP
(Pesaran et al., 2002; Perel et al., 2013).
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The road is still long before a full exploitation of all of
the potentialities of this new research field which combines a
mechanistic understanding of the brain with machine learning
tools (Pedregosa et al., 2011; Savage, 2019; Glaser et al.,
2020; Iturrate et al., 2020). Brain computer interfaces and
neurofeedback protocols are still at their early days and will
probably benefit from the continuous progresses observed in
computational sciences.
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When considering external assistive systems for people with motor

impairments, gaze has been shown to be a powerful tool as it is anticipatory to

motor actions and is promising for understanding intentions of an individual

even before the action. Up until now, the vast majority of studies investigating

the coordinated eye and hand movement in a grasping task focused on single

objects manipulation without placing them in a meaningful scene. Very little

is known about the impact of the scene context on how we manipulate

objects in an interactive task. In the present study, it was investigated how

the scene context a�ects human object manipulation in a pick-and-place

task in a realistic scenario implemented in VR. During the experiment,

participants were instructed to find the target object in a room, pick it up,

and transport it to a predefined final location. Thereafter, the impact of the

scene context on di�erent stages of the task was examined using head

and hand movement, as well as eye tracking. As the main result, the scene

context had a significant e�ect on the search and transport phases, but not

on the reach phase of the task. The present work provides insights into the

development of potential supporting intention predicting systems, revealing

the dynamics of the pick-and-place task behavior once it is realized in a

realistic context-rich scenario.

KEYWORDS

pick-and-place task, scene context, objectmanipulation, virtual reality, realistic scene

1. Introduction

Over the last several decades, the development of external assistive systems, such as

prosthetic arms and exoskeletons, received much attention due to their strong potential

to complement and improve the lives of people with sensory-motor impairments

(Lazarou et al., 2018). One of the grand challenges for these assistive means is non-

intuitive complicated mutual communication between the device and the patient, and

thus, their inability to adapt to the individual patient’s needs (Lazarou et al., 2018;

Sensinger and Dosen, 2020). The evolution of the eye-tracking technology opened a

possibility to ensure more intuitive communication between the assistive system and the

user (Shafti et al., 2019; de Brouwer et al., 2021; Subramanian et al., 2021). Developing an

intuitive algorithm that uses eye movements to support the user in object manipulation

requires the knowledge of how our eyes and hand move when grasping an object.

Several studies investigated the dynamics of object manipulation. They described the
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coordinated eye and hand movements in a grasping task for

intact people as well as people with motor disabilities (Ballard

et al., 1992; Johansson et al., 2001; Lavoie et al., 2018; Gregori

et al., 2019; de Brouwer et al., 2021). Even so, the vast majority of

the research on eye-hand interaction in a grasping task mainly

focused on single objects manipulation without placing them in

a meaningful scene (e.g., Lavoie et al., 2018; Gregori et al., 2019).

In real life, however, we perceive the world and interact with

the surrounding objects in a context-rich environment rather

than isolated objects (Võ and Wolfe, 2013; Võ, 2021). While

the existing research provides valuable information about eye

and hand movement when performing a grasp of an object and

transporting it from one location to another, it is still unclear

whether the eye and hand movement will remain in a more

realistic scene context the same. It is, therefore, essential to

investigate human object manipulation once the object is placed

into a context-rich natural setting.

The importance of contextual information in various visual

tasks has been shown in multiple studies (e.g., Chun and Jiang,

1998; Marek and Pollmann, 2020). Furthermore, the visual

search research provides strong evidence that the scene context

affects where and how often we gaze within a given scene

(Brockmole et al., 2006; Torralba et al., 2006; Võ and Wolfe,

2013; Wolfe, 2020; Võ, 2021). As such, if we are to find a

laptop in the room, we are likely to gaze mostly at the surfaces,

particularly the working table (Pereira and Castelhano, 2019; Võ,

2021). Interestingly, this holds also when the search target is not

present in the scene, underlining the predictive nature of human

search strategy (Biederman et al., 1982; Bar, 2004, 2009; Võ et al.,

2019). Scene context also has been shown to facilitate action

recognition (Wurm and Schubotz, 2017). Moreover, it has been

shown that when searching for an object, people tend to rely on

relevant anchors in the scene, that is, larger characteristic objects

which typically are associated with the target object location

(Draschkow and Võ, 2017; Võ, 2021). Until now, most of the

studies in the field have been implemented in a non-interactive

manner, where the observer had to perform a visual search task

without manipulating the target object. In real-world scenarios,

however, we often do not just observe the environment but

perceive the world in terms of affordances, i.e., opportunities

to interact with the surrounding environment (Gibson, 2014).

This interaction is tightly bound to grasping and manipulating

objects around us. In a grasping task, it is yet unknown whether

different phases of object manipulation, such as reaching the

object or transporting it from one location to another, are

affected by the scene context.

One recent study looked into the effect of the scene context

consistency on interaction with objects, where participants

had to construct environments from a set of virtual objects

either in agreement with their semantic expectations or against

them (Draschkow and Võ, 2017). Among other results, the

authors showed an increased grasping time of the object when

it did not match the scene context. A possible explanation

for this effect is increased decision time on where to put

the object when it doesn’t fit the scene context. There are

countless possible locations in contrast to limited locations when

the object is congruent with the scene context. Furthermore,

previous studies demonstrated that reaching an object before

grasping it can be affected by various factors. As an example,

motor inhibition when approaching dangerous objects has been

shown due to the emergence of aversive affordances (Mustile

et al., 2021). These studies provide evidence that the way we

look at and grasp objects around us might differ depending

on the meaning of that object and the semantic context they

are placed.

In daily life, we often are confronted with a combination of a

visual search task and subsequent grasping of an object, such as

when we are looking for the keys before leaving the house. How

is the behavior in such a scenario affected by the scene context?

Would there be a difference when the object fits or doesn’t fit

the scene context or when there is no context at all? In the

present study, we addressed object manipulation in a pick-and-

place task when performing it in a context-rich environment

and when no meaningful context is present. In particular, the

present study is intended to investigate whether the scene

context primarily impacts only the searching, as is suggested

in the visual search literature where the object is searched

longer if it is incongruent with the scene context compared to

when it fits the scene. Alternatively, when the object does not

match the scene context, does it take people longer to reach or

transport it in addition to a more prolonged search? Moreover,

consider comparing scenarios where the target object is placed

in a semantically congruent context against the case when the

object is isolated, i.e., in a context-poor environment. Would the

presence of additional visual stimuli and possible obstacles in

the context-rich environment serve as a distractor and lead to a

more prolonged search and further interactions with the object

even when the object matches the context, or would the scene

context facilitate the search and object manipulation? To answer

these questions and advance in understanding how humans

manipulate objects in realistic scenes, it is vital to systematically

address the effect of the scene context on different phases of our

interaction with objects.

When studying interactive object manipulation, it is

important to develop the paradigm realistically. Specifically,

unconstrained head and hand movement and free eye

movement are essential for natural behavior. The rapid

development of modern technologies such as Virtual Reality

(VR) and VR eye-tracking enabled researchers to study human

interaction with the surrounding environment in more realistic

3D settings (Boettcher et al., 2018; Olk et al., 2018). Furthermore,

VR provides a possibility to simulate various real-world

scenarios in a yet controlled laboratory environment at an

efficient cost. To explore the interactive domain of object

manipulation, it is thus, convenient to develop the experimental

paradigm in VR. When studying grasping using VR, it can be,
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however, challenging to reproduce natural grasping behavior in

a virtual scene due to the mismatch of the visual response and

lack of haptic feedback (Levin et al., 2015; Furmanek et al., 2019).

In VR experiments, typically, the interaction with the virtual

environment is realized via controllers instead of a real hand

(e.g., Draschkow and Võ, 2017), where depending on the virtual

hand representation, differences in handmovement between the

real and virtual settings might emerge (Viau et al., 2004; Cai

et al., 2021). Nonetheless, recent studies demonstrated that a

virtual representation of a hand-looking object when interacting

in VR could be a reasonable approach to the imitation of a

realistic grasping as it enables the strongest sense of ownership

(Lougiakis et al., 2020; Cai et al., 2021; Lavoie and Chapman,

2021). The realism can be enhanced when showing grasping an

object by presenting a grasping hand pose holding the object

(Tian et al., 2019; Lavoie and Chapman, 2021). Combining these

findings with the advantages of VR for the experimental design

mentioned above, in the present study, we chose VR as the tool

to study object manipulation, where a virtual glove represented

the hand, and respective grasping poses were generated.

The current study investigated the effect of the scene context

on human object manipulation in an interactive task in a realistic

scenario. Using the head and hand movement, as well as eye-

tracking, the impact of the scene context on different stages of a

pick-and-place task was examined. Specifically, pick-and-place

task performance was evaluated while placing the objects of

interest into typical everyday visual scenes implemented in VR.

2. Materials and methods

2.1. Participants

Thirteen naïve participants (5 female and 8 male), with

normal or corrected to normal vision were tested. Participants

were aged between 19 and 31 years old. No formal power analysis

for the sample size calculation was performed. All procedures

conformed to Standard 8 of the American Psychological

Association’s “Ethical Principles of Psychologists and Code

of Conduct (2010)”. The study was approved by the ethics

committee of the Faculty of Medicine at the University of

Tübingen with a corresponding ethical approval identification

code 986/2020BO2. Signed informed consent was obtained from

each participant before the measurements. All data were stored

and analyzed in full compliance with the principles of the Data

Protection Act GDPR 2016/679 of the European Union.

2.2. Experimental setup

2.2.1. Hardware specifications

The visual content was displayed to the participants using

HTC Vive Pro Eye (HTC Corporation, Taoyuan, Taiwan) virtual

FIGURE 1

Schematic representation of the experimental setup. The visual

scenes were displayed using HTC Vive Pro Eye virtual reality

headset. The position and rotation of the headset and the

controller were tracked via four HTC base stations 2.0 paced in

the four corners of the working space. The interaction with the

environment was realized using the HTC controller held in the

right hand of the participant. The colored axes represent Unity

left-hand coordinate system. For details, see the main text.

reality headset running on a Windows 10 PC with NVIDIA

GeForce GTX 1070 graphics card (NVIDIA Corporation, Santa

Clara, California, USA). The field of view of the headset and the

refresh rate reported by the manufacturer are 110◦ and 90Hz,

respectively. The participant interacted with the environment

via the HTC Vive controller held in the right hand of the person.

The position and rotation of the headset and the controller were

tracked via four HTC base stations 2.0. The complete size of

the tracked area was approximately three by three meters. The

eye-tracking data were collected using the built-in eye tracker at

a frequency of 120Hz. During the experiment, the participant

was in a standing position and could freely move within the

working space. The experimental setup is schematically shown

in Figure 1.

2.2.2. Software specifications

The experimental paradigm was generated using the

Unity Game engine (Unity Technologies, 2019), Unity version

2019.4.0.f1. The eye movement data were collected using

Unity package SRanipal version 1.3.3.0. Recording of the eye

movement data at a maximum sampling rate 120Hz was

realized by using a separate thread parallel to the main

script execution. The data analysis was performed using

Python 3.6 packages NumPy (Van Der Walt et al., 2011)

version 1.19.1, SciPy (Virtanen et al., 2020) version 1.5.2
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and Pandas (McKinney, 2010) version 1.1.3. The statistical

analysis was conducted using R version 3.6.1, in particular,

package nlme (Pinheiro et al., 2022). The data visualization

was performed using Python packages Matplotlib (Hunter,

2007) version 3.3.1 and Seaborn (Waskom et al., 2017)

version 0.11.0.

2.3. Virtual environment and stimuli

2.3.1. Realistic man-made VR scenes

The virtual environment was composed of realistic man-

made indoor scenes. Specifically, three different habitual scene

contexts were selected: kitchen, bathroom, and office. These

contexts are commonly met in daily life and were previously

used in the scene guidance literature (e.g., Wurm and Schubotz,

2017; Boettcher et al., 2018; Beitner et al., 2021). Two different

variations of each scene context were designed, resulting in six

distinct context-rich scenes. The two variations of each context

were introduced to maintain the variety of the environments

and unique configuration of each trial. One requirement for the

scenes was an equal set of anchors (see Section 2.3.3). That is,

there was a computer in each office, a microwave in each kitchen,

and a sink in each bathroom. Otherwise, the room design was

arbitrary. The complete set of implemented scenes can be found

in Supplementary material.

Furthermore, six empty virtual rooms were created with no

scene context present: the rooms only contained a set of shelves

replicating the spatial configurations of each of the context-rich

environments, respectively. Doing so, the “empty” experimental

condition was implemented (for details, see Section 2.4.3). The

size of the scenes was set to two by three meters. An example of

one scene and its empty match is shown in Figure 2. All context-

rich scenes were created using a set of open-source 3D assets.

The complete set of implemented “empty” scenes can also be

found in Supplementary material.

2.3.2. Target objects and distractors

To maximally separate the scene context effect from

such biases as the size or the shape of the object, and for

comparability, we chose to use cubes with images projected

on their faces instead of actual virtual objects. This way, it

was intended that the participants focus more on the semantic

meaning of the objects. Moreover, there is a practical advantage

to using a cubic shape for a more accurate gaze evaluation. In

particular, in Unity, the gaze point is detected on the object

once the gaze ray hits the collider around that object (see more

details in Section 2.5.3). Therefore, the collider should ideally

have the same shape as the object to avoid a mismatch between

detected and actual gaze points. Creating complexmesh colliders

for different VR objects is a tedious task and slows down the

FIGURE 2

The top view of one of the designed VR scenes; (A) context-rich

scene, here: o�ce; (B) empty scene matching the spatial

configuration of the respective context-rich scene. The size of

the rooms was set to two by three meters. Note, the scenes are

shown without the end location which was represented by a

column 92cm of height, and was always in the center of each

room. The complete set of six implemented scenes and their

respective empty equivalents can be found in

Supplementary material.

display of the visual content in the VR headset. On the other

hand, the cubic shape is one of the basic collider shapes in Unity

and can be efficiently used.

A set of target objects was generated, where each object was

represented by a cube with an image projection on its faces.

The size of the cubes was set to 0.084Unity-meters. For each

scene context, a set of seven images was used, resulting in a

total of 21 objects. All images were selected and adjusted from

different open-source pictures on the Internet. The grayscale of

the images was selected to avoid a pop-out effect due to the color-

based saliency of some images compared to others. In Figure 3A,

an example of the target object is shown. For the objects, we

chose the cubic shape instead of arbitrary shapes of actual 3D

objects to universalize the target objects across trials and make

them comparable. Specifically, the homogeneous shape ensures

no size or shape bias when estimating gaze locations on the

target object. Furthermore, for the gaze evaluation, the cubic

form allows a more accurate estimation of the gaze point on the

object in Unity due to the simplicity of the box collider around

the object.

Similarly, a set of distractors was generated for each scene

context. The distractors were designed in the samemanner as the

target objects: grayscale images projected on the facets of cubes.

The target-object-alike distractors were introduced to ensure the

relative complexity of the task and prevent the participant from

searching for the only cube existing in the scene. For each scene

context, a set of 10 open-source images was used, resulting in a

total of 10 distractors per scene. An example of a distractor is

illustrated in Figure 3B.
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FIGURE 3

An example of (A) target object and (B) distractor used in the

experiment. The objects were represented by grayscale images

projected on the cube facets. The size of the cubes was set to

0.084Unity-meters. Here, both the target object and the

distractor, belong to the same scene context: o�ce. For details,

see Section 2.3.2.

2.3.3. Anchors

For each of the context-rich scenes, a set of anchors was

selected. Although there have been recent attempts to formally

define anchors (Boettcher et al., 2018), up until now, no

validated database was developed. Therefore, in the present

study, the anchors were selected arbitrarily following an intuitive

description: an anchor is considered to be a static larger object

which is typically not easily moved with one hand (Võ, 2021).

The complete set of the anchors and their respective target

objects can be found in Supplementary material.

The predefined position for each target object was set to

a location in the proximity of its anchor, where depending on

the anchor, the object could appear either next to or on top of

it. As such, a toothbrush would appear next to the sink in the

bathroom, whereas a pan would be placed on top of the kitchen

stove in the kitchen.

2.4. Experimental procedure

2.4.1. General procedure

In each trial, the participant’s task was to find a specific

object, pick it up using the controller, and transport the object to

the final predefined location. The VR controller was represented

by a SteamVR virtual glove. Note that a grasping pose for each

object was designed and generated in advance and shown to

the participant upon grasping a virtual object. In other words,

the virtual hand did not disappear when the participant pressed

the trigger to grasp the object but instead was still visible in a

grasping pose (see Figure 4). The end location was represented

by a column 92 cm of height and was always in the center

of every room. The time of each trial was not limited, and

participants were asked to perform the task at a normal pace.

The participant was shown a gray background between each trial

where the target object for the upcoming trial was displayed.

FIGURE 4

An example of a VR scene from the participant’s perspective.

The cubic grayscale objects are the distractors and the target

object. In the lower central part of the image, a part of the end

location is shown, which was represented by a column in the

center of the room. The controller was represented by a virtual

SteamVR glove. Note, that a grasping pose for each object was

designed and generated and shown to the participant upon

grasping a virtual object. For more details, see the main text.

The participant was requested to start each trial from a specific

position in the room indicated by a round target which switched

its color from blue to green once the participant was inside the

target. To start the trial, the participant pressed a button on

the controller. Thereafter, a small pause of 1 s was introduced

where the participant was asked to gaze at a fixation target on

the gray background before the virtual room appeared. Doing

so ensured that all participants started the scene exploration

initially, gazing in the same direction. Once the virtual room

appeared, participants performed the task. After placing the

target object in the final location, the trial was finished upon a

button press, followed by the subsequent trial.

In Figure 4, an example of the scene view from the

participant’s perspective is shown.

2.4.2. Training session and main experiment

During the experimental session, participants performed the

training session followed by the main experiment. A short 3-to-

5-min break was introduced between the two sessions, during

which participants removed the VR headset and rested. At the

beginning of each session, the eye tracker calibration procedure

was performed. First, participants completed a training session.

During 32 trials, participants executed the task. During the

training session, in contrast to the main experiment, the set

of target objects was compiled by images of objects typically

found outdoors (e.g., a traffic lights, a park bench). However,

the virtual rooms were identical to those in the main experiment

(kitchens, bathrooms, offices, and empty rooms with shelves).

The goal of the training session was for the participants to

get familiar with the environments and become acquainted

with the dynamics of the trials, picking up and transporting

virtual objects and switching between the trials. After a break,

participants proceeded to the main experiment. The procedure
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was identical to the training phase, except the target objects were

context-dependent.

Each trial was unique in terms of the combination of

a specific room type and a target object. In doing so, we

intended to prevent learning of specific spatial configurations.

The total amount of trials was then composed of seven unique

target objects for each of three scene contexts designed in

two variations and used in three experimental conditions (see

Section 2.4.3). This resulted in a total of 126 trials for each

participant. The order of trials was randomized, where all trials,

including the training session, were performed within one 1-

h appointment.

2.4.3. Experimental conditions

To evaluate the impact of the scene context on the

performance of the task, three experimental conditions were

implemented. In the “congruent” condition, the target object

matched the scene context (e.g., a toothbrush in a bathroom).

In the “incongruent” condition, the object did not fit the scene

context (e.g., a toothbrush in a kitchen). Specifically, the objects

belonging to the remaining two contexts were randomly selected

to form the incongruent condition. Finally, in the “empty”

condition, no scene context was present.

Each room had a set of specific locations where the

target object could appear. The possible locations were always

on top of surfaces. The locations were determined by the

proximity of each target object to its corresponding anchor (see

Section 2.3.3). In the incongruent condition, the set of possible

target locations was identical to that in the congruent condition,

where throughout the trials each of the seven potential locations

was occupied by one of the objects that did not belong to the

context. Finally, in the empty condition, the configurations of

the target objects, the distractors, and the virtual rooms were the

same as those in the context-rich environments. This way, the

possible spatial locations of the target objects were replicated in

each of the three conditions, enabling the comparison across the

conditions. In each trial, only one of the possible target objects

was present.

Besides the target object, each room included a set of 10

distractors, which were located in specific positions in the

context-rich and empty environments (Section 2.3.2).

2.5. Analysis

2.5.1. Eye movements data pre-processing

To evaluate the task performance, first, the eye movement

data were analyzed and fixations were detected. The eye

movement data were recorded at a frequency 120Hz. The

gaze position data was accessed using a customized written

Unity script utilizing the HTC SRanipal SDK package functions.

The eye data processing flow was adapted from our previous

TABLE 1 Main eye- and head-movement-related raw variables

recorded during the experiment.

Variable Units Meaning

Time stamp An integer number The time in ms at the moment of sample

recording.

Eye data

validity bit

mask

An integer from 0

to 31

Represents the validity of the data. A

value of 31 indicates the highest validity

of the recorded data. This parameter is

used to filter the raw data where the eye

tracker lost the pupil, including filtering

blinks.

Gaze

normalized

direction

vector

A three-coordinates

vector (x, y, z) with

each coordinate

ranging from−1 to

1

A gaze vector indicating the direction of

gaze in the headset right-hand

coordinate system.

Head rotation A rotation

quaternion (x, y, z,

w) of head

A quaternion describing the rotation of

the headset in Unity world coordinates.

work (Lukashova-Sanz and Wahl, 2021). In Table 1 the main,

recorded variables are described. All variables were recorded for

left and right eyes.

To prepare the data for further processing, first, similar to

(Imaoka et al., 2020), the raw data were filtered based on the eye

data validity bitmask value, which represents the bits containing

all validity for the current frame. After the filtering, only the data

where the eye data validity bit mask had value 31 for both eyes

Table 1, were selected. Doing so, the data where the eye tracker

partly or completely lost the pupil (including blinks) was filtered

out. Next, for subsequent fixation detection (see Section 2.5.2),

the gaze position was calculated in spherical coordinates. In

particular, the polar φ and azimuthal θ angles were computed

using Equations (1) and (2). In Unity, the z-axis corresponds to

the depth dimension.

φ = arctan
x

z
, (1)

θ = arctan2 (y,
√

x2 + z2), (2)

where (x, y, z) are coordinates of normalized gaze directional

vector in headset coordinates. Note that SRanipal returns the

gaze direction vector in the right-handed coordinate system. To

convert the coordinates inUnity world coordinate system, which

is a left-hand coordinate system, the x-coordinate wasmultiplied

by −1. To compute the gaze position in Unity world coordinate

system, the gaze position in the headset coordinate system was

multiplied by the head rotation quaternion.
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FIGURE 5

Eye movement data processing algorithm. For details, see

Section 2.5.2.

2.5.2. Fixation detection algorithm — I-VT

Fixations were identified using velocity threshold algorithm

for fixation identification (I-VT) (Salvucci and Goldberg, 2000).

The algorithm was implemented following the description

in (Kübler, 2020) and (Olsen, 2012). The gaze velocity v

was computed in ◦/s between each two consecutive samples

(Equation 3).

v =

√

(φi − φi−1)2 + (θi − θi−1)2

ti − ti−1
, (3)

where (φi, θi) and (φi−1, θi−1) are consecutive gaze positions

in degrees of visual angle in headset coordinates, and ti and

ti−1 are respective time stamps. To reduce the noise level of

the data, a running average filter was applied with the window

size of five samples, which is ∼ 40ms. An eye movement was

considered to be a fixation if the gaze velocity did not exceed

a threshold of 60 ◦/s (Leube et al., 2017). Two fixations were

merged in a single fixation if the time between them was under

75ms (Komogortsev et al., 2010), and the angular distance

was under 1◦ (Over et al., 2007; Komogortsev et al., 2010).

Too short fixations with a duration under 60ms were filtered

out (Over et al., 2007; Komogortsev et al., 2010). In Figure 5

the eye movement data processing algorithm is summarized in

a flow chart.

2.5.3. Determining gaze position on a virtual
object

To determine the gaze position on the virtual object, a hit

point of the gaze ray and the 3D object collider were recorded

for each frame. Using this approach, Unity returns a set of three

coordinates of a specific spatial point on the collider surface

which was crossed by the gaze ray. Furthermore, the name of the

hit collider was continuously recorded. Doing so, it was tracked

which object was gazed at, in which frame, and for how long.

2.5.4. Task phases: search, reach, and transport

In each trial, the data was segmented into three phases: the

search phase, the reach phase, and the transport phase.

The search phase is the period of time between the beginning

of the trial and the first fixation on the target object. The first

fixation on the object was defined as the first fixation during

which the object collider was hit by the gaze ray. The reach phase

was defined as the period of time between the first fixation on the

target object and the moment of picking up the object, which is

determined by the virtual hand attachment to the target object.

Finally, the transport phase is the period of time starting from

picking up the object until releasing it from the virtual hand

when placing the object to the final location.

In Figure 6, an example of velocities for one participant

in a single trial is shown. Different curves represent velocities

of the head, the hand, the target object, and the end target

location. The colored areas correspond to the search, reach, and

transport phases.

2.5.5. Behavioral metrics

As mentioned in Section 2.2.2, the statistical analysis was

conducted using R version 3.6.1, in particular, package nlme

(Pinheiro et al., 2022). As described in Section 2.4.2, a diverse

range of the target objects was used for the experiment, where

each trial was unique in terms of the combination of the

target object and the corresponding scene. The models did not

consider the specific objects or the scenes as an additional factor

due to very limited amount of trials for each particular object

and scene. The temporal data was normalized using log function,

whereas the proportional data was not normalized. All models

were fitted using REML (reducedmaximum likelihood) method.

Each dependent variable was fitted with a separate model. No

multiple comparison correction was performed. More details on

specific linear mixed models for each variable can be found in

Supplementary material.

Task duration

To evaluate the impact of the scene context on task

performance, first, the task duration was evaluated. The effect

of the scene context was estimated by fitting a linear mixed

model to the data, where task duration is a dependent variable,

condition is a fixed effect, and participant is a random factor.

Search, reach, and transport duration

Next, the duration of different task phases: search, reach,

and transport, was examined and compared across different

experimental conditions. The impact of the scene context was
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FIGURE 6

An example of velocities as a function of the trial duration for one participant in one trial: di�erent curves represent the head, the hand, the

target object, and the end target, respectively. The colored sectors correspond to the search (blue), reach (yellow), and transport (green) phases.

In this example, the task was completed in approximately 7 s.

estimated by fitting linear mixed models to the data, fitting a

separate model for each of the metrics, where search duration,

reach duration, and transport duration are dependent variables,

condition is a fixed effect, and participant is a random factor.

For the search phase, it is important to mention, that the

search time is naturally expected to depend on the initial gaze-

object distance at the beginning of the trial. In such, if the target

object was originally behind the participant upon the trial start,

it is likely to take longer to find it, compared to when the object

was initially in front of the participant. Therefore, for the search

duration, the initial gaze-object distance was set as an additional

fixed factor.

Scene coverage

Another parameter that is expected to be affected by the

scene context is scene coverage – a common metric indicating

the proportion of an area covered during the trial. To compute

the scene coverage in each trial, first, a 2D histogram of gaze

points was plotted for the scene where the whole span of 360 ◦va

and 180 ◦va in horizontal and vertical directions, respectively,

was considered. The size of the histogram bins was set to 2 ◦va

which approximately corresponds to the eye tracker accuracy.

The histogram was then transformed into a binary image, with

black pixels representing the area in which some gaze points

fell. Finally, the scene coverage was computed as the proportion

of the black pixels to the total amount of pixels of the scene.

Similarly to the task and search duration, the impact of scene

context was estimated by fitting the linear mixed models to the

data, where scene coverage is the dependent variable, condition is

a fixed effect, and participant is a random factor.

Proportion of gaze on target object and anchor

The proportion of gaze on target object was defined as the

proportion of the number of frames gazing on the target object

out of the total amount of recorded frames of the trial. In

line with other metrics, this parameter indicated whether the

scene context facilitated the task performance, which would be

implicitly demonstrated by a larger proportion of gaze on the

target object.

The proportion of gaze on the anchor was computed

similarly as the proportion of the number of frames gazing

on the anchor relative to the total number of frames in

the trial. Note, that this metric was computed only for the

context-rich conditions as in the empty condition no context

and, therefore, no anchors were present. Furthermore, in the

congruent condition, the anchor was relevant to the target

object, whereas in the incongruent condition, even though in the

same spatial configuration, semantically it was irrelevant. This

metric enabled an implicit evaluation of the context facilitation,

namely, a larger proportion of gaze on the anchor would

demonstrate the importance of the relevant anchor for the

task performance.

For both metrics, the impact of the scene context was

evaluated by fitting the linear mixed models to the data, where

a separate model was fitted to each metric. In the model, the

proportion of gaze on object and anchor are dependent variables,

condition is a fixed effect, and participant is a random factor.

Note, that due to the realistic nature of the scenes, the anchors

varied in size as well as in their relative position to the target

object (see Section 4.4).
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FIGURE 7

Mean task duration across all trials for all measured participants.

Each bar corresponds to a separate experimental condition. The

error bars indicate confidence intervals of 95% computed using

bootstrapping (see main text). The individual points correspond

to the mean value for each individual subject. The di�erence

between the congruent and incongruent conditions was

significant with p < 0.001. The di�erence between the

congruent and empty conditions was not significant.

Anchor-object transition

Finally, the anchor-object transition was evaluated. The

anchor-object transition is the time between the first fixation on

the anchor and the first fixation on the target object. A positive

value corresponds to when the anchor was fixated before the

target object, whereas negative values show that the target object

was fixated before the anchor. A shorter anchor-object transition

would indicate the importance of the anchor. Note, that this

metric was computed only for the context-rich conditions, as

in the empty condition, no anchor was present. A linear mixed

model was fitted to the data with anchor-object transition as

dependent variable, condition as fixed effect, and participant as

random factor.

3. Results

In this section, we report the mean values of each variable

of interest together with their standard deviation. Using the

nlme package (Pinheiro et al., 2022), the model output summary

returns the fixed effects estimates, their approximate standard

errors, the denominator degrees of freedom, the ratios between

the estimates and their standard errors, and the associated p-

values from a t-distribution. In the present work, the significance

of the scene context effect on various dependent variables was

evaluated based on the computed p-values returned in the

output of the respective models. The output of each model can

be found in the Supplementary material.

During a few trials, the connection between Unity and the

headset was lost. After the data curing, for each participant, a

total of maximum four trials was excluded from further analysis.

Most of the variables are visualized as bar plots with an

overlay of individual subject values. The error bars correspond

to the 95% confidence intervals. The default Seaborn (Waskom

et al., 2017) setting was used to compute the confidence

intervals, namely, through bootstrapping by sampling 1000

samples uniformly with replacement from the original data.

3.1. Task duration

In Figure 7, the mean task duration estimated across all

participants is shown. The mean values of the task duration

were 7433 ± 2820, 8395 ± 3822, and 7487 ± 2767ms for the

congruent, incongruent, and empty conditions, respectively.

From linear mixed model analysis, over the course of all trials,

a significant effect of condition was found with p < 0.001.

The difference between the congruent and empty conditions was

not significant.

3.2. Search, reach, and transport duration

In Figure 8A, the mean search phase duration across all

participants is shown. The mean values of the search duration

were 4232 ± 2266, 5073 ± 3040, and 4499 ± 2377ms for the

congruent, incongruent, and empty conditions, respectively.

From linear mixed model analysis, over the course of all trials,

a significant effect of condition was found with p < 0.001.

Figure 8B demonstrates the search duration as a function of

the initial gaze-object distance. As expected, there was found a

significant effect of the initial distance, with p < 0.001 which is

indicated by a positive slope of the linear fit for all the conditions.

The difference between the congruent and empty conditions was

not significant.

Figures 9A,B show the reach and transport duration across

all trials for all measured participants. For the reach phase,

no significant effect of the context condition was found. For

the transport phase, the duration in the empty condition was

significantly shorter than in the congruent condition with p <

0.01. The mean values for the reach phase duration were 1992±

1367, 2140 ± 1744, and 1895 ± 1046ms for the congruent,

incongruent, and empty conditions, respectively. The mean

values for the transport phase duration were 1753± 657, 1666±

1057, and 1578 ± 475ms for the congruent, incongruent, and

empty conditions, respectively.

3.3. Scene coverage

In Figure 10, the mean scene coverage across all trials for all

participants is shown. The mean values of the scene coverage

were 0.022 ± 0.010, 0.026 ± 0.014, and 0.023 ± 0.012 for

the congruent, incongruent, and empty conditions, respectively.
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FIGURE 8

(A) Mean search duration across all trials for all measured participants. Each bar corresponds to a separate experimental condition. The error

bars indicate confidence intervals of 95% computed using bootstrapping (see main text). The individual points correspond to the mean value for

each individual participant. The di�erence between the congruent and incongruent conditions was significant with p < 0.001. The di�erence

between the congruent and empty conditions was not significant. (B) Mean search duration as a function of the initial gaze-object distance,

defined as the distance between the looked at point and the target fixation at the beginning of the trial. The straight lines are linear fits to the

data. The e�ect of the initial gaze-object distance was significant with p < 0.001.

From linear mixed model analysis, over the course of all trials,

a significant effect of condition was found with p < 0.001.

The difference between the congruent and empty conditions was

not significant.

3.4. Proportion of gaze on target object
and anchor

In Figure 11, the proportion of gazing on the target

object and the relevant anchor averaged over all participants

is shown. Note, that Figure 11B demonstrates data only for

the two context-rich conditions as in the empty condition

no context and, thus, no anchor was present. The mean

values of the proportion of gazing on the target object

were 0.31±0.11, 0.29±0.11, and 0.30±0.10 for the congruent,

incongruent, and empty conditions, respectively. The mean

values of the proportion of gazing on the relevant anchor were

0.10±0.07, and 0.09±0.06 for the congruent, and incongruent

conditions, respectively.

From linear mixed model analysis, over the course of all

trials, a significant effect of condition for the proportion of

gazing on the target object with a significant difference between
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FIGURE 9

Mean duration of the (A) reach phase, and (B) transport phase

across all trials for all measured participants. Each bar

corresponds to a separate experimental condition. The error

bars indicate confidence intervals of 95% computed using

bootstrapping (see main text). The individual points correspond

to the mean value for each individual participant. For the reach

phase, the e�ect of condition was not significant. For the

transport phase, the di�erence between the congruent and

empty conditions was significant with p < 0.01, whereas no

significant di�erence was found between the congruent and

incongruent conditions.

the congruent and incongruent conditions with p < 0.01

was found. The difference between the congruent and empty

conditions was not significant. Moreover, a significant effect of

the context condition was found for the proportion of gazing on

the relevant anchor with p < 0.05.

3.5. Anchor-object transition

Figure 12 shows the anchor-object transition represented by

boxen (letter-value) plots. For a large data set, this advanced

boxplot type offers an advantage for visualizing the data

distribution as it prevents a visual overload by the outliers. For

more details on the boxen plots see Seaborn documentation

(Waskom et al., 2017). The mean values across all participants

with the respective confidence intervals, as well as the individual

FIGURE 10

Mean scene coverage across all trials for all measured

participants. The variable is computed as a proportion, thus,

ranges between 0 and 1. Each bar corresponds to a separate

experimental condition. The error bars indicate confidence

intervals of 95% computed using bootstrapping (see main text).

The individual points correspond to the mean value for each

individual participant. The di�erence between the congruent

and incongruent conditions was significant with p < 0.001. The

di�erence between the congruent and empty conditions was

not significant.

average values for each participant are shown in the inset plot in

Figure 12.

Note, that the positive values indicate that the object was

gazed at after the anchor, whereas the negative values correspond

to the case when the object was gazed at before the anchor.

Furthermore, the data is shown only for the context-rich

conditions, as in the empty condition no anchor was present.

From linear mixed model analysis, over the course of all trials,

a significant difference between the congruent and incongruent

conditions was found with p < 0.05.

4. Discussion

Only a few studies looked into the scene context impact on

human behavior in an interactive task until now. The present

study investigated how the scene context affects human object

manipulation in a pick-and-place task in a realistic scenario.

This study examined whether object manipulation in an isolated

setting differs once the object of interest is brought into a scene

context. Using a psychophysics approach implemented in a

VR environment, we evaluated behavior during three phases:

the search, the reaching and picking of the object, and then

transporting it to a predefined final location. Specifically, the

performance was evaluated in three different conditions: when

the object matched the scene context, when it did not fit the

context, and when no context was present.

Overall, the experimental paradigm captured well an

interactive task in a realistic 3D environment. The possibility
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FIGURE 11

The proportion of gazing on the (A) target object and (B)

relevant anchor across all trials, averaged over all measured

participants. Each bar corresponds to a separate experimental

condition. The error bars indicate confidence intervals of 95%

computed using bootstrapping (see main text). The individual

points correspond to the mean value for each individual

participant. The di�erence in (A) between the congruent and

incongruent conditions was significant with p < 0.01, whereas

no significant di�erence was found between the congruent and

empty conditions. Note, that in (B) the proportion of gazing on

the relevant anchor is shown only for the context-rich

conditions as in the empty condition no anchor was present.

There was a significant di�erence for the proportion of gazing

on the relevant anchor with p < 0.05.

of freely moving head and gaze, as well as unconfined

hand movement, brought the controlled experimental setting

closer to a real-life scenario compared to traditional screen-

based paradigms.

4.1. Task duration, search duration, scene
coverage

The significant increase of almost a second, which was

found for the task duration in the incongruent condition

compared to the congruent condition, shows general facilitation

FIGURE 12

Mean anchor-object transition across all trials for all measured

participants represented by boxen plots. The black diamond

markers correspond to the outliers. For more details on the

boxen plot structure see main text. The inset in the upper right

location demonstrates the mean values with the respective 95%

confidence intervals computed using bootstrapping (see main

text). The gray individual points in the inset plot correspond to

the mean value for each individual subject. The axes labels of

the inset plot are identical to those of the main plot. There was a

significant di�erence between the congruent and incongruent

conditions with p < 0.05.

of the task performance by the scene context, which is also

apparent from previous studies (Biederman et al., 1982; Võ and

Wolfe, 2013). In particular, the performance improvement in

the present study was caused mainly by the search duration

difference, indicated by a significantly longer search time for

the incongruent condition. These results are in line with the

previous research on the impact of the scene context on visual

search (Boettcher et al., 2018; Võ, 2021). Likewise, the eye

movement data examination showed a corresponding increase

in the proportion of the scene covered by the gaze for the

incongruent condition, indicating that when the object did not

match the scene context, participants had to gaze around more

compared to when the object semantically matched the scene.

One explanation of this behavior has been previously proposed

in the literature (Biederman et al., 1982; Bar, 2004, 2009). In

particular, it was suggested that context (also referred to as the

scene grammar) facilitation of individual object recognition in a

scene originates in the generation of specific predictions by the

observer, which can be later used to find the object. Such, when

the object recognition cannot be rapidly resolved based solely on

the physical features of the target object, contextual information

can contribute more to the efficient recognition of that object

than its physical attributes (Bar, 2004, 2009).

Notably, no significant differences were found for the task

duration, the search duration, or the scene coverage when

comparing the congruent and empty conditions. These results

indicate that although there is substantially more visual content

in a context-rich environment, it does not seem to distract the
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user from the task performance. And instead, it enables an

efficient search process. Nonetheless, when the target object is

placed in the same scenes and the same spatial configurations

but does not match the context, the performance decreases,

underlining the role of the scene context. In line with previous

research, these findings suggest that in the context-poor “empty”

environment, the participants based their search primarily on

the physical attributes of the target. When the same target was

placed in the incongruent scene context, that is, the contextual

information was non-informative, a substantially larger number

of visual stimuli served as a distractor for the searcher and

led to longer search times. In contrast, when the contextual

information was relevant, it compensated for a large number of

visual stimuli. It is suggested, that the context maintained the

search time comparable to that in the “empty” scenario.

It is worth mentioning that the present interpretation of the

results is based on the assumption that the search in the empty

condition is relatively complex. During the study development,

as mentioned in Section 2.3.2, the number of distractors for all

scenes was selected rather large to ensure a considerable search

time even for the empty condition, here, at least 4 s on average.

However, no detailed analysis of the search complexity in the

empty condition at a given number of distractors was performed.

To strengthen the present results and their interpretation,

in future studies, it is recommended to deliberately analyze

the search complexity in the empty condition, for example,

through systematic modulation of the number of distractors and

evaluation of the respective search times.

4.2. Reach and transport duration

Until now, few studies attempted to describe the effect of

the scene context in an interactive task rather than a search

display. In one recent study, participants were asked to construct

environments from a set of various available virtual objects,

either according to the contextual scene expectations of the

observer or against them (Draschkow and Võ, 2017). Among

other findings, the authors demonstrated that participants held

objects for a longer time in the context-incongruent condition.

In the present study, we similarly evaluated whether the scene

context affected the transport duration of the target object. In

contrast to (Draschkow and Võ, 2017), in the present study, the

final location was predefined and kept constant throughout all

trials. Therefore, participants did not need additional time to

decide where to put the object. Nonetheless, it took participants

less time to transport the object to its final location in the

empty condition. Further analysis did not reveal any differences

in the number of gaze points on the target object during the

transport phase across the conditions. We, therefore, speculate

that since the final location was predefined and the target object

was not looked at more in any of the conditions during its

transport, no additional processing was necessary. However, in

context-rich environments, participants had to overcome more

obstacles when transporting the target object compared to empty

rooms with shelves, thus, leading to a slightly longer transport

duration. Beyond the scope of the current work, further studies

should address whether the uncertainty of the final location

would introduce a variation in transport duration in different

scene context conditions, as well as systematically explore the

impact of the obstacles.

Considering the reach phase duration, previous studies have

demonstrated motor inhibition when approaching dangerous

objects due to the emergence of aversive affordances (Mustile

et al., 2021). Furthermore, from visual search research, it

is known that violations of one’s scene grammar lead to

longer and more fixations on the critical objects, which is

typically attributed to more extended processing of those objects

(Henderson et al., 1999; Cornelissen and Võ, 2017; Draschkow

and Võ, 2017). In the present study, no significant differences in

the reach duration were revealed across the conditions, meaning

no effect of the scene context was found on the reach duration.

It is suggested that if the exact target object is known before

the trial start, it is still harder to find it in a semantically

not matching context. However, once it is located, no extra

processing is necessary. Therefore, no significant elongation of

the reach phase emerged in the incongruent condition. Further

studies are required to evaluate the impact of the scene context

on the reach phase when the target object is unfamiliar to the

observer before the task.

4.3. Target object and anchor

A small but significant difference in the gaze proportion on

the target object correlated with the notion of task facilitation

by the scene context. As expected, participants spent less time

and effort to find the object in the congruent condition, resulting

in proportionally more gazing at the object. More interesting,

however, was the significant difference in gazing on the relevant

anchor across the conditions. In particular, the anchor was

gazed on more often when it could potentially be helpful to

perform the task, meaning, in the congruent condition. The

role of the anchors became more apparent from the recent

studies (Boettcher et al., 2018; Võ, 2021). In natural contexts,

people seem to be able to exploit the knowledge about the scene

configurations when looking for an object (Võ and Wolfe, 2013;

Draschkow and Võ, 2017). Furthermore, people tend to rely on a

rather global context than local information, and, thus, the larger

scene-typical objects—anchors—appear to have more influence

on the search facilitation. The present study results confirm this

notion, where the anchor in the incongruent condition appeared

to be less supportive of the task performance in contrast to the

congruent condition.

Considering the previously suggested scene processing (Võ,

2021) where the small objects are located after larger global
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objects, we generally expected the anchors to be fixated before

the target objects in most of the trials. In contrast, the

distribution of the anchor-object transition did not confirm

our expectations. From literature, it is known that the search

strategy can be composed of several processes, including feature

guidance as well as scene guidance (Võ and Wolfe, 2013). In

the current study, it is speculated that participants utilized

scene guidance to facilitate the search process throughout the

trials, which is reflected in better task performance. However,

the unique appearance of the target objects and distractors

in a given scene defined a set of specific features which

could enforce the feature guidance (grayscale same-size cubes).

Therefore, the anchors were not always fixated before the target

object. Nonetheless, the anchor-object distribution appeared to

be significantly narrower in the congruent condition, which

underlines the role of the anchors even if it was fixated after the

target object was already located. Further studies are necessary

to investigate the dynamics of the mutual object and anchor

fixations. Moreover, in the future studies it would be interesting

to further address the dynamic nature of fixating the target

object and the anchor throughout the search.

4.4. Limitations

Although the present work captured the effect of the scene

context on the performance in an interactive pick-and-place

task, it is important to comment on its limitations. First,

even though there are recent attempts to formally define what

anchors are (Draschkow and Võ, 2017), to the best of our

knowledge, there is no existing database. Therefore, the anchors

used in this study were selected intuitively based on a common

understanding of the typical scenes. This, in turn, could inflate

the individual differences in perceiving the intended anchors

as such and reduce the effect of the scene context on the task

performance. Furthermore, due to the natural scene contexts,

it was not possible to design the anchors of uniform size as

well as set the target object to the same position relative to the

anchors. Thus, although the target objects were always in the

proximity of the anchors, in some configurations, they were

next to the anchors, whereas, in others, they were directly on

top of them. This could, for example, influence the anchor-

object transition. Another challenge for the paradigm design was

variability in the similarities between the target objects and the

distractors. As such, a toothbrush is more likely to be at first

confused with a fork than with a soap dispenser due to the shape

similarity, which would possibly increase the total search time

of the target object. It is not a straightforward task to avoid

this limitation due to the realistic nature of the objects and

the scenes. Nonetheless, it could be advantageous to do a more

systematic generation of the target objects and distractors sets

in the future. Furthermore, in the present study, the effect of

specific objects and scenes was not tested due to a very limited

number of trials per object and scene. In future studies, it would

be interesting to address how specific objects and scenes impact

the behavior in a pick-and-place task. Finally, in the present

study, grasping was implemented using the VR controller.While

VR offers an excellent opportunity to simulate realistic scenarios

in a lab environment and accurately track hand motion, a more

natural solution would be to implement the grasping using

only the participant’s hand without a controller. This, however,

significantly increases the complexity of the setup when it

comes to reliable controller-free object manipulation. When

manipulating objects in VR, some recent studies demonstrated a

strong sense of ownership when the virtual hand is represented

by a hand-like object which we also used in the present study.

Nonetheless, the direct transformability of the current study

results in a real-world grasping scenario should be a focus of

future studies. For example, it would be interesting to compare

the dynamics of a pick-and-place task in the real scenario and its

replica in a virtual environment.

5. Conclusion

To conclude, this work evaluated the impact of the scene

context on the performance of an interactive task, precisely, the

pick-and-place task where the object had to be found, picked,

and transported to a predefined location. In line with visual

search literature, we found a disadvantage in search time when

the object does not belong to the scene context compared to the

context-congruent condition. When comparing the congruent

and no-context conditions, the search performance was similar.

This finding supports the notion that when the object fits the

scene, the other objects and the context-rich environment itself

seem to not introduce an additional distraction for the searcher

and keep the search efficient.

The reach phase duration was not affected by the scene

context. A small difference was found in the transport phase

duration between the empty condition and both context-rich

conditions. However, as discussed in Section 4.2, the elongation

seems to be originating from the need to overcome some

obstacles in the context-rich environments and not due to

additional processing. Although this suggestion requires further

systematic testing, at least in the present configuration where the

final location for the object was known, the semantic congruency

of the object and the scene context does not seem to affect the

interactive phases of the pick-and-place task. This strengthens

the validity of transferring eye and hand movement knowledge

in a grasping task performed in an isolated setting to a realistic

scenario within a context-rich environment.

The present study contributes to a better understanding

of the dynamics of the pick-and-place task once the target

object is placed in a realistic context-rich scene. Keeping the

possible applications in mind, the findings of this work provide

insights into the potential development of supporting intention
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predicting systems. In particular, the information about the

object’s semantic congruency with the scene context could

potentially be used as an additional input parameter to train

and calibrate future assistive algorithms for the support system.

On a broader scope, the findings of the present study can

be relevant for designing intention prediction-based assistive

systems helping, e.g., visually impaired with intelligent tunable

lenses, or to control prosthetics like robotic arms, wheelchairs,

or exoskeletons.
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Inhibition, associated with self-efficacy, enables people to control thought

and action and inhibit disturbing stimulus and impulsion and has certain

evolutionary significance. This study analyzed the neural correlates of

inhibition modulated by self-efficacy. Self-efficacy was assessed by using the

survey adapted from the Motivated Strategies for Learning Questionnaire. Fifty

college students divided into low and high self-efficacy groups participated

in the experiments. Their ability to conduct inhibitory control was studied

through Go/No-Go tasks. During the tasks, we recorded students’ brain

activity, focusing on N2 and P3 components in the event-related potential

(ERP). Larger No-Go N2 amplitudes for the high self-efficacy group were

found compared with the low self-efficacy group. Conflict detection as

represented by N2 was modulated by self-efficacy, whereas conflict inhibition

as represented by P3 was not modulated by self-efficacy. The highly

self-efficacious students were more capable of detecting conflicts but

not necessarily more capable of inhibiting action given that conflict was

detected. Taken together, these findings offer neurophysiological evidence

of the important regulatory role of self-efficacy in inhibitory control

ability development.

KEYWORDS

inhibition, self-efficacy, Go/No-Go task, neural correlate, ERP

Introduction

Inhibition or inhibitory control, referred to as response inhibition, is an executive
function defined as the ability to deliberately withhold or override a dominant, prepotent
(habitual), or automatic response to resist distraction or temptation and to achieve
the desired goal (Nigg, 2000; Gagne, 2017; Kloo and Sodian, 2017). Inhibition in
response to a stimulus is associated with self-efficacy (Bembenutty, 2011; Mcauley et al.,
2011). Self-efficacy refers to self-perceptions or beliefs of the capability to learn or
perform tasks at designated levels (Bandura, 1997). Students with high self-efficacy
may have stronger inhibitory control ability and would continue working even when
a task-irrelevant temptation to stop calls for attention, and they may be better able to
exit from an ongoing action sequence in response to a task-relevant signal to do so.
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However, students with low self-efficacy beliefs may have weaker
inhibitory control ability and tend to succumb to temptation
and let disruptive thoughts interfere with performance or miss a
task-relevant signal to interrupt an ongoing action (Bembenutty,
2011; Mcauley et al., 2011; Wang, 2018). Previous studies have
documented individuals’ behavioral performance on measures
of inhibition, and for example, there is evidence that inhibitory
control is related to academic skills (e.g., Cragg and Nation,
2008; Allan et al., 2014; Dekker et al., 2017; Morgan et al., 2019;
Litkowski et al., 2020). Furthermore, previous studies identified
a modulation role for self-efficacy in inhibition (e.g., Mcauley
et al., 2011; Liew, 2012; Gärtner et al., 2018), but few studies have
examined neural underpinnings of inhibition modulated by self-
efficacy. The present study investigates the underlying brain
neural correlates of inhibition modulated by self-efficacy using
the event-related potential (ERP) method. ERPs can provide
evidence of the brain mechanisms of response inhibition, and
the ERP literature has examined N2 and P3 components to
analyze the inhibition process (e.g., Smith et al., 2006; Enriquez-
Geppert et al., 2014; Wang, 2018). Therefore, we want to clarify
the potential mechanisms underlying inhibition modulated by
self-efficacy through the analysis of N2 and P3 components.

The common way to examine the neural correlates of
inhibition is using Go/No-Go tasks (Rueda et al., 2005; Wiebe
et al., 2012; Smith et al., 2013). In a typical Go/No-Go task,
individuals respond to a frequently occurring stimulus type
(Go trials), and inhibit their response when a less frequently
occurring stimulus is presented (No-Go trials). The extent to
which participants are able to withhold a response on No-Go
trials serves as a measure of their inhibitory control abilities.
The bulk of the Go/No-Go ERP studies focusing on inhibition
have examined the No-Go N2-P3 complex (e.g., Lahat et al.,
2010; Hoyniak, 2017). Some current views claimed that the
conflict detection operation, which is a part of the inhibition
process, is associated with the N2, whereas inhibition of the
action operation is associated with the P3 (Smith et al., 2008;
Albert et al., 2013; Enriquez-Geppert et al., 2014). The N2, an
increased frontal scalp negativity, is a wave within 150–400 ms
after the onset of the stimulus, which peaks at approximately
300 ms post-stimulus onset. The N2 component can be used
to index conflict detection between Go and No-Go response
tendencies, and its amplitude is largest when the response
conflict is high. Randall and Smith (2011) called it the conflict
detection hypothesis of the N2. In many experiments, the N2
components are greater in the No-Go trials compared with the
Go trials (e.g., Jodo and Kayama, 1992; Hoyniak, 2017; Lahat
et al., 2010; Waldvogel et al., 2000). Studies revealed that the
N2 was the unlikely equivalent of proper motor inhibition, and
the N2 was evoked when stimulus constellations were associated
with conflicts in information processing even though a response
has to be executed (Huster et al., 2013). Enriquez-Geppert
et al. (2010) suggested an association of the N2 with conflict-
related effects with less frequently occurring trial types. Frequent

responses are prepotent, eventually leading to conflicts at the
response representation level when infrequent responses have
to be made (Braver et al., 2001; Jones et al., 2002). Regarding
N2, although almost no research examined the neurocognitive
correlates of inhibition modulated by self-efficacy, researchers
have investigated inhibition regulated by emotional induction
or anxiety. A person’s affective states and actions are closely
associated with self-efficacy (Bandura, 1997), and they could
result in improved inhibitory control and increases in associated
aspects of brain activity (Farbiash and Berger, 2015). Students
with increased attention and higher effortful brain activation
tended to view the execution of tasks as under their control.
For example, Farbiash and Berger (2015) reported inhibition
of No-Go trials was associated with larger N2 amplitudes
during negative emotional induction for children aged 5–6.
Hum et al. (2013) also found significantly larger No-Go N2
amplitudes for 8–12 year olds with anxiety than those without
anxiety. The other manifestation of the inhibition mechanism
is P3. It is the positive component that appears in the frontal
center. Its manifestation is roughly a positive wave in the 300–
600 ms range. The P3 amplitude differences have been found
in response to Go versus No-Go trials (Ramautar et al., 2004;
Dimoska et al., 2006). The P3 amplitude is larger in the No-Go
trials (e.g., Bokura et al., 2001; Ciesielski et al., 2004). It seems
that the recent predominant literature on Go/No-Go tasks
identified that the P3 was directly related to the suppression
of overt motor response (Huster et al., 2013). The majority
of analyses indicate that P3 originates from multiple brain
regions including frontal and temporo-parietal areas (Polich,
2007). Wang (2018) examined the brain inhibitory effect of
self-efficacy of college students to English biological and non-
biological vocabulary stimuli and identified that the No-Go P3
amplitude in the high self-efficacy group was larger than that
in the low self-efficacy group, and indicated that students with
high self-efficacy had better inhibitory control ability. Rosen
(2010) adopted a different task—a flanker task (a task that varies
task difficulty without changing the nature of the task due to
its use of congruent and incongruent flanking stimuli, and the
incongruent task requires greater interference control to inhibit
task-irrelevant stimuli and execute the correct response) and
found self-efficacy was related to enhanced stimulus processing,
as evidenced by larger P3 amplitudes. Themanson and Rosen
(2014) also found a positive relationship between self-efficacy
and P3 amplitude during the completion of a flanker task.
But these studies represented specific research designs and
did not provide enough evidence for inhibition mechanisms
modulated by self-efficacy. Furthermore, although some related
studies adopted Go/No-Go tasks, both No-Go N2 and No-Go
P3 are not consistently found associated with self-efficacy. The
present study thus intends to use Go/No-Go tasks to clarify
the inhibition process modulated by self-efficacy through the
analysis of N2 and P3 components so that we can learn more
about people’s control over thought and action to allow them
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to reduce interference and maintain goal-oriented actions. The
experimental hypothesis is that participants with high levels of
self-efficacy have stronger inhibitory control ability on stimulus
and interference, and thus have larger No-Go N2 and No-Go P3
in terms of test indicators.

Materials and methods

The ability to conduct inhibitory control is studied through
Go/No-Go tasks. The experimental indicators are No-Go
N2 and No-Go P3.

Participants

This study was conducted at a public university of science
and engineering in the city of Beijing, China. We used
convenience sampling for this study. There were 61 students
who had previously been tested for self-efficacy and appropriate
samples were selected based on their pretest scores. Twenty-
four college students with high self-efficacy were selected, and
26 college students with low self-efficacy were selected. There
were 12 females and 12 males, 11 undergraduate students
and 13 graduate students in the high self-efficacy group;
and 14 females and 12 males, 12 undergraduate students
and 14 graduate students in the low self-efficacy group. The
experimental participants were right-handed, with normal or
corrected vision, and they had no history of mental illness. At
the request of the Academic Ethics Committee of the university,
they signed informed consent to participate in this study. Table 1
(see Appendix B) shows the demographic information of the
participants.

Self-reported instrument

Self-efficacy was assessed before Go/No-Go tasks by using
the survey adapted from the Motivated Strategies for Learning
Questionnaire (MSLQ) (Pintrich et al., 1993). The MSLQ has
been validated and used in many studies (e.g., Pintrich et al.,
1991, 1993; Pintrich, 2003). This questionnaire is a self-report
instrument designed to assess college students’ motivational
orientations and self-regulated learning, and the self-efficacy
subscale in MSLQ is designed particularly to measure the self-
efficacy beliefs of students (Pintrich et al., 1991). This study
mainly used the self-efficacy subscale in MSLQ to measure the
self-efficacy of participants (see Appendix A). The value of
Cronbach’s alpha for the self-efficacy scale was 0.902. Students
rated themselves on a 9-point Likert scale, from 1 (not at all true
of me) to 9 (very true of me). It was a median split (the score
for high self-efficacy is ≥ 5, and for low self-efficacy is < 5).
The mean score for the high self-efficacy group is 7.06 (range of

scores is 5.38–8.79), and the mean score for the low self-efficacy
group is 3.58 (range of scores 2.31–4.83).

Stimuli and procedure

Before the experiment, the experimental procedure was
described and the students participated in the experiment in
a relaxed state. Pictures including single triangle and double
triangle were selected as the stimulus. The participants were
instructed to respond by pressing the button “/” (right hand)
or “z” (left hand) as quickly as they could whenever the “Go”
stimulus (double triangle) was presented and not to press
the button when the “No-Go” stimulus (single triangle) was
presented. A fixation cross to orient attention to the middle of
the screen was presented for 500 ms. Stimuli were presented
for 50 ms, and participants could respond anytime within the
onset of the stimulus and the interstimulus interval (950 ms).
A practice phase of 20 trials with feedback was given. Each
condition consisted of 150 test trials. Go stimuli were presented
for most of the trials (80%). All experimental tasks were
presented using the E-prime software 3.0.

Electroencephalogram recording and
preprocessing

Electroencephalogram (EEG) signals were continuously
recorded with the NeuroLab digital amplifier system (Yiran
Sunny Technology Co., Ltd., Beijing, China), using NeuCap
with Ag/AgCl electrodes at 32 sites according to the extended
international 10–20 system. The reference electrode was placed
on the nose tip. The nose-tip reference was converted into
bilateral mastoid for reference in offline data analysis. Vertical
and horizontal electrooculography (EOG) signals were recorded
with two electrodes placed above and below the right eye and
with two electrodes at the right and left outer canthi of the eyes,
respectively. Data were recorded continuously at a sampling
rate of 1,000 Hz and filtered offline with a bandpass of 0.01–
100 Hz. Electrode impedance was maintained below 5 k�

throughout the experiment.
The EEGLab software1 was used to analyze EEG data.

Blinks were corrected using an ICA procedure. The plotted
average, condition-specific activation had to account for the
N2/P3 time course. The EOG components were identified and
selected according to the topographical maps that had to show
a fronto-central scalp distribution, which is usually seen with
the N2 and P3. One of the EOG components was removed
on average. They were performed on all subjects. Remaining
artifacts exceeding ± 100µV in amplitude or containing a

1 https://sccn.ucsd.edu/eeglab/index.php
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change of over 100µV within a period of 50 ms were rejected.
After performing EOG correction and visual inspection, only
artifact-free trials were considered (rejected epochs, 3%).

The EEG was segmented in epochs of 700 ms, time-
locked to picture onset, and included a 100 ms pre-stimulus
baseline. Trials contaminated by amplifier clipping, bursts of
EMG activity, or peak-to-peak deflection exceeding ± 100 µV
were excluded from averaging (excluded 5%). The averaged ERP
waveforms were low-pass filtered at 30 Hz. Filter frequencies
correspond to the half-amplitude cut-off (24 dB/octave rolloff).

Data analysis

For response times, only Go trials with correct responses
were included. There were no response times for correct
response No-Go trials, as no response was made if participants
inhibited the response successfully. Means for all the conditions
are presented in Table 2. Since the accuracy is high, the ERP
analyses are restricted to correct-response trials.

The ERP literature has examined Fz, Cz, and Pz to analyze
the inhibition process or self-efficacy effects (e.g., Themanson
et al., 2008; Zhao et al., 2019). The Fz, Cz, and Pz electrodes in
the electroencephalogram record were selected for the statistical
analysis of mean amplitude over the time window of 200–
400 ms and 400–600 ms. Repeated-measures ANOVA was
conducted with Go/No-Go trials and electrode sites (Fz, Cz,
and Pz) as within-subject factors and self-efficacy level (high
vs. low) as between-subject factors. The Greenhouse-Geisser
correction was applied where sphericity was violated. When a
main effect or interaction was significant, post hoc comparisons
were performed with Bonferroni correction. Analyses were
conducted using the SPSS software (Version 26, SPSS Inc.).

Results

N2 amplitude

While repeated-measures ANOVA (see Table 3 in Appendix
B) revealed the main effect of Go/No-Go trials (F(1,48) = 4.48,
p = 0.04, partial η2 = 0.09) and the main effect of the site
(F(2,96) = 6.21, p = 0.003, partial η2 = 0.11), with the Go
trials (−2.59 µV) exhibiting smaller amplitude than the No-
Go trials (−2.83 µV), and the N2 amplitude at the Cz (- 3.45
µV) significantly larger than those at the Fz (- 1.19 µV) and Pz
(- 2.77 µV), there was no interaction among self-efficacy level,
Go/No-Go trials, and electrode sites, between Go/No-Go trials
and electrode sites, and between self-efficacy and electrode sites.
But the main effect of self-efficacy was significant (F(1,48) = 7.12,
p = 0.01, partial η2 = 0.13). There is interaction between self-
efficacy and Go/No-Go trials (F(1,48) = 4.76, p = 0.03, partial
η2 = 0.09). The amplitudes of No-Go N2 were significantly

larger in the high self-efficacy group (- 3.42 µV) than in the low
self-efficacy group (- 0.83 µV, p < 0.03).

P3 amplitude

Repeated-measures ANOVA (see Table 4 in Appendix B)
revealed no main effect of self-efficacy and Go/No-Go trials, but
there was a main effect of the site (F(2,96) = 6.74, p = 0.002,
partial η2 = 0.12), with the P3 amplitude at the Pz (0.76 µV)
significantly larger than those at the Cz (- 0.47 µV) and Fz (-
0.70 µV). A significant interaction effect was found between
Go/No-Go trials and electrode sites (F(2,96) = 18.77, p < 0.001,
partial η2 = 0.28), with no other interaction effect observed.
When we explored each site, self-efficacy level and Go/No-Go
trials significantly interacted at only Pz (F(1,48) = 5.02, p = 0.01,
partial η2 = 0.12), and an enhanced P3 amplitude on No-Go
trials in high self-efficacy group (- 0.30 µV) compared with low
self-efficacy group (- 0.61 µV) was identified, but this difference
was not significant (p > 0.1).

Figure 1 shows the ERP waveform of electrode sites Fz, Cz,
and Pz of high self-efficacy group (Figure 1A) and low self-
efficacy group (Figure 1B). We can see that the overall wave
amplitude development trend of the N2 and P3 waveforms was
obvious. In different task conditions, the amplitudes of No-Go
N2 and No-Go P3 were generally larger than that of Go N2
and Go P3 respectively. Figure 2 shows that compared with
the low self-efficacy group the amplitudes of No-Go N2 in the
high self-efficacy group were generally larger than that of Go
N2, especially at the site Cz. Figure 3 shows the topographical
map of the high self-efficacy group (Figure 3A) and the low
self-efficacy group (Figure 3B). From the location of the brain
region, the maximum amplitude of P3 occurred in the frontal
center area.

Discussions

This study investigated the neural correlates of inhibition
modulated by self-efficacy. Two groups (low self-efficacy vs.
high self-efficacy) of 50 college students participated in the
experiments. We adopted Go/No-Go tasks and selected two
ERP components associated with inhibitions—N2 and P3. The
amplitudes of No-Go N2 were significantly larger in the high
self-efficacy group compared with the low self-efficacy group.
But there was no significant difference in P3 amplitudes on
No-Go trials between the high self-efficacy group and the low
self-efficacy group.

The finding of larger No-Go N2 amplitudes in the high self-
efficacy group indicates that a person with a higher self-efficacy
level is more likely to have a stronger ability to detect a conflict.
According to Randall and Smith (2011)’s conflict detection
hypothesis of the N2, it was used as a neural index of the ability
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FIGURE 1

The ERP waveform diagram of Fz, Cz, and Pz. (A) High self-efficacy group; (B) low self-efficacy group. The red line represents the waveform
result of the Go trials, and the blue line represents the waveform result of the No-Go trials.

to detect conflict between Go and No-Go response tendencies.
Students with higher self-efficacy proved more sensitive to
stimuli that presented a temptation to respond in accord with
the prepotent action in an ongoing series of actions but in fact
required a different response. Thus, it appears that higher self-
efficacious students tend to regulate their behaviors in response
to conflicts or challenges by “amping up” cortical activities
that have become more efficient with the level of self-efficacy.
According to Bandura (1977, 1986), high self-efficacy improves
cognitive performance since it enhances on-task attention. This
increased attention leads to greater focusing, which improves
the ability to detect and monitor conflicts or irrelevant stimuli
(Farbiash and Berger, 2015). High self-efficacy also enhances
motivational aspects (Bandura, 1977, 1986), which facilitates
conflict monitoring during a Go/No-Go task (Leue et al., 2012).
A person’s affective states and actions are closely associated
with self-efficacy (Bandura, 1997). The finding of the present
study is, to some extent, in line with a study conducted by
Lewis et al. (2006) that found the N2 on No-Go trials was
greater during conditions of negative emotion induction. They
explained that children’s performance was better when they were
emotionally distressed, and the larger N2 amplitudes reflected
higher effortful brain activation during the negative emotional
experience (Lewis and Stieben, 2004). Negative emotion can
result in improved inhibitory control and increases in associated
aspects of brain activity (Farbiash and Berger, 2015). It seems
that negative emotion, inhibitory control, and the greater N2
on No-Go trials might have some chain effects. The larger N2
amplitudes reflected higher effortful brain activation of students

with high self-efficacy, which is also supported by Caraway et al.
(2003) and they stated, “self-efficacy determines the aspect of
task engagement including which tasks individuals choose to
take on, the amount effort, persistence, and perseverance they
demonstrate with regard to the task, and their feelings related
to the task” (p. 423). Consistent with these points of view, in
the present study, it may be the case that students’ performance
(detect interference and regulate their behaviors in response
to conflicts) was better when they had a higher level of self-
efficacy, and these students with enhanced motivation, increased
attention, and higher effortful brain activation tended to view
the execution of tasks as under their control. Lewis et al. (2006)’s
study focused on children of 5–16 years of age and examined
the effects of negative emotion on mechanisms of response
inhibition, whereas in the present study, undergraduate and
graduate students engaged in the experiments and inhibition
mechanisms in relation to self-efficacy were examined. Previous
studies mainly focused on children (e.g., Lewis et al., 2006;
Farbiash and Berger, 2015), and few of them explored the
effects of cognitive factors on college students’ inhibition
mechanisms from the perspective of cognitive neurology. This
study provides new insights for related experimental research or
theory development. Additionally, this finding is consistent with
the study of Enriquez-Geppert et al. (2010), which suggested
an association of the N2 with conflict-related effects with less
frequently occurring trial types. In this study, No-Go is the less
frequently occurring trial type, and Go stimuli were presented
for most of the trials (80%). Frequent responses are prepotent,
eventually leading to conflicts at the response representation

Frontiers in Psychology 05 frontiersin.org

269271

https://doi.org/10.3389/fpsyg.2022.904132
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-904132 September 24, 2022 Time: 11:8 # 6

Shi 10.3389/fpsyg.2022.904132

FIGURE 2

The ERP waveform diagram of Fz, Cz, and Pz for the difference
between high self-efficacy group and low self-efficacy group.

level when infrequent responses have to be made (Braver et al.,
2001; Jones et al., 2002; Nieuwenhuis et al., 2003).

In contrast with previous studies, this study found there
was no significant difference in No-Go P3 amplitudes between
the high self-efficacy group and the low self-efficacy group. The
P3 component has been used to ensure that stimulus analyses
are appropriately linked with the correct behavioral actions in
the monitoring processes; inhibition of the action operation
is associated with the No-Go P3 (Verleger et al., 2005; Smith
et al., 2008). The finding of this study indicates that conflict
inhibition is not modulated by self-efficacy. It contradicts the
findings of Wang (2018). Wang (2018) investigated the brain
inhibitory effect of self-efficacy of college students to English
vocabulary stimuli and found larger No-Go P3 amplitudes in
the high self-efficacy group compared with the low self-efficacy
group. A possible explanation is that Wang’s study selected
English biological and non-biological vocabulary as stimuli
in the Go/No-Go tasks, and it is more difficult for students
to identify these academic English words than the pictures
used in the present study. The stimuli we used required less
attention and the participants could easily withhold a dominant
response to resist distraction. P3 is consciousness-dependent
that is sensitive to cognitive demands during task processing
such as task difficulty and the subjective probability of task

FIGURE 3

(A) The topographical map of the high self-efficacy group.
(B) The topographical map of the low self-efficacy group.

stimuli or conditions (Kok, 2001; Hillman, 2004; Polich and
Criado, 2006; Polich, 2007). P3 amplitude shows changes in
the neural representation of the stimulus environment and
reflects the allocation of task-relevant attentional control, with
larger P3 amplitudes associated with the greater attentional
allocation (Polich and Heine, 1996; Themanson and Rosen,
2014). Studies on attentional control implicate a network of
brain regions, including the dorsolateral prefrontal cortex,
parietal, and cingulate cortices (Bunge et al., 2002; Peterson
et al., 2002; Durston et al., 2003; Weiss et al., 2003; Kerns et al.,
2004; Langenecker et al., 2004). It is likely that due to low
task difficulties for Go trials and generally reduced attention for
No-Go trials, participants in the current study did not allocate
much attentional control. Also, studies using different cues
to induce varying levels of response preparation consistently
found larger P3 amplitudes when inhibition is made more
demanding (e.g., Bruin et al., 2001, Smith et al., 2007). It is
possible that the effects of self-efficacy may be less powerful due
to a possible increase in efficacy or confidence of participants
(especially students with low self-efficacy) in their capabilities
for tasks because of task repetition. The tendency of “conflict”
tasks was not so large that the temptation to stop (as it is
in the Go/No-Go task) called for less attentional resources or
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required less interference control and fewer additional cognitive
loads. It also provides support for the need of exploring the
mediation effects of task difficulties in future studies. Rosen
(2010) and Themanson and Rosen (2014) also found students
with greater self-efficacy showed larger P3 amplitudes. But
they adopted a different task—a flanker task to examine the
relationships between self-efficacy and neural indices of stimulus
processing, task performance, and task-relevant attentional
control. Their explorations only reflected part of the inhibition-
related cognitive process. The elicitation and generation of the
P3 component is a constant and ongoing process, and when
we compare findings of different studies, a variety of associated
individual difference factors have to be considered such as age,
sex, intelligence, and personality (e.g., Stelmack and Houlihan,
1994; Polich, 1996). Furthermore, our findings contribute to the
understanding of the social cognitive theory that explains in
detail self-efficacy as a positive influence on cognitive processes
(Bandura, 1993; Bandura et al., 1996; Kim, 2009; Diseth, 2011;
Yusuf, 2011). Higher-order cognitive processes include not
only inhibitory control but also cognitive flexibility and the
ability to plan, monitor, and carry out goal-directed actions
(Schacht et al., 2009). When we discuss the modulation of
self-efficacy on inhibition, various associated factors could be
considered.

Conclusion

This study analyzed neural correlates of inhibition
modulated by self-efficacy. It was found that students with
a higher self-efficacy level tended to have a stronger ability
to detect a conflict. Conflict detection was modulated by
self-efficacy, whereas conflict inhibition was not modulated by
self-efficacy. The high self-efficacious students were more likely
to be capable of detecting conflicts but not necessarily followed
by inhibition of the action operation.

In classrooms, teachers could design meaningful or student-
relevant activities to increase their self-efficacy to regulate
their behaviors in response to conflicts or challenges, and
thus enhance motivational aspects. Teachers also could
emphasize the significance of positive reinforcement and a
supportive environment, and teach students problem-solving
and information processing skills to encourage students
to persist longer in learning tasks and engage students
actively in class work.

This study explored neural correlates of inhibition
modulated by self-efficacy based on Go/No-Go task monitoring
and processing, but it did not reflect the whole process of
inhibition and also focused on a small sample of students.
Future research could implement multi-task or more complex
measures to assess inhibition modulated by self-efficacy with
a larger sample size. We also need to know more about how
other predictors contribute further to understanding inhibition
behavior change.

To sum up, the findings of this study support previous
reports that inhibition in response to a stimulus is associated
with self-efficacy from the perspective of cognitive neurology,
and provide evidence that inhibition, indexed by N2 amplitude,
may be one mechanism through which self-efficacy improves
task performance. The analysis of ERP components serves to
yield a more complete picture of the cognitive mechanism
underlying inhibition modulated by self-efficacy. This study
provides a new perspective for studies on inhibition and self-
efficacy, and it will contribute to our understanding of cognitive
ability development.
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Appendix A: Self-efficacy survey

Please first answer the following questions about yourself. Your answers will be treated in a confidential manner and only identified
to the researcher for this study.

1. Sex: ___________
2. Age: ___________
3. Education level: ____

The following questions ask about your self-efficacy (your self-perceptions or beliefs of capability to learn or perform tasks in
classes). Answer in terms of how well the statement describes you. This usually takes about 5 min to complete. If you have any questions,
let the researcher know immediately.

Please read each statement and check the box that best describes how you feel:
1 = Not at all true of me to 9 = Very true of me.

Not at all
true of me 1

2 3 4 5 6 7 8 Very true
of me 9

I believe I will receive excellent grades in classes.

I’m certain I can understand the most difficult material presented for classes.

I’m confident I can understand the basic concepts taught in classes.

I’m confident I can understand the most complex material presented by instructors in classes.

I’m confident I can do excellent jobs on the assignments and tests in classes.

I expect to do well in classes.

I’m certain I can master the skills being taught in classes.

Considering the difficulties of classes, teachers, and my skills, I think I will do well in classes.

Appendix B

APPENDIX TABLE 1 Demographic characteristics of participants.

Self-efficacy High (N = 24) Low (N = 26) Total (N = 50)

Sex

Female 12 14 26

Male 12 12 24

Age

19-21 11 11 22

22-24 14 14 28

Education Level

Undergraduate 11 12 23

Graduate 13 14 27
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APPENDIX TABLE 2 Mean accuracy for all the experimental conditions.

Trial type High self-efficacy Low self-efficacy

Accuracy No-Go 0.82 0.80

Go 0.96 0.96

ResponseTimes(ms) Go 410.23 412.79

APPENDIX TABLE 3 Analysis of variance (ANOVA) effects for N2 amplitude.

df F p partial η2

site 2,96 6.21 0.003* 0.11

site*self-efficacy 2,96 2.26 0.11 0.05

go/nogo 1,48 4.48 0.04* 0.09

go/nogo*self-efficacy 1,48 4.76 0.03* 0.09

site*go/nogo 2,96 0.97 0.38 0.02

site*go/nogo*self-efficacy 2,96 1.61 0.21 0.03

self-efficacy 1,48 7.12 0.01* 0.13

*p < 0.05.

APPENDIX TABLE 4 Analysis of variance (ANOVA) effects for P3 amplitude.

df F p partial η2

site 2,96 6.74 0.002* 0.12

site*self-efficacy 2,96 0.30 0.75 0.01

go/nogo 1,48 2.19 0.15 0.04

go/nogo*self-efficacy 1,48 3.21 0.08 0.06

site*go/nogo 2,96 18.77 0.00* 0.28

site*go/nogo*self-efficacy 2,96 1.42 0.25 0.03

self-efficacy 1,48 0.03 0.86 0.00

*p < 0.05.
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Effects of perceptual-cognitive 
tasks on inter-joint coordination 
of soccer players and ordinary 
college students
Yuanyuan Ren               , Cenyi Wang  and Aming Lu               *

School of Physical Education and Sport Science, Soochow University, Suzhou, China

Perceptual-cognitive tasks play a pivotal role in performing voluntary 

movements, which is crucial for good performances among soccer players. 

This study explored the effect of perceptual-cognitive tasks on the inter-

joint coordination of soccer players and college students during landing. 

The classic multiple objective tracking (MOT) task was used to simulate the 

perceptual-cognitive task under a sports environment. Fifteen soccer players 

(age: 20.1 ± 1.5 year, height: 181.4 ± 7.4 cm, weight: 75.4 ± 10.7 kg) and twenty 

ordinary college students (age: 20.0 ± 2.3 years, height: 177.9 ± 4.9 cm, weight: 

71.6 ± 9.9 kg) were enrolled to the study. Participants in the two groups were 

subjected to a single task (landing task) and dual-task (MOT task and landing 

task). Coordination and variability indicators were recorded using a Vicon 

infrared motion capture system and a force measuring platform. The results 

showed that the mean absolute relative phase of hip and knee joint (MARPhip-knee), 

deviation phase of hip and knee joint (DPhip-knee), and deviation phase of knee and 

ankle joint (DPknee-ankle) of the two groups under the dual-task were significantly 

different compared with the parameters when participants were subjected to 

the single task. The dual-task had higher effect size on DPhip-Knee and MARPhip-knee, 

indicating that dual-task had a greater impact on coordination of the hip and 

knee joints. DPhip-knee and DPknee-ankle of ordinary students were more extensive 

relative to those of the soccer players, and hip joint stiffness (Khip) for ordinary 

students was lower than that of the soccer players under the different tasks. 

These findings implied that the perceptual-cognitive task markedly affected 

the inter-joint coordination of soccer players and college students, mainly by 

impairing the hip and knee coordination. Although there is less variability in 

lower extremity coordination patterns of soccer players compared to college 

students, the MOT task still affects their coordination ability.

KEYWORDS

cognition, inter-joint coordination, performance, dual-tasks, landing

Introduction

Perceptual-cognitive abilities in interactive sports are correlated with the visual 
attention features and the dynamic tracking tasks conducted in sports. Soccer players are 
required to focus on the position of the ball, teammate and the opponent concurrently high 
perceptual-cognitive abilities are important. The ability to divide attention and dynamically 
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track multiple moving objects is known as Multiple Object 
Tracking (MOT) task. It plays a crucial role in performing 
voluntary movements, and highly contributes to success in team 
sports. MOT tasks can be  used for effective evaluation and 
simulation of perceptual-cognitive tasks in dynamic environments 
of athletics (Ehmann et al., 2021).

Several laboratory studies have reproduced such dynamic 
situations using the MOT task paradigm, which is the main 
approach used for studying interactions between cognitive 
processing and motor behavior. The biomechanical effects of 
3D-MOT on lower extremity landings have been extensively 
explored in recent studies, and the findings indicated that 
combination of perceptive-cognitive task with muscle fatigue 
alters knee kinematics and increases the risk of anterior cruciate 
ligament rupture (Mejane et al., 2019). MOT tasks can reduce the 
postural stability of soccer players, as well as increase the risk of 
injury of soccer players (Ren et  al., 2021). Findings from a 
previous research showed that soccer players had a 14.4% higher 
injury rate during matches compared with the rate of injury 
observed during regular training (Romeas et al., 2016), which was 
partially attributed to MOT tasks undertaken during matches. 
Differences in attention allocation and perceptual-cognitive ability 
between soccer players and ordinary students have been observed 
in the past, and various results indicate that soccer players are 
proficient in cognitive tasks (Alves et al., 2013; Qiu et al., 2018). A 
study was conducted to compare the cognitive abilities of elite 
athletes, ordinary athletes, and healthy adults. The results showed 
that elite athletes had better performance in two control tasks and 
a visuospatial attention task compared with ordinary athletes and 
healthy adults (Alves et al., 2013). In addition, previous findings 
indicated that high-performance athletes who had been trained 
for a long time had better performance after subjection to tracking 
multiple targets with different attention loads relative to the 
performance of non-athletes (Qiu et  al., 2018). The effect of 
perceptual-cognitive training on improving cognitive function 
and specific motor performance in humans has been explored in 
recent studies. Long-term MOT training improves athletic 
performance and enhances the winning ability during soccer 
matches (Romeas et  al., 2016). Participants in a video-based 
perception training group in a study conducted previously showed 
improved decision-making, fewer recall errors, improved 
shooting, and other specialized skills after 4 weeks of intervention 
compared with that of the non-intervention control group 
(Gabbett et  al., 2008). This indicates that resource allocation 
processes involved in complex motor environments and visual 
attention overlap in brain regions, and long-term training causes 
plasticity changes in brain activities (Dahlin et al., 2008).

Soccer is a popular and complex sport that requires 
perceptual-cognitive activities such as visual attention (Alvarez 
and Cavanagh, 2005). High requirements for coordination 
between limbs, good limb coordination, and stability are highly 
associated with excellent performance of soccer players (Zhang 
et al., 2021). Inter-joint coordination mode of the lower extremity 
is a major indicator for evaluating lower extremity load and sports 

injury during dynamic movement (Schoner and Kelso, 1988; Kim 
et  al., 2019; Sinsurin et  al., 2020; Zhang et  al., 2021). Joint 
coordination during landing is mainly reflected through joint 
stiffness, and joint stiffness can be used to evaluate soft tissue 
injury in the lower extremity (Li et al., 2021). These findings imply 
that inter-joint significantly affects the performance of players. 
Coordinated activities can reduce the load on joints during 
movement by improving dynamic stability of the participant, 
resulting in efficient and accurate functional movement. The 
landing movement, which is a common movement type in sports, 
is a frequent movement in soccer activities such as heading of a 
soccer ball. Approximately 60% of injuries are associated with 
landing movements (Rahnama et  al., 2002), thus landing 
movement is used to explore effective control strategies for 
preventing injuries. Studies conducted in the past reported 
possible interaction between perceptual-cognitive tasks and motor 
control, however, the effects of perceptual-cognitive tasks on inter-
joint coordination and injury risk have not been fully elucidated. 
In addition, studies have not fully explored whether dual tasks 
(especially MOT tasks) affect the entire lower extremity, and 
possible differences in motor control and regulation modes in 
soccer players and college students should be elucidated.

Therefore, the purpose of this study was to evaluate the effects 
of MOT tasks interference on inter-joint coordination during 
landing. In addition, the motor control of soccer players and 
ordinary college students under different tasks was explored by 
comparing the effects of MOT tasks on the lower limb 
coordination patterns of the participants. The hypothesis 
formulated for the study was that attention processes involved in 
MOT tasks are important factors resulting in an increase in 
individual impairment and causes changes in lower extremity 
coordination mode. Furthermore, it was hypothesized that well-
trained soccer players would exhibit better inter-joint coordination 
under interference of different tasks compared with ordinary 
college students who had not undergone long-term training. This 
study provides an important reference for further studies to design 
strategies for preventing injuries in individuals involved in sports.

Materials and methods

Participants

A total of 35 male participants from Soochow University were 
recruited to the study through posters. The participants included 
15 well-trained players from a high-level soccer team in the 
university and 20 college students who had no experience 
participating in major athletic competitions or training. The 
inclusion criteria for the study were as follows: (1) Participants 
who had no history of diseases or injuries affecting the lower 
extremity joints within approximately half a year and were able to 
complete the experiment; (2) Subjects who had not undertaken 
strenuous exercise within 24 h before the test. Personal basic 
information was obtained using a questionnaire and participants 
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who did not meet the inclusion criteria were excluded from the 
study (Table 1).

Materials and study equipment

A 3D projector and a screen were placed directly in front of 
the participants who were requested to perform perceptual-
cognitive tasks. MOT tasks were presented as self-written 
programs, which were projected to a 220 cm screen using the 
projector. The distance between the participant and the screen was 
130 cm (for MOT and landing tasks). Landing tests were 
performed on a force measuring platform using a large pressure 
sensor (Kistler company, Switzerland, Model 9287B) at a sampling 
rate of 1,000 Hz, to allow online detection of ground reaction force 
and determination of balance characteristics. Vicon infrared 
motion capture system with 8 infrared cameras (Vicon, Inc., 
Oxford, United Kingdom) with a sampling rate of 100 HZ and a 
Vicon plug-in gait model were used to obtain kinematic data on 
the sagittal plane. The model markers were placed at the following 
positions: bilateral anterior superior iliac spines, bilateral posterior 
superior iliac spines, bilateral proximal thigh (1/3 of the distance 
from the hip to the knee), bilateral distal thigh (2/3 of the distance 
from the hip to the knee), mid-lateral thigh (at the middle of the 
lateral thigh from the hip to the knee), lateral condyles of both 
knees, bilateral proximal calf (1/3 of the distance from the knee to 
the ankle), bilateral distal calf (2/3 of the distance from the knee 
to the ankle), the lateral middle of the calf (at the middle of the 
lateral calf from the knee to the ankle), bilateral malleolus, bilateral 
calcaneus, and bilateral second phalanges (Figure  1). All the 
pasting work of model markers was only conducted by a trained 
professional to reduce experimental error. Data were collected 
from 2019 to 2021.

Study design

All participants signed an informed consent form and 
provided details on personal information by filling a questionnaire. 
Subsequently, participants were briefed on the experiment process 
and action, and positions were labeled on their lower limbs. The 
initial maximum tracking speed of MOT tasks was then 
determined for each participant and the standardized speed was 
recorded. Further, participants warmed up by walking at 4 km/h 
for 5–10 min on a treadmill. Participants were then randomly 
assigned to single task (ST) or dual-task (DT) trials. The 
experimental protocol comprised ST and DT dimensions. 
Participants completed the landing movement in ST and 
completed synchronously the MOT task and landing movement 
in DT. Each participant followed the experiment procedure 
(Figure 2).

Conducting of MOT and landing tasks

Eight identical spheres were adopted in conducting MOT 
tasks (Figure 3). These spheres interacted dynamically in a three-
dimensional space (bounced off each other, broke away from the 
virtual three-dimensional volume boundary, and blocked each 
other). The task was divided into four steps as follows: (a) Eight 
randomly organized identical spheres were presented on the 
screen; (b) The color of three target spheres changed; (c): The color 
of all the spheres changed to the original color and the spheres 
moved randomly around the screen at the same speed; (d): The 
participants were requested to point out the position of the three 
target spheres on the screen independently at the end of the task. 
The moving speed of target spheres were standardized according 
to the participant’s threshold to ensure that all participants 
received the same MOT task load (Mejane et  al., 2019). The 
standardization process was conducted as follows: The task was 
first presented at a random speed and the speed of the next MOT 
task was increased when the participant correctly identified three 
target spheres. The speed of the subsequent MOT task was 
decreased if the three target spheres were not correctly identified. 
The speed of spheres was gradually adjusted until the participant’s 
initial maximum tracking speed was achieved. A standardized 
speed corresponding to 30% of the initial maximum tracking 
speed was chosen to ensure that all participants were able to 
perform dual tasks (Ren et al., 2021) and to minimize differences 
in tracking speed among participants. Movement of the MOT task 
on the screen was used as a cue for landing movement and was 
applied to ensure that both tasks were completed simultaneously. 
A failure was recorded when participants focused only on one of 
the two tasks and finished the tasks sequentially thus the test was 
repeated. Participants signed an informed consent form prior to 
taking part in the experiment, and each participant was requested 
to familiarize themselves with the MOT task and fully understand 
it (a correct rate of 90% or more) in advance to minimize 
learning effects.

TABLE 1  Basic information of the study participants (mean ± SD).

Information Players Students t-value Value of p

Age (yr) 20.1 ± 1.5 20.0 ± 2.3 0.09 0.93

Height (cm) 181.4 ± 7.4 177.9 ± 4.9 1.57 0.13

Weight (kg) 75.4 ± 10.7 71.6 ± 9.9 0.98 0.34

yr, year; cm, centimeter; kg, kilogram.

FIGURE 1

Marker sticking positions.
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FIGURE 3

A representation of the multiple objective tracking (MOT) task 
experimental process.

In this study, each participant was requested to stand on a 
40 cm platform with his hands on his hips and feet positioned 
upright. The participant used his dominant leg to step forward 
after receiving the “start” signal; subsequently, the participant 
leaned forward and fell vertically from the step without initial 
speed with the “toe-heel” landing mode. Each action was 
conducted in triplicates and the average value was calculated.

Data collection and analysis

The indicators of joint stiffness and coordination of the 
dominant lower extremity of the participants were analyzed in this 

study. Inter-joint coordination during landing mainly reflects joint 
stiffness, and reduction of joint stiffness is a potential risk factor for 
soft tissue injury (Li et al., 2021). Coordination-related parameters 
in this study included continuous relative phase (CRP), mean 
absolute relative phase (MARP), and deviation phase (DP), which 
were recorded using Vicon infrared motion capture system during 
ST and DT. Inter-joint coordination was evaluated to determine 
essential timing and sequencing of the neuromuscular system 
control over biomechanical degrees of freedom. Variability of 
coordination indicated adaptability of the neuromuscular system 
control. The landing process was defined as the period from 
touchdown (the moment vertical ground reaction ≤10 N was 
achieved) to the time maximum knee flexion was attained (Zhang 
et al., 2021). The duration of the landing process was normalized to 
0–100%, with 0% representing the beginning of the landing process 
and 100% representing the end of the landing process. An inhouse 
MATLAB script (MatlabR2018b, MathWorks, Natick, MA, 
United States) was used for calculation of the indicators in this study.

CRP was used to describe the inter-joint coordination’s mode 
and variability. MARP and DP were used to describe coordination 
(in-phase or anti-phase coupling) and variability between joints. 
The angle (θ) and angular velocity (ω) were normalized to 
minimize the effect of different movements in amplitudes and 
frequencies using formula (1) presented below. In the current 
study, the maximum angle of the sagittal plane of the lower 
extremity joints was normalized as “+2,” the minimum angle was 

FIGURE 2

Schematic representation of the study design.
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normalized as “0,” and the angular velocity (ω) was normalized to 
the maximum value (Sheikhi et al., 2021).

	 ω ω ω ωi norm i i( ) = ( ) −( ) / max max max, 	 (1)

	 ( ) ( ) ( ) ( )2 min / max minθ θ θ θ θ = ∗ − − j i i ii norm 	 (2)

The relative phase angle (ϕ ) of the different joints was 
calculated using formula (2) and standardized according to the phase 
diagram of the four quadrants (Figure 4). CRP values range from 
−180° to 180°, where a CRP close to 0° indicates that the two joints 
move “in-phase,” whereas a CRP close to 180° or −180° represents 
an “anti-phase” motion of the two joints (Sheikhi et al., 2021).

CRP values were calculated based on the difference between 
the distal joint and the proximal joint using formula (3) presented 
below. A positive value of CRP indicated that the proximal joint 
dominated the distal joint, whereas a negative value of CRP 
indicated that the distal joint dominated the proximal joint. 
MARP represents the mean value of each joint’s phase angles on 
the curve and is calculated using formula (4), and DP indicates the 
standard deviation of each point on the overall curve and is 
calculated using formula (5).

	 CRP distal proximal= −ϕ ϕ 	 (3)

	 MARP = =∑i
n

i
n
1
ϕ 	 (4)

	 1DP ==
∑n

ii SD

n
	 (5)

The joint stiffness (Kjoint) was then calculated based on the net 
torque change in the sagittal plane (ΔMjoint) and displacement 
change of joint angle in the sagittal plane (Δθjoint) during landing 

(Farley et al., 1998). The formula for calculation of joint stiffness 
is presented below:

	 joint joint joint/ θ= ∆ ∆K M 	 (6)

Statistical analysis

SPSS statistics software (22.0, IBM Inc., Chicago, IL, 
United States) was used for statistical analysis. Shapiro–Wilk test 
was used to determine the normality of the data. Levene test was 
conducted to evaluate homogeneity of variance, and the 
studentized residuals method was used to determine presence of 
outliers. Mean (M) and standard deviation (SD) of the parameters 
were calculated and mixed repeated measure ANOVA was used 
to determine differences among variables with the group as the 
between-group factor (amateur soccer players and ordinary 
college students) and task as the within-group factor. Significance 
was set at p < 0.05.

Results

Changes in speed of spheres

The results showed that the average speed of the spheres was 
significantly different between the two groups of participants 
(Table 2). The initial maximum movement speed and standardized 
movement speed of the soccer players were higher than that of 
ordinary students.

Changes in inter-joint coordination

The CRP change curves of hip, knee, and ankle joints of soccer 
players and ordinary college students under two task conditions 
are presented in Figure 5. The CRPhip-knee and CRPknee-ankle values of 
the soccer players group in DT were significantly reduced than in 
ST; CRPhip-knee values of the ordinary student group in DT were 
significantly higher than in ST.

The MARP and DP changes under the two task conditions 
are presented in Figure 6. The MARPhip-knee, DPhip-knee and DPknee-

ankle changes in DT were significantly different relative to the 

TABLE 2  Changes in speed of spheres in different groups (mean ± SD).

Movement 
speed (°/s) Players Students t-value Value of p

Initial maximum 

speed

14.60 ± 2.44 12.77 ± 2.83 −2.092 0.043

Standardized 

speed

4.42 ± 0.81 3.83 ± 0.85 −2.179 0.035

Khip, the hip joint stiffness; Kknee, the knee joint stiffness; Kankle, the ankle joint stiffness; 
ST, single task; DT, dual task.

FIGURE 4

Standardization of the four-quadrant phase diagram.
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values of the changes in ST (F1,37  = 4.362, p  = 0.041, partial 
η2 = 0.070, Cohen’s d = −0.523; F1,37 = 4.831, p = 0.032, partial 
η2 = 0.077, Cohen’s d = −0.526; F1,37 = 4.276, p = 0.043, partial 
η2  = 0.069, Cohen’s d  = −0.498). In addition, dual-task had a 
greater effect size on DPhip-Knee and MARPhip-knee, but a smaller 
effect size on DPknee-ankle, indicating that dual-task had a higher 
effect on coordination of the hip and knee joints than single-task 
for both soccer players and college students. Moreover, the DPHip-

Knee and DPKnee-ankle of ordinary college students during landing 
were significantly larger relative to that of soccer players 
(F1,27  = 9.888, p  = 0.003, partial η2  = 0.146, Cohen’s d  = 0.798; 
F1,27 = 5.279, p < 0.025, partial η2 = 0.083, Cohen’s d = 0.586). It 
showed that the DPHip-Knee and DPKnee-ankle values of college 
students were significantly higher than those of the soccer players 
in ST or DT.

Changes in joint stiffness

The Khip of soccer players was significantly larger in DT than 
in ST, the Khip of college students was also significantly larger in 
DT than in ST during landing (F1,27 = 4.226, p = 0.044, partial 
η2 = 0.068, Cohen’s d = −0.549), and the effect size of Khip was 
moderate. It shows that MOT tasks cause changes in lower 
extremity mode such as joint stiffness (Table 3). Moreover, No 
statistically significant difference was observed in Khip of 
participants under the two tasks (p > 0.05).

Discussion

The purpose of this study was to explore whether MOT task 
interference affects inter-joint coordination during the landing 

task. The results showed that MARPhip-knee, DPhip-knee, and DPknee-

ankle value under DT were higher compared with the values 
under ST, indicating that MOT tasks negatively affected inter-
joint coordination of soccer players and ordinary college 
students. This finding is similar to findings from previous 
research whereby the effects of attentional control on gait and 
inter-joint coordination were evaluated using a dual-task 
paradigm. The previous findings showed that attentional 
control modulated the ability to maintain gait control and 
regulated inter-joint coordination patterns when adapting to 
dual-task gait perturbations (Wang et al., 2021). The kinematic 
chain theory indicates that increase in MARPhip-knee and DPhip-

knee during landing causes changes in the coordination pattern 
and variability of the lower extremity hip-knee joint. Studies 
report that coordination of the hip-knee joint determines the 
dynamic stability of the lower extremity (Sinsurin et al., 2020), 
and hip-knee joint coordination is a dominant kinematic 
variable for reducing the risk of injury (Leonard et al., 2021). 
Therefore, the increase of MARPhip-knee observed in our study 
indicated that the “inverse” movement of the hip joint and knee 
joint increased over time. This increase indicated a significant 
contribution of the hip (proximal joint) to the movement of the 
participant under DT condition. Furthermore, the findings of 
the current study showed that dual tasks had a greater impact 
on hip and knee coordination, which agree with past findings 
that the hip joint is the primary stabilizer of lower extremity 
movement (Davis et  al., 2019). Highly intense hip motion 
results in high motor instability. Therefore, the coordinated 
response of the hip—knee was explored in this study because 
it is a paramount kinematic variable for reducing the risk of 
injury. In addition, increase in DPknee-ankle indicated an increase 
in variability of the knee-ankle joint (calf movement). Active 
calf movement can decrease the dynamic stability of the hip 

A B

FIGURE 5

Changes in continuous relative phase (CRP) during landing.
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during coupling movement and change the load on the lower 
extremity joints during dynamic movement, resulting in 
increased occurrence of injuries. Other studies reported that 
distraction affects performance of female athletes when they 
passed the ball and completed a side-cut action simultaneously 
(Almonroeder et al., 2019), similar to the findings from our 

study. The results of the our study are inconsistent with 
previous findings (Qu and Hu, 2014), which indicated that 
younger adults choose whether to focus on cognitive tasks to 
adjust their motor coordination patterns based on the level of 
difficulty of the task. This difference can be  attributed to 
differences in the types of tasks and loads used in the various 
studies. The sequential subtraction tasks used previously did 
not involve sensory perception. In addition, 3D-MOT tasks 
may not have the similar effects on individuals as other 
cognitive tasks. Therefore, further research should 
be  conducted to explore the effects of different types of 
cognitive tasks on individuals.

A previous study reported that soccer players have to 
extract and process information after subjection to cognitive 
and sensory tasks especially when they take part in team sports 
(Romeas et  al., 2016), which is consistent with the present 
findings. These specific cognitive functions (MOT tasks) 
decreased when participants were exposed to higher stress 

A B

C D

FIGURE 6

Changes in mean absolute relative phase (MARP) and deviation phase (DP) in the two groups under the two tasks.

TABLE 3  Changes in joint stiffness in the two groups under the two 
tasks (mean ± SD).

Players Students

Joint 
stiffness ST DT ST DT

Khip 0.222 ± 0.060 0.279 ± 0.060 0.141 ± 0.114 0.168 ± 0.106

Kknee 0.015 ± 0.010 0.014 ± 0.010 0.014 ± 0.025 0.011 ± 0.098

Kankle 0.041 ± 0.020 0.045 ± 0.020 0.117 ± 0.217 0.108 ± 0.208

Khip, the hip joint stiffness; Kknee, the knee joint stiffness; Kankle, the ankle joint stiffness; 
ST, single task; DT, dual task.
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levels (during games or competitions), leading to a decrease in 
attention control ability (Romeas et  al., 2016). A previous 
review article summarized various studies that reported the 
effects of distraction on landing activities with the findings 
indicating that distraction can impair performance in sports 
similar to the findings of the present study (Hughes and Dai, 
2021). In addition, another past study indicates that complex 
cognitive task have a significant effect on jump-landing 
movement quality, which can be attributed to specific cognitive 
functions such as attention allocation (Schnittjer et al., 2021). 
Neurocognitive mechanism comprises a group of regions 
mainly located in the frontal and parietal regions of the cerebral 
cortex (precentral gyrus and paracentral gyrus). From the 
perspective of neurocognitive mechanism, the central motor 
command consists of a group of regions located primarily in the 
frontal and parietal regions of the cerebral cortex (precentral 
gyrus and paracentral gyrus), responsible for the control of 
muscle tissue by Beta cells from the superficial regions of the 
cerebral cortex into the corticospinal tract. These motor fibers 
cross first as they travel from the brain to the medulla and spinal 
cord before reaching the muscles. There is compelling evidence 
that activity in these motor areas may depend on attentional 
demands imposed by physical tasks (Bigliassi et al., 2016).

However, the MOT task, which is a high-level perceptual-
cognitive interference, involves several cognitive processes, such 
as visual attention allocation (Trick et  al., 2012). The effects 
observed can be  attributed to the limited allocation of visual 
attention because the same neural network is implicated in 
controlling motor and cognitive functions. Notably, the MOT 
task requires allocation of a higher number of cortical resources, 
thus the dual task could have been affected resulting in changes 
in the motor system beyond conscious control. Results using 
theoretical capacity-sharing model explains this phenomenon 
(Pashler, 1994). In the present study, visual information played a 
key role in completion of the dual-task by the participants. 
Participants may have prioritized one task (MOT) by reducing 
self-control task (landing) because perceptual-cognitive tasks 
(MOT task) and motor-related demands (landing task) competed 
for frontal lobe resources. This affected postural control of the 
participants and impaired inter-joint coordination. Therefore, 
these results indicate that individual neuromuscular activity 
under the MOT task did not effectively control the challenging 
dual-task.

The results showed that the DPHip-Knee and DPKnee-ankle values 
of college students were significantly higher than those of the 
soccer players in ST or DT, indicating that college students 
exhibited more inter-joint coordination variability compared 
with soccer players, while MOT tasks did not affect this 
finding. Previous studies have shown that excessive variation 
of lower extremity coordination mode could exacerbate 
impairment of neuromuscular control, resulting in abnormal 
biomechanical patterns and higher joint loads when subjects 
participate in sports (DiCesare et al., 2019). These results may 
reflect that soccer players exhibit less inter-joint coordination 

variability and have better coordination, and they perform 
better in lower extremity joint adaptability, sensory feedback, 
and load decentralization ability than ordinary college 
students. It might be  attributed to the fact that ordinary 
college students do not have the same soccer experience or 
training. A recent study used a 3D-MOT task in high-intensity 
interval training (HIIT) to explore the effect on perceptual-
cognitive performance and reported that the combination 
training resulted in task-specific benefits, which confirms our 
findings (Park et al., 2021). Romeas et al. (2016) reported that 
long-term MOT training improves athletic performance and 
decision-making ability of soccer players. Various studies have 
used MOT tasks for optokinetic simulation training, and the 
results showed that it improved posture stability for patients 
with motor coordination disorders such as stroke and 
hemiplegia (Chen et al., 2021; Komagata et al., 2021). Thus it 
is speculated that long-term MOT training may positively 
affect motor stability and improve inter-joint coordination. 
These findings can form a basis for designing further studies 
to explore application of perceptual-cognitive training in 
special populations with dual-task requirements. Notably, 
although soccer players had better coordination, the MOT 
task could affect their inter-joint coordination. Long-term 
training may improve dual-task processing ability and ensure 
stable coordination of soccer players but cannot eliminate the 
interference of MOT tasks.

The present study had some limitations. The sample size was 
not calculated for this study. Another limitation is that we have no 
idea how much these athletes train, and the ordinary students 
were not matched for any other characteristic. Further studies 
should be conducted to explore the effects of the level of training 
and both groups should be matched for all characteristics that may 
affect cognitive function.

Conclusion

The findings showed that neuromuscular activity of 
individuals under perceptual-cognitive task interference cannot 
effectively control the challenging dual-task movement and the 
perceptual-cognitive task can adversely affect inter-joint 
coordination of soccer players and college students, mainly the hip 
and knee coordination. Although soccer players had better 
coordination, the MOT task could affect their inter-joint 
coordination. The findings for the study provide a theoretical basis 
for improving individual inter-joint coordination and reducing 
the risk of injury.
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Working memory (WM) was examined in pre-school children with Autism

spectrum disorder (ASD) and children with typical development using eye-

tracking technology. The children were presented with a digital A-not-B task

(with a short and a long waiting condition) where they passively viewed

animations of a moving train. Moreover, the current study investigated the

relationship between non-verbal mental age (NVMA) and the performance on

the task. No group differences were found in the average looking durations

between the ASD and typically developing (TD) groups on either the short

or long waiting conditions. Although the NVMA of the ASD group was lower

than that of the TD group there were no correlations between NVMA and

task performance in either group. The results suggest that WM in young

children with ASD might not be different from that of TD children. However,

the results might be due to ceiling effects of the task and thus needs to be

further investigated.

KEYWORDS

working memory, pre-school children, autism spectrum disorder, typical
development, nonverbal mental age, eye-tracking, A-not-B task

Introduction

Autism spectrum disorder (ASD) can be described by problems in social
communication and interaction, and restricted and repetitive behaviors and interests
(American Psychiatric Association, 2013). ASD can be reliably diagnosed at the age
of 2, however, it is possible to detect it as early as 18 months of age (Hyman et al.,
2020). The symptom presentation and severity vary greatly among individuals with
ASD. In addition to the “classical” difficulties exhibited by individuals with ASD,
emerging evidence demonstrates that executive functioning (EF) impairment may also
be prevalent (Garon et al., 2018).

Executive functioning refers to a number of cognitive abilities that are essential
for everyday functioning, including working memory (WM), cognitive flexibility, and
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inhibitory control (Anderson, 2014). These skills are especially
crucial during the pre-school years. For example, Pellicano
et al. (2017) reported that individual differences in WM and
inhibitory control during the pre-school years were uniquely
related to variation in school readiness for both typically
developing (TD) children and children with ASD.

Working memory refers to the temporary storage and
manipulation of information in the brain (Anderson, 2014).
A meta-analysis of studies investigating WM revealed that
individuals with ASD exhibited significant WM impairment
(Cohen’s d = −0.61) compared to the control group (Wang
et al., 2017). No association between the WM impairment and
age was found. Studies of WM in pre-school ASD has generated
evidence demonstrating that pre-school autistic children exhibit
impairments on various performance-based WM tasks and
rating scales. Edmunds et al. (2021) measured WM in children
from 2 to 4 year using three tasks; the Hide and Seek Task,
the Boxes Task and the Self-Ordered Pointing Task (SOPT).
They found that 2–4-year old children with ASD exhibited lower
composite scores, combining all three WM tasks, compared to
TD children. Similarly, the aforementioned study by Pellicano
et al. (2017) demonstrated that 4 1/2–6-year-old children with
ASD scored lower than TD children on the Corsi Blocks task
measuring WM. In the Corsi Blocks task children are asked
to repeat the tapping of blocks in the same order previously
displayed by the experimenter.

However, in parallel to studies reporting group differences,
there is also evidence showing that WM is intact in pre-school
children with ASD. For example, Gardiner et al. (2017) reported
no significant differences in WM performance between 3 1/2
and 7-year-old children with ASD and TD children on the Boxes
task. In this task, children were asked to find Jack-in-the-box
while keeping in mind boxes they already had searched. Also,
no WM deficit was found on the Spinning Pots task between 4
and 6-year old TD children and children with ASD (Valeri et al.,
2020). In the Spinning Pots task, children are asked to place an
object in eight pots which are then covered and rotated. After
each rotation the cover is lifted and the child is asked to find the
placed object. This procedure is done until 8 objects are found
or after 15 trials.

One of the factors that may contribute to the inconsistent
findings could be associated with different parameters of the
WM tasks. In pre-school ASD, WM has been predominantly
investigated with performance-based tasks which vary in
administration procedures and levels of difficulty. During
administration of most WM tasks, pre-school children are
required to understand and comply with verbal instructions,
and produce some kind of motor responses, such as pointing.
This may, in addition to the WM demands, further challenge
children’s mental capacity and thus may negatively influence
their performance. Moreover, pre-school children with ASD
often have language difficulties which may, despite their
potentially intact WM, prevent them from understanding

the instructions. Additionally, WM tasks developed for pre-
schoolers vary in difficulty levels and may thus elicit differential
performance across the pre-school age range. For example,
for the Spinning Pots task, the performance was proposed to
improve during the 18–42-month period among TD children
(Garon et al., 2018). At 42 months and higher, children were
expected to exhibit performance at or close to ceiling. This may
explain the absence of group difference in the Valeri et al. (2020)
study in which the minimum age of participants was 4 years.
In contrast, in the Hide and Seek Task children are asked to
place paper animal cutouts on the appropriate boxes. Here, the
age range at which children’s performance improves has been
shown to be broader, namely 18–60 months (Garon et al., 2014).
In the Edmunds et al. (2021) study the Hide and Seek Task
was administered to participants between 2- and 4-years. Thus,
although there are many WM tasks designed for pre-schoolers,
some may capture the children’s impairment in a given study
while others may not, because they differ in WM demand, or the
overall difficulty level relative to the age group in the study. This
has important consequences for the interpretation of findings.

Different administration procedures and levels of difficulty
of WM tasks would require children to possess sufficient levels
of cognitive functioning. The inconsistent findings could be
associated with the large heterogeneity in cognitive functioning
among children with ASD. To control for this, researchers
usually employ standardized tests to match children on language
or some general cognitive ability, most commonly non-verbal
mental age (NVMA). There is a general agreement that
NVMA or language ability could be mediating factors of
EF (Stephens et al., 2018). Doing so, however, restricts the
representativeness of the group. Besides, while the NVMA is
a preferred matching criterion in most studies with autistic
pre-schoolers, there is scarcity of research in the ASD field as
to whether NVMA is associated with WM performance. One
study by Mungkhetklang et al. (2016) demonstrated that WM
contributed to non-verbal problem solving for school age TD
children and children with Intellectual Disability. Moreover,
a recent study by Stephens et al. (2018) measured NVMA
and verbal mental age with Mullen Scales of Early Learning
(MSEL) in 6-year-old TD children and found that NVMA was
a better predictor of EF that was measured by performance-
based tasks. The verbal mental age, on the other hand, was a
better predictor of parent-reported EF. Having a sample that has
a larger spread in NVMA, not only would increase the sample
representativeness, but could also shed some light on whether
there is a relationship between NVMA and performance on WM
tasks in pre-school children. A relationship would suggest that
WM impairment could be related more to the general cognitive
profiles of children, specifically the NVMA, rather than the
diagnosis.

In recent years there has been a growing interest in the
use of eye-tracking technology as tool to provide insight
into psychological processes. By measuring where a person
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is looking, one can uncover essential information about how
stimuli are being experienced, prioritized, and processed. There
are two advantages for using eye-tracking on pre-school
children with ASD. First, due to its millisecond-level precision,
one can obtain a more precise measure of their attentional
patterns. Second, eye-tracking is non-invasive and allows for
data to be collected when children passively view the screen.
Hence, this makes it an appropriate tool for investigating areas
of interest also in minimally verbal and developmentally delayed
pre-school children with ASD who often experience difficulties
in dealing with complex cognitive demands. Research has shown
that development of language in toddlerhood is important for
the emergence and development of EF during early childhood
(Stephens et al., 2018). In a study by Hill et al. (2015) 5–8-year-
old ASD children with and without developmental language
disorder (DLD) and a group of children with only DLD were
assessed on verbal and non-verbal (visual) WM tasks. The
autistic children with concurrent DLD performed worse on the
verbal WM tasks than those without DLD. The children with
ASD and DLD performed similar to the children with only
DLD on most verbal WM tasks. However, there were no group
differences in performance on non-verbal WM tasks, which
suggests that increased demands associated with verbal WM task
could lead to differential performance between ASD children
with and without DLD.

The majority of WM tasks require verbal comprehension
(i.e., understanding task instructions) for their completion.
Developmental and language delays are common in young
autistic children (Friedman and Sterling, 2019). Selecting a
narrow sample capable of performing on certain tasks, which
is usually the case in most studies, ignores those individuals
who would more accurately represent the population at this
age period. Using a task with removed verbal demands while
still capable of assessing WM could be essential in such cases.
Moreover, since eye-tracking could be suited for studying
children with various cognitive functioning, which assumes
varying levels of NVMA, it makes it possible to investigate
the relationship between the measured WM performance and
NVMA.

Most of the eye-tracking studies that are conducted on
children with ASD have focused on social impairment, such
as allocation of attention to social stimuli and predictive gaze
(Hamner and Vivanti, 2019). There is a scarcity of eye-tracking
research investigating EF in individuals with ASD, and to our
knowledge only Fanning et al. (2018) has applied this technology
to look at WM in pre-school children with ASD. In this study
where they used an eye-tracking version of the A-not-B task,
children were presented with a character in the middle of the
screen for 3 s that then disappeared either into the left or right
target location as a sound was played (croaking frog). After a 6 s
waiting period another sound (croaking frog) was played for 3 s,
implicitly asking children “from which location, A or B, did the
sound originate?” It was reasoned that if children memorized

which of the two locations the stimulus had disappeared to, on
hearing the sound they would fixate at that location. Looking
durations to the target and non-target locations were measured
during the 3 s after the 6 s waiting period. WM performance was
indicated by the duration of the preferential location at the target
location. Researchers found no group differences on the eye-
tracking version of the A-not-B task between 2- and 5-year-old
TD children and children with ASD.

Similarly to the difficulty levels associated with various
performance-based WM tasks, caution should also be applied to
tasks using eye-tracking. Given that the A-not-B task originally
was developed for infants, it is important to adjust the task to
the range of the study participants’ developmental level. A more
elaborate version of the task might make group differences
visible. For example, by introducing shorter and longer waiting
periods it may be possible to manipulate the WM load, which
will consequently influence the performance.

Overall, given the scarcity of eye-tracking research on
WM in pre-school children with ASD and the aforementioned
issues that may be associated with task parameters in previous
studies, further investigation is necessary. Moreover, since eye-
tracking allows for inclusion of developmentally delayed and/or
minimally verbal children, it may shed some light on the
involvement of NVMA in WM task performance, that would
otherwise be difficult to do due to complex cognitive demands
associated with manual and verbally loaded tasks.

Rationale

The aim of the current study is twofold. First the study
will investigate and compare the WM performance of pre-
school age children with ASD and TD on a novel computerized
A-not-B task using the benefits of eye-tracking technology. Since
the original A-not-B task is designed for infants and required
children to reach for a hidden object, a number of modifications
have been made. We kept the task passive without verbal
instructions, but incorporated distractors and two WM load
conditions (short vs. long waiting period). It is hypothesized that
the long waiting period, which poses higher WM load, would
affect the performance of children with ASD the most.

Being the most commonly used matching criterion in
research on ASD, the NVMA is rarely studied along the EF
performance in pre-school children with ASD. While matching
provides control for variables that may affect the outcome,
little is known whether NVMA could be related to WM
performance. Hence, the current study will also investigate the
relationship between children’s NVMA and their performance
on the A-not-B task. Considering the aforementioned research
by Mungkhetklang et al. (2016) and Stephens et al. (2018), it
is hypothesized that NVMA of both children with and without
ASD would be associated with their performance on the eye-
tracking version of the A-not-B task.
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Materials and methods

Participants

Thirty-seven pre-school children participated in the study.
13 children, aged 31–68 months (M = 53.54, SD = 11.22),
were diagnosed with ASD, and 24 children, aged 37–59 months
(M = 49.50, SD = 6), were TD. There were 11 boys
(84.6%) and 2 girls (15.4%) in the ASD group, and 11 boys
(45.8%) and 13 girls (54.2%) in the TD group (Table 1).
The recruitment of children with ASD was done through
specialist health services, educational-psychological services,
and pre-schools in Oslo and surrounding counties. The

recruitment of TD children was done via pre-schools in Oslo
and surrounding counties. The children in the ASD group
were diagnosed by the specialist health services using the
International Classification of Diseases, 10th version (World
Health Organization [WHO], 1993) based on a detailed clinical
evaluation, including tests, interview with caretakers and
observations. As a part of the current study the parents scored
their children on the Social Communication Questionnaire
(SCQ) (Rutter et al., 2003). All but one child scored above
the cut-off for ASD. However, SCQ data from 4 children
(30.8%) are missing. Children with severe motor, visual or
hearing problems did not participate in the current study.
Also, due limitations in eye-tracking technology, children

TABLE 1 Descriptive statistics for the typically developing (TD) and autism spectrum disorder (ASD) groups.

ASD (n = 13) TD (n = 24) t p Hedges’ g

CA (months)

M (SD) 53.54 (11.22) 49.50 (6) 1.43 0.160 0.49

Range 31–68 37–59

Social Communication Questionnaire–Parents

M (SD) 16.33 (6.06)

Range 8–27

Missing data 4 (30.8%)

NVMA (Months)

M (SD) 31.58 (10.26) 48.96 (8.57) −5.37 p < 0.001 1.90

Range 14–50 30–67

Missing data 1 (7.7%) –

Receptive Language–Age (months)

Mann–Whitney U

U p η 2

M (SD) 23.67 (11.92) 41.42 (4.8) 27.5 p < 0.001 0.44

Range 8–46 30–48

Missing data 1 (7.7%) –

Expressive Language—Age (Months)

M (SD) 25.17 (18.9) 54.75 (13.38) 35.5 p < 0.001 0.38

Range 4–67 23–70

Missing data 1 (7.7%) -

Child’s Spoken Language

Norwegian 7 (53.8%) 13 (54.2%)

Norwegian + Other 1 (7.7%) 5 (20.8%)

Missing data 5 (38.5%) 6 (25%)

Gender

Male 11 (84.6%) 11 (45.8%)

Female 2 (15.4%) 13 (54.2%)

Maternal Education

Primary School 1 (7.7%) –

High School 2 (15.4%) 1 (4.2%)

University 8 (61.5%) 17 (70.8%)

Missing data 2 (15.4%) –
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wearing glasses were not included in the study. The Regional
Committees for Medical and Health Research Ethics approved
the study and written informed consent was given by all
parents.

Procedure

The present research was a part of a longitudinal project
which aim was to study early development and learning in
TD children and children with ASD. All children were tested
during 1 day with multiple measures of language and cognitive
ability. WM was measured with the eye-tracking version of
the A-not-B task. The task was built in Experiment Builder
(SR Research) and presented on the Lenovo ThinkPad W550s
laptop. All children were seated approximately 70 cm from the
laptop screen. Eye-tracking data was recorded with EyeLink
1000 Plus. No chin rest was used during the recording. Instead,
a target sticker was placed on the children’s forehead or cheek
allowing the participants to move during the recording while
the eye-tracking camera followed their eyes. The eye-tracking
recording was performed on the left eye (monocular) for all
participants. The sampling rate was set to 500 frames per second.
A 16 mm camera lens was used. Children performed the task
without familiarization phase. The experiment could be paused
at any moment during the testing. During the pause, a flickering
image could be played on the presentation laptop in order to
attract the child’s attention back to the screen. After the pause,
the previous trial was restarted. The sound stimuli were played
through external speakers. All the testing, including the eye-
tracking, was carried out by the first author and a research
assistant in a quiet room in the children’s pre-school or in the
laboratory at the University of Oslo. Test duration for each
child ranged from 2 to 4 h including breaks. Social (e.g., praise,
play brakes) and edible motivators (e.g., raisins, apple bits) were
provided when necessary to increase children’s compliance. As
the eye-tracking WM task require the child to be attentive to the
screen it was usually administered on the first hour of testing. All
parents were asked to fill out questionnaires in order to obtain
demographic information.

Measures

Cognitive and language level
Children’s NVMA and expressive and receptive language

were measured with the (MSEL; Mullen, 1995). Infants and
children up to 68 months of age are eligible for MSEL.
MSEL consists of five subscales, namely Gross Motor, Fine
Motor, Expressive Language, Receptive Language, and Visual
Reception. Composite of the Visual Reception and Fine Motor
subscales were used to calculate the NVMA, while the Receptive
and Expressive subscales were used to calculate language level.

Working memory measure

A-not-B task
The current task is a modification of the manual version of

the A-not-B task. Although the task was initially proposed to
measure WM in infants and toddlers (Diamond et al., 1997),
original and modified manual A-not-B tasks have also been
used with pre-school autistic children aged between 40 and
80 months of age (McEvoy et al., 1993; Griffith et al., 1999).
The modifications were made to the original task in order to
increase WM load. In the manual version of this task, the child
is presented with two containers. During “A” trials, a toy is
hidden in the container “A” and the researcher leaves the child
to find the toy, usually by asking the question “where is the
toy?” After a number of consecutive “A” trials, the toy is then
hidden in the container “B.” After hiding the toy during “B”
trials, the experimenter claps his/her hands in order to disengage
the child’s attention from the hiding area. Afterward, the child is
allowed to search for the toy. Infants and toddlers usually make
a perseverative error during this trial by continuing to search for
the toy in the container “A” (Diamond et al., 1997).

In the current task, children viewed a series of movie clips
(width = 1,920, height = 1,080, frame rate = 25) of a train moving
from the center into a tunnel either to the left or the right.
The train moving into the left tunnel constituted “A” trials, and
the train moving into the right tunnel constituted “B” trials.
In total, there were 10 trials, six “A” trials and four “B” trials.
The trials were presented in the following order: “A,” “A,” “A,”
“B,” “B,” “A,” “A,” “A,” “B,” “B.” Each trial (“A” and “B”) was
separated into three parts: (1) a train going and disappearing
into the tunnel, (2) a waiting period with (“B” trials) or without
(“A” trials) distractor, and (3) the train returning back to center.
A melody was played throughout the task. It was possible to
pause the task at any moment and repeat an interrupted trial.
As illustrated in Figure 1, at the beginning of each “A” trial, the
train that was positioned at the center of the screen (x = 960,
y = 540) would start moving horizontally to the left side of the
screen and disappearing into the tunnel (x = 340, y = 540). The
time it took for the train to disappear completely into the tunnel
was 5,100 ms. A chugging train sound (duration = 5,100 ms)
was played as the train moved toward and disappeared into
the tunnel. After the train had disappeared, a waiting period
was initiated. For “A” trails, the waiting period was 10,200 ms.
5,100 ms into the waiting period, the train whistle sound was
played for 1,870 ms followed by a chugging train sound that was
played for the rest of the waiting period and until the end of the
“A” trial. The train whistle sound was implemented to signal the
children that the train was about to come back from the tunnel.
After the waiting period the train reappeared and moved back
from the same tunnel to the center of the screen. Each “A” trial
lasted in total for 20,400 ms. For “A” trials, the left tunnel was
the correct target location. A 5-point calibration and validation
procedure preceded the task.
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FIGURE 1

Progression of the A Trial.

FIGURE 2

Progression of the B Trials with short (10,200 ms) and long (15,200 ms) waiting periods.

As for the “B” trials (Figure 2), there were two trial types,
one with a shorter waiting period (10,200 ms) and one with
a longer waiting period (15,200 ms). In total, there were two

“B” trials with a shorter period and two “B” trials with a
longer waiting period. The same trial types were never presented
in succession. At the beginning of each “B” trial, a centrally
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positioned train (x = 960, y = 540), would start moving
horizontally to the right side of the screen and disappearing
into the tunnel (x = 1,580, y = 540) within 5,100 ms. As for
the “A” trials, an accompanying chugging train sound would
play for 5,100 ms until the train had completely disappeared.
Depending on the trial type, a short or long waiting period was
then initiated. Both “B” trials types had distractors presented
during the waiting period. The distractors were in the form
of moving animations that were located in the center of the
screen. Each “B” trial had a different distractor. The distractors
for the “B” trials were always presented at 1,000 ms into the
waiting period, and were present for 4,100 ms. The distractors
were implemented to divert attention and prevent children from
fixating at the tunnel into which the train had disappeared
for the rest of the waiting period. A train whistle sound was
then played for 1,870 ms at 5,100 ms for “B” trials with a
shorter waiting period and at 10,100 ms into the waiting period
for “B” trials with a longer waiting period. A chugging train
sound was then played for the rest of the waiting period and
until the end of the “B” trial. After the waiting period the
train would reappear from the same tunnel and move back to
center of the screen within 5,100 ms. The total duration of the
“B” trial with a shorter waiting period was 20,400 ms and the
total duration of the “B” trial with a longer waiting period was
25,400 ms. For “B” trials, the right tunnel was the correct target
location.

The eye-tracking version of the A-not-B task relies primarily
on the voluntary sustained anticipatory looking until the
appearance of the stimulus at the location where the participant
expects it to appear. The addition of distractors was necessary
to increase the difficulty of the A-not-B task (Watanabe et al.,
2012). Moreover, “B” trials with a longer waiting period were
incorporated to increase the demand for WM thus increasing
the task’s difficulty. These features were implemented in an

attempt to make the task more appropriate for pre-school age
children.

Data and statistical analysis

Descriptive data [e.g., chronological age (CA), NVMA,
language level] were analyzed for both groups and reported
as means, standard deviations, ranges or frequency and
percentages. The eye-tracking data was preprocessed in Data
Viewer (SR Research). Two areas of interest were created,
equally encompassing both the left and right tunnels (Figure 3).
The data from “A” trials was used primarily from TD children
to test whether children would spend more time looking at
the target location which would insinuate that the task was
understood. Similarly to Fanning et al. (2018), it was speculated
that if the location of the disappeared train was remembered,
children would look longer at the correct tunnel upon hearing
the train whistle sound stimulus during the waiting period.
Fanning et al. (2018) tested this prediction in a pilot study where
a group of TD children exhibited greater preferential fixation to
the target versus non-target area. This prediction was also tested
in the current study using data from the TD pre-school children.
A t-test revealed that the TD children (n = 23) spent significantly
more time looking at the left tunnel (M = 2,122 ms, SD = 666.82)
than the right tunnel (M = 1,150 ms, SD = 470.95) (t(24) = 5.195,
p < 0.001, 95% CI[584.79–1,358.67]).

For both “B” trials types (short and long waiting period), the
dependent variables were the average looking durations at the
left and the right tunnels during a 5-s period from the start of
the train whistle sound to the reappearance of the train from

the tunnel into which it has disappeared. The averages were
made separately for the “B” trials with shorter and longer waiting

FIGURE 3

Two identical Interest Areas for the left and right tunnels.
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periods. This way, it was possible to measure children’s “correct”
and “incorrect” anticipatory looking after the change of the
hiding location. Similar to previous research, only fixations of
100 ms and longer were included in the analyses (Fanning
et al., 2018). The average looking durations are reported in
milliseconds.

First, for both “B” trial types, paired samples t-tests

were used to investigate within group differences in looking
durations between the left (incorrect) and right (correct)
tunnels. Second, independent t-tests were conducted to
compare looking durations at the right tunnel in the two
types of “B” trials between the children with ASD and the
TD children. Next, for each group, paired samples t-tests
were conducted to investigate whether there was a statistical
difference in looking durations at the right tunnel between
“B” trials with shorter and longer waiting periods. To account
for multiple tests, a Bonferroni correction was applied. An
adjusted alpha level of 0.01 for statistical significance was used.
Last, to investigate the relationship between NVMA and the
average looking durations in the two groups during the two
“B” trial types, a series of Spearman’s correlation analyses
were performed. One child from the ASD group was not
included in the correlation analysis due to missing NVMA
data. The data was analyzed in Statistical Package for the Social
Sciences (SPSS) 27.

Results

Group difference on “B” trials with
shorter waiting period

The children with ASD spent more time looking at the
right tunnel (M = 1,961, SD = 1,096) than at the left tunnel
(M = 1,032, SD = 469) during the B trials with shorter waiting
period (Figure 4). This difference was statistically significant
(t(12) = −2.92, p = 0.013, 95% CI[236–1,620]). Similarly, the TD
children spent more time looking at the right tunnel (M = 2,020,
SD = 868) than at the left tunnel (M = 975, SD = 620) (Figure 4).
This difference was also significant (t(23) = −3.98, p = 0.001,
95% CI[502–1,588]). There were no significant differences in
looking durations at the right tunnel between the ASD and TD
groups (t(35) = −0.181, p = 0.857, 95% CI[−606–725], Hedges’
g = 0.061).

Group difference on “B” trials with
longer waiting period

The ASD group spent slightly more time looking at the right
tunnel (M = 1,635, SD = 1,105) than at the left tunnel (M = 933,
SD = 1,003), but the difference was not statistically significant
(t(12) = −1.95, p = 0.074, 95% CI[−78.65–1,483]). The TD

FIGURE 4

Bar graph showing the looking durations at the right and left tunnels in milliseconds on B trials with short and long waiting periods for both
groups.
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group spent more time looking at the right tunnel (M = 1,788,
SD = 992) than at the left tunnel (M = 839, SD = 487).
This difference was significant (t(23) = −3.72, p = 0.001,
95% CI[421–1,475]). There were no significant differences in
looking durations at the right tunnel between the ASD and TD
groups (t(35) = −0.429, p = 0.671, 95% CI[−569–874], Hedges’
g = 0.148).

Within group difference on “B” trials
with shorter versus longer waiting
period

For the ASD group, there was no statistical significance
difference in looking durations at the right tunnel between “B”
trials with shorter and longer waiting periods (t(12) = 1.296,
p = 0.219, 95% CI[−221.99–873.30]). For the TD group, there
was no statistical significance difference in looking durations
at the right tunnel between “B” trials with shorter and longer
waiting periods (t(23) = 1.466, p = 0.156, 95% CI[−95.68–
560.85]).

Relationship between non-verbal
mental age and “B” trials with shorter
and longer waiting period

No correlations were found between NVMA and looking
durations at the right tunnel for either the children with ASD
or TD on the trials with shorter and longer waiting periods
(Table 2).

Discussion

The current study compared WM performance on an
eye-tracking version of the A-not-B task between pre-school
children with ASD and TD children. The group comparisons
were performed on “B” trials with short and long waiting
periods. Average looking durations were used as dependent
variable. On average, both the ASD and TD groups spent
significantly more time looking at the target location (right
vs. left tunnel) during “B” trials with short waiting periods.

TABLE 2 Correlations between non-verbal mental age (NVMA) and
looking durations for “B” trial with short and long waiting period
for both groups.

ASD (n = 121) TD (n = 24)

Variable NVMA NVMA

«B» Short Waiting Period–Target Looking −0.371 −0.017

«B» Long Waiting Period–Target Looking −0.046 −0.052

1Data from one of the 13 children missing.

Only the TD groups spent significantly more time looking at
the target location during long waiting period. There were no
significant differences in average looking durations to the right
tunnel between the two groups during the tasks with either
the short or the long waiting period. Moreover, neither group
exhibited significant difference between looking durations at the
target location during shorter vs. longer waiting period. This
suggest that the introduction of a longer waiting period had no
effect on looking durations at the target location. The results
are contrary to the initial expectation that children with ASD
would exhibit shorter looking durations at the target location
than the TD group on both “B” trial types, and that the group
differences would be larger in the condition with longer waiting
period due to its higher WM demand. Complementary to the
study by Fanning et al. (2018) that also found no significant
differences between 2- and 5-year-old TD children and children
with ASD on the eye-tracking A-not-B task, neither the addition
of distractors nor a condition with longer waiting period in the
current study lead to the identification of differences between
the groups.

The current study also investigated the relationship between
NVMA and average looking durations during the “B” trials
with short and long waiting periods between the ASD and
TD groups. As expected, the children in the ASD group had
substantially lower NVMA as compared to the TD group. Still,
correlations between NVMA and performance on “B” trials were
not identified in either group.

The lack of group differences and correlation to NVMA
could be related to children’s developmental level, which
possibly have exceeded the task’s age range for which it is
suited. The A-not-B task was previously used with children
younger (15–30 months) than the current sample (Diamond
et al., 1997). Studies by Griffith et al. (1999) and McEvoy et al.
(1993) had samples with ages ranging from 40 to 80 months
old performing the modified manual A-no-B tasks. However,
no group differences were found in those studies. In the current
sample, the mean NVMA of the ASD group was 31.5 months
and the mean NVMA of the TD group was 48.9. Although an
attempt was made in increasing tasks difficulty by implementing
distractors and different waiting periods, the NVMA of children
in the current study might be above the task’s targeted age range.

Although eye-tracking provides the benefit of acquiring data
from children who are minimally verbal and/or developmental
delayed, it is important to ensure that the task targets the
participants’ developmental level. The aforementioned study by
Valeri et al. (2020) in which 4–6-year old children with ASD
displayed no impairment on Spinning Pots task which was
proposed to be suitable for children between 18 and 42 months
could act as an example of the importance of task selection.
Additionally, in a study by Zacharov et al. (2021) pre-school
children with ASD were administered two cognitive flexibility
tasks designed for pre-schoolers. These tasks had different
difficulty levels. On the more difficult task the children exhibited
impairment, while on the other their performance was intact.
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Small sample size is one of the main weaknesses of the
current study. Thus, the interpretation of the results should be
done with caution. Additionally, the gender ratio of the ASD
sample is skewed, hence no potential gender differences could
be investigated. However, the current study demonstrated that
it is possible to measure WM with a cartoon-like task consisting
of different WM loads using eye-tracking technology. Moreover,
the current study further illuminated the important issue of task
appropriateness when studying EF in pre-school children with
ASD. The current task may be suitable for even younger children
with ASD and TD. Hence, in future studies employing a similar
eye-tracking version of the A-not B task, it is recommended to
recruit younger participants than in the current sample.
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event-related potentials analysis
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Chinese nouns lack inflection and cannot reflect the quantitative relationship

between singular and plural numbers. However, neural processes of picture

naming are different from those of words. We assume that Chinese single

and plural picture naming is different, and they may involve quantitative

processing. Therefore, Experiment 1 was designed by picking picture naming

as the task and Chinese as the target language and compared the accuracy,

reaction time, and event-related potentials (ERPs) between single and plural

picture naming, where two types of pictures were mixed. Although the T-test

showed no significant differences in behavioral data, there were differences

in ERPs. ERP differences involved two effects: P1 of 160–180 ms and P2 of

220–260 ms in the parietal-occipital lobe. These differences are suggested

to reflect the neural differences in quantitative processing. Therefore, Chinese

singular and plural picture naming consists of word production and implicit

quantitative processing simultaneously. To explore the relationship between

the two processings, we added a semantic factor (inanimate vs. animate items)

to the quantity factor of Experiment 1 and carried out Experiment 2, with

the observation indexes unchanged. There were no significant differences

in behavioral data among the four conditions. After variance analysis, ERPs

results indicated an interaction between semantic and quantitative factors in

the central area at 180–280 ms. In summary, we suggest that Chinese singular

and plural picture naming includes two simultaneous neural processing tasks:

word production and quantitative processing, which interact in the central

area at 180–280 ms.

KEYWORDS

picture naming, singular, plural, word production, quantitative processing, event-
related potentials (ERP), Chinese
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Introduction

Pictures become symbols of their objects by physical
similarity. Several studies propose that recognizing images
involves consistent cognitive processes as are applied when
perceiving real objects (Potter, 1979; Glaser, 1992). And
picture naming comprises the same process of conceptually
driven word production (Glaser, 1992; Bock and Levelt, 1994).
Numerous studies have investigated the neuropsychological
process of picture naming and word production using various
methods, including functional magnetic resonance imaging
(fMRI) (van Turennout et al., 2000), magnetoencephalography
(MEG) (Salmelin et al., 1994), positron emission tomography
(PET) (Papathanassiou et al., 2000), electroencephalogram
(EEG) (Hassan et al., 2015), etc. It is evidenced that picture
naming and word production share the same temporal and
spatial signatures (Indefrey and Levelt, 2004). Most studies
support the “Lemma model” of lexical access proposed by
Levelt et al. (1999), which divides word production into
six steps: visual extraction, lexical concept formation, lemma
selection, phonological coding, phonological words coding,
and pronunciation. Therefore, picture naming is an important
experimental paradigm in cognitive psychology.

A recent study, which tracked spatiotemporal dynamics
networks of picture naming cognitive activity, applied EEG
source connectivity analysis to further elucidate the “Lemma
model” (Hassan et al., 2015). From the sight of pictures
to the completion of articulation, picture naming comprises
six brain network states (BNSs). BNS1 (0–119 ms), mainly
involving the inferior occipital, is related to visual feature
extraction. BNS2 (120–150 ms), primely comprising occipital
regions, is responsible for visual information process and object
recognition. BNS3 (151–190 ms) indicates lexical retrieval,
lemma retrieval, and lemma selection occurrence at the occipital
and bilateral inferior temporal sulcus. BNS4 (191–320 ms)
spreads to the left inferior temporal gyrus for integrating access
to phonological forms. BNS5 (321–480 ms), mainly involving
precentral, is responsible for phonetics and articulation. In
addition to articulation, BNS6 (481–535 ms) may be related to
introspection over the left insular gyrus.

Based on most studies on the neuropsychological process
of picture naming were carried on a single object/image, it
is generally believed that picture naming is equivalent to the
word production process of the “Lemma model.” However, in
daily life, objects are more often presented in a plural form
than in a singular form (Schiller and Caramazza, 2003). At
present, from the perspective of neuro mechanism, there is
no research focusing on the naming of singular and plural
pictures. Only a few articles have studied the differences between
singular and plural pictures in behavioral experiment, but the
argument lies in the activation of lexico-syntactic (Khwaileh
et al., 2015; Beyersmann et al., 2018). Several articles have
studied the quantitative concept of singular and plural pictures

with a congruent or incongruent quantifier, founding that the
number feature of pictures is different from the word production
process and they were not a competitive relationship (Schiller
and Caramazza, 2002; Arcara et al., 2019). Most studies focused
on the word production process of singular and plural nouns.
The research materials are often phrases or sentences, and the
focus is mainly on inflectional grammar (Sahin et al., 2009;
Gimenes and Brysbaert, 2016). These studies have shown that
the word production processes of singular and plural nouns are
different due to inflection. Given these, we wondered whether
the procedure of singular picture naming would be different
from that of plural picture naming.

Numerical magnitude is an abstract quality of a set. It
can be represented in a symbolic or non-symbolic form (“10,”
“ten,” and “••••••••••”) (Holloway and Ansari, 2010). The
singular (the set “1”) opposed to the plural, which encompasses
all other numbers treated as a whole (the set “2, 3, 4,. . . ”),
has a different quantitative meaning (Hodent et al., 2005).
Accumulating studies suggest that the ability of non-verbal
representation of numerical magnitudes is native (Starkey and
Cooper, 1980; Wynn, 1992; Butterworth, 2005), as it is shown
that very young infants and newborns can distinguish syllables,
moving objects, collections of objects, and simple dots (Antell
and Keating, 1983; Wynn, 1992; Wynn et al., 2002; McCrink
and Wynn, 2004). A similar phenomenon is also found in
animals (Wynn, 1992; Romo et al., 1999). Further research
has indicated that this not only involves a perceptual pattern
but also arithmetical operations (Wynn et al., 2002; McCrink
and Wynn, 2004). Even if continuous variables (such as area
and contour length of items) are controlled, in a looking-time
procedure on numbers of items, a 5-month baby did not simply
expect “more” or “less” than the initial number of items seen
but rather expected exactly the correct number of items (for
example, perform 1+ 1 or 2 – 1 by Mickey toys, the baby looking
more time on the wrong numbers of toys). This supports that the
nature of human infants’ numerical knowledge is based on the
accumulator mechanism (magnitude-based estimation system)
proposed by Meck and Church (1983), Gallistel and Gelman
(1992), Wynn et al. (2002), and McCrink and Wynn (2004) but
not an automatic object-tracking mechanism (Kahneman et al.,
1992; Trick and Pylyshyn, 1994).

In 1993, Dehaene and Changeux proposed a classic neural
processing model of quantitative processing based on non-
symbolic numbers (Dehaene and Changeux, 1993). First, objects
of different sizes and positions are input and characterized by the
retina. Then, the sizes and positions are standardized through a
topological map formed by a fixed group of neurons. Finally, the
quantitative detector summarizes all outputs and forms a neural
map that is highly correlated with quantity. Verguts and Fias
further developed this model and applied it to the processing of
symbol numbers (Verguts and Fias, 2004). Both computational
models focus on sequentially occurring summation coding and
spatial coding, which characterize quantitative information of
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objects to the quantitative processing neural network. While
the summation coding assumes that neuronal activity increases
linearly with an increasing number (Nieder and Merten, 2007;
Roitman et al., 2007; Santens et al., 2010), the spatial coding
assumes that certain neurons are associated with specific
numbers, suggesting that neuron activation is logarithmic to
number, and they generate maximum activation for the number
of preferences (Nieder et al., 2002, 2006; Piazza et al., 2004).
It is believed that the selection of the coding methods is
task-dependent (Parker and Newsome, 1998; Salinas, 2006).
The summation coding may be preferred in the number
comparison task (Romo et al., 1999) and the spatial coding
may be preferred in the discrepancy comparison task (Nieder
and Merten, 2007). Based on these two computational models,
computer simulations can account for several phenomena in the
numerical domain, including the distance effect and Fechner’s
law for numbers (Verguts and Fias, 2004). The computer
simulations may also demonstrate that human infants and
several animal species possess some elementary abilities for
numerical processing or calculation, despite the lack of language
or task acknowledgment (Verguts and Fias, 2004). Therefore,
basic numerical abilities are natural and native. Quantity
processing may be widely present in daily life in a subliminal
manner when one subject is not aware of having seen objects or
a number symbol (Dehaene et al., 1998; Naccache and Dehaene,
2001). Some studies have also found quantitative processing
under non-computing tasks (Roitman et al., 2007).

If picture naming is the same as the process of word
production. In a language with inflection (such as English), the
neural processing of singular and plural picture naming
are markedly different because the morphologies and
pronunciations of naming have altered, according to the
“lemma model” (e.g., basketball vs. basketballs/mouse vs.
mice) (Sahin et al., 2009). Interestingly, we found that the
word productions of singular and plural pictures in a language
without inflection (such as Chinese) were consistent (e.g., Lan
Qiu vs. Lan Qiu) (Yu et al., 2013). In other words, Chinese
singular and plural picture namings share the same neural
processings. However, we know that the essence of inflection in
nouns is to indicate the number of objects. And when pictures
were presented, we could visually clearly see the number
difference of singular and plural objects, even if Chinese lack
inflection. Boldly, we doubted that we could even perceive
the difference in quantity. Based on these, we proposed a
hypothesis: singular and plural picture naming may include
both word production and quantitative processing. In other
words, singular and plural pictures are still quantitatively
processed under the task of naming. According to this theory,
the neural processing of singular and plural picture namings
are different, at least in quantitative processing. It will bring
about a great challenge to the traditional treatment method
of picture naming for Chinese aphasia, and even the picture
learning method for Chinese children (using singular pictures).

And the concept of quantitative processing may also provide a
new theoretical direction for further research on the mechanism
of picture naming.

The inflection of English would interfere with our judgment
on the existence and characteristics of quantitative processing.
However, in case neural processes of Chinese singular and plural
picture namings are different, it will probably be due to the
quantitative processing. Therefore, to prove our hypothesis,
Experiment 1 was designed, which used event-related potential
(ERP) technology and Chinese picture naming task to compare
neural processes of singular and plural pictures. At the same
time, we assume that the two processes in one task could not
be unrelated, so Experiment 2 was conducted to explore the
relationship between them.

Experiment 1

Study design

Participants
Twenty young healthy postgraduate students (8 male;

aged 22–30 years old, and mean age = 25.2 years old, SD:
2.48 years) from Jinan University took part in this experiment
as paid participants. These subjects were right-handed, native
Chinese speakers. All reported having no previous history of
neurological, reading, or learning disorders. All had normal
or corrected-to-normal vision. All participants signed written
informed consent after all the experimental procedures were
fully explained. The study was approved by the Medical Ethics
Committee of the First Affiliated Hospital of Jinan University.

Stimuli
The linguistic stimuli were 66 concrete, countable,

inanimate, and different objects, which were adopted from the
Ni’picture database (Ni et al., 2019; Supplementary Appendix
1). They consisted of two types of pictures: 33 pictures
representing one object (singular pictures) and 33 pictures
representing three objects (plural pictures). The properties
of the two types of items were matched in object familiarity,
visual complexity, name agreement, image agreement, image
variability, age of acquisition, and word frequency (see Table 1).
The 66 pictures from Ni’picture database were edited by Adobe
Photoshop CC 2018. They were all set 1,000 × 1,000 pixels, not
changing the color and distinguishability of objects. The size of
an object in a singular picture was 30,000 pixels, and each size
of the object in a plural picture was 10,000 pixels. Objects were
placed randomly in both types of pictures (see Figure 1).

The reason why we chose three objects was to exclude
confounding factors. As many studies have shown that there are
significant neural differences between small (<3 or 4) and large
numbers (>3 or 4) (Jevons, 1871; Piazza et al., 2003), which
may be related to attention (Sophiana and Crosby, 2008) and
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TABLE 1 Mean (SD) scores for the list of 132 pictures; 33 singular-inanimate (Q−S−), 33 plural–inanimate (Q + S−), 33 singular-animate (Q−S +),
and 33 plural-animate (Q + S +).

Properties Type Q−S− Q+ S− Q−S+ Q+ S+ F P

N-A 0.78(0.18) 0.76(0.18) 0.68(0.20) 0.75(0.18) 1.826 0.146

Im-A 3.97(0.51) 4.03(0.67) 3.80(0.53) 3.89 (0.53) 0.991 0.399

Fam 3.11(0.65) 3.09(0.80) 3.09(0.93) 3.15(0.81) 0.044 0.988

Vi-C 2.44(0.94) 2.47(0.93) 2.70(0.68) 2.64(0.61) 0.828 0.481

Im-V 2.13(0.65) 2.20(0.74) 1.97(0.70) 2.01(0.55) 0.845 0.472

A-o-A 3.99(0.69) 3.81(0.86) 3.74(0.80) 3.62(0.70) 1.308 0.275

Wo-F 80.61(7.89) 76.52(9.17) 81.22(7.92) 79.83(9.14) 1.979 0.120

N-A, Naming Agreement; Im-A, Image agreement; Fam, Familiarity; Vi-C, Visual Complexity; Im-V, Image variability; A-o-A, Age of Acquisition; Wo-F, Word Frequency; SD,
Standard deviation.

visuospatial working memory (Luck and Vogel, 1997). If the
plural number selection is greater than 3 or 4, the final result
may be affected by differences in neural processing of small and
large numbers. Therefore, in this study, 3 which can be identified
at a glance was selected as the plural number (such as l vs. 3).

Procedure
In a sound-attenuated dimly lit chamber, the participants

were put on an electrode cap of Ag-AgCl and sat about 120 cm
away from a 23-in computer monitor. Eyes were on the same
horizontal line as the center of the screen, avoiding excessive
eye movements. Stimuli were presented against a dark gray
background by the MindXP software developed by our lab, and
participants were asked to name the objects rapidly. Meanwhile,
the voice by a microphone and EEG were recorded. Before the
experiment, participants were pre-tested to ensure that they
knew the exact name of the 66 objects. Additional 5 pictures
were arranged as a pre-experiment to familiarize participants
with the experimental process.

The experiment consisted of two blocks and continued
for 6.46 min. One block required approximately 2.7 min to
display all the 66 different pictures. One minute was set for a
rest between blocks. That is to say, this experiment contains
a total of 132 trials, single and plural pictures were 66 trials,

FIGURE 1

Task Design of Experiment 1. The picture shows the design of
the experimental task. All trials followed the depicted sequence.
A block began with a fixation cross a picture. Then a
singular/plural picture was displayed and participants were
asked to name the objects rapidly after the stimuli were
presented, followed by a blank screen (three pictures with
similar pronunciation or the same type (singular/plural) did not
appear consecutively).

respectively. As Figure 1 presented a block began with a fixation
cross displayed in the center of the screen for 500 ms. Then
pictures for naming were displayed for 1,200 ms, followed
by blank screens for a random duration between 1,000 and
1,500 ms to avoid psychological expectations. The 66 pictures
were represented in pseudo-random orders: three pictures with
similar pronunciation or the same type (singular or plural) did
not appear consecutively.

Electrophysiological recordings
The EEG recording system was provided by Nanfang

Hospital, Southern Medical University, with a 19-channel EEG
amplifier (Symptom Instrument

R©

). It used an international 10–
20 system with linked earlobes as the reference (FP1, FP2, F3,
F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz,
and Pz). EEG was continuously recorded at a sampling rate
of 1,000 Hz. Recording bandwidth was set at 0.5 to 100 Hz.
Electrode impedances were kept below 10 k�.

Data analyses

Behavioral analyses
Accuracy and reaction times (RTs) were recorded for each

participant by a vocal response using Cool Edit Pro 2.1. The
error picture naming included no response (including unnamed
and RT over 1,200 ms), word error, and fluency error. And
the mean RTs were calculated based on the correct trials.
Data were compared between the singular and plural groups
using two-tailed paired t-tests. Data analysis was performed by
SPSS 22.0 software.

Event-related potentials analyses
MindWave-sorting software and statistical parametric

mapping (SPM) software developed by our lab were used for
ERP analyses (application in literature, Zhou et al., 2004, 2019;
Cheng et al., 2021). MindWave-sorting software was used for the
pre-processing of the EEG data, including automatic correction
and ERP extraction. After detection of the ocular, muscular, and
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any other artifacts at the threshold of ± 70 µV, MindWave-
sorting software automatically corrected the EEG signal using
principal component analysis (Lins et al., 1993a,b). Then, the
epochs were segmented, ranging from −100 ms to 600 ms
after stimulus onset, with a baseline correction (using the mean
amplitude of 100 ms pre-stimulus interval). Here two ERPs
were obtained (singular and plural ERPs) in 19 channels. SPM
software was used to obtain the average waveform for each
ERP. A pairwise comparison for the two ERPs was performed
using two-tailed paired t-tests, where correction for multiple
testing on the 19 channels was based on the false discovery
rate procedure (FDR, Benjamini and Yekutieli, 2001; Lage-
Castellanos et al., 2010). And the differences were presented
as a topographical map using an interpolation method relevant
to a generalized cortical imaging technique (Zhou et al., 1998).
A fixed sliding step of 20 ms without overlapping data was
set for the topographical map. And 0.05 was set as the
significance threshold.

Results

Behavioral data
The overall accuracy was near ceiling (94.98 ± 2.02%) for a

total of 132 stimuli. The mean RTs from the onset of pictures to
the pronunciation was 612.23 ± 80.02 ms. Specific descriptive
statistics of the accuracy and RTs were presented in Table 2, and
the paired t-test showed no significant differences between the
two types of picture naming in both the accuracy and RTs. The
error rates (in%) were reported in Supplementary Table 1.

Waveform and component analysis
The grand-average ERPs time-locked to the content word

(from −100 to 600 ms) for all the 19 electrodes (FP1, FP2, F3,
F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and
Pz) were shown in Figure 2. Two phases (P1 effects of 160–
180 ms and P2 effects of 220–260 ms in parietal-occipital lobe)
showed significant differences in the waveform, but they were
consistent after 300 ms. In the first phase (P1 effects), the plural
type exhibits greater average amplitudes than the singular type
at O1, O2, P4, C4, and T4 electrodes in the range of 160–180 ms.
In the second phase (P2 effects), the waveform showed a higher
positive average amplitude in the singular type than the plural

TABLE 2 Behavioral performance summary in Experiment 1
(mean ± SD) (N = 20).

Behavioral
performance

Singular
picture naming

Plural picture
naming

t p

Accuracy (%) 95.05± 1.99 94.90± 2.10 0.23 0.818

Reaction times (ms) 597.10± 79.10 627.36± 80.01 −1.20 0.236

type at O1, O2, and P3 electrodes within the range of 220–
260 ms. All the specific statistics at typical electrodes within a
20-ms time window were shown in Table 3.

Spatiotemporal pattern: SPM (t)
Figure 3 showed topographical maps of SPM (t) (0–600 ms)

derived from two-tailed paired t-tests. The red/bright blue
bin of the color scale corresponded to the 0.05 significance
threshold: t(1,19) = ± 2.09; the white dots on the maps
represented the electrode sites with significant effects. The
two types of pictures initially showed differences in neural
processing at the parietal-occipital lobe of 160–180 ms. As the
neural processing progressed, they differed at 220–260 ms in the
parietal-occipital lobe again.

Discussion

Stimulus items were matched for familiarity and naming
accuracy of image materials of the two sets of pictures. As
anticipated, naming accuracy was found to be very high for
singular and plural pictures, with no significant difference.
Besides, no significant difference was found in the RTs between
the two types of pictures. However, based on ERP results, the
two types of pictures showed differences in amplitude in two
effects (parietal-occipital P1 and P2) within the first 300 ms of
picture naming. Therefore, using behavioral data to determine
the difference between singular and plural picture naming may
be insufficient.

To the best of our knowledge, this is the first study to
compare neural processes of Chinese singular and plural picture
naming. Given that word production of Chinese singular and
plural nouns is consistent, we suggest that ERP differences
between the two types of pictures (P1 and P2 effects) may
represent the differences in quantitative processing (singular
vs. plural). First, study proved that the EEG signal was
not contaminated by speech artifacts up to 100 ms before
articulation (Fargier et al., 2017). In this study, the ERP
differences were in 0–300 ms, while pronunciation was around
650 ms, so P1 and P2 effects would not be interfered by
pronunciation. Second, the P1 effect was not related to visual
perception. Visual perception is an exogenous component
and generally differs within 100 ms, while the P1 effect was
after 100 ms. Third, ERP differences cannot be explained by
the differences in singular and plural word production. In
word production, 160–180, and 220–260 ms periods represent
lexical retrieval, lemma selection, and phonological coding,
respectively (Hassan et al., 2015). Accordingly, the activated
brain areas gradually transition from the back to front, from the
occipital lobe to the inferior temporal sulcus and the frontal area.
However, in the present study, both effects of ERPs differed in
the parieto-occipital lobe. Fourth, the ERP differences were not
inflection. Inflection occurred in the left inferior frontal gyrus
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FIGURE 2

Grand average event-related potential (ERP) waveforms (from –100 to 600 ms) are shown for 19 electrodes across singular (black traces) vs.
plural (red traces) picture naming, from the 20 subjects. The baseline ERP measurement is the mean amplitude of a 100-ms pre-stimulus
interval.

TABLE 3 Significant waveform effects in 19 channels within a 20-ms time window in Experiment 1 (N = 20).

Effect P1 (O2) P1 (P4) P1 (C4) P1 (T4) P1 (O2)

Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

t/p −3.52 0.002 −2.79 0.012 −2.37 0.034 −2.66 0.017 −2.16 0.044

Cohen’s d/WO −1.62 160 −1.28 160 −1.09 160 −1.22 160 −0.99 180

Effect P2 (O1) P2 (O1) P2 (O2) P2 (P3) P2 (O1)

Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

t/p 2.75 0.013 2.15 0.049 2.53 0.020 2.44 0.026 2.14 0.046

Cohen’s d/WO 1.26 220 0.99 240 1.16 240 1.12 240 0.98 260

Significant waveform effects, electrodes and time windows (20 ms interval as a time window) with significant amplitude differences of singular vs. plural ERPs within 0–600 ms, and
their corresponding maximum statistics (t, p, and Cohen’s d); P1 (O2), P1 effect (electrode); P2 (O2), P2 effect (electrode); Stat., statistics; p, FDR-corrected p-value of paired T-test; WO,
window set (at 20 ms intervals). WO, window onset.

at 280–400 ms, with a peak at 320 ms (Sahin et al., 2009). In this
study, the ERPs of the two types of pictures showed no difference
after 260 ms. It also suggests that Chinese picture naming lacks
inflection processing. Last but not least, the ERP differences in
this study were basically consistent with the previous literature

on the time course, amplitude features, and activated brain
regions of quantitative processing ERPs (Libertus et al., 2007;
Pinhas et al., 2015). The first ERP difference (P1 effect of 160–
180 ms in parietal-occipital lobe) had a larger amplitude as a
larger quantity, which conforms to the characteristics of the
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FIGURE 3

The spatiotemporal patterns of SPM (t) (0 to 600 ms) are derived from the two-tailed paired t-tests (singular vs. plural). Each map was
interpolated from the average t-values within the fixed 20-ms time window, and the red/bright blue bin of the color scale corresponded to the
0.05 significance threshold: t(1,19) = ± 2.09. The white dots represented the electrode sites with significant effects.

FIGURE 4

Task Design of Experiment 2. The picture shows the design of the experimental task. All trials followed the depicted sequence. A block began
with a fixation cross a picture. Then a singular – inanimate/plural – animate/singular – inanimate/plural – animate picture was displayed and
participants were asked to name the objects rapidly after the stimuli were presented, followed by a blank screen (three pictures with similar
pronunciation or the same quantity (singular vs. plural)/semantics (animate vs. inanimate) did not appear consecutively).

summation coding. The second ERP difference (P2 effect) was
in the parieto-occipital lobe at 220–260 ms and corresponded
to the spatial coding. Singular images got larger amplitudes.
The reason may be that in the daily life the picture naming
is always based on a singular picture. And the number one
was closer to the participants’ psychological preference number
(Libertus et al., 2007; Nieder and Merten, 2007; Pinhas et al.,
2015). However, the summation coding was a positive effect
in our study and a negative effect in the previous literature
(Libertus et al., 2007; Pinhas et al., 2015). We considered that
the difference in polarity of this effect is due to the different
experimental tasks (picture naming vs. counting task). Picture
naming affected the ERP waveform of summation coding.

TABLE 4 Behavioral performance summary in Experiment 2
(mean ± SD) (N = 24).

Reaction times (ms) Accuracy (%)

Singular Plural Singular Plural

Animate pictures 644.56± 112.80 667.33± 105.86 94.71± 1.27 95.46± 1.77

Inanimate pictures 640.34± 127.18 644.46± 116.40 94.67± 1.55 94.63± 1.79

The neural processes of Chinese singular and plural picture
naming are different. It supports our hypothesis that in the
act of singular and plural picture naming, there are two
simultaneous neuropsychological processes: word production
and quantitative processing. Meanwhile, both neural processes
showed electrical activity in the parieto-occipital lobe at 140–
220 ms. Whether this is a mere coincidence or there is a
certain connection between these two neural processes warrants
further investigation. Therefore, Experiment 2 was designed to
explore this issue.

Experiment 2

According to the “Lemma model,” picture naming goes
through two psychological processes from visual feature
extraction to lexical concept formation/semantic formation:
concept gathering (color, shape, movement, motion features,
hearing, smell, taste, etc.) and viewpoint selection (relative
relation within objects). The relative relationship can be
orientational, quantitative, etc. That is, semantic formation
contains quantitative information. Conversely, quantity
differences of picture naming can also be expressed in semantics
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and vocabulary (for example, basketball vs. basketballs).
Therefore, it is reasonable to hypothesize that semantic and
quantitative information in singular and plural picture naming
may have a certain connection. Based on this, they all showed
electrical activity in the parieto-occipital lobe at 140–220 ms,
corresponding to the semantic formation and summation
encoding, respectively. Hence, Experiment 2 was designed by
taking Chinese as the target language and controlling semantics
(S) and quantity (Q) as two factors, with two levels: inanimate
(S−) vs. animate (S +) and singular (Q−) vs. plural (Q +), to
explore the correlation between semantic and quantity factors
using a 2× 2 variance analysis.

Study design

Participants
According to the standard of Experiment 1, another 25

postgraduate students (12 male; aged 18–29 years old, and mean
age = 24.1 years old, SD: 3.09 years) completed the experiment.

Stimuli
Following the method in Experiment 1, 132 pictures

with different objects were prepared. Four conditions (S−Q−,
S + Q−, S−Q +, S + Q +) each had 33 pictures. And the
inanimate singular and plural pictures (S−Q−, S−Q +) were
exactly the same as in Experiment 1.

Procedure
The experiment was performed as previously described in

Experiment 1. The task was still to name the pictures as quickly
as possible. The experiment consisted of 264 trials, with 66
trials for each of the four conditions, and divided into 4 blocks
(2.7 min each). The stimulus was shown in Figure 4, using the
same method as Experiment 1, but with the added restriction
that no more than three inanimate or animate pictures could be
seen sequentially.

Electrophysiological recordings
Electrophysiological recordings were the same as

in Experiment 1.

TABLE 5 Two-factor ANOVA of repeated measures of behavioral data
(N = 24).

Reaction times Accuracy

F P F p

Semantic 0.328 0.568 1.777 0.186

Quantitative 0.323 0.571 1.164 0.283

Interaction 0.155 0.694 1.454 0.231

Data analyses

Behavioral analyses
The accuracy and RTs of picture naming were analyzed by a

repeated-measures ANOVA.

Event-related potentials analyses
The software and methods of ERP processing and analysis

were similar to those applied in Experiment 1. Since it
was likely established in Experiment 1 that quantitative
processing occurred before 300 ms, semantic processing of
naming also ended before this period. The waveforms and
topographic maps of ERP in Experiment 2 were intercepted
from −100 to 400 ms. Eventually, Experiment 2 had 4
ERPs (S−Q−, S + Q−, S−Q + , S + Q +) in 19
channels, segmented within 0 to 400 ms. The within-
subject factors were semantic (animate vs. inanimate) and
quantity factors (singular vs. plural). Then a two-way repeated-
measures ANOVA was performed on the four variables,
with multiple testing on the 19 channels corrected using
the FDR procedure (Benjamini and Yekutieli, 2001; Lage-
Castellanos et al., 2010). Similarly, the differences were
represented by a topographical map with a fixed sliding
window of 20 ms, and the white dots on maps indicated
significant effects.

Results

Behavioral data
The overall naming accuracy of all 264 stimuli was very

high, approximately 94.87 ± 1.61%. The mean RTs were
649.17 ± 113.85 ms. Table 4 described the specific values of
naming accuracy and RTs of the four conditions. And the results
of the repeated-measures ANOVA, which indicated that there
was no significant difference in behavioral performance among
the four conditions, were presented in Table 5. The error rates
were reported in Supplementary Table 2.

Waveform and component analysis
The grand-average waveforms of the four ERPs (−100

to 600 ms) are shown in Figure 5. There were differences
in the waveforms of singular and plural pictures (whether
they are animate or inanimate) in the parieto-occipital lobe
(O1, O2, P3, P4, and PZ) at 160–180 ms (P1 effect), and
parieto-occipital lobe (O1, O2, P4, and PZ) at 220–260 ms
(P2 effect). The difference of waveforms between animate and
inanimate pictures (regardless of singular and plural factors)
was in the parieto-occipital temporal lobe (O1, O2, P3, P4,
T5, T6, T3, T4, and F7) at 100–140 ms (N1 effect). And the
animate pictures got larger N1 than the inanimate pictures.
Table 6 detailed the average statistics of the waveforms at
typical electrodes.

Frontiers in Neuroscience 08 frontiersin.org

304306

https://doi.org/10.3389/fnins.2022.898526
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-898526 October 11, 2022 Time: 9:5 # 9

Cui et al. 10.3389/fnins.2022.898526

FIGURE 5

Grand average event-related potential (ERP) waveforms (from –100 to 600 ms) are shown for 19 electrodes across four trial types. The purple,
red, blue, and green traces correspond to group average ERP of the singular – inanimate (Q–S–), plural- – inanimate (Q + S–), singular –
animate (Q–S +), and plural-animate (Q + S +) conditions, respectively. The baseline ERP measurement is the mean amplitude of a 100-ms
pre-stimulus interval.

Spatiotemporal pattern: SPM (f)
Figure 6 showed topographical maps of SPM (f) (0 to

400 ms), which were derived from the two-way repeated-
measures ANOVA of waveforms. Figure 6A indicated the main
effect of quantity. The quantity factor (singular vs. plural)
led to significant differences in two ERPs: the first in the
parieto-occipital lobe at 160–180 ms, and the second in the
parieto-occipital area at 220–260 ms. Figure 6B showed that
semantic processing (animate vs. inanimate) mainly induced an
ERP difference in the parieto-occipital temporal area at 100–
140 ms. Figure 6C revealed that semantic and quantity factors
in picture naming have an interactive effect at 180–280 ms in
the central area.

The results of the post hoc tests were presented as
topographic maps in Figure 7. The ERP differences of singular
and plural picture naming – the amplitude differences in the
parieto-occipital area at 160–180 ms and 220–280 ms were larger

in the animate items (S+ : Q− – Q+) than that in the inanimate
items (S−: Q− – Q +). The plural items (Q + : S− – S +)
got greater ERP differences in animate and inanimate picture
naming than the singular items (Q−: S− – S +). The ERPs
differed not only in the parieto-occipital temporal area at 100–
140 ms but also in the parieto-occipital area at 160–180 ms
and 220–280 ms.

Discussion

The naming accuracies and RTs of singular vs. plural
pictures in Experiment 2 were similar to those in Experiment
1. And semantic and quantitative differences did not have
significant effects on behavioral results. Nonetheless, this
study revealed that semantic and quantity factors of Chinese
singular and plural picture naming interact in the central
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TABLE 6 Significant waveform effects in 19 channels within a 20-ms time window in Experiment 2 (N = 24).

Effect F(1,23)/p P1 (O1) P1 (O2) P1 (Pz) P1 (P3) P1 (P4)

ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Quantitative F/p 9.67 0.006 11.34 0.003 5.96 0.036 11.32 0.003 10.16 0.004
η2p/WO 0.30 160 0.33 160 0.21 160 0.33 160 0.31 160
F(1,23)/p P1 (O1) P1 (O2) P1 (P3) P2 (O1) P2 (O2)
ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Quantitative F/p 6.64 0.02 4.54 0.044 10.85 0.003 13.36 0.001 24.92 0.000
η2p/WO 0.22 180 0.16 180 0.32 180 0.37 220 0.52 220
F(1,23)/p P2 (Pz) P2 (P4) P2 (O1) P2 (O2) P2 (Pz)
ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Quantitative F/p 20.94 0.010 11.8 0.003 12.3 0.002 23.3 0.000 21.07 0.000
η2p/WO 0.48 220 0.34 220 0.35 240 0.50 240 0.48 240
F(1,23)/p P2 (P4) P2 (O2) P2 (Pz) P2 (P4) P2 (O2)
ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Quantitative F/p 11.5 0.004 10.40 0.010 7.44 0.013 4.91 0.044 4.79 0.041
η2p/WO 0.33 240 0.31 260 0.24 260 0.18 260 0.17 280
F(1,23)/p N1 (O1) N1 (O2) N1 (P4) N1 (C4) N1 (F7)
ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Semantic F/p 10.59 0.003 5.90 0.034 11.28 0.003 8.79 0.008 6.08 0.03
η2p/WO 0.32 100 0.20 100 0.33 100 0.28 100 0.21 100
F(1,23)/p N1 (F4) N1 (O2) N1 (T5) N1 (P4) N1 (T5)
ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Semantic F/p 8.31 0.01 4.99 0.048 12.5 0.002 10.3 0.004 4.76 0.0475
η2p/WO 0.27 100 0.18 120 0.35 120 0.31 120 0.17 140
F(1,23)/p N1 (P3) N1 (T6)
ES/WO Stat. p/WO Stat. p/WO

Semantic F/p 6.02 0.025 10.13 0.004
η2p/WO 0.21 140 0.31 140
F(1,23)/p Cz Cz Cz Cz Cz
ES/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO Stat. p/WO

Interaction F/p 7.35 0.012 5.78 0.025 7.31 0.013 9.47 0.005 7.62 0.011
η2p/WO 0.24 180 0.20 200 0.24 220 0.29 240 0.25 280

Significant waveform effects, electrodes and time windows (20 ms interval as a time window) with significant amplitude differences of singular vs. plural/inanimate vs. animate/interaction
ERPs within 0–600 ms, and their corresponding maximum statistics (F, p, and η2p); Stat., statistics; p, FDR-corrected F-value of ANOVA; WO, window set (at 20 ms intervals).

area at 180–280 ms using ERP data. It is supported by
some research in recent years that semantics interact with
quantitative processing. It was found that the peripheral region
of the lateral and medial parietal cortex in semantic networks
is selective for numbers (Huth et al., 2016). Meanwhile,
an fMRI study found that quantifiers were identical to the
processing of animal names (Wei et al., 2014). Another
fMRI study suggested that calculation and language processes
shared a common neural substrate since both of them
activated the temporal lobe (Zago et al., 2008). However,
the two tasks were separate procedures, and the idea of
common neural substrates is not convincing. In our study,
the interaction of semantic and quantity factors is unified in
time and space owing to the one task and 2 × 2 variance
analysis adopted.

Event-related potentials results showed that the main
effect of the quantitative factor in Experiment 2 is consistent
with the differences of singular and plural picture naming
in Experiment 1, confirming that there was spontaneous
quantitative processing at picture naming. The main effect of
the semantic factor is also consistent with previous literature,
manifested in the parieto-occipital temporal area at 100–
140 ms. Semantic and quantitative factors affect each other in
the process of picture naming, with a significant interaction
at 180–280 ms. According to the time nodes of semantic,
quantitative, and interactive processing, we considered that
the summation coding and semantic processing interact with
each other. And they affect the lexical retrieval, lemma
selection, and integrating access to phonological forms of
picture naming (Hassan et al., 2015). This is consistent with
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FIGURE 6

The spatiotemporal patterns of SPM (f) (0 to 400 ms) are derived from the two-way (semantic: animate vs. inanimate, and quantitative: singular
vs. plural) repeated measures ANOVA: (A) the quantitative effect, (B) the semantic effect, and (C) the interaction effect. Each map was
interpolated from the average F-values within the fixed 20-ms time window, and the bright yellow bin of the color scale corresponded to the
0.05 significance threshold: F(1,23) = 4.28. The white dots represented the electrode sites with significant effects.

the differences in English singular and plural nouns (words
and pronunciation). Post hoc tests showed that the difference in
quantitative processing of animate pictures was larger than that
of inanimate pictures. Plural pictures have greater differences
in semantic and quantitative processing than singular pictures.
This also indicates that semantics interact with quantitative
processing. Although there was no statistical difference in
behavior results among the four conditions, the RTs of the plural
animate pictures were the largest. And this may be related to
increased cognitive load.

General discussion

Because the vocabularies/word production processes
of Chinese singular and plural picture naming were the
same, it is often overlooked that the neural processing
process of these two types of picture naming may be
inconsistent. This paper investigated the neuropsychological

processes of Chinese singular and plural picture naming.
“Experiment 1” revealed that the neural electrical activities
of these two types of picture naming were different. The
ERP differences between the two conditions could not
be explained by word production, but were close to the
ERP differences in different quantities. It indicates that
the Chinese singular and plural picture naming is not
only a program of word production but also may involve
quantitative processing. “Experiment 2” further explored
that these two processes are not isolated, and there is an
interaction between them.

Although we explored the neuropsychological processes
associated with single and plural picture naming and highlighted
the theories of picture naming for the first time, this
study has several limitations. First, in this study, we only
choose 1 and 3 which were both small numbers for the
comparison of singular and plural numbers. In the future,
different plural numbers should be tested to provide additional
evidence for the neural mechanism of picture naming (such

Frontiers in Neuroscience 11 frontiersin.org

307309

https://doi.org/10.3389/fnins.2022.898526
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-16-898526 October 11, 2022 Time: 9:5 # 12

Cui et al. 10.3389/fnins.2022.898526

FIGURE 7

The spatiotemporal patterns of SPM (t) (0 to 400 ms) are derived from the pairwise comparisons between the conditions (Q–, Q + , S–, S +): (A)
(S–. Q– – Q +), (B) (S + . Q– – Q +), (C) (Q–. S– – S +), (D) (Q + . S– – S +). Each map was interpolated from the average t-values within the
fixed 20-ms time window, and the red/bright blue bin of the color scale corresponded to the 0.05 significance threshold: t(1,23) = ± 2.07. The
white dots represented the electrode sites with significant effects. Q–, singular; Q + , plural; S–, inanimate; S + , animate.

as 5, 6, etc.). Second, in the present study, singular and
plural pictures had the same visual complexity. If objects of
single and plural images were set to the same size, more
information about quantitative processing could be obtained.
Third, the target language used for picture naming in the

present study was Chinese, and given the universality of
neural processes involved in picture naming with regard
to language, the present findings should be validated in
different languages.

Conclusion

This is the first study to investigate neuropsychological
processes associated with singular and plural picture naming
in the Chinese language. Results showed that singular
and plural picture naming may involves two simultaneous
neural processes: word production and quantitative processing.
Moreover, these two processes share a common neural
substrate – they interact at 180–280 ms in the central area.
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Having previously seen an item helps uncover the item another time, given

a perceptual or cognitive cue. Oftentimes, however, it may be difficult to

quantify or test the existence and size of a perceptual or cognitive effect, in

general, and a priming effect, in particular. This is because to examine the

existence of and quantify the effect, one needs to compare two outcomes:

the outcome had one previously seen the item vs. the outcome had one not

seen the item. But only one of the two outcomes is observable. Here, we argue

that the potential outcomes framework is useful to define, quantify, and test

the causal priming effect. To demonstrate its efficacy, we apply the framework

to study the priming effect using data from a between-subjects study involving

English word identification. In addition, we show that what has been used

intuitively by experimentalists to assess the priming effect in the past has a

sound mathematical foundation. Finally, we examine the links between the

proposed method in studying priming and the multinomial processing tree

(MPT) model, and how to extend the method to study experimental paradigms

involving exclusion and inclusion instructional conditions.

KEYWORDS

priming effect, causal inference, potential outcomes framework, word fragment
completion test, significant test, between-subjects study

Frontiers in Psychology 01 frontiersin.org

311313

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2022.724498
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2022.724498&domain=pdf&date_stamp=2022-11-08
https://doi.org/10.3389/fpsyg.2022.724498
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.724498/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/


fpsyg-13-724498 November 8, 2022 Time: 10:40 # 2

Chén et al. 10.3389/fpsyg.2022.724498

Introduction

Imagine you are asked to fill in a fraction of a word, say
_aze_ _e. Suppose the target word is gazette. What would your
performance be if you have seen a list of words including gazette
before the game? Intuitively, seeing a list of words containing
the target answer improves one’s performance. But, how could
we formally test whether the improvement exists, and how could
we quantify the amount of improvement?

More specifically, we call such a phenomenon where having
been exposed to an item (e.g., viewing a word or an object)
facilitates the subsequent recovery of the item based on a partial
or reduced perceptual cue (e.g., viewing a partial word or a
fragment of an object) repetition priming (Hayman and Tulving,
1989; Tulving and Schacter, 1990, 1992).

Neurobiologically, this (priming) effect on word
identification is facilitated and carried out through activations
in the brain involving memory and learning. Although the
exact neural bases of priming are as of yet little known, several
lines of evidence have hinted that priming is mediated by
neural systems outside of the medial temporal and diencephalic
regions (Tulving and Schacter, 1990), and that priming is
related to changes in cortical modules that are involved in
processing specific attributes of stimulus information (Squire,
1987). Neuropsychologically, posterior cortical areas in the right
hemisphere seem to be associated with object identification
(Warrington and Taylor, 1978); passive reading of familiar
words produces selective bilateral activation in the extrastriate
cortex, suggesting that visual identification (not necessarily
understanding) of words has an anterior-occipital locus
(Schwartz et al., 1980; Funnell, 1983; Satori and Job, 1987;
Petersen et al., 1988).

Yet, despite neurobiological and neuropsychological
advances, little do we know about how to formally test the
existence of a priming effect, whether the effect is causal and
if so, how to quantify it. The difficulty, in part, lies in the
need to compare two scenarios where only one is observable.
Specifically, to claim that there exists a priming effect (e.g., the
effect of a word study on word identification), one must first
quantify the outcomes of two scenarios (e.g., word identification
accuracy after viewing the target words vs. the accuracy without
viewing the target words) and then compare these two outcomes
to draw a (statistical) conclusion. But, only one of these1 is
observable on each individual. How, then, could we compare an
observable outcome with an unobservable one?

Here, linking Neyman and Rubin’s works on causal
inference and Tulving and Schacter’s earlier works on
priming, we aim to define, test, and quantify the causal
priming effect using the potential outcomes framework

1 Either viewing the target words or not viewing them; one cannot un-
view the words that one had viewed.

(Neyman, 1923; Rubin, 1974, 1977, 1978). We demonstrate
how to use this framework to study the priming effect by
analyzing data from a between-subjects study (Hayman and
Tulving, 1989). We also show that what has been previously
used intuitively to study the priming effect has a sound
mathematical foundation. But before we proceed, it is perhaps
useful to discuss the reasons for choosing this framework,
the relationship between priming and memory, and the
convenience of studying priming using a word fragment
completion test.

A brief introduction of causal inference

Let us begin by briefly introducing and comparing three
useful approaches to study causation: Campbell’s (“validity
testing”) framework, Pearl’s (causal diagram) framework, and
the Neyman–Rubin’s (potential outcomes) framework.

Campbell’s framework focuses on evaluating the validity
of standard designs for experimentation in the social sciences
and finding extraneous variables that may confound causal
interpretations (Campbell, 1957).

The Neyman–Rubin framework focuses on the magnitude of
the causal effect; it emphasizes the mathematical argument that
can yield an analytical estimate of the causal effect. As only one
of the two outcomes in the Neyman–Rubin framework can be
observed from each individual, they are usually referred to as
potential outcomes (Neyman, 1923; Rubin, 1974, 1977, 1978).

Pearl’s framework introduces directed graphs into causal
analysis, with nodes indicating variables (e.g., exposure and
outcome) and edges indicating causal links (Pearl, 1993, 1995,
2001, 2009a). In addition, the do(·) operator2 and the back-door
and front-door criteria make some otherwise difficult causal
effects identifiable (see later).

A comparison between Campbell’s,
Neyman–Rubin’s, and Pearl’s causal models

Similarities

Most psychologists are familiar with Campbell’s method;
perhaps few have had exposure to the Neyman–Rubin model
(West and Thoemmes, 2010). In our view, however, Design
6 3 in Campbell (1957) shows spirit of both Neyman–Rubin’s

2 Here, do(X = x) means the model forces X to take the value of x; in
other words, one sets X (via intervention) to be a constant value x.

3 Consider two experiments: A X O1 vs. A [ ] O2, where A, X (or lack
thereof), and O are ordered from left to right in time, and A, X, and O
indicate a random sampling assignment, a treatment, and the outcome,
respectively. In Campbell’s approach, the presence of X on the left of O1

means O1 is the outcome of a group after receiving a treatment X, and
the absence of X (i.e., blank space) on the left of O2 means O2 is the
outcome of another group without receiving a treatment.
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potential outcomes framework4 and Pearl’s causal diagram5.
As for Pearl’s and Neyman–Rubin models, oftentimes, they are
mathematically equivalent6 (see Section 7.4.4 of Pearl, 2009b).

Differences

Compared with Campbell’s approach, the Neyman–Rubin
framework offers an analytical language for identifying and
quantifying the causal effect. Compared with Neyman–Rubin
formulations, Pearl’s method is oftentimes easier for social
scientists to understand and visualize the causal problems using
vivid graphic representations. In certain cases7, controlling
for covariates using the Neyman–Rubin method may fail to
identify a causal effect – a major criticism from the Pearl
school. Furthermore, under the potential outcomes framework,
there is a subtle difference between Neyman’s null (where
the null hypothesis considers zero average causal effect) and
Fisher’s null (where the null hypothesis considers zero individual
causal effect) for many realistic situations, which may cause
confusions (Ding, 2017). The Rubin school argues8 that
causation, especially causation involving directed causation and
dynamic causation, cannot be simply explained by graphs.
Pearl’s method assumes that the do(·) operator itself does not
perturb the (causal) system, about which some may caste doubts;
in addition, oftentimes this assumption cannot be tested. For
experimentalists, it is sometimes impractical to apply the do(·)
operator to intervene certain variables such as gender and age.
Finally, in practice, it may be difficult to obtain a complete
picture of the causal diagram (e.g., the directed causal map of
the brain network).

Weighing pros and cons and in light of priming research,
in this article, we derive the potential causal priming framework
in Neyman–Rubin’s language and accompany graphs in Pearl’s
style to visualize causal relationships (see the Discussion section
for future directions).

Remark 1. We encourage interested readers to compare,
in detail, the potential outcomes framework with Campbell’s
framework (e.g., West and Thoemmes, 2010) and the potential

4 The letter A in Campbell’s approach is equivalent to the
randomization and matching mechanism in Neyman-Rubin’s approach,
or in Campbell’s words: “A is the point of selection, the point of allocation
of individuals to groups . . . At time A the groups were equal, even if not
measured. . .”

5 Pearl’s circles and arrows are equivalent, in spirit, to Campbell’s
letters and orders: in Campbell’s notation, if X is placed on the left of
O, it implies there is a directed arrow from X to O.

6 Namely, P {Y|do (Z) = z} = P {Y(z)}, where P {Y|do (Z) = z} (in
Pearl’s language) means forcing Z to take the value z by removing all
father nodes of Z, and P {Y(z)} (in Neyman-Rubin’s language) means the
potential outcome of Y under z.

7 Suppose (1) U and W both cause X, (2) U and W cause T and Y,
respectively, and (3) T causes Y. Using Pearl’s method, the relationship
from T to Y is causal. But using Neyman-Rubin’s method, by controlling
for X, the relationship from T to Y is not causal.

8 We attribute a part of the summary between Neyman-Rubin’s and
Pearl’s methods to works from Peng Ding.

outcomes framework with Pearl’s framework [e.g., Gelman’s
blog post (Gelman, 2009) and Pearl’s response under the post].

Remark 2. There are other fine works on causal inference;
we refer our readers to them for further reading (Peters, 1941;
Cochran and Chambers, 1965; Hill, 1965; Goldberger, 1972;
Ding et al., 2016).

A brief discussion of memory

Different memory systems
Whereas the focus of the article is on priming, it is perhaps

beneficial to familiarize oneself with the memory systems, in
general. This is because on the one hand, priming is related to
memory, and on the other hand, it is arguably independent of
explicit and semantic memory (Tulving and Schacter, 1990). By
stating explicit and semantic memory, one has already implied
there exists some categorization of memory systems. Although
we do not intend to and cannot fully examine the hypothesis
regarding the number of memory systems present, a summary of
a few key classifications of memory systems may help the readers
to deal with priming conceptually. Tulving (1985) argued that
there exist three types of memory systems: episodic (associated
with self-knowing consciousness), semantic (associated with
knowing consciousness), and procedural (associated with non-
knowing consciousness). Cohen and Squire (1980) and Mishkin
et al. (1984) argued that there are two types of memory
systems: the former coined the two systems according to
the concepts of “knowing how” and “knowing that,” and
the latter distinguished the habit system from the “memory”
system. Others have proposed more specific classifications,
arranged either hierarchically (Pribram, 1984)9 or interactively
without a fixed relationship to each other (Johnson, 1983).
More specifically to priming, it is hypothesized that there
exists a pre-semantic perceptual system [called the perceptual
representation system (PRS)] that manages priming; the PRS
operates independently of the explicit and semantic memory
(Tulving and Schacter, 1990). In brief, the hypothesis of the PRS
suggests that there is a dissociation between priming and explicit
memory and that there is a dissociation between (pre-semantic)
priming and semantic memory (Warrington and Taylor, 1978;
Parker et al., 1983; Graf et al., 1984; Hashtroudi et al., 1984;
Cermak et al., 1985; Light et al., 1986; Shimamura, 1986; Nissen
et al., 1987; Kopelman and Corn, 1988; Parkin and Streete, 1988;
Tulving and Schacter, 1990).

Process dissociation model
Interposed between the classification of multiple memory

systems and the study of priming is the need to separate
the latter from other, for example, semantic and explicit

9 The discussion was on primates.
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memory processes. This need is partly sprawled empirically
from findings where patients with amnesia reported significantly
worse explicit memory (intentional use of memory) than normal
subjects but showed as large a priming effect (an arguably
automatic, passive use of memory) as the normal subjects
(Warrington and Weiskrantz, 1974; Graf et al., 1984; Cermak
et al., 1985; see Shimamura, 1986 for a review). Practically,
to separate and estimate the contribution of unconscious,
automatic, controlled, and intentional processes, Jacoby (1991)
proposed the process dissociation framework and argued its
utility in studying perception, memory, and thought. The key
point of the framework is to use regression models to separate
the effect of (consciously controlled) recollection from that of
(automatic) familiarity [see Experiment 3 in Jacoby (1991) for
details].

The role of memory in encoding instructions
Participants in a priming study need to follow instructions.

Working memory, the ability to maintain and process
information (Baddeley and Hitch, 1974), plays an important
role in encoding both spoken (Baddeley et al., 1984; Hanley
and Broadbent, 1987) and written (Wright, 1978; Wright and
Wilcox, 1978) instructions. Cognitive load (including intrinsic,
extraneous, and germane loads) that connects instructional
design to cognitive functions is related to working memory. The
cognitive load consumes a part of the working memory, and
particularly, with appropriate instructional design, the germane
load positively affects learning (Cooper et al., 2001).

A brief introduction to the word
fragment completion (WFC) test

The word fragment completion (WFC) test is widely used
to assess priming. In general, the test consists of a study phase
and a test phase. During the study phase, subjects are instructed
to view a list of words, including target words (e.g., gazette) and
non-target words (called buffers). The test phase starts after an
interval (e.g., 2 h). During this phase, the subjects are randomly
assigned into two groups; each group undertakes one of the
following tasks: (1) uncovering studied words (e.g., gazette)
given a cue and (2) uncovering non-studied words given a
cue. Some fragment completion tests will include an additional
test, which involves repeating the word identification of gazette
either with the same cue or with a different cue (see examples
in the Results section). In simple terms, priming is said to have
occurred when the success rate of cue-based item identification
after studying the item is higher than that of a non-studied item
(see Figure 1).

Under the Neyman–Rubin’s potential outcomes framework,
the priming effect of receiving a word study, which consists
of the target words (the exposure of interest), on word
identification (the outcome) can be defined as follows:

It is the difference between the two potential outcomes: the
first is the outcome had an individual received the word study
which consists of the target words, and the second is the
outcome had the same individual not received the word study
(or received a word study which did not contain the target
words).

We restrict our focus on the priming effect during a non-
semantic word completion test, although the framework can
be extended to studying semantic tasks such as rating the
pleasantness when viewing a word and giving its definition. This
is, in part, because priming is not affected by semantic and non-
semantic encoding (Tulving and Schacter, 1990). Similarly, as
priming occurs in more complex studies such as visual object
recognition (Schacter et al., 1990), the framework introduced in
this article may also be useful to quantify these priming effects.
Although we focus on modeling the causal effect in studies of
implicit memory, it may shed some light on studies of explicit
memory (see the Discussion section). Finally, we note that when
the instructions were not implicit but explicit during a fragment
completion test, the test should be, in spirit, considered more as
a “cued recall test” than a “fragment completion test.”

Method

Notations and definitions

We begin by defining the notations used throughout this
article. We use Z to denote whether a word study concerning
viewing a list of words (including target words, such as gazette,
which we use as an example throughout this article, and
non-target words, such as vermouth) is undertaken at time
t0 = 0 (see Figure 1). Specifically, Z = 1 means that
a subject has undertaken a word study including the target
words (and henceforth referred to as having undertaken a word
study for simplicity), and Z = 0 means that the subject has
not undertaken the word study (or have undertaken a word
study with all non-target words, which, for simplicity, we will
henceforth refer to as not having undertaken a word study). In
this study, we consider that Z takes binary values (i.e., having
vs. not having conducted a word study), although our approach
can be extended to categorical Z that takes more than two values
(e.g., word studies consisting of words with low, intermediate,
and advanced level of complexity). The word complexity can
be quantified by, for example, evaluating the combination of
syllable shapes and word patterns. As such, a further extension
of Z can take any value between 0 and 100 to indicate complexity
of each word (see the Discussion section for continuous and
time-dependent cases).

Let X1 denote a cue (e.g., X1 = _aze_ _e) given during
a WFC test at a time t1 (t1 = t0, typically t1 is 2 h after t0)
(see Figure 1). We write Y(X = x, Z = z) as the outcome of
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FIGURE 1

A schematic representation of the priming effect during a word completion experiment. (A) First, a subject views a list of words (including a
target word gazette, or Z) during a word study. Next, a cue that consists of a fragment of the word (e.g., _aze_ _e, or X) is given to the subject.
The subject is then asked to fill in the blanks. The subject may successfully uncover the target word or another word gazelle; or report a
non-word gazeele, or an incomplete entry such as _azelle. (B) Priming effect refers to the phenomenon that being previously exposed to the
word gazette (Z) primes (i.e., facilitates) the identification of the word (Y) given a partial or reduced cue (X). (C) A word study followed by
two-word identifications. Left: The same word study and the subsequent cue-based identification, as in (A). Right: An additional cue-based
identification. In the figure, a different cue (e.g., _az_t_e, or X2) is used during the second word identification for illustration purposes; two
identical cues can also be used. (D) Priming effect where being previously exposed to the word gazette (Z) primes (i.e., facilitates) the
identification of a word (Y2) during a second word identification test given a partial or reduced cue _az_t_e (X2).

word identification on the experiment unit (i.e., an individual
participant), given that the unit received a word study Z = z at
t0 and a cue X = x, where the upper case indicates a random
variable and the lower case refers to its realized value. If there is
an additional test, let X2 denote the cue (e.g., X2 = _az_t_e)
given during the second word completion test at time t2,
where t2 can be, for example, 2 h after t1. By design, we have
t2 > t1 > t0. Between t1 and t2, participants can undertake
tasks irrelevant to the experiment, such as taking a cognitive
psychology class. We define Y1 and Y2 as the corresponding
word identification outcomes given cues X1 and X2, respectively.

In the following, we always assume that each cue X
corresponds to a single answer, and we drop the notational
dependence of Y on the target word where there is no confusion.
For example, Y (X = _aze_ _e, Z = 1) = 1 means that the
word identification is correct (e.g., the identified word is gazette,

the target word, or gazelle, another correct answer10) given the
cue X = _aze_ _e, after a word study Z consisting of a target
word gazette. Y (X = _aze_ _e, Z = 1) = 0 means that the
word identification is incorrect given the cue X = _aze_ _e,
after a word study Z consisting of the target word gazette.
Similarly, Y (X = _aze_ _e, Z = 0) = 1 means that the word
identification is correct (i.e., the identified word is gazette or
gazelle) given the cue X = _aze_ _e, had a word study Z not
been conducted. Y (X = _aze_ _e, Z = 0) = 0 means that
the word identification is incorrect given the cue X = _aze_ _e,
had a word study Z not been conducted.

Definition 1.1 (Causal priming effect)
The causal priming effect on an experiment unit

(i.e., a subject) given a cue X = x is defined as

10 This indicates the study phase did not affect the WFC.
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FIGURE 2

Using the potential outcomes framework to study the causal priming effect during a word completion experiment. (A) Identifying the causal
priming effect with one trial. Top left: The figure describes a scenario where the subject first conducts a word study (Z = 1) and then aims to
identify a target word based on a partial cue (X). The outcome (or Y) is observable. Bottom left: The figure describes a scenario where a subject
does not conduct a word study (Z = 0) and aims to identify a target word based on a partial cue (X). If the subject has already participated in a
word study, this (potential) outcome (or Y) under no word study is not observable. Top right: The same experiment as in the top left. Bottom
right: Since the potential outcome of the subject (indicated by a human icon in black) is not observable, a different subject (indicated by a
human icon in blue) is asked to identify the same target word based on the same partial cue (X), without a word study (Z = 0). If the two subjects
are similar, then the causal priming effect is estimated by the difference between the outcomes (denoted by a letter Y in a square and a letter Y
in a hexagon). (B) To reduce the possibility that a particular word may yield various priming effects on different subjects, multiple individuals are
randomized to either conduct a word study (Z = 1) or not (Z = 0). The individuals with grayscale colors receive a word study; the individuals with
bright colors do not receive a word study. For the left image, green circles represent various cues, orange circles represent word studies (Z = 1),
and black or white squares represent the word study outcomes, where a black square indicates success (Y = 1) and a white square indicates
failure (Y = 0). For the right image, green circles represent the cues corresponding to those on the left image, gray circles with the letter Z refer
to having not conducted a word study (Z = 0), and black or white hexagons represent the word study outcomes, where a black hexagon
indicates success (Y = 1) and a white hexagon indicates failure (Y = 0). (C) Average priming effect of a word study on word identification among
multiple subjects using one trial. Left: Half of the subjects are randomized to perform the word identification experiments after a word study
(indicated by orange circles). The black and white squares indicate the observed outcomes. Top middle: The potential outcomes of the same
subjects (who have participated in a word study) had they not participated in a word study (indicated by blank circles). The squares with
question marks indicate that these outcomes are not observable. Bottom middle: The remaining subjects perform the word identification
experiments without a word study; the outcomes are observable and are indicated by black and white hexagons for successful and failed cases,
respectively. Right: Due to randomization, the difference in the outcomes between the two groups (divided by the sample size) gives an
estimate of the average priming effect of the word study on word identification in a sample. (D) The experiment can be further extended to
multiple subjects with multiple words.

Y (X = x, Z = 1)−Y(X = x, Z = 0); this quantifies
the difference between the outcome Y from a study
unit that has conducted a word study (Z = 1)
versus the outcome Y from the same unit had no
word study been conducted (Z = 0), given the same
cue X = x.

Only one of the two potential outcomes can be observed
from each subject. In other words, the individual-level
causal priming effect is non-identifiable. Therefore, a
natural inquiry into the causal priming effect is to uncover
the average priming effect across multiple subjects (see
Figures 2A,B).
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Definition 1.2 (Average priming effect of a
single studied word)

Consider one target word in a wordlist that is viewed by a
total of N subjects. Then, the average priming effect (APE) of a
word study Z on a word identification Y given a cue X is defined
as follows:

APE{1}N =
1
N

{ N∑
i = 1

Yi (X = x, Z = 1)− Yi (X = x, Z = 0)

}

where Yi (X = x, Z = z) indicates the word identification
result of the ith subject after given a cue X = x and a word study
Z (Z = 1 means after viewing a wordlist consisting of target
words and Z = 0 means without a word study). The superscript
{1} indicates that it is the average priming effect for one target
word, and the subscript N indicates that the effect is defined on
N individuals.

Unfortunately, we cannot observe both Y (X = x, Z = 1)

and Y(X = x, Z = 0) on the same subject. This is because
after having assigned (or not assigned) a word study Z (e.g.,
Z = 1) and the word identification test result Y has been
reported, we cannot go back to the time t0 to assign a different
Z (i.e., Z = 0). Certainly, one could experiment on the same
unit in two trials (one with the word study Z = 1 and the
other with Z = 0), which consists of a repeated-measures study
(e.g., Challis and Brodbeck, 1992). The first study, however, may
have a carryover or learning effect on the second. Therefore,
we cannot ascertain that the priming effect is due to the word
study Z or the information learned (e.g., the cue X, the word
identification Y , or the study mechanism) from the first test (see
the Discussion section for details).

Estimating average priming effect
involving one target word in a 2K trial
study

Consider a sample of 2K subjects, where half of the subjects
undertake a word study and half do not (see Figure 2B). Let SZ

denote the indices of the subjects who undertake the word study,
and let SNZ denote the indices of the subjects who do not. Let
DPE denote the difference between the average observed word
identification accuracy of the SZ group and the average observed
word identification accuracy of the SNZ group, as follows:

DPE{1}2K =
1
K

∑
i∈SZ

Yi (X = x, Z = 1)


−

1
K

∑
i∈SNZ

Yi (X = x, Z = 0)

 .

Following the definition of the APE in Definition 1.2, the
average (causal) priming effect across a sample of 2K individuals
involving one target word is defined as follows (see Figure 2C):

APE{1}2K =
1

2K

{ 2K∑
i = 1

Yi (X = x, Z = 1)− Yi(X = x, Z = 0)

}
.

Since APE{1}2K is not observable and DPE{1}2K is, one would
ask if DPE{1}2K is close to APE{1}2K . The answer depends on two
factors: (a) how well matched are subjects who conduct the word
study and those who do not; (b) if the word study is randomly
assigned. We examine these factors in detail as follows:

First, if the SZ group and the SNZ group are perfectly
matched11 [i.e., for every subject in the SZ group who receives
a word study, there is a subject in the SNZ group who does
not receive a word study; and these two (matched) subjects
would perform identically if a word study were conducted or
if a word study were not conducted12], then DPE{1}2K = APE{1}2K .
This holds whether the word study Z is randomly assigned or
not (Rubin, 1974). Second, if the two groups are not perfectly
matched, but before the tests, investigators have controlled
all the variables that would affect the performance (e.g., only
consider subjects with the same age, gender, and education
background), then DPE{1}2K is close to APE{1}2K (i.e., the subjects
are as if matched). Third, if the word study Z is randomly
assigned, even if there are unmatched subjects (e.g., subjects
have significant different language proficiency). For example,
English speakers may perform better than non-English speakers
in a word completion test in English; the random assignment
is going to balance, in expectation, all observed and unobserved
factors that would impact the word identification. To put it more
concretely, by randomly assigning a word study to individuals,
some English speakers would receive a word study (the rest
of the English speakers would not receive one), and some
non-English speakers would receive a word study (the rest
non-English speakers would not receive one). As a result, the
individuals who receive a word test consist of both English
and non-English speakers, and the individuals who do not
receive a word test also consist of both English and non-English
speakers; thus, the bias due to language efficiency is reduced.
Randomization becomes increasingly effective when the sample
size N increases (Scheffe, 1959; Rubin, 1974; Wu and Hamada,
2000; Hinkelmann and Kempthorne, 2005).

Although matching or randomization makes DPE{1}2K a
suitable estimator for APE{1}2K , it remains important to generalize

11 The definition of “match” here is more restricted than it is in the
context of propensity score matching, as we consider the matched pair
to have identical potential outcomes. We use this term for illustration of
causal effect rather than estimation.

12 We need both potential outcomes to be equal; not just the potential
outcome under treatment (i.e., Z = 1, namely had a word study been
conducted).
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it to any 2K sample. To that end, we defined the expected
priming effect (EPE) (i.e., the expectation of DPE{1}2K ) as follows:

EPE{1}2K = E
{

1
K

∑
i∈SZ

IYi(X = x, Z = 1) = 1

−
1
K

∑
i∈SNZ

IYi(X = x, Z = 0) = 1

}
where E indicates the expectation operation.

Since Yi = 0 or 1, then DPE{1}2K =
1
K
∑

i∈SZ

IYi(X = x, Z = 1) = 1 −
1
K
∑

i∈SNZ
IYi(X = x, Z = 0) = 1, where

IYi(X = x, Z = z) = 1 is an indicator function13 that takes
value 1 if Yi (X = x, Z = z) = 1, and takes value 0 if
Yi (X = x, Z = z) = 0. Then EPE{1}2K reduces to

EPE{1}2K = P {Y (X = x, Z = 1) = 1}

−P {Y (X = x, Z = 0) = 1} (1)

where P
{

Y (X = x, Z = z) = y
}

denotes the probability of
the word identification Y equals to y (y = 0 or 1) given the cue
X = x and the word study Z equals to z (z = 0 or 1).

In simple terms (see Remark 3), EPE{1}2K means that the
expected priming effect estimated from 2K subjects regarding
one word is the difference between the probability of correctly
identifying the target word for all subjects who have taken the
word study (Z = 1) and the probability of correctly identifying
the target word for those who have not participated in the
word study (Z = 0).

Estimating priming effect involving
multiple target words

The variability of individual memory affects the individual
priming effect (a treatment of which is to estimate the average
priming effect across subjects, as outlined in Definition 1.2) and
so does the variability of words. Hence, the APE estimated using
a complicated, uncommon, and non-word is likely to differ
from the APE estimated using a simple and common word; this
is true even when words of similar complexity are considered
(because even when we only focus on, say, words of intermediate
complexity, there are, potentially, differences in syllable shapes
and word patterns). A natural treatment is to conduct tests on
multiple words and estimate the average priming effect over
these words across subjects.

Definition 1.3 (Average priming effect across
multiple studied words)

Consider a wordlist consisting of M target words in a study
consisting of a total of N subjects (see Figure 2D). Define Xij

13 Random variables related to individuals are assumed to be
independent and identically distributed (i.i.d.). Thus, we can write the
indicator function IYi(X = x, Z = z) = 1 as IY(X = x, Z = z) = 1.

as a cue given to the ith subject associated with the jth target
word. Define Yij as the outcome of the corresponding word
identification. Then, the average priming effect of the word study
Z across M words on multiple word identifications is defined as
follows:

APE{M}N =
1

NM

{ N∑
i = 1

M∑
j = 1

Yij
(
Xij = xij, Z = 1

)
−Yij

(
Xij = xij, Z = 0

) }
where Yij

(
Xij = xij, Z = z

)
indicates the word identification

result of the jth target word from the ith subject after given the
cue Xij = xij and the word study Z (Z = 1 means after viewing
a wordlist consisting of target words and Z = 0 means without
the word study). The superscript {M} indicates that it is the
average priming effect for M (M ≥ 2) target words, and the
subscript N indicates that the estimate is obtained from a sample
of N subjects.

Again, APE{M}N is not observable. The observable DPE in
a study consisting of N = 2K subjects and M target words
(between the group given a word study and the group not given
a word study) is as follows:

DPE{M}2K =
1

KM

∑
i∈SZ

M∑
j = 1

Yij
(
Xij = xij, Z = 1

)
−

1
KM

∑
i∈SNZ

M∑
j = 1

Yij
(
Xij = xij, Z = 0

) . (2)

Similar to a 2K trial study concerning one target word, the
expected priming effect reduces to

EPE{M}2K =
1
M

M∑
j = 1

EPE{1}2K,j (3)

where EPE{1}2K,j refers to EPE{1}2K for the jth word.

In simple terms, EPE{M}2K means that the expected priming
effect estimated from 2K subjects across M words is the
difference between the probability of corrected identifying each
of the M target words for all subjects who have participated
in the word study (Z = 1) and the probability of correctly
identifying the corresponding word for all subjects who have not
participated in the word study (Z = 0) averaged over M words.
For simplicity, let us denote P {Y (X = x, Z = 1) = 1}
as p1 and P {Y (X = x, Z = 0) = 1} as p0, which can be
estimated by 1

KM

{∑
i∈SZ

∑M
j = 1 Yij

(
Xij = xij, Z = 1

)}
and

1
KM

{∑
i∈SNZ

∑M
j = 1 Yij

(
Xij = xij, Z = 0

)}
, respectively.

Remark 3. Eqs. (1, 3) are analytical solutions to estimating
the priming effect for one target word and M target
words, respectively. They have been used intuitively by
experimentalists; the aforementioned arguments demonstrate
the mathematical validity of such usages in practice.
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Connecting the potential outcomes
framework with multinomial
processing tree (MPT) models in
studying priming

It turns out that the potential outcome framework-based
priming study discussed here can be linked to the priming study
using the multinomial processing tree (MPT) model (Batchelder
and Riefer, 1999; Erdfelder et al., 2009). To see this, consider
a word fragment completion test using an MPT diagram (see
Figure 3A).

Here, let us denote A and 1− A as the probabilities of
correctly and incorrectly, respectively, identifying the words
without a word study (i.e., given Z = 0). Let us denote
B and 1− B as the probabilities of storing (consciously or
unconsciously) and not storing, respectively, the studied word
after a word study (i.e., given Z = 1). Let C and 1− C
be the probabilities of correctly and incorrectly, respectively,
identifying the words if the studied words are stored in the
memory; let D and 1− D be the probabilities of correctly and
incorrectly, respectively, identifying the words if the studied
words are not stored in the memory.

Naturally, p1 = BC + D (1− B) and p0 = A, where p1

and p0 are defined previously, and the priming effect estimated
using the potential outcomes framework is p1 − p0. We have
p1 − p0 = {BC + D (1− B)} − A = B (C − D)+ (D− A).
Note that (1) B (C − D) is the product of consciously or
unconsciously storing information from the word study into the
memory (i.e., B) and the improvement14 of word identification
accuracy, thanks to the stored information [i.e., (C − D)];
(2) (D− A) gives the difference between the probability of
correctly uncovering words after a word study, even though
no information from the word study has been added into the
memory (to correctly identify words, one, therefore, has to either
actively retrieve existing knowledge or use guessing), and the
probability of uncovering words without a word study (which
also relies on either existing knowledge or guessing).

Furthermore, it is not unfair to assume that A equals or
is very close to D. Suppose A = D, then the relationship
between the priming effect identified using the potential
outcomes framework and the MPT model simplifies to p1 −

p0 = B (C − D). In other words, the potential priming
effect (i.e., p1 − p0) chiefly depends on two factors: first, the
consciously or unconsciously stored memory from the word
study (i.e., B); second, the improvement of word identification
accuracy, thanks to the stored information (i.e., (C − D)).

The aforementioned argument can be extended to studying
multiple, successive word identification phases. We leave this to
our readers as an exercise.

14 It is natural to assume C = D; otherwise, we can replace
“improvement” with “the difference.”

Extending the framework to
experimental paradigms with exclusion
and inclusion instructional conditions

Consider a three-phase study (see Figure 3B), where
two sets of different items are shown during Phases 1
and 2 for learning purposes, and during Phase 3, the
participants are given a list of items consisting of items
that have appeared during Phases 1 and 2 and distractor
items that have not appeared before. Subsequently, they
are asked to classify them into either “old” or “new”
following an inclusion instruction or an exclusion instruction
(Buchner et al., 1995). Under an inclusion instruction, the
participants need to call an item old if it has appeared
in either Phase 1 or 2 and call a distractor item new.
Under an exclusion instruction, the participants need to call
an item old only if it has appeared in Phase 2, and new
otherwise.

The framework proposed in this article can also be
modified to study the experimental paradigm with exclusion
and inclusion instructional conditions. To demonstrate this,
let us define Z1 and Z2 as two lists of items during Phases
1 and 2, respectively. Let X and X′ denote the outcomes
of the identification during Phase 3 under inclusion and
exclusion instructions, where their realizations are either {new}
or {old} for each given item. Following similar arguments
as before, we define the potential difference between the
results from the inclusion and exclusion instructions as
follows:

1
NM

{ N∑
i = 1

M∑
j = 1

Yij(Xij = xij, Z1 = 1, Z2 = 1)

− Yij(X′ij = x′ij, Z1 = 1, Z2 = 1)

}
.

Note that here, it is assumed that the inclusion and exclusion
instructions are given to the same participants in a group. This
is not ideal as repeating Phase 3 under different conditions may
bias the results. Using the potential outcome framework, this
scenario can be estimated as follows:

1
KM

∑
i∈SI

M∑
j = 1

Yij
(
Xij = xij, Z1 = 1, Z2 = 1

)
−

1
KM

∑
i∈SE

M∑
j = 1

Yij

(
X′ij = x′ij, Z1 = 1, Z2 = 1

)
where the two parts (before and after the minus sign) are
estimated from subjects in groups SI (following the inclusion
instruction) and SE (following the exclusion instruction),
respectively. Note that the aforementioned result equals to pi−pe

in Buchner et al. (1995), which quantifies the probability of
consciously recollecting a Phase 1 item.
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A B

FIGURE 3

Linking the potential outcomes-based priming research with two prominent quantitative psychological methods. (A) Multinomial processing
tree (MPT) model for studying the priming effect. Here, A and 1− A are the probabilities of correctly and incorrectly, respectively, identifying the
words without a word study (i.e., given Z = 0); B and 1− B are the probabilities of storing (consciously or unconsciously) and not storing,
respectively, the studied word after a word study (i.e., given Z = 1); C and 1− C are the probabilities of correctly and incorrectly, respectively,
identifying the words if the studied words are stored in the memory; D and 1− D are the probabilities of correctly and incorrectly, respectively,
identifying the words if the studied words are not stored in the memory. (B) A three-phase experiment with exclusion and inclusion instructional
conditions. Top left: A set of items is shown during the Phase 1 study. Top middle: Another set of items (different from those in Phase 1) is shown
during Phase 2. Top right: During Phase 3, the participants are given a list of items consisting of those who have appeared during Phases 1 and 2
and distractor items that have not appeared before. Subsequently, they are asked to classify them into either “old” or “new” following an
inclusion instruction or an exclusion instruction. Bottom left: Under the inclusion instruction, participants need to call an item old if it has
appeared in either Phase 1 or 2 and call a distractor item new. Bottom right: Under the exclusion instruction, participants need to call an item
old only if it has appeared in Phase 2, and new otherwise.

Testing the significance of the priming
effect

Returning to the priming study, although the focus of this
article so far has been to define and quantify the causal priming
effect, it may also be important for investigators to test whether
a detected causal effect is significant. For example, consider
100 subjects who have undertaken the word study and 100
people who have not undertaken the word study. Suppose the
estimated expected priming effect (EPE) is 0.1; is 0.1 in a sample
of 200 subjects significant (from 0, where 0 indicates no priming
effect)? What if the estimated EPE is 0.05?

One way to answer this question is to conduct a hypothesis
test on whether the estimated priming effect is significant; that is,
to verify the (alternative) hypothesis that the EPE is significantly
greater than zero. Thanks to Eqs. 1, 3, the EPE can be written
in terms of probability and can therefore be examined using a
proportion test (Ott and Longnecker, 1980; Bickel and Doksum,
2000).

Formally, the test statistic is defined as follows:

z =
DPE√

p̂
(
1− p̂

)
( 1

N1
+

1
N0

)
(4)

where p̂1 =
1

KM
∑

i∈SZ

∑M
j = 1 Yij

(
Xij = xij, Z = 1

)
,

p̂0 =
1

KM
∑

i∈SNZ

∑M
j = 1 Yij

(
Xij = xij, Z = 0

)
,

DPE = p̂1 − p̂0, p̂ = 1
2KM

∑
i∈SZ∪SNZ

∑M
j = 1 Yij(Xij = xij,

Z = {0, 1}), and N1 = N2 = KM 15. Here, the DPE is
the empirical estimate of the EPE obtained from Eq. 2 and
p̂ is the pooled probability (from both groups) of correct
word identification (in other words, the overall probability of
correctly identifying a word when the group that undertaken
a word study and the group that did not undertake a word
study are combined). The hat symbol, for example, in p̂1 is an
estimate of p1.

One can then compare the p-value associated with the z
score to evaluate the significance. Note that the aforementioned
z-test is the same as a Chi-square test, where the z-statistic is
equal to the square root of the Chi-square statistic, and the
p-values of the two tests are identical. When the word studies
are multivariate (e.g., there are more than two types of word
study), continuous (e.g., the word study involves words with
different degrees of complexity), or time-dependent (e.g., several
tests are carried out with large time intervals in between),
more advanced statistical tests can be used (see the Discussion
section for details).

Subsequently, the 100 (1− α) percent
confidence interval (Wilson, 1927; Newcombe,

15 Readers can relatively easily extend it to more complicated cases
involving unbalanced groups, where the numbers of subjects and/or
target words in two groups are unequal.
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1998) for the estimated priming effect is as
follows: (

DPE− z(1− α
2 )

√
p̂1
(
1− p̂1

)
N1

+
p̂0
(
1− p̂0

)
N0

,

DPE+ z(1− α
2 )

√
p̂1
(
1− p̂1

)
N1

+
p̂0
(
1− p̂0

)
N0

)
.

Estimating priming effects with
covariates

Although the word study Z is the primary factor that
affects the outcome Y , it remains possible that there exist
additional variables (denoted as W) that, if not considered,
may bias the estimation of the causal priming effect. These
variables could either have a causal relationship with the word
identification outcome Y (e.g., take W as intelligence) or are
spuriously (i.e., by chance) correlated with the outcome in
the sample (e.g., one’s height). Randomization only ensures
that in expectation, the covariates are balanced between the
two treatment groups. There, however, could still be chance
imbalances in the covariates between the two treatment groups;
in this case, adjusting for the covariates will increase the signal-
to-noise ratio16 and make the priming effect more likely to be
detected, if exists.

For example, take W as one’s IQ, which may affect word
identification. Consider 20 subjects with a mean IQ of 100
(10 with IQ larger than 100 and 10 with IQ less than 100).
Certainly, we could create two splits with each split containing
five individuals with above-average IQ and five with below-
average IQ. Our point is that sometimes, such a balanced
sample is difficult to obtain, and thus, protective measures need
to be taken instead (a good example here is the proficiency
in English language – another variable that may affect word
identification). In practice, however, it is difficult and costly
for researchers to collect samples that contain subjects that are
perfectly matched. Thus, we proceed here assuming such a (not
completely matched) case occurs. For example, if we are to
randomly assign a word study (Z = 1) to 10 subjects and no
word study (Z = 0) to another 10 subjects, the group with the
word study may contain eight subjects with above-average IQ
and the other group with two subjects with above-average IQ.
Then, the result using Eq. 2 could potentially over-estimate the
priming effect since there are more people with above-average
IQ in the word study group.

The effect of an additional variable can be adjusted in a
logistic regression model. Specifically, consider

logit(P{Yi (X = x, Z = zi) = 1}) = β0 + βzzi + βwwi

16 Statistically speaking, adjusting for covariates in a randomized study
improves the precision (reduces the variance) of the treatment effect
estimator (see Moore et al., 2011; Qian et al., 2018).

where zi indicates whether the ith subject receives a word study
or not, wi is the IQ for the ith subject, β0 is the estimated
intercept, and βz and βw are the estimated parameters for
zi and wi, respectively. The estimated βz then indicates the
priming effect from Z, when it is adjusted for the IQ effect
(W). Specifically, controlling (i.e., removing) the effect from IQ
to word identification Y , βz quantifies the priming effect: the
probability of correctly identifying a word increases eβz

1+eβz when
an individual conducts a word study versus not conducting a
word study. Again, the logistic formula is stated for a word study
considering one target word with the same cue X = x and
can be relatively easily extended to a study considering multiple
words and multivariate covariates.

In the following, we will perform data analysis using data
from a between-subjects study (Hayman and Tulving, 1989) to
demonstrate how to use the framework to study the potential
causal priming effect. The advantage of using a between-subject
study is that the priming effect can be evaluated when the same
experiment cannot be run on the same subjects more than one
time; it may also reduce the likelihood of carryover or learning
effect in a repeated-measures design (see section “Discussion”).

Results

Consider a between-subjects WFC test. A total of 84
students enrolled in a second-year psychology course at the
University of Toronto were randomly divided into two groups
(one with the last name A-K and the other with the last name
L-Z). A set of 48 target English words of intermediate difficulty
was selected from a word pool and divided into two wordlists
(A and B), with 24 target words in each list. An additional 64
(non-target) English words were used as buffer words. During
the study phase, the first group studied wordlist A and the
second wordlist B; the wordlist B thus served as non-studied
words for the first group, and wordlist A served as non-studied
words for the second group. During the test phase, there were
two test instructions: the subjects with completion instructions
were asked to complete the fragment with any word that
comes to mind; subjects with recall instructions were asked to
complete the fragment only with studied words. All subjects are
randomized into four groups, each to take two tests. Specifically,
participants in Group 1 (N = 22) conducted two tests under
the completion instructions with the same fragment cues during
the two tests; participants in Group 2 (N = 22) conducted two
tests under the completion instructions with different fragment
cues during the two tests; participants in Group 3 (N = 20)
conducted two tests under the recall instructions with the same
fragment cues during the two tests; participants in Group 4
(N = 20) conducted two tests under the recall instructions
with different fragment cues during the two tests. Full data
description is available in Experiment 2 in Hayman and Tulving
(1989) with study data summarized in Figure 4F.
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FIGURE 4

Estimating the causal priming effect. (A) Probabilities of correctly uncovering target words given fractional cues, under the completion
instructions and the recall instructions. The color red is used to indicate experiments involving a word study including target words; the color
blue is used to indicate experiments involving a word study without target words (abbreviated as “without a word study”). (B) The probabilities of
correctly uncovering target words during a second cue-based test, given that the first test failed to uncover the same word. Four experimental
sceneries were considered, combining two instruction strategies: the completion instructions and the recall instructions, and two types of cues:
the same cues and different cues during two tests. X1 and X2 refer to cues from the first test and the second test, respectively; X1 = X2 indicates
the same cues were used in the two tests; X1 6= X2 indicates different cues were used in the two tests. Again, the color red is used to indicate
experiments involving a word study including target words; the color blue is used to indicate experiments involving a word study without target
words (abbreviated as “without a word study”). (C) The estimated causal priming effects and their p-values correspond to (A). (D) The estimated
causal priming effects correspond to (B). (E) The estimated 95% confidence intervals for the priming effect in (C). (F) Data used in estimating the
priming effect corresponding to (A,C,E). Data adapted by permission from RightsLink Permissions American Psychological Association “Is
priming in fragment completion based on a ‘traceless’ memory system?” by Hayman and Tulving (1989), American Psychological Association.
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The potential priming effect of the WFC test is displayed in
Figure 4. Using Eqs. 2, 4, the DPE under completion instruction
is 0.104 (z = 5.23, p = 10−6), with a 95% confidence
interval (0.066, 0.143); the DPE under recall instructions is
0.121 (z = 6.36, p = 10−10), with a 95% confidence interval
(0.084, 0.157). The corresponding estimated probabilities (of
correct word identification with or without a word study),
priming effects and their confidence intervals are shown in
Figures 4A,C,E, respectively.

Next, we consider the DPEs where the word study primes
the identification of a target word in the second test, given the
identification of the same target word failed during the first test
(see Figures 4B,D). Although the number of the words that
failed to be identified during the first test was not reported in
Hayman and Tulving (1989) (hence we cannot compute the
exact p-values), readers could follow the previous example and
use Eq. 4 in their research when data are available. Nevertheless,
we will report the DPEs without p-values. There are two reasons
for this. First, since the total number of the target words studied
is large [i.e., 480 words (20 subjects each with 24 target words)
and 528 words (22 subjects each with 24 target words) in our
case], a positive DPE is likely to yield a significance non-zero
priming effect. Second, it allows us to numerically compare
the priming effects under different experimentation strategies.
Specifically, using the same cues in the two tests, the DPE
under the completion instructions is 0.06; the DPE under the
recall instructions is 0.048; meanwhile, using the different cues
in the two tests, the DPE under the completion instructions
is 0.122; the DPE under the recall instructions is 0.137 (see
Figure 4D). The much stronger priming effect observed in
both experiments where different cues are provided suggests
that given a failed attempt using one cue during the first test,
information has potentially been learned by combining the first
cue and a different cue during the second test.

Extensions, limitations, future
directions, and final remarks

In this article, we defined, quantified, and tested the priming
effect using the potential outcomes framework. Although we only
considered cases involving a binary exposure (having a word
study versus not having a word study), the framework can be
extended to categorical exposures (e.g., we can code an exposure
that does not consist of a word study as Z = 0, one that
consists of a word study including short words as Z = 1,
and one that consists of a word study including long words
as Z = 2). In addition, the framework can be extended to
continuous exposures (e.g., when a word study consists of words
with different degrees of complexity, we can allow Z to take any
value between 0 and 100 to indicate complexity of each word).
Furthermore, it can be extended to time-dependent exposures
[e.g., we can write word studies conducted at different times as

Z(t), for each time t]. Finally, it can also be extended to cases
where several exposures are concerned (e.g., let Z1 = reading
a list of words, Z2 = viewing a list of non-word symbols, and
Z3 = listening to a list of words), where the priming effect
for each exposure can be estimated when the other exposures
are controlled. For example, when estimating the priming effect
of symbol recognition (Z2 = 1 versus Z2 = 0), one could
fix Z1 and Z3; namely, the priming effect can be estimated, for
example, using Y(X = x, Z1 = 0, Z2 = 1, Z3 = 0) −

Y(X = x, Z1 = 0, Z2 = 0, Z3 = 0), where bold X indicates
all cues used for three studies.

Eq. 4 is used to test the significance of the priming effect
with binary exposures. When the exposures are multivariate,
continuous, or time-dependent, the test can be carried out by
first arranging the exposure and outcome as explanatory and
dependent variables in a regression setting, and then testing the
exposure effect by examining the significance of the (regression)
parameters. For example, when there are three types of word
studies (no word study, a word study with short words, and
a word study with long words), one can consider a regression
model with a block design, where each block consists of
subjects from one of the three groups. The estimated regression
parameter for the block variable then indicates the priming
effect between two paired groups. When the exposure is time-
dependent17, one could refer to functional regression models,
wherein Z(t) and Y(t) are treated as functional regressors and
responses, respectively (Ramsay and Silverman, 1997).

The proposed method aimed at providing a framework that
could estimate and validate analytically priming in between-
subjects designs. It nonetheless has a few limitations. First, we
demonstrated the method using data from previous experiments
(that are not primarily intended to evaluate the priming effect
but to assess the independence of successive tests). Inevitably,
this restricted our arguments; future research may verify and
expand our analysis to general priming research. Future studies
may also extend to cases with a larger sample, and non-twin
studies need to examine covariant control under the potential
outcomes framework (see section “Estimating Priming Effects
With Covariates”) and its utility on providing an estimated
priming effect that is less biased. In parallel, future research
may further consider twin studies where the subjects are nearly
perfectly matched. Second, the method we introduced rests
on the Neyman–Rubin potential outcomes framework. There
is, however, on the one hand, not as of yet a consensus that
one causal framework is better than others, although we have
discussed the advantages of the Neyman–Rubin framework in
estimating potential priming effect (especially its mathematical
representations). On the other hand, we recognize that despite

17 For example, at each time t, a study Z(t) is assigned to individuals,
and a word identification Y(t) is observed. This is particularly useful when
the sample consists of subjects whose implicit memory degenerates over
time.
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differences and disagreements [e.g., see Gelman’s blog post
(Gelman, 2009) and discussion under the post], there is some
commonality between Neyman–Rubin’s and Pearl’s frameworks
(Section 7.4.5 of Pearl, 2009b), and there exists “a happy
symbiosis between graphs and counterfactual notation” (Section
7.4.4 of Pearl, 2009b). In this study, while we present the
arguments using the Neyman–Rubin model, we have adopted
Pearl’s diagram representation (although without graphic
notations) to illustrate the experiments. We do so without
implying that one framework is superior to the other. Future
studies may theoretically compare the Neyman–Rubin approach
with Pearl’s approach in detail for studying potential causal
priming (e.g., their mathematical or empirical equivalence or
difference). Further research may also incorporate Campbell’s
approach to identify potential threats that may impair the
validity of inferences made on the estimated priming effect.

Sometimes, investigators studying the priming effect may
observe post-treatment variables (i.e., variables obtained after
the word study Z is assigned). Examples of post-treatment
variables are (a) a measure of subjects’ compliance to the
originally assigned word study – a subject chooses not to take
the word study after it is assigned; (b) in studies with a long time
interval between two priming tests, whether or not the subject
drops out is a post-treatment variable (missingness of outcome);
(c) in longitudinal (priming) studies involving patients with
severe amnesia, the outcome can be censored (i.e., not recorded
due to death); (d) in studies investigating priming effects for
patients with brain disorders, surrogate variables of disease
progression and fluctuation, such as the degree of memory loss,
are post-treatment variables. The estimators provided in this
article can only be used to adjust for pre-treatment variables;
if one adjusts for post-treatment directly using the framework
outlined in this article, the estimated effects are no longer causal
(Frangakis and Rubin, 2002).

It is worthwhile noting that besides the potential outcome
framework (by comparing outcomes on randomly selected or
matched subjects, or subjects with covariates adjusted), priming
can also be estimated using a repeated-measures design, in
which all subjects are exposed first to half of the target words
and then another half of the target words (e.g., see Challis and
Brodbeck, 1992). The priming effect can then be estimated as
the difference between the proportion of fragments of studied
words completed and the proportion of fragments of non-
studied words completed for the same subject (and averaged
across all subjects). Instead of matching two groups of subjects
as proposed in this study, the key to using the repeated-
measures designs is to match the length, frequency, etc., of the
words and randomize the words employed. Whereas this indeed
provides an alternative (and potentially convenient18) approach
to assess the priming effect, and we welcome future research to

18 For example, when there are no matched samples (but see
Propensity Score Matching (PSM) and covariates adjustment discussed

compare this approach with the potential outcomes framework;
a key concern with this method is the carryover or learning
effect. The carryover or learning effect here is not necessarily
the phenomenon where after studying the same (or similar)
words multiple times, the earlier word study and identification
may improve the same subject’s later word identification;
rather, it also includes the phenomenon where the experiment
mechanism of the first repeated-measures study may improve
learning during the second repeated-measures study. We have
seen such a carryover or learning effect during a smartphone-
based cognitive test, where even though different tests (e.g.,
drawing different shapes) were given to the same subjects over
time, their performance improved. For the WFC test, it may be
possible that the subjects learned some rules (despite not being
informed) during the first half of the experiment or became
more focused during the second half either because they had
guessed the approximate rule or because they had realized that
the word study may be an important part (since, for example,
two wordlists had been given sequentially) to their performance
of the experiment. Future studies could examine the existence
of such a learning or carryover effect, and if exists, whether and
how it would affect estimating the priming effect.

There are times where even randomization becomes
impossible. For example, suppose one is interested in studying
how a new medicine affects priming; in this case, we have two
potential causes: a word study (Z) and medication (Med). It
is unethical to assign a group of 45-year-old healthy subjects
to take a new drug to investigate whether the drug improves
priming at 50. In addition, there is likely another source, say, the
socioeconomic status (which may be related to the affordability
of new drugs) or genetics (if there is a family history of memory
problems, one may be more willing to take the drug), that may
be associated with taking the drug and/or developing memory
problems at 50. Similarly, it would be difficult to estimate the
effect of taking the drug on improving priming by comparing
the performance of an individual at 50 who had taken the drug
with his or her performance at 50 had he or she not taken the
drug. To solve these issues, the propensity score matching (PSM)
estimates the treatment effect by comparing the outcomes of
the subjects under treatment (e.g., taking the drug) with a set
of “matched” subjects without treatment (e.g., having not taken
the drug) (Rosenbaum and Rubin, 1983; Dehejia and Wahba,
1999, 2002; Caliendo and Kopeinig, 2008). More concretely, one
could first compute the propensity score of A’s and B’s taking
the drug based on their gender, economic, social, genetic, and
demographic backgrounds, and choose two individuals C and D
from a group of 50-year-olds who had not taken the drug but
have propensity scores (of taking the drug during their younger
years) closest to A’s and B’s, respectively. Subsequently, A and
C will receive a word study, and B and D will not. Following

in this paper), and that the carryover or learning effect is ignorable, a
repeated-measures design is attractive.
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the previous notations, we have YA
(
Xj, Z = 1, Med = 1

)
,

YB(Xj, Z = 0, Med = 1), YC(Xj, Z = 1, Med = 0),
and YD

(
Xj, Z = 0, Med = 0

)
, for 1 ≤ j ≤ M, where

M target words are considered. Then, the priming effects
for the group taking the drug and the one not taking the

drug are DPEMed = 1 =
1
M

{∑M
j = 1 YA

(
Xj, Z = 1, Med = 1

)
−
∑M

j = 1 YB
(
Xj, Z = 0, Med = 1

) }
and DPEMed = 0 =

1
M{∑M

j = 1 YC
(
Xj, Z = 1, Med = 0

)
−
∑M

j = 1 YD
(
Xj, Z = 0,

Med = 0
)}

, respectively. Subsequently, we can estimate the

drug effect on priming using DPEMed = 1 − DPEMed = 0. Note
that for simplicity, only one individual is considered for each
of the 2 × 2 factors; one can relatively easily extend the above
to include multiple subjects in each group.

Although we have throughout focused on a type of
non-semantic priming, other studies have reported that new
semantic knowledge can be acquired among (even) patients with
amnesia. For example, the learning of specified target words in
meaningful texts, statements of facts about people and places,
specified target words as parts of meaningful sentences, new
computer-related vocabulary, computer commands, semantic
interpretations of ambiguous descriptions of situations and
events, and production of words to cues consisting of the initial
letters of words (see Hayman et al., 1993 for a summary of
studies). Future studies should independently verify the extent
to which the framework introduced in this article can be used to
estimate causal semantic priming. A beginning can, perhaps, be
made by reporting the individual ratings of the meaningfulness
of the target words (e.g., during a word study, every participant
is to rate on a scale of 0–10, the meaningless of each studied
word), and subsequently treating the ratings as covariates.

In conclusion, we define, quantify, and test the causal
priming effect using the potential outcomes framework.
Applying data from a between-subjects word completion test,
we demonstrate that the framework identifies a significant
priming effect from a word study to cue-based word
identification, under both completion and recall instructions;
the priming effect under the recall instructions is more
significant than that under the completion instructions.
Furthermore, when there are two consecutive tests, the
framework shows that even if the word identification failed
during the first test, there is likely a priming effect from the
initial word study to the second word identification, regardless
of the type of instructions and whether the same or different
cues are used in the two tests. In addition, there is a stronger
priming effect in experiments where different cues are provided,
suggesting that given a failed attempt using one cue during
the first test, additional information may have been learned
by combining the first cue and a different cue during the
second test. Finally, our explorations show that what has been

intuitively used by scholars to estimate the priming effect in the
past has a meaningful mathematical basis.
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Introduction: With the increasing demand for human-machine collaboration

systems, more and more attention has been paid to the influence of human

factors on the performance and security of the entire system. Especially in

high-risk, high-precision, and difficult special tasks (such as space station

maintenance tasks, anti-terrorist EOD tasks, surgical robot teleoperation

tasks, etc.), there are higher requirements for the operator’s perception

and cognitive level. However, as the human brain is a complex and open

giant system, the perception ability and cognitive level of the human are

dynamically variable, so that it will seriously affect the performance and

security of the whole system.

Methods: The method proposed in this paper innovatively explained this

phenomenon from two dimensions of brain space and time and attributed the

dynamic changes of perception, cognitive level, and operational skills to the

mental state diversity and the brain neuroplasticity. In terms of the mental state

diversity, the mental states evoked paradigm and the functional brain network

analysis method during work were proposed. In terms of neuroplasticity, the

cognitive training intervention paradigm and the functional brain network

analysis method were proposed. Twenty-six subjects participated in the

mental state evoked experiment and the cognitive training intervention

experiment.

Results: The results showed that (1) the mental state of the subjects during

work had the characteristics of dynamic change, and due to the influence of

stimulus conditions and task patterns, the mental state showed diversity. There

were significant differences between functional brain networks in different

mental states, the information processing efficiency and the mechanism of

brain area response had changed significantly. (2) The small-world attributes

of the functional brain network of the subjects before and after the cognitive

training experiment were significantly different. The brain had adjusted the

distribution of information flow and resources, reducing costs and increasing

efficiency as a whole. It was demonstrated that the global topology of

the cortical connectivity network was reconfigured and neuroplasticity was

altered through cognitive training intervention.
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Discussion: In summary, this paper revealed that mental state and

neuroplasticity could change the information processing efficiency and

the response mechanism of brain area, thus causing the change of

perception, cognitive level and operational skills, which provided a theoretical

basis for studying the relationship between neural information processing

and behavior.

KEYWORDS

human-machine collaboration, functional brain network, EEG, mental state diversity,
neuroplasticity

Introduction

In the actual human-machine collaboration environment
or daily life when using computers and various other large,
medium and small machines (including the operation of
aircraft, cars, trains, and boats), human perception, cognitive
level and operational skills is in a dynamic change in real-
time, which will seriously affect the performance and safety
of the system (Zhang et al., 2022). Studies have shown that
(1) the high mental workload of the human brain will cause
rapid fatigue, reduced flexibility, stress response, increased
human error, and frustration, resulting in errors in information
acquisition and analysis and decision-making errors, and then
lead to decreased performance. Therefore, it is a significant
cause of human accidents. However, the too low mental
workload will cause waste of human resources and other
resources, cause disgust, and also lead to the decline of
operational performance (Wilson, 2005). (2) Fatigue causes a
decrease in individual feeling, perception and reaction ability,
slow thinking, memory loss, inattention, reduced alertness,
insensitivity to external environmental stimuli, and insufficient
work motivation (Boksem et al., 2005, 2006; Zhang et al.,
2019). In addition, fatigue reduces the brain’s ability to process
automatic and conflicting information, resulting in reduced
cognitive performance (Yang, 2009). Fatigue can weaken the
executive function of the frontal lobe of the brain and decrease
involuntary attention and selective attention (Boksem and Tops,
2008). Fatigued people are also less likely to correct behavioral
errors and show a reduced ability to monitor and regulate
behavior (Lorist et al., 2005). In a complex human-machine
system, most people and systems are in a special and extreme
working environment, coupled with high-intensity workloads,
which can easily lead to mental fatigue of operators, resulting in
reduced performance and increased errors (Ricci et al., 2007).
(3) Emotions affect people’s perception and cognitive level and
affect the processes of attention, memory, and reaction (Reeves
et al., 1991; Stanley and Larsen, 2021), thereby determining the
ability of situational awareness (John and Gross, 2004). In a
positive emotional state, people tend to pay more attention to

the overall situation of things and can see or remember the
main outline of things. In contrast, people are more likely to
remember the details of things in a negative emotional state.
Moreover, all kinds of emotional experiences can play a role in
our decision-making process (Peters et al., 2006). For example,
positive emotions play a benign role in the decision-making
process of switching between automated driving and manual
driving (Du et al., 2020). (4) As vigilance decreases, operational
performance decreases (Langner and Eickhoff, 2013). Closely
related to vigilance, attention refers to the ability to focus
cognitive resources on a particular stimulus (Kivikangas et al.,
2011, Hancock, 2013). Insufficient attention level will lead to
difficulty in completing tasks, while too great attention or too
narrow attention range will affect the progress of subtasks (Frey
et al., 2013). The above mental workload, fatigue, emotion,
and vigilance are all classified as mental states in this paper.
The topology of the functional brain networks underlying each
mental state varies significantly in spatial dimensions and is
diverse. We call this characteristic of the human brain in the
spatial dimension the mental state diversity. which is one of
the main reasons for real-time changes in human perception,
cognitive level and operational skills.

Moreover, under the same mental state, compared with
novices, experienced drivers or operators of special machinery
and equipment have higher operational proficiency, which can
effectively improve operational performance and reduce the
occurrence rate of dangerous accidents caused by human error.
The reason is repeated cognitive training intervention can
cause changes in brain activity and even long-term changes
in brain structure, which is manifested in the improvement of
operational skills (Taya et al., 2015). For example, the study
found that London taxi drivers with more spatial navigation
experience in a complex city have larger gray matter volumes
in the hippocampus (Maguire et al., 2006). Professional typists
who focus on long-term typing practice have increased gray
matter volume in brain regions associated with motor tasks,
such as the supplementary motor area, prefrontal cortex, and
cerebellum (Cannonieri et al., 2007). Since violinists and other
string players use the second to fifth fingers of the left hand
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to play the strings, this results in a greater representation
of the left hand fingers in the primary somatosensory cortex
(Elbert et al., 1995). Experiments have also shown that after
cognitive training interventions, the connectivity, activation,
and reorganization properties of brain regions responsible for
corresponding functions can be altered, such as athletes who
undergo regular training can not only change their brains at
the structural level, but also change the brain processing and
activation patterns in the context of sports (Seidel-Marzi and
Ragert, 2020). Rehabilitation and intensive training intervention
can improve the motor ability of people with related functional
disabilities, which is inherently manifested as changes in the
neural pattern of activation and reorganization of the ipsilateral
or contralateral hemisphere of the brain (Feitosa et al., 2022).
We call the changes in brain neural activity and morphology
caused by repeated and regular reinforcement training in the
time dimension as neuroplasticity, that is, the characteristics of
the brain in the time dimension. This is also the second main
reason for the changes in human perception, cognitive level and
operational skills.

To sum up, two main reasons for the dynamic changes
of perception, cognitive level and operational skills in the
actual operating environment are the mental state diversity and
neuroplasticity which represent two significant properties of the
brain in spatial dimension and time dimension, respectively.
More specifically, the brain is a complex network consisting
of spatially distributed regions dedicated to different functions,
and it is proposed that mental states functions emerge from
dynamic interactions of several brain areas, not from activation
of a single brain region. Because in different mental states,
the topological structure of the functional connection network
of the human brain shows different forms in space, so the
diversity of mental states is the attribute of the human brain
in the spatial dimension. Moreover, in the process of evolution,
development, and remodeling of living organisms, the strength
of synaptic connections between neurons, internal activation
of neurons, physical structure, and other aspects are shaped
by the constantly changing internal and external environment
all the time (Wang, 2020). Neuroplasticity changes can also
be triggered in the adult brain through two fundamental
processes, learning and cognitive training, although changes
in brain structure are thought to be limited to critical
periods of development (Draganski and May, 2008). Whether
the period is years, months, days, hours, or minutes, such
neuroplasticity changes over time are attributes of the brain
on the time dimension. In summary, mental state diversity
and neuroplasticity can be described as two major properties
of the brain in spatial and temporal dimensions, respectively.
However, few people have comprehensively studied the dynamic
changes in the spatial and temporal dimensions of the human
brain during work.

Moreover, with the emergence and development of
non-invasive brain function monitoring technologies,
such as electroencephalogram (EEG) (Li et al., 2022),

magnetoencephalography (MEG) (Baillet, 2017), functional
magnetic resonance imaging (fMRI) (Power et al., 2017), the
interrelationship between human perception, cognition and
performance, systems, and technology can be studied from
many perspectives. In terms of mental state, for example,
Li et al. (2019) designed a mental arithmetic task to induce
mental fatigue in the subjects. Significant differences were
found between EEG-based functional brain networks before
and after the task, with marked changes in their small-world
properties. Ghassemzadeh et al. (2019) proposed that the
regulation and improvement of attention can be observed
through changes in brain networks. Liu et al. (2019) and
Wu et al. (2022), respectively proposed that the use of EEG-
based functional brain network features has advantages in
recognizing emotions. And Liu et al. (2019) found that the
spatiotemporal topology of dynamic functional connectivity
shows small-world structure. In terms of neuroplasticity, for
example, Romero et al. (2008) trained subjects by designing
an alphabet addition task, found that EEG of subjects before
and after training was significantly different, and proved
that EEG can be used as an electrophysiological marker
of skill-related neuroplasticity. Seppanen et al. (2012) also
observed neuroplasticity using EEG by designing a music
training task. The feature of the study was to demonstrate that
short-term (within tens of minutes) training tasks also triggered
neuroplasticity in the subjects. In conclusion, EEG-based brain
network features can effectively reflect different mental states,
and EEG can also be used as an electrophysiological marker for
judging neuroplasticity (Thibaut et al., 2017). Human-centered
cognitive state monitoring, cognitive enhancement, closed-loop
adaptive human-machine interaction and other technologies
have become research hotspots. Parasuraman (2011) defined
this discipline mainly focused on studying brain and behavior
in work as neuroergonomics. Compared with traditional
ergonomics, modern ergonomics faces increased system
complexity, and the relationship between people and systems
is nonlinear and fuzzy. Humans’ ability to understand and
simulate complex human-system interactions at work depends
on their knowledge of the complexity of neural information
processing, rather than solely on measures of workers’ explicit
behavior and subjective perceptions. Therefore, this paper uses
EEG and functional brain network techniques to demonstrate
that changes in mental state and neuroplasticity occur during
human-machine collaboration by designing a typical mental
state evoked paradigm and cognitive training intervention
paradigm. The functional brain network topology formed by
the interaction of various functional areas in the spatial and
temporal dimensions of the brain is analyzed, which may help
people to further study the information processing mechanism
and mental expression mechanism in the brain. The reasons for
the mental states diversity and neuroplasticity changes induced
during work process are explored to provide theoretical support
for behavioral approaches to improving performance. Further,
by analyzing the neurobiological mechanism behind it, it can
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promote the improvement of neural enhancement technology,
adaptive automation technology and enhanced cognition
technology, which is of great significance for the development
of brain enhancement systems for the field of human-machine
interaction.

This article is organized as follows: in section “Materials
and methods”, the typical mental state evoked paradigm during
work and the cognitive training intervention paradigm are
designed, and the functional brain network analysis method
is developed. Then the participant and experimental materials
are described. In section “Results,” (1) the differences between
the functional brain networks of typical mental states, the
transmission efficiency and the response mechanism of the
related brain regions are analyzed, and the characteristics
of the dynamic changes of the mental state of the human
brain during work are revealed. (2) The differences in the
small-world topological properties of the user’s brain network
before and after cognitive training caused by neuroplasticity
and the neurobiological mechanisms behind it are analyzed.
Section “Discussions” discusses the results, their implications,
limitations, and future research efforts. Finally, section
“Conclusion” summarizes the main conclusions of this paper.

Materials and methods

Analysis method for mental state
diversity

Description of mental state evoked system
The proposed mental state evoked system mainly included

the EEG acquisition module, the computer, and the operation
module. The EEG acquisition module was mainly responsible
for acquiring, amplifying, and transmitting EEG to the
computer. The EEG-W32 model equipment produced by
Neuracle Technology Co., LTD. was used, the sampling
frequency was 1000 Hz, and the communication method was
WiFi. This device consisted of 30 measuring electrodes, one
reference electrode (REF) and one ground electrode (GND). The
impedance level of all measuring electrodes were kept below
10 k� in each experiment. Electrode distribution conformed to
international 10–20 standards (Figure 1). The computer module
consisted of two computers. Computer I was used to record and
analyzed EEG, and computer II was used to run virtual tasks.
Microprocessor with Intel (R) Core (TM) i7-10710 CPU and i5-
4590 CPU were employed in the computer I and computer II,
respectively. This module used MATLAB and Robot Operating
System melodic. The operation module was used to realize the
human-machine interaction function, and it mainly included
the joystick. The F710 wireless joystick developed by Logitech
(China) Technology Co., LTD. was used, and it adopted 2.4 GHz
wireless technology. The overview of the system is illustrated in
Figure 2, when the operator played games through the joystick,

the EEG was collected and transmitted to the computer in
real-time.

Subjects and mental state evoked experimental
procedure

Twenty-six healthy subjects participated in the experiment
(the age range was 20–35, seven female and 19 male subjects),
of which 13 participants participated in the mental state evoked
experiment, and the remaining 13 participants participated in
the cognitive training intervention experiment. All participants
reported normal or corrected-to-normal vision and had no
previous experience with the mental state evoked and cognitive
training interventions systems. Written informed consent
was obtained from each participant before the experiment.
The Institutional Review Board of Xi’an Jiaotong University
approved the proposed experiment, and all experiments were
conducted following the Declaration of Helsinki.

In this experiment, subjects were required to operate
a virtual robot to perform virtual manipulation tasks. By
setting five different operation tasks and adding corresponding
stimulation conditions during the operation, various typical
mental states (there are mainly resting state, fatigue state,
attentive state, inattentive state, positive state, and negative
state) were induced. The EEG acquisition module collected EEG
in real time and made a marking process. The mental state
label was obtained according to the subjective evaluation of the
subjects. Among them, the interface of five kinds of operation
tasks is shown in Figure 3A, and the specific requirements of
each task are as follows: in task 0, the subjects need to control
the robot to move in a clockwise circle in a rectangular room,
without restricting the robot’s movement trajectory, as shown
by the dotted line in the figure. In task 1, the subjects need to
control the robot to walk along the prescribed trajectory, namely
the sides a and c of the triangle, as shown by the thin solid lines
in the figure. In task 2, the subjects were required to control the
robot to grab the small cube on the table, and then place the
cube in the white tray. Task 3 is a time-limited task in which
the subjects need to control the robot to walk out of the maze
within 1 min. In task 4, compared to task 2, the small cube was
replaced by a cylinder bottle, and the tray was placed on a table
in another room. The subjects were asked to control the robot to
grab the cylindrical bottle and move it to another room, placing
the cylindrical bottle in a white tray. The difficulty level of task
0 to task 4 is from 1 to 5, the higher the number, the higher the
difficulty. The stimulation conditions in the experiment mainly
include (1) the operation interface is blocked or the background
is blurred, so that the subjects can improve their attention. (2)
Repeatedly perform a single task for a long time, so that the
subjects lose concentration. (3) Performing complex tasks with
high mental workload for a long time, thus making the subjects
mentally fatigued. (4) Prompts for correct operation and reward
prompts appear, thus inducing a positive state of the subjects.
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FIGURE 1

The distribution of electroencephalogram (EEG) electrodes and how the participant wore them.

FIGURE 2

An overview of the mental state evoked system.

(5) Prompts of operation errors and task countdowns appear,
thereby inducing a negative state of the subjects.

The correspondence between each task and the mental state
expected to be evoked is as follows: Task 0 had the lowest
difficulty level and had no time requirement, so it was used to
induce the subject’s inattentive state at the end of the task; The
difficulty level of Task 1 was slightly higher than that of Task
0, so it was used to induce the attentive state of the subjects;
The difficulty level of Task 2 was medium (level 3). According to
the real-time performance of the subjects when performing the

task, with the stimulation conditions preset in the experiment,
it could be used to induce positive and negative states of the
subjects; Task 3 set the condition of time limit, which could
increase the subject’s concentration or sense of urgency, so it
was used to induce the subject’s attentive or tension state; Task
4 had the highest difficulty level and could induce fatigue in the
subjects by performing difficult tasks for a long time.

The experimental steps are as follows: firstly, the subjects
sit quietly in front of the computer screen wearing an EEG
cap, so that their hands can comfortably control the handle,
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FIGURE 3

(A) The task interface of a typical mental state evoked system. (B) The experimental scenario.

and the experimental scene is shown in Figure 3B. Before the
experiment, the subjects were asked to be familiar with the
experimental requirements and the experimental procedure.
Then, the experiment officially started, and each subject was
asked to perform two rounds of the task. The execution sequence
of each round is Task 1→ Task 2→ Task 3→ Task 0→ Task
4. Stimulation conditions were preset, and when a specific task
was performed, a specific stimulus condition would appear, in
order to induced a related mental state. When the subjects
performed the task, the EEG acquisition module would collect
EEG in real time and do marking processing. Each time the
EEG data was recorded, the subjects were required to complete
a subjective evaluation. The total experimental duration of each
subject was 2 h.

In order to make the subjects complete the subjective
evaluation simply, intuitively and efficiently, we designed a
subjective evaluation scale for the operator’s mental state based
on the SAM scale (Balasubramanian et al., 2018) and the
NASA-TLX scale (Harry et al., 2021; Figure 4). It included
six evaluation indicators, and the degree of each evaluation
indicator was divided into five grades, and the combination of
multiple evaluation indicators was used to judge the type of
mental state. The corresponding relationship between the index
parameters in the subjective evaluation scale and the typical
mental state is shown in Table 1, where “/” stands for unlimited.

Data processing
The data processing mainly includes four steps. Step 1: filter

noise, remove baseline and ocular electrical signals from the
collected EEG, detailed steps can be found in our previous
study (Zhang et al., 2021). Step 2: on the whole-brain scale, the
location of the 30 channels in the EEG acquisition device is used
as the node of the brain network. Then, based on the EEG data,
calculate the phase lag index (PLI) between each channel at low
frequency band (that is, the frequency bands of theta and alpha

rhythm waves are 4.0∼13.0 Hz) and high frequency band (that
is, the frequency band of the beta rhythm wave is 14.0∼30.0 Hz),
respectively, since the delta rhythm wave appears only during
sleep, deep anesthesia, hypoxia and organic brain lesions, this
rhythm wave is not considered in this paper. Step 3: according
to the size of the PLI, the functional connections between nodes
in the brain network are measured, and a series of threshold
correlation matrices are generated by setting parameters such
as connection thresholds to describe the functional brain
network. Step 4: the small-world network attribute parameters
of functional brain networks are calculated according to graph
theory, and the statistical differences between the indicators of
various typical mental states are analyzed by using the Two-
sample T-test method (Xu et al., 2017). The following is a
detailed introduction.

The brain is an extremely complex network, which is
interrelated on different temporal and spatial scales. By studying
the brain’s neurons and the connections between them, we can
understand the coordination between brain regions and the
functional cognitive principles of the brain. A large number
of research results have proved that the brain is neither a
completely random network nor a completely regular network,
but an “economic” small-world topology network (Sun et al.,
2014). The so-called small-word network refers to that it has
a small characteristic path length L and a large clustering
coefficient C. In general, the clustering coefficient Ci of a node
i with degree Ki is defined as the ratio of the number of existing
edges (#i) between neighbors of i (a node j is called a neighbor if
Aij = 1) and the maximum possible number of edges. This can
be formalized as (Ponten et al., 2010),

Ci =
2#i

Ki (Ki − 1)
=

1
Ki (Ki − 1)

N∑
j=1

N∑
o=1

AijAioAoj (1)

where Ci is an index of local structure, which has been
interpreted as a measure of resilience to random error (in case
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FIGURE 4

Subjective evaluation scale for typical mental states.

TABLE 1 Correspondence between the indicators parameters and typical mental states in the subjective evaluation scale.

Indicators of subjective evaluation scale Typical mental state

Effort Temporal demand Performance The degree of fatigue Arousal Valence

/ Medium / / ≥Medium Medium Attentive state

Low Low / / Low Low Inattentive state

/ / / High Low Medium Fatigue state

/ / High / ≥Medium High Positive state

/ / Low / ≥Medium Low Negative state

node i is lost its neighbors remain connected if Ci is large). C is
the mean clustering coefficient of the graph. That is,

C =
1
N

N∑
i=1

Ci (2)

The path length Lij between two nodes i and j is the minimal
number of edges that have to be passed to connect i and j. The
mean shortest path length L of a graph is the mean Lij between
all possible pairs of nodes. We note that using the harmonic
mean allows for inclusion of isolated nodes (for which Lij→∞).
That is,

L =
1

N(N − 1)

∑
i6=j

Lij (3)

The small-world coefficient σ is an indicator that indicates
whether a network has the small-world topological attribute. σ

can be calculated according to C and L. That is,

γ = C
/

Crandom

λ = L
/

Lrandom

σ = γ
/
λ

 (4)

Crandom and Lrandom are the clustering coefficient and
characteristic path length of the random network, respectively.
If σ > 1, it means that the network has the small-world topology
property, otherwise it does not have the small-world topology

property. Another commonly used measure is network global
efficiency Eg , which is the average of the reciprocal of Lij. Both
indicators Eg and Lij can better measure the global information
processing and transmission capabilities of the network, as
well as the degree of integration of the network. This can be
formalized as,

Eg =
1

N(N − 1)

∑
i6=j

1
Lij

(5)

In addition, network local efficiency Eloc is the average
of all node local efficiencies NEloc, which can measure the
degree of differentiation of the network, so that it can
effectively characterize the local characteristics of the brain
network. The parameters introduced above are global attribute
parameters. This paper also uses a local attribute parameter
called NEloc, which characterizes the efficiency of parallel
information transmission of the node in the network. This can
be formalized as,

NEloc(i) =
1

NGi(NGi − 1)

∑
j6=k

1
Ljk

(6)

where Gi refers to the subgraph formed by the adjacent nodes of
node i, and Ljk represents the length of the shortest path between
nodes j and k.

When we construct a functional brain network, the
definition of the edges between nodes adopts the PLI, which can
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better avoid the effect of volume conductors. It is an index to
detect the asymmetry of phase difference distribution between
two signals, it can reflect the consistency of phase advance or lag
of one signal relative to another, and it is an effective estimate
of phase synchronization. The biggest advantage of PLI is that it
is insensitive to the volume conductor effect of signals (Winter
et al., 2007) and can only focus on the coupling relationship
between signals (Stam et al., 2009). The specific calculation
process is as follows, assuming that ϕn and ϕm are the phases
of two time series and 1ϕ is the phase difference between them,
then the phase synchronization index between time series n and
time series m (n, m is an integer) is defined as the following
formula, ∣∣1ϕPQ

nm
∣∣ = |Pϕn − Qϕm| < constant (7)

we qualified P = Q = 1. To calculate phase synchronization,
we need to know the instantaneous phase of the two signals. It
can be obtained by the Hilbert transformation operation of the
analytic signal ψ(t). The ψ(t) can be obtained from a real time
series S(t) and its Hilbert transform S̃(t), as shown in formula,

ψ(t) = S(t)+ iS̃(t) = A(t)eiϕ(t)

S̃(t) = π−1 ∫∞
−∞

S(τ)
t − τ

dτ

A(t)=
√

S(t)2 + S̃(t)2

ϕ(t) = arctan
S̃(t)
S(t)


(8)

where A(t) represents the instantaneous amplitude and ϕ(t)
represents the instantaneous phase. PLI estimates the insensitive
phase synchronization from the same source by calculating the
asymmetry of the phase difference distribution law, as shown in
formula,

PLI =
∣∣〈sign (1ϕ(t))

〉∣∣ = | 1
N

N∑
n=1

sign (1ϕ (tn)) | (9)

where sign is a sign function. The variation range of PLI is 0–1.
When PLI is 0, it indicates that there is no coupling relationship,
and when PLI is 1, it indicates that there is a perfect phase
locking relationship.

Analysis method for neuroplasticity of
the brain

Description of cognitive training interventions
system

Similar to the mental state evoked system mentioned above,
cognitive training interventions system mainly includes three
modules: the EEG acquisition module, the computer, and the
operation module. The difference is that the operation module
is composed of mouse and keyboard, because the virtual
task has changed.

Cognitive training interventions experimental
procedure

Studies have found that one of the best approach is to use
video games to restore the brain or improve functional plasticity
(Bavelier and Green, 2003; Ballesteros et al., 2015; Valentin,
2017). Because of its ease of use and the numerous potential
applications, the cognitive training has attracted substantial
public attention, and a lot of computer software for “brain
training” are available on web, PCs or smartphones. Hence, two
kinds of game were designed in this paper. One was Breakout
game and the other was Snake game, which were tweaked
from the original Atari games (Bevilacqua et al., 2016; Cuccu
et al., 2021). Figure 5A shows that the operator can use the
mouse to control the racket to hit the ball and make it hit
bricks. The more bricks it hits, the higher the score; on the
contrary, the fewer bricks it hits or the game fails, the lower
the score. The way to calculate the score is as follows: 1 point
for each brick hit, and the racket successfully hits the ball
five times in a row, the speed of the ball will increase by
one level, at this time, 2 points for each hit of a brick. By
analogy, the higher the speed rating, the higher the score for
each brick hit. The scoring stops when the game is cleared or
failed. Figure 5B shows that the operator can control snake’s
direction by using the arrow keys on the keyboard, so that
snake can eat the square. The more the snake eats, the higher
the score; on the contrary, the less the snake eats or game
fails, the lower the score. The way to calculate the score is as
follows: 1 point for each square eaten, and if the snake eats
two squares in a row, the speed of the snake will increase by
one level, at this time, 2 points will be awarded for each square
eaten. By analogy, the higher the speed level, the higher the
score for eating a square. The scoring stops when the game is
cleared or failed. The computer records the game task score
for each session to evaluate the quality of the control. The
game task score can be used to comprehensively evaluate the
operation accuracy and reaction time in the behavioral data.
If the subject’s operation accuracy is poor, it is easy to cause
the game to fail, resulting in a low score. In addition, if the
subject’s reaction time is slow, when the speed level increases,
the game will also fail and the score will be lower. Conversely,
if both the operation accuracy and reaction time have high
levels, the game score will be high. The whole experiment
process was mainly divided into three stages: control experiment
stage, training experiment stage and test experiment stage. The
control experiment stage was set before the training experiment
stage, while the test experiment stage was set after the training
experiment stage, in order to compare the difference between
the control experiment and the test experiment results. In the
control experiment stage, participants were required to wear an
EEG cap, sit quietly in front of the computer screen, and allow
their hands to comfortably control the mouse or keyboard, and
perform game tasks for 5 min, then the score of the game task
was recorded, and the EEG were collected during the 5 min.
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FIGURE 5

(A) The Breakout game interface. (B) The Snake game interface.

Participants can choose to rest for 30 s between each game
session. Similarly, the same setup was carried out in the test
experiment phase. In the training experiment stage, the subjects
were required to perform game tasks for about 30 min. If the
game was cleared, the experiment could be ended in advance.
This stage was the cognitive intervention training stage. Before
the control experiment, 30 s of experiment familiarity was set
up. In order to control the variables in the control and test
experiment stage, we had made efforts in three aspects: (1) In
terms of EEG acquisition equipment, the secondary wearing
of the EEG cap during the experiment was avoided. Since the
re-wearing of the EEG cap will affect the collected signals, we
controlled the duration of the experiment within a reasonable
range to avoid the situation of wearing the EEG cap twice
during the experiment, and ensure that the electrode position
and resistance value of the EEG cap remain unchanged. (2)
In terms of the subject’s mental state, the different mental
states of the subjects in the two experimental stages were
avoided. The duration of the training experiment stage was
no more than 30 min, the task difficulty was moderate, and a
rest session was set to avoid the subjects from mental fatigue
to the greatest extent. And in the two experimental stages, a
subjective questionnaire survey was conducted on the mental
state of the subjects, and if there was a difference in the mental
state, the data was excluded. (3) The game task parameters
of the two experimental stages were set the same, so that the
subjects performed the same game tasks in the control and test
experimental stages. Figure 6 shows the experimental scenario
and the experimental steps. Other requirements are the same as
described above, and the data processing steps are also the same
as described above.

Results

Result for mental state diversity

In order to analyze the differences of functional
brain networks in various typical mental states and the
neurobiological mechanisms behind them, three pairs of typical
mental states were selected for pairwise comparative analysis:
resting state and fatigued state, attentive state and inattentive
state, and positive state and negative state. We calculated the
PLI matrix of each mental state induced by all subjects during
the task and calculated its mean value. Then the functional
brain network diagram and connection matrix diagram of each
typical mental state were drawn. Firstly, the differences among
the three pairs of typical mental states are qualitatively analyzed.

Resting state and fatigued state
Figures 7A,C show that the functional brain network

connectivity density of low-frequency EEG increased abruptly
when the subjects moved from the resting state to the fatigued
state. One of the reasons for this phenomenon may be that
when adults are fatigued, the slow waves in the EEG gradually
increase, while the fast waves gradually decrease (Borghini
et al., 2014), so that the functional brain network connection
density of low-frequency EEG under fatigue conditions becomes
denser. However, Figures 7B,D show that, relative to the
resting state, the connectivity density of the functional brain
network for high-frequency EEG in the fatigued state does
not decrease but increases, although the increase is much
smaller than in the case of low-frequency EEG. The reason
is that the subjects in the fatigued state are in the process
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FIGURE 6

(A) The experimental scenario. (B) The experimental steps.

FIGURE 7

The functional brain networks and connectivity matrices in resting and fatigued states. The perspective of the brain network map is a top view,
with the left hemisphere of the brain on the left, and the occipital lobe area below. The lower limit of the connection threshold is manually
adjusted to better display the characteristics, and the upper limit is the highest value of the network connection strength. The matrix diagram
shows the lower triangular area of 30 channels, where the channels are arranged from top to bottom in order from the front (frontal lobe) to
the back (occipital lobe) in the brain area, the same below. (A) Represents the situation when the electroencephalogram (EEG) is at low
frequency in the resting state. (B) Represents the situation when the EEG is at high frequency in the resting state. (C) Represents the situation
when the EEG is at low frequency in the fatigue state. (D) Represents the situation when the EEG is at high frequency in the fatigue state.

of work and need to mobilize brain resources to maintain
a high level of perception and cognition, so as to effectively
perform game tasks. Therefore, this reflects that the functional
brain network connection density of both low-frequency and

high-frequency EEG increased in the fatigue state compared
with the resting state during work, and the connectivity
density of the brain network with low-frequency EEG was
increased to a higher degree due to further influence by the
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fatigue state. This phenomenon shows that the fatigue state
during work is significantly different from that during non-
work. In addition, it is interesting that the functional brain
network of high-frequency EEG has lower connectivity density
in the left hemisphere than in the right hemisphere under
fatigue state, showing an asymmetric connectivity pattern,
as shown in Figure 7D. This indicates that the processing
response of the brain area is biased to the right in the
fatigue state, and this phenomenon has also been confirmed in
Sun et al. (2014).

The quantitative analysis of resting and fatigued states was
carried out below. We calculated the average value of the
parameters of the small-world network whose sparsity ranged
from 5 to 40% of the functional brain network of all subjects,
and used the Two-Sample T-test method to statistically analyze
the differences between each pair of parameters (the settings
for the quantitative analysis below are the same). We compared
σ, γ, λ, Eg , and Eloc five small-world network parameters.
Figure 8 shows that compared to the resting state, the σ in the
fatigued state is significantly reduced (low frequency, t = 3.873,
p = 0.002, effect size of Cohen’s d = 1.937; high frequency,
t= 4.315, p= 0.001, effect size of Cohen’s d= 2.158), indicating
that the “economy” of the functional brain network in the
fatigued state decreases, and the brain needs to expend more
resources to maintain a high level of perception and cognition.
At the same time, the γ in the fatigue state is significantly
reduced (low frequency, t = 2.486, p = 0.026, effect size of
Cohen’s d = 1.243; high frequency, t = 2.919, p = 0.011, effect
size of Cohen’s d = 1.459). It indicates that in the process of
brain processing information flow, the information processing
ability of the local brain network under fatigue decreases,
leading to the reduction of cluster characteristics of functional
differentiation among the called parts of the brain regions,
and the information connectivity and collaborative processing
between the local brain regions become weak.

Attentive state and inattentive state
Figure 9A shows that the densely connected areas of the

functional brain network of the low-frequency EEG are mostly
concentrated near the frontal and occipital lobes when the
subjects are in attentive state. This is because the frontal lobe can
enhance the excitability of a certain part of the brain area, so that
the related stimuli can be noticed, while inhibiting other brain
areas, so it can manage attention, concentrate and maintain a
high degree of attention. At the same time, the brain regions
involved in the regulation of attention also include the inferior
parietal cortex, the superior temporal cortex, and the occipital
lobe. This phenomenon has also confirmed in the study of
Rosenberg et al. (2016). The connectivity density of functional
brain networks for low-frequency EEG increased slightly when
attention is decreased (Figure 9C). Comparing Figures 7A,C,
9A,C, it is found that the decrease in concentration and arousal
have the same phenomenon in the functional brain network of

low-frequency EEG, indicating that there is a certain correlation
between attention and arousal. This corroborates the theory
that decreased attention is attributed to decreased physiological
arousal (Luna et al., 2021). However, the difference degree is
much smaller than the difference degree between the fatigue and
the resting state, which shows that there is also the difference
between the decline of attention and the decline of arousal from
another perspective. This may confirm the resource depletion
theory proposed by Warm et al. (2008) from the side, that is, the
decrease in attention is caused by the lack of replenishment of
information processing resources in continuous tasks.

Besides, when the EEG was at high frequency, the degree
of difference in connection density between functional brain
networks in the attentive and inattentive states was not
significant, and the connection patterns shared the same
characteristics. For example, in both states, the connection
density in the occipital lobe region is high, and the local
connection patterns on the P7 channel have the same
characteristics, as shown by the arrows in Figures 9B,D.
The reason may be that the connectivity properties of the
functional brain network of high-frequency EEG are mainly
task-dominated, that is, regardless of whether the subject is
attentive or inattentive state, when performing the same task,
the brain maintains the appropriate level of perception and
cognition, as well as the level of limb control and decision-
making. The activation degree of the brain regions responsible
for related functions and the allocation pattern of brain
resources are basically consistent under the influence of the
same task, thus showing the same connection characteristics
on the functional brain network. This shows that compared
with low-frequency EEG, high-frequency EEG contains less
mental state information, which is mainly affected by the
mobilization of brain resources, the activation level of brain
regions and the way of information transmission during work.
This phenomenon is also found between positive and negative
states, as shown in Figures 11B,D, so the above inference can be
generalized to the case of multiple mental states. This highlights
another difference between mental states during work and non-
work, and provides theoretical support for the detection and
identification of mental states during work.

For attentive and inattentive states, we compared five
global attribute parameters and one local attribute parameter
of functional brain networks, namely σ, γ, λ, Eg , Eloc0, and
NEloc. Figure 10 shows that when the EEG is at a low
frequency, compared with the inattentive state, the σ in the
attentive state is significantly increased (t = 2.578, p = 0.022,
effect size of Cohen’s d = 1.289), indicating that maintaining
concentration during work improves the “economy” of the
small-world attribute of the brain network. The brain optimizes
the allocation of resources to maintain high levels of perception
and cognition associated with work tasks, thereby making the
utilization of brain resources more efficient and the allocation
of resources more concentrated. At the same time, the NEloc
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FIGURE 8

The contrasting histograms of five global attribute parameters of functional brain networks in resting and fatigued states. “F” indicates statistical
difference, the same as below. (A) The case when the electroencephalogram (EEG) is at low frequency. (B) The case when the EEG is at high
frequency.

FIGURE 9

The functional brain networks and connectivity matrices in attentive and inattentive states. (A) The situation when the electroencephalogram
(EEG) is at low frequency in the attentive state. (B) The situation when the EEG is at high frequency in the attentive state. (C) The situation when
the EEG is at low frequency in the inattentive state. (D) The situation when the EEG is at high frequency in the inattentive state.

in the occipital lobe area also increased significantly in the
attentive state (t = 2.991, p = 0.017, effect size of Cohen’s
d = 1.892), which proved that the occipital lobe area played a
positive role in improving the subjects’ attention during work.
Besides, no significant differences were found in the functional
brain network of high-frequency EEG, further supporting the
speculation that the connectivity properties of the brain network
of high-frequency EEG are mainly task-dominated.

Positive state and negative state
Figure 11 shows no significant difference and correlation in

the connection density of functional brain networks in positive
and negative states. The reason may be that the approach
motivation system promotes the generation of positive states,
while the avoidance motivation system promotes the generation
of negative states. Since the approach motivation system and
the avoidance motivation system are driven by two independent
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FIGURE 10

The contrast histograms of five global attribute parameters and
one local attribute parameter of the functional brain network in
the attentive and inattentive states.

neural circuits, and require the coordinated activities of different
levels of the nervous system and different brain regions to
complete, this may be one of the reasons for this phenomenon
(Peng, 2019). In addition, when the brain is in a positive state,
the connection density of the functional brain network of the
low-frequency EEG in the right hemisphere is denser, and that
in the left hemisphere is sparser, as shown in Figure 11A;

on the contrary, when the brain is in a negative state, the
connection density of the functional brain network in the
left hemisphere is denser, and that in the right hemisphere
is sparse, as shown in Figure 11C, showing the asymmetry
and difference between the left and right hemispheres. The
underlying reason may be that the positive state increases
the activation of the left hemisphere cortex, and the negative
state increases the activation of the right hemisphere cortex
(Peng, 2019), resulting in the difference between the left and
right hemispheres in processing positive and negative states.
Moreover, the functional brain network of high-frequency EEG
not only did not reveal obvious asymmetries and differences
between the left and right hemispheres, but also the connectivity
patterns shared the same characteristics. For example, in both
states, the connection density in the occipital lobe region is high,
and the local connection patterns on the P7 channel have the
same characteristics, as shown by the arrows in Figures 11B,D,
which proves the above inference.

For positive and negative states, we also compared five
global attribute parameters and one local attribute parameter of
functional brain networks, namely σ, γ, λ, Eg , Eloc, and NEloc.
There was no significant difference in the global properties of
functional brain networks in positive and negative states when
EEG was at low frequency. However, there were significant

FIGURE 11

The functional brain networks and connectivity matrices in positive and negative states. (A) The situation when the electroencephalogram (EEG)
is at low frequency in the positive state. In order to observe the difference between the left and right hemispheres from the matrix diagram, the
channels in the matrix diagram are arranged in the order of left hemisphere, central axis, and right hemisphere from top to bottom, and other
settings are the same as before. (B) The situation when the EEG is at high frequency in the positive state. (C) The situation when the EEG is at
low frequency in the negative state. The channels in the matrix diagram are arranged in the order of left hemisphere, central axis, and right
hemisphere from top to bottom, and other settings are the same as before. (D) The situation when the EEG is at high frequency in the negative
state.
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differences in NEloc between the left and right hemispheres
of the brain. In Figure 12A, the first group of histograms
represent the NEloc of the left and right hemispheres in the
positive state, respectively. The second group represents the
NEloc of the left and right hemispheres in the negative state,
respectively. The third group represents the NEloc of the left
hemisphere in positive and negative states, respectively. The
last group represents the NEloc of the right hemisphere in
positive and negative states, respectively. In the negative state,
the NEloc in the frontal, central and temporal regions of the
left hemisphere (channels are F3, F7, FC1, FC5, C3, and T7)
are significantly higher than those in the right hemisphere
(channels are F4, F8, FC2, FC6, C4, and T8), indicating that
the local information transmission efficiency of the nodes in
the left hemisphere was significantly increased in the negative
state (t = 2.896, p = 0.016, effect size of Cohen’s d = 1.672).
At the same time, compared with the negative state, the
NEloc in the frontal, central and temporal regions of the
right hemisphere increased significantly in the positive state
(t = 2.413, p = 0.036, effect size of Cohen’s d = 1.393),
indicating that the local information transmission efficiency of
the nodes in the right hemisphere was significantly increased
in the positive state. It should be noted that previous studies
have concluded that positive states increase the activation of
the left hemisphere cortex, and negative states increase the
activation of the right hemisphere cortex (Peng, 2019), so it
can be concluded that the local efficiency of the node is not
positively correlated with the activation degree of the cortex.
The common conclusion that can be drawn is that the brain
has left and right hemisphere differences in processing positive
and negative states. Figure 12B shows that σ is significantly
higher in the positive state than in the negative state (t = 2.953,
p = 0.010, effect size of Cohen’s d = 1.477), it shows that the
positive state effectively improves the “economy” of the brain’s
small-world network and optimizes the allocation of resources,
so that the brain can more efficiently maintain the level of
perception and cognition required for work. At the same time,
the γ in the positive state is significantly elevated (t = 2.613,
p = 0.020, effect size of Cohen’s d = 1.306). It indicates
that in the process of brain processing information flow, the
information processing ability of the local brain network under
positive state increases, leading to the enhancement of cluster
characteristics of functional differentiation among the called
parts of the brain regions, and the information connectivity and
collaborative processing between the local brain regions become
stronger. This may explain why subjects have higher quality of
work when they are in a positive state.

Result for neuroplasticity of the brain

Firstly, the behavioral data results of the subjects before
and after cognitive intervention training were analyzed. We

calculated the average value of the game task scores of all
subjects before and after training, and used the Two-Sample
T-test method to statistically analyze the differences in game
task scores. Figure 13 shows that in both game tasks, the game
task scores obtained by subjects after training were significantly
higher than those obtained before training, (Breakout game,
t = 2.501, p = 0.020, effect size of Cohen’s d = 0.981; Snake
game, t = 4.097, p < 0.001, effect size of Cohen’s d = 1.607),
indicating that after the cognitive training intervention, the
behavioral data results of the subjects changed, and the
operational skills were improved.

In order to verify the changes of neuroplasticity after
cognitive training intervention and analyze the underlying
neurobiological mechanisms, we analyzed the global and local
attributes of functional brain networks before and after training,
and there was no significant difference in global attributes, but
significant differences in local attributes, mainly on NEloc. The
mean values of NEloc in frontal lobe, parietal lobe, temporal
lobe and occipital lobe of all subjects participating in this
experiment were calculated, respectively, and the difference
between each pair of parameters was statistically analyzed
by Two-Sample T-test method. In the Breakout game task,
Figure 14A shows that when the EEG is at a low frequency,
NEloc in the frontal lobe is significantly increased after training
compared to the situation before training (t = 3.593, p = 0.002,
effect size of Cohen’s d = 1.532), however, NEloc in the
parietal, temporal and occipital lobes are significantly decreased
(parietal and temporal lobes, t = 2.342, p = 0.027, effect size
of Cohen’s d = 0.885; occipital lobe, t = 4.413, p = 0.002,
effect size of Cohen’s d = 2.791). A similar phenomenon
is found in the Snake game task, with Figure 14B showing
that NEloc in the parietal, temporal, and occipital lobes are
significantly reduced after training compared with the pre-
training condition (parietal and temporal lobes, t = 5.765,
p < 0.001, effect size of Cohen’s d = 2.179; occipital lobe,
t = 2.637, p = 0.030, effect size of Cohen’s d = 1.668).
It shows that after the subjects undergo cognitive training
intervention, the efficiency of parallel information transmission
in the network of nodes in the frontal lobe is improved.
This may be related to the fact that the frontal lobe area
is responsible for reasoning, calculation, motor control and
problem solving (Ming, 2018), which proves that the training
of the operation task promotes the improvement of the
subjects’ operation control ability and task-related auxiliary
ability. Conversely, nodes in the parietal, temporal, and occipital
lobes are less efficient in parallel information transfer in the
network. In addition, when EEG was at high frequency, the
difference between NEloc before and after cognitive training
was not significant, the reason may be that the connectivity
properties of functional brain network of high frequency EEG
are mainly task-dominated, which further confirms the above
inference.
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FIGURE 12

The contrast histograms of five global attribute parameters and one local attribute parameter of the functional brain network during positive
and negative states. (A) The NEloc in different situations when the electroencephalogram (EEG) is at low frequency. (B) Five global attribute
parameters in two different states when the EEG is at high frequency.

In conclusion, we use Table 2 to summarize the results of
the mental state evoked experiment and the cognitive training
intervention experiment.

Discussions

In this paper, the dynamic changes of perception, cognitive
level and operational skills are mainly attributed to the
diversity of mental states and neuroplasticity of the brain,
and the phenomenon was innovatively explained from the
two dimensions of brain space and time. A typical mental
state evoked paradigm and cognitive training intervention
paradigm were designed, and a functional brain network
analysis method was developed. It was revealed that mental state
and neuroplasticity during work can change the information
processing efficiency and the response mechanism of brain
regions, resulting in changes in perception, cognitive level
and operational skills. This provides a theoretical basis

FIGURE 13

The comparison histogram of the scores of the game tasks
before and after the cognitive intervention training, the dotted
line indicates the change trend.

for studying the relationship between neural information
processing and behavior.

Changes in mental state during work

Firstly, by setting the task mode and applying stimulation
conditions, various mental states will be induced during work,
and there is a dynamic transformation between each mental
state. Secondly, there is a clear difference between the mental
state during work and the mental state during non-work.
For example, compared with the resting state, the connection
density of the functional brain network of high-frequency EEG
did not decrease but increases in the fatigue state during
work. The reason is that the subject needs to mobilize more
brain resources to maintain a high level of perception and
cognition to perform the task. Thirdly, the information of
the mental state induced by the task is mainly contained in
the low-frequency components of the EEG, and the high-
frequency components of the EEG mainly contain task-related
information. For example, when comparing resting and fatigued
states, attentive and inattentive states, and positive and negative
states, significant differences were found in the functional
brain networks of low-frequency EEG that were altered by
changes in mental state. However, brain networks with high
frequency EEG had similar local connectivity features that
were not influenced by mental state but were influenced by
task. Finally, the mental states induced by work are more
complex than those induced by non-work. From the analysis
of functional brain network, it was found that the characteristic
of opposition between the typical oppositional mental states
(such as attentive and inattentive states, positive and negative
states) during work is not obvious. The reason is that the
degree and perspective of the mental state induced during work
and non-work (such as audio, video and other image-induced
paradigms or imagination-induced paradigms) are different.
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FIGURE 14

The NEloc contrast histograms of functional brain networks in both pre-training and post-training conditions. (A) The Breakout game task. (B)
The Snake game task.

TABLE 2 Overview of experimental results.

Categories Results summary

Mental state evoked
experiment

Fatigue The functional brain network connection density increased in fatigue state, and its small-world network
parameters σ and γ were significantly reduced. It shows that the “economic” of the brain network in a fatigued state
decreases, the information processing and transmission ability declines, and the human brain needs to consume
more resources to maintain the level of perception and cognition.

Attentive state The σ in the attentive state increased significantly, indicating that maintaining concentration during work can
improve the “economy” of the brain network, the utilization of brain resources is more efficient, and the allocation
of resources is more concentrated. In addition, the NEloc in the occipital lobe area also increased significantly in the
attentive state, which proved that the occipital lobe area played a positive role in improving the subjects’ attention.

Positive and negative
states

Functional brain networks in positive and negative states exhibit asymmetry and differences between the left and
right hemispheres. The significant increase in σ and γ in the positive state indicates that the “economic” of the
brain network has improved, and the information processing and transmission capabilities have become stronger,
so that the human brain can more efficiently maintain the level of perception and cognition required for work.

Common characteristics The functional brain networks of typical mental states during work and non-work differ in their characteristics.

Cognitive training
intervention
experiment

Before and after training No significant differences were found in global properties of functional brain networks before and after training,
but significant differences occurred in local properties. For example, the NEloc in the frontal lobe region was
significantly increased after training, however, the NEloc in the parietal, temporal, and occipital lobes were
significantly decreased, indicating that the efficiency of parallel information transmission in the network by nodes
in the brain region has changed.

Furthermore, the human brain needs to perform corresponding
memory, decision-making and limb control tasks during work,
so the brain needs to regulate resources to maintain a high
level of perception and cognition. Therefore, the collected EEG
not only contains mental state information, but also contains
information about performing tasks.

Changes in neuroplasticity during work

From the perspective of neurobiological research, some
researchers pointed out that neuroplasticity mainly includes
three types: (1) Synaptic plasticity refers to the strengthening
or weakening of synapses that promote the transmission
of electrochemical signals between neurons. Changes in
synapses may be caused by changes in the concentration
of neurotransmitter molecules in synapses and may also be

attributed to changes in post-synaptic receptor conduction
(Citri and Malenka, 2008). Neurobiological studies have pointed
out that the whole life course of synapses will be constantly
adjusted and reconstructed to meet the needs of body function
due to the changes of internal and external environment. The
regulation of synaptic connection strength is controlled by
synaptic plasticity in the nervous system, which regulates the
synaptic connection strength through the activation state of pre-
synaptic and post-synaptic neurons. (2) Intrinsic plasticity refers
to the changes in the inner ability of neurons to generate or
propagate action potentials. It happens inside neurons rather
than at a single synapse between them. The intrinsic plasticity
of neurons is usually used to self-regulate neuronal activity,
accompanied by a homeostasis mechanism to maintain the
dynamic balance of neuronal firing activity (Brown and Randall,
2009). And unlike the regulation of synaptic strength, individual
neurons can also change their internal excitability to adapt
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to different synaptic inputs by changing voltage-gated ion
channels (Li et al., 2013). (3) Structural plasticity is associated
with the growth and development of synapses and affects the
formation and destruction of synapses. structural plasticity
observed in serial section electron microscopy is accompanied
by synaptic deletion and geometric transformation of the
dendritic spine, and that synapses with smaller spine heads
are more likely to be deleted (Bourne and Harris, 2011). In
fact, in most areas of the human brain, there is a large,
sparse, dynamic structure of connections between neurons that
generates many potential neural circuits and helps enhance
the system’s robustness to adapt to changing synaptic inputs
(Cui et al., 2017). Changes in neural circuitry regulated by
structural plasticity also greatly extend the memory storage
capacity of the nervous system to adapt to changing internal and
external environments (Berry and Nedivi, 2016). From a data-
driven research perspective, we found significant differences in
functional brain networks before and after cognitive training.
For example, after subjects underwent cognitive training
intervention, nodes in the frontal lobe increased the efficiency
of parallel information transmission in the network, whereas
nodes in the parietal, temporal, and occipital lobes decreased.
Accordingly, we propose two hypotheses, the first one is the task
relevance hypothesis: the parietal lobe is associated with touch,
pressure, temperature, and pain; the temporal lobe is associated
with perception, auditory stimulus recognition, and memory;
and the occipital lobe is associated with vision (Ming, 2018).
Because there are some brain regions whose function is not
strongly related to the game task, while others are more strongly
related. Therefore, the brain will regulate the distribution of
information flow and resources in the whole brain, resulting
in a decrease in the activity of nodes with weaker associated
regions in the network, thereby reducing the NEloc of the
associated regions. The second is the brain resource requirement
hypothesis: after cognitive training intervention, when the brain
maintains the same level of perception, cognition and limb
control, the need for information processing capacity and brain
resources is reduced. For example, the subjects played the game
for many times, and their sensitivity to a certain important
image or sound stimulus in the game would increase with
the proficiency of the game task, and the reaction time would
become shorter and shorter. The required information flow
and brain resources are also less and less, resulting in lower
NEloc in the brain regions responsible for the corresponding
functions. Through the research on local attributes, it was found
that after cognitive training intervention, the brain adjusted
the distribution of information flow and resources in the
whole brain. The node information processing and transmission
capabilities of some brain regions are improved, while others are
relatively reduced, which improves the efficiency and economy
of functional brain networks as a whole. This further suggests
that interventions through cognitive training can induce
remodeling of the global topology in cortical connectivity

networks and altered neuroplasticity. The findings of this paper
echo with the research on neuroplasticity in neurobiological
perspectives.

No matter whether the time span is years, months, days,
hours, or minutes, in the process of evolution, development,
and remodeling of living organisms, The connection strength
of synapses between neurons, the intrinsic activation of
neurons and the physical structure are all shaped by the
changing internal and external environment all the time. Some
scholars have proved this phenomenon through experiments.
For example, Romero et al. (2008) designed a cognitive
training intervention experiment on memory and reasoning.
The experiment lasted for about 1 week. And the study found
that the subjects had neuroplastic changes, which were reflected
in the characteristics of EEG and event-related potentials.
Wynn et al. (2019) designed a high-frequency visual stimulation
paradigm to induce neuroplastic changes in visual evoked
potential components. The experiment lasted for 2 weeks and
proved that schizophrenia patients have neuroplastic deficits
compared to normal people (Wynn et al., 2019). Seppanen
et al. (2012) study found that long-term trained adult musicians
have faster auditory perceptual learning than normal people,
and music training also modulates rapid neural plasticity for
sound encoding. The time span of the cognitive training
intervention paradigm we designed is at the hour level, and
the designed cognitive training task focuses on the subjects’
brain response ability, limb manipulation ability, memory and
reasoning ability, and the purpose is to study the neuroplastic
changes of users during work. Compared with previous studies,
our study fills the gaps in related fields to a certain extent.
The purpose of this paper is to demonstrate whether cognitive
training interventions during work can induce neuroplastic
changes in operators. In the next step, we will further study the
effect of cognitive training intervention duration on the degree
of changes in user neuroplasticity. By designing an experimental
paradigm with a time span of hours, days, weeks, and months,
we will study the degree of neuroplasticity and the types of
neuroplastic changes that occur in the subjects.

Coupling properties of mental state
and neuroplasticity

We attribute the two main reasons for the changes in user
perception, cognitive level, and operational skills to changes in
mental state diversity and neuroplasticity during work. Because
the topology of the functional brain networks underlying each
mental state varies significantly in spatial dimensions and
is diverse, we classify it as a property of the brain spatial
dimension. Since neuroplasticity is a change in brain neural
activity and neumorphism that requires repeated and regular
reinforcement training in the time dimension, we classify it as
a characteristic of the brain time dimension. For the purpose of
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engineering application, we systematically reveal the changes of
mental state and neuroplasticity of the brain induced by work,
these two human factors will change the response mechanism
of brain regions, the efficiency of information processing and
the allocation of brain resources, thereby affecting the user’s
perception, cognitive level and operational skills. Moreover,
most of them appear at the same time, and they accompany
and affect each other. For example, professional drivers (or
professional operators of special equipment) will experience
neuroplastic changes in their brains compared to novices due
to long-term and regular training, making their operating
skills far superior to novices. When encountering emergencies
in the operation, the mental state caused by them will also
be different. Novices often have tension and stress reactions,
while professional drivers are relatively calm. Therefore, it is
necessary to carry out research on the interaction and coupling
of mental state and neuroplasticity of the brain during work
in the future. When addressing the impact of human factors
on human-machine collaboration systems, these two factors are
best considered together rather than separately. And it is not
only necessary to consider the respective characteristics of these
two factors, but also the coupling effect between them should be
comprehensively considered.

Future work and limitations

The brain is a complex network consisting of spatially
distributed regions dedicated to different functions. It is
proposed that cognitive functions emerge from dynamic
interactions of several brain areas, not from the activation of a
single brain region. We propose here that the brain connectome
can be used not only to characterize the diversity of mental
states and changes in neuroplasticity, but also to analyze the
information processing mechanisms and mental expression
mechanisms in the brain, so as to understand the reasons for the
changes in perception and cognition levels and the underlying
neurobiological mechanisms in the process of human-machine
collaboration. This research contributes to the improvement
of human-computer interface and the development of new
adaptive automation systems. And it helps to drive a new
mode of human-machine interaction. This model is trying to
transform the way humans and machines work together. It
integrates neurophysiological detection techniques in evaluating
the performance of human-machine systems, rather than relying
solely on the measurement of workers’ explicit behaviors
and subjective perceptions. At the heart of this model lies
the first grasp of how the brain processes perceptual and
cognitive information. Then, through the monitoring, learning
and inference of continuous neurophysiological signals, we
can understand some changing trends, behavior patterns and
application scenarios related to the user’s job content and
goals, so as to be more conducive to application in complex

and dynamic human-machine interaction environment. Based
on the research conclusions of this paper, we will carry
out deeper research in the future, and evaluate the quality
and performance of system work information processing by
analyzing the perception and cognition level of operators
on work tasks and the functional neural network behind
them, and compare it with the actual work performance, and
then prompt or interfere with the operator to improve the
operation or adaptively adjust the system work parameters to
improve the system work performance and ensure the safety
of personnel and the best performance. Additionally, we will
develop brain augmentation systems from a human-centric
perspective by dissecting the laws of mental state diversity and
neuroplasticity that occur during human-machine interaction.
This mainly includes neuro-enhancement technology and
augmented cognition technology. Among them, the goal of
neuro-enhancement technology is to use current advanced
stimulation methods (such as transcranial magnetic stimulation
and transcranial direct current stimulation) to enhance people’s
visual, auditory, sustained attention, positive emotion retention,
working memory, logical reasoning, and motor learning ability.
The goal of augmented cognition technology is to start from
the known limitations of human cognition and use computer-
based methods to design to break through the bottleneck of
human beings and solve the deviations and deficiencies in
human cognition.

On the basis of the research conclusions of this paper, in
order to pursue deeper research, the influence of individual
and task differences on mental state and neuroplasticity can be
the content of further research. For example, in the aspect of
neuroplasticity, whether the changes of neuroplasticity have an
important relationship with the cognitive level and behavioral
ability of the subjects. If the cognitive training task is too difficult
or too easy for the subjects, whether it will make it difficult for
them to maintain motivation and attention. Such as some people
may be exhausted by excessive cognitive workload, while others
may be bored by too simplistic cognitive workload. Whether
these two extremes negatively affect the user’s neuroplasticity.
These studies can further explain why functional brain networks
in some cases did not differ significantly. Therefore, the next
step is to pay attention to the differences of individual users in
the human-machine collaboration systems, which needs to be
studied urgently.

Despite the significance of this work, several limitations
should be considered. First of all, the human factors studied in
this paper mainly include mental state and neuroplasticity. It has
to be admitted that human factors include many aspects. It is a
comprehensive definition, and many human-related factors can
be classified into it, and there are also many explanations and
descriptions (Wang et al., 2020), and so far there is no accepted
name or definition in academia. But this does not affect some
of the contributions made by this paper in related fields such
as human-machine collaboration, human factors engineering,
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and neuroergonomics. Secondly, it has to be admitted that
compared with MEG and fMRI, EEG has the disadvantage
of low spatial resolution, which results in that the spatial
resolution of functional brain networks established by EEG
cannot be accurate to very fine areas. However, considering its
high temporal resolution and the portability of EEG acquisition
equipment, it provides feasibility for the study of mental state
diversity and neuroplasticity of the brain during work, which is
why we choose EEG. Finally, a total of 26 subjects participated
in the experiment, which to a certain extent can prove the
correctness of the proposed ideas and highlight some important
experimental results. Further research will involve testing the
proposed hypotheses and results with a larger number of
subjects and expanding the research to include studies of inter-
individual and gender differences.

Conclusion

In this paper, the evoked paradigm of typical mental state
and the analysis method of its functional brain network were
proposed, and it was revealed that the mental state of the
subjects would change dynamically during the work process and
showed the characteristics of diversity. There were significant
differences between functional brain networks in different
mental states, and the information processing efficiency and the
mechanism of brain area response had changed significantly. At
the same time, the cognitive training intervention paradigm and
its functional brain network analysis method were proposed.
It revealed that there was a significant difference between the
functional brain networks of the subjects before and after
the cognitive training intervention experiment, and the brain
adjusted the distribution of information flow and resources
in the whole brain. The node information processing and
transmission capabilities of some brain regions are improved,
while others are relatively reduced, which improves the
efficiency and economy of functional brain networks as a whole.
This further suggests that interventions through cognitive
training can induce remodeling of the global topology in
cortical connectivity networks and altered neuroplasticity. To
sum up, this paper innovatively and comprehensively studies the
dynamic changes of the brain in space and time dimensions, and
reveals that mental state and neuroplasticity during work can
change the information processing efficiency and the response
mechanism of brain regions, resulting in changes in perception
and cognitive levels. We expound the complexity of human
factors in the field of human-machine interaction and the value
behind them from a more comprehensive dimension, which
can effectively improve the ability of humans to understand
and simulate complex human-machine system interactions at
work. The conclusion of this study provides a theoretical basis
for the relationship between neural information processing and
behavior, and enriches the research connotation in the field of
neuroergonomics.
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