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Editorial on the Research Topic

Reverse Time Imaging in Solid Earth and Exploration Geophysics

BACKGROUND

Our knowledge of Earth’s interior structures and properties has been based, for a significant portion,
on findings in solid Earth and exploration geophysics. As likely the most popular geophysical tool,
seismic imaging has been providing evidences for revealing the nature of Earth structure and
geodynamics, for exploring natural resources such as water, petroleum, coal, and minerals, and for
mitigating geohazards including land subsidence, landslides, earthquakes, volcanic eruptions, and
tsunamis. To better live with the nature, we must balance human activities between taking natural
resources and minimizing human impacts on the environment. High fidelity seismic images of
Earth’s interior are useful to all of these efforts.

MOTIVATION FOR THE TOPIC

Reverse time imaging (RTI) was conceptualized in 1980s as reverse time migration (RTM), to map
reflectivity structures and seismic sources via modeling time reversed seismic waveforms.
Constrained by the limited computing power in the past, RTI has not become a leading way of
seismic imaging until this century. With the growing demands for high-fidelity seismic images, it is
timely that we present some of the latest advances in RTI.

SUMMARY OF THE PAPERS

The modeling approach enables RTI to map a multitude of seismic sources that were excited in the
same time span and at nearby locations, and allows RTM to take multiple scattering wavefields as
signals rather than noises. Zhang et al. present here a least-squares RTM (LSRTM) using multiples of
OBN data and suppressing crosstalk of multiple wavefields with numerical examples. Zheng et al.
take surface multiples in a field walkaway VSP data as the input signal to RTM for monitoring CO2

injection in NWChina, viawavefield decomposition and an inverse scattering imaging condition. He
et al. propose a P-SV converted-wave RTM via 1st-order velocity-dilatation rotation of multi-
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component data without the source information, and verify their
approach via numerical simulations.

The versatility of RTI is demonstrated in several case studies of
a variety of targets. Huang et al. apply an anisotropic LSRTM to
map complex subsurface structures for accurate fault
interpretation in geothermal exploration at the Pirouette
Mountain and Eleven-Mile Canyon in Nevada. Wang et al.
show vertical cable RTM images of hydrate-bearing sediments
in South China Sea. Kim et al. present a newway of velocity model
building via frequency-domain common image gather, and
demonstrate it with field data from offshore SW Africa.

Most papers on this Research Topic have an element of
improving RTI methodology, especially those focused on
numerical studies. After verifying the Kirchhoff modeling is
better than the Born modeling in LSRTM, Zhang et al. present
an RTM with staggered-grid finite-difference velocity-stress wave
equation in pseudo-space domain, to reduce the modeling error of
finite-difference meshing. Xu et al. implement a Kirchhoff
approximation in LSRTM with L1 sparse constraint, using a 2D
numerical demonstration. Du et al. show a pseudo-Laplace filter to
reduce image artifact from using the dot-product scalar imaging
condition in vector elastic RTM. Rong and Jia apply deep-learning
to reduce the cost of computing the illumination of single-shot
RTM, and show some 2D numerical test results. Xie et al. suggest a
precondition of LSRTM via transmitted wave energy gradient, and
test it with the Marmousi and Pluto models. In a second paper,
these authors demonstrate an angle-weighted RTM using 2D
numerical test and a marine seismic line in the East China Sea.

STATUS OF THE TOPIC

The common occurrence of imaging artifacts and position errors
in seismic images based on field data inspires seismic imaging
research toward high fidelity, which specifies how accurately each
imaging target is resolved at the correct location. To achieve this
goal, researchers are making low-frequency vibroseis sources,
deploying dense and broadband seismic arrays, developing more
advanced and effective numerical simulation algorithms to model
seismic wave propagation under more realistic physical
conditions, proposing more robust inversion and imaging
methods for large volume datasets, and adapting artificial

intelligent techniques into seismic imaging. Clearly, the
expansion of seismic imaging from high resolution toward
high fidelity is an exciting and challenging process. The
challenges usually include limited quality and quantity of field
data, and more importantly the lack of evidence for verifying
imaged features. We expect more interdisciplinary studies to
bring in independent evidences for cross checking and
corroborating seismic images at processing and interpretation
stages.

FUTURE PERSPECTIVES

The desire to better live with our mother Earth demands new
ways to overcome the challenges for exploring its interior, and
assessing the intricate relationship between our activities of
extracting natural resources and the impacts on the
environment. We hope the exemplary studies presented here
can motivate new research in reverse time imaging, toward
providing higher fidelity seismic images for a wider spectrum
of applications.
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The common image gather (CIG) method enables qualitative and quantitative evaluation of
the velocity model through the image. The most common suchmethods are offset-domain
common image gather (ODCIG) and angle-domain common image gather (ADCIG). The
challenge is that it requires a great deal of additional computation besides migration. We,
therefore, introduce a new CIG method that has low computational cost: frequency-
domain common image gather (FDCIG). FDCIG simply rearranges data using a gradient
(partial image) calculated in the process of obtaining a migration image to represent it in the
frequency-depth domain. We apply the FDCIG method to the layered model to show how
FDCIGs behave when the velocity model is inaccurate. We also introduced the 3-D SEG/
EAGE salt model to show how to apply the FDCIG method in the hybrid domain. Last, we
applied 2-D real data. These sample field data also indicate that even in a complex velocity
model, deviant behavior by FDCIG appears intuitively if the background velocity is
inaccurate.

Keywords: common image gather, frequency domain, reverse time migration, hybrid domain, acoustic

INTRODUCTION

Reverse time migration (RTM) produces a high-fidelity subsurface image from seismic data for
identification of complex subsurface structures (Baysal et al., 1983; McMechan, 1983; Whitmore,
1983). It is more effective for resolving images of sharply dipping layers or the flank of a salt diapir
than ray-based depth imaging. The RTM implementation in the time domain is often preferred due
to its lower memory consumption than the frequency domain, and this is a critical factor in handling
3-D problems.

Calculating both wavefields and imaging conditions in the frequency domain nevertheless has
advantages over time-domain implementation (Pratt, 1999; Wu and Alkhalifah, 2018). For
example, we can easily divide the wavefields into multiple frequencies and acquire the wave
solutions of multiple shots through a one-time matrix solving. In the frequency domain, we can
also easily perform parallel computation since the frequency components are each independent
of each other. In contrast, we need to consider the spatial domain decomposition scheme in the
time domain. This is not a trivial task but is essential to facilitate communications between
multiple computing processors (He et al., 2020). Also, in the frequency domain, we do not need
to apply a reduced time-step to calculate the high frequency wave solutions. One can adjust the
scaling of image conditions by applying the frequency-dependent inverse Hessian to obtain
better illumination in the deeper part of the subsurface. In this study, we introduce one more
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advantage of utilizing the frequency domain, and, that is, efficient
quality check called frequency-domain common image gather
(FDCIG) for quick quality check of the migration velocity.

Ray theory–based migration such as Kirchhoff or Gaussian-
beam migrations is more commonly used for acquiring CIGs in
the offset domain due to its relatively low computing cost.
However, the offset-domain CIGs often suffer kinematic
artifacts (Nolan ad Symes, 1996; Xu et al., 2001; Stolk and
Symes, 2004; Wang et al., 2016). This issue could be mitigated
by employing angle-domain CIGs—a wave equation–based
approach (Prucha et al., 1999; Sava and Fomel, 2003; Biondi
and Symes, 2004; Stolk and Symes, 2004). Also cyclic skipping
was solved using extended Born modeling, and the migration
image was improved with angle-domain LSRTM which uses
angle information (He et al., 2019).

Although the ADCIGs provide more reliable CIGs, they
require additional operations such as Poynting (Yoon and
Marfurt, 2006; Dickens and Winbow, 2011) or Cauchy
condition–based polarization (Wang et al., 2016) vectors to
calculate subsurface angle information. Also, the ADCIGs may
not be suitable for the early stage of velocity model building,
which requires repetitive migration for scenario-based model
building. Sava and Fomel (2003) introduced a method for
converting ODCIGs to ADCIGs in one-way wave equation
migration. Hence, we might consider generating corresponding
ODCIGs in RTM for obtaining CIGs to make strike a reasonable
balance between the pros and cons of ODCIGs vs. ADCIGs;
however, this task is nontrivial (Sava and Fomel, 2003; Etgen,
2012; Giboli et al., 2012). In addition, the conversion works
efficiently in two dimensions but becomes exorbitantly
expensive in three dimensions (Fomel, 2004). Bin He et al.
(2019) introduced radon-domain CIGs, which eliminates the
picking processes and automatically calculates the focus to
obtain a fairly accurate background velocity model.

In this regard, we propose the FDCIG method which extracts
CIGs as a function of frequencies (not offset or at an angle) for
quick quality check of migration images (Shin and Ko, 2019).

In this study, we briefly summarize the theory of frequency-
domain RTM, a means of calculating FDCIGs, and related post-
processing flow. We shall demonstrate the FDCIGs using three
different models: two synthetic and one of field data. First, we

FIGURE 1 | Flowchart of getting FDCIG in hybrid domain. DFT means discrete Fourier transform.

FIGURE 2 | Layered model: (A) smoothed true velocity model, (B)
smoothed and increased velocity in 2nd and 4th layer model, and (C)
smoothed and decreased velocity in 2nd and 4th velocity layer model.
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scrutinize the behavior of FDCIGs via a simple layer-cake model.
Then, we apply hybrid-domain implementation to acquire the
FDCIGs in the SEG/EAGE 3-D salt model. We show that the
FDCIGs application is not limited by the domain of the wave
simulations via this 3-D synthetic example. In the field data
examples, we demonstrate how sensitive the FDCIGs are to the
inherent noise of the field data.

METHODS

The key step of the proposed method is constructing image
gathers along the frequency components. Note that we applied
conventional frequency-domain imaging conditions (Pratt et al.,
1998; Shin et al., 2003) as summarized below. An RTM image at
the k-th model parameter, ϕk, can be expressed as a zero-lag
cross-correlation between the partial derivative wavefields with
respect to the k-th model parameter zu

zmk
and the measured data

vector d in the time domain (Shin et al., 2003):

ϕk(x) � ∑ns
s�1

∫Tmax

0
( zus

zmk
)T

dsdt, (1)

where s indicates the shot number, Tmax is the maximum record
length, and T is the transpose of the vector. In the frequency
domain, ϕk can be expressed using the Fourier transform pairs as
follows:

ϕk(x) � ∑ns
s�1

∫ωmax

0
Re⎡⎣( z~us

zmk
)T⎤⎦~dp

s dω, (2)

where ω is the angular frequency, the superscript * denotes the
complex conjugate, Re indicates the real part of a complex value,
and the tildes above u and d indicate that they have been Fourier
transformed.

Wave simulations in the frequency domain can be expressed
in matrix form (Marfurt, 1984) as follows:

S~us � f , (3)

where S denotes a complex impedance matrix and f means a
source vector. One can calculate partial derivative wavefield
z~us
zmk

by using a virtual source term fv (Pratt et al., 1998) as
shown below.

S
z~us

zmk
+ zS
zmk

~us � 0, (4)

which can be rewritten as

z~us

zmk
� S−1f v,(f v � − zS

zmk
~us), (5)

By replacing the partial derivative wavefield term in Equation
2 with the virtual source shown in Eq. 5, we obtain the imaging
conditions using the zero-lag cross-correlation between the
virtual source and the back-propagated field data:

FIGURE 3 | Migration image of (A) smoothed true model, (B) smoothed and increased velocity in 2nd and 4th layer model, and (C) smoothed and decreased
velocity in 2nd and 4th velocity layer model.
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ϕk(x) � ∑ns
s�1

∫ωmax

0
Re[fTv (ST)−1~ds]dω, (6)

Because fv corresponds to the interaction between forward
modeled wavefields and the kinematic properties of the k-th
model parameter (Pratt et al., 1998), ϕk in the above equation can

be viewed as the stacking result of various seismic events sharing
the same positionmk. By considering all of the model parameters,
the virtual source vector can be replaced with the virtual source
matrix Fv. Then, Eq. 6 can be rewritten as follows:

ϕ(x) � ∫ωmax

0
ϕ̂(ω, x)dω

� ∫ωmax

0
∑ns
s�1

Re[FT
v (ST)− 1~dp

s ]dω, (7)

where ϕ̂(ω, x) are the partial images with various frequencies
used for imaging. The time-domain expression of Eq. 7 can be
given as:

ϕ(x) � ∫∞

0
ub(x, τ − t)uf (x, τ)dτ, (8)

where subscript f and b denote the forward and backward
propagation of the wavefield u.

The Fourier transform of Eq. 8 can be written as

ϕ(x,ω) � ∫∞

−∞
ub(x, t)e−iωtdt ∫∞

−∞
uf (x, τ)e−iωτdτ, (9)

During the time-domain RTM, we compute both the discrete
Fourier transform of the backward propagated wavefield and the
forward wavefield at a given frequency fromminimum frequency
to maximum frequency in an interval Δf . Then, we multiply the
DFT of the back-propagated wavefield to the DFT of the forward
modeled data and take a real part of the above multiplication
result, writing a migration image to computer storage at each
frequency as a function of frequency. Indeed, we need a huge
volume of memory to save both Fourier transformed wavefields:
back-propagated and forward modeled data.

By classical migration approaches, we acquire the final
migration image by applying Eq. 7, which stacks all the
images along the entire source-receiver pairs and
corresponding frequency components. We propose a novel
tool, the so-called FDCIG, for effortless quality check of
migration velocity before building the final images; we extract
ω − z sections at selected spatial locations xi � (xi, yi) as follows:

ϕxi
(ω, z) � ∑ns

s�1
Re[FT

v (xi, z,ω)(ST(xi, z,ω))−1~dp

s (xi, z,ω)]dω.
(10)

By interpreting the frequency-oriented common image
gathers, we can quickly check the quality of background
velocity. Note that the repetitive forward and inverse Fourier
transformmight generate wrapping artifacts in the image gathers.
If the wrapping noise renders target residual move-out difficult to
investigate, one can consider applying a dip filter to suppress
these artifacts.

As mentioned above, there are a number of advantages to
constructing migration images in the frequency domain.
However, the high cost of computation is a big hurdle
especially when we handle 3-D seismic volume. In this case,
one can consider performing wave simulation in the time domain
and apply Fourier transform to calculate imaging conditions in

FIGURE 4 | 10 FDCIGs (A) before and (B) after applying dip filter and 10
ODCIGs (C) before and (B) after applying dip filter. Note that the example of
image gathers is acquired by the migration result with the smoothed true
velocity model.

Frontiers in Earth Science | www.frontiersin.org June 2021 | Volume 9 | Article 6696864

Kim et al. Frequency-Domain Common Image Gather

9

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


FIGURE 5 | 10 FDCIGs and 10 ODCIGs of (A) and (C) smoothed and increased 2nd and 4th layer model and (B) and (D) Smoothed and decreased 2nd and 4th
layer model, respectively. Each x-axis of FDCIG (A) and (B) is frequency, ranged from 3 to 20 Hz and that of ODCIG (C) and (D) is offset, ranged from 100 to 2,800 m.

FIGURE 6 | Slices of the P-velocity model of SEG/EAGE 3-D salt model.
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the frequency domain. Given that the conventional approach
(i.e., subsurface angle gather) requires a huge volume of storage
capacity, we expect that the FDCIGs can help reduce the
computing cost of acquiring image gathers.

The flowchart of the hybrid-domain CIGs is presented in
Figure 1, where the hybrid domain means that we perform wave
simulations in the time domain and then calculate the RTM
imaging condition in the frequency domain. This allows us to
avoid heavy memory consumption when obtaining solutions of
the Helmholtz equation and to take advantage of the frequency-
domain imaging. Note that the FDCIGs are constructed between
the shot-by-shot imaging condition calculation and the
construction of a final migration image without performing
any additional operation.

NUMERICAL EXAMPLES

We shall demonstrate the proposed image gathers via three
different numerical examples: 1) a layered model, 2) a SEG/
EAGE 3-D salt model, and 3) 2-D real data. In the layered model,
we first show how the FDCIG behaves when the background
velocity is inaccurate. When investigating the FDCIGs, the
wrapping noise generated by the inverse Fourier transform
often hinders investigation of move-out of the reflectors.
Therefore, we also briefly explain the post-processing of the
FDCIGs using the simple synthetic model. To demonstrate
that the proposed method is not limited by the computer
memory capacity to store the entire impedance matrix for
solving the Helmholtz equation, we show the numerical
examples using the SEG/EAGE 3-D salt model by means of

hybrid-domain approaches. Put differently, we can still use
time-domain wave modeling schemes to calculate the
frequency-domain imaging conditions with corresponding
FDCIGs. In the field data examples, we test the robustness of
the proposed method using the 2-D real dataset, which also
shows the behavior of the CIGs associated with the inherent data
noise. Additionally, ODCIG method was used as a comparison
for 2-D synthetic and real data to demonstrate the effectiveness
of FDCIG method. To obtain the ODCIGs, we calculated
imaging conditions at each offset point and merged them in
the last step. The computational cost was too high to make

FIGURE 7 | Schematic sketch of the acquisition geometry. Black dots
are sources. Blue box shows receivers corresponding to red dot (source).

FIGURE 8 | Comparison of migration images between (A) smoothed
linearly increasing velocity model and (B) smoothed true velocity model.
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ODCIGs for all offsets, so the offsets were grouped in units of
100 m.

Simple Synthetic Example: Layered Model
We used the finite element method to calculate the wave solutions
in the frequency domain in accordance with Marfurt (1984)’s
discretization scheme. To generate the synthetic dataset, we used
a 5 m spatial grid size, a frequency range is from 3 to 20 Hz, and a
frequency interval of 0.1 Hz. We applied free surface at the top
boundary of the model and the PML boundary condition for the
other side of the model boundaries. The sources and receivers are
located at the 4th grid point (20 m) from the model top in the 5 m
interval. The layered model (6 × 4 km) is presented in Figure 2.
To observe the move-out of the reflectors in FDCIGs, we
perturbed the velocity of the 2nd and 4th layers. Figures 2B,C
show the 200 m/s increased and 200 m/s decreased velocity
model, respectively. We applied 20 m smoothing in both the
x- and y-direction before performing RTM. Also, to obtain
ODCIGs, RTM was performed by limiting and grouping the
offset. There are 28 offset groups that are from 100 to 2,900 m at
interval 100 m.

Figure 3 exhibits the corresponding RTM images of the
velocity model shown in Figure 2. The correct depths of the
reflectors are 800, 1,600, 2,400, and 3,200 m. Observing the
migration image generated by using the true velocity model
(Figure 3A), all the reflectors are resolved at the right
locations of the layer interfaces. In contrast, when the
background velocity is inaccurate, the images are
contaminated by artifacts and the energy cannot be
concentrated at the right position.

For more drastic comparisons of the influence of incorrect
background velocity, we displayed the FDCIGs and ODCIGs
of the RTM images in Figure 5. Again, since the proposed

method requires repetitive inverse and forward Fourier
transform to generate these image gathers, the FDCIGs
might be contaminated by the wrapping noises. In this
case, we can utilize dip filters to suppress these artifacts as
presented in Figure 4. Note that the dip filter can suppress the
wrapping noise with much larger angles than the target
reflectors.

The FDCIGs generated using the true velocity are
displayed in Figure 5A. We extracted 10 FDCIGs and 10
ODCIGs from the center point of the model (3 km in
distance) at 5∼m intervals. The frequency range is 3–20 Hz
in each FDCIG, and the offset range is 100–2,800 m in each
ODCIG. We could determine from the image gathers that all
the reflectors are located at the correct positions as we
observed in the migration image. All four reflectors are flat
and exhibit strong amplitude throughout the entire frequency
band and offset group.

In contrast, when the velocity of the 2nd layer increases, the
amplitude of the reflector located at 1,600 m depth is
significantly weaker than the one in Figure 5A since RTM
could not resolve the correct images at the right position. We
also observe that the reflector bends downward due to
inaccurate background velocity. A similar type of move-out
can be observed from the reflector located at 2.400 m depth.
This move-out direction reverses when we decrease the velocity
(Figure 2C) as presented in Figure 5C.

It is clear that an inaccurate velocity generates weak amplitude
events, deflection, or bent shapes in the image gathers. This is well
known and can be observed in the ODCIGs—a classical
migration velocity tool, as well. In the proposed method, the
level of Gibb’s phenomena (or side lobes) located around a target
reflection could be a measure of model quality. For example, the
amounts of contamination due to side lobes around the reflectors

FIGURE 9 | Comparisons of ten FDCIGs spliced between (A) linearly increasing velocity model and (B) smoothed true velocity model. Each FDCIG has frequency
range from 3 to 40 Hz. Blue and red arrows indicate the location of the actual salt top and bottom, respectively.
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are more severe in Figures 5B,C than in the FDCIGs generated
using the true velocity model (Figure 5A). Evaluating the
velocity model only by the level of contamination is of
limited value in that the level of Gibb’s phenomena cannot
provide any hint for the direction of move-out. Nevertheless,
the proposed method using the FDCIGs provides different
perspectives to ascertain the quality of the background
velocity model without too much computational effort.
However, ODCIGs in Figures 5C,D, the pattern appears
differently according to the decreased and increased velocity.
Comparing the ODCIGs with FDCIGs, the level of distortion in
each reflector can be observed more clearly in the FDCIGs than
that of ODCIGs.

3-D Synthetic Example: SEG/EAGE 3-D Salt
Model
As mentioned above, the goal of this 3-D showcase is to
demonstrate that the implementation of the FDCIGs is not
limited to the domain of wave modeling. Put differently, we
performed time-domain wave modeling, which consumes less
memory. Then, we apply a Fourier transform to compute the
RTM imaging conditions in the frequency domain. For the time-
domain wave simulation, we employed a finite difference method
(8th order for spatial derivatives).

To investigate the feasibility of the proposed method, we made
comparisons of the FDCIG between the smoothed SEG/EAGE 3-

FIGURE 10 | (A) Homogeneous velocity model, (B) smoothed velocity inverted model by FWI, and (C) smoothed and 20% reduced velocity except sea water
velocity model from (B).
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D salt model and a linearly increasing velocity model. The model
size is 451 × 451 × 134 and we applied 10 m grid spacing. The
frequency range used for the RTM varies from 3 to 40 Hz. The
frequency interval is 0.25 Hz. We applied smoothing to the
original velocity model, and Figure 6 shows the inline,
crossline, and depth slice sections, respectively.

Figure 7 exhibits shot-receiver geometry that we used for
generating the 3-D synthetic dataset. Four hundred shots are
located. The source and receiver spacing are 20 and 10 m,
respectively. We used all the receivers in the x-axis and 150
receivers (1.5 km) on both sides of the source lines.

Figure 8 shows the intersection of the 3-D migration volumes.
Figure 8A generated from a linearly increasing model shows a
sharper boundary of the salt top with higher impedance contrast

than the migration results shown in Figure 8B acquired by using
a smoothed true velocity. However, observing the bottom line of
the salt diapir, the RTM image from a true velocity (Figure 8B)
could resolve better than the image shown in Figure 8B. In
addition, analyzing the location of the salt boundary in a map
view, Figure 8B locates the salt boundaries accurately.

We can perform a further quality check of the migration image
by investigating the FDCIGs as shown in Figure 9. We displayed
the FDCIGs along the inline direction (0° azimuth). The
corresponding FDCIGs of Figures 8A,B are presented in
Figures 9A,B, respectively. We can check two different factors
to check the model quality: 1) flatness of a reflector and 2) the
contamination by side lobes. When observing the near surface
(<0.25 km) where all the sediment interfaces exist, the FDCIGs

FIGURE 11 | RTM images from (A) homogeneous velocity model, (B) smoothed velocity inverted model by FWI, and (C) smoothed and 20% reduced velocity
except sea water velocity model from (B). Four red lines in each RTM images are locations for extracting FDCIGs and ODCIGs.
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acquired by using a smoothed true velocity model exhibits a
better alignment, clearer continuation, and better flatness than
the FDCIGs shown in Figure 9A. In contrast, FDCIGs generated
by applying inaccurate background velocity model shows thicker
side lobes and they could not even resolve any salt bottom. In
addition, many of the reflectors located above the salt top are
obscured by the wrapping noise. Hence, it is difficult to make a
correct interpretation of a move-out. We can make sharp
comparisons in the right most panel in Figure 9, which
presents the FDCIGs at the pinch-out points of the salt body.
Again, from these FDCIGs, we investigate 1) the separation of the
salt top and bottom, 2) the flatness of strata, and 3) the lateral
continuity of the frequency gathers.

2-D Real Data Example
The method of calculating the wave solution used a frequency-
domain discretization scheme like the layered model. We use a

12.5 m spatial grid size. The minimum and maximum frequency
of the data are 5 and 30 Hz, respectively. To calculate the
wavefield in the frequency domain, we applied a 0.25 Hz
frequency interval. There are 734 shots and 804 receivers in
interval 37.5 and 12.5 m, respectively. The sources and receivers
are located at 10 m depth. For ODCIGs, we used 50 offset groups
that are from 100 to 5,000 m at 100 m intervals.

To demonstrate the effectiveness and robustness of FDCIG in
the application of field data, we compared the homogeneous
velocity model, the estimated velocity model via Laplace–Fourier
domain FWI (Shin and Cha, 2009), and the FWI model with 20%
velocity reduction (Figure 10). Note that the FWI model still
bears uncertainties to a certain extent. Nevertheless, the goal of
this research is to introduce the first showcase of a model quality
check using FDCIGs combined with the migration images. The
corresponding RTM images of the models displayed in Figure 10
are presented in Figure 11.

FIGURE 12 | Four FDCIGs of homogeneous velocity model at (A) 6.25 km, (B) 10 km, (C) 17.5 km, and (D) 23.75 km. Four ODCIGs of same model as that of
FDCIGs at (E) 6.25 km, (F) 10 km, (G) 17.5 km, and (H) 23.75 km.
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Figure 12 is the FDCIGs and ODCIGs of Figure 11A. Four
FDCIGs and four ODCIGs are at 6.25, 10, 17.5, and 23.75 km in
order. To demonstrate the change of image gathers, we displayed
the image gathers acquired from the homogeneous model with
1,500 m/s in Figure 12.

The FDCIGs and ODCIGs were selected from four points in
the migration images as highlighted in Figure 11 with vertical red
lines. Observing the gathers shown in Figure 12, the FDCIGs
(Figures 12A–D) are dominated by the low frequency wrapping
noise, and the other reflectors are hardly observed due to its
discontinuity and weak amplitude. Similarly, the reflectors in
ODCIGs (Figures 12E–H) are bending upward which means the
background velocity needs to be increased. In Figure 13, the
common image gathers obtained from the full-waveform
inversion, a number of reflectors with high amplitude are
observable at specific depth. At 6.25 km in Figure 13A shows
several clear reflectors which are flat and continuous around 2.2,

2.9 and 3.3 km. Likewise, in ODCIG (Figure 13E), straight lines
are well expressed at 2.2 and 2.9 km. However, around at depth
3.3 km, it is difficult to determine key reflectors due to lack of
energy at long offset. Investigating Figures 13B,F corresponding
to the 10 km point in Figure 11B, in this case the reflector should
appear at 2.2, 3, and 3.8 km. The FDCIGs (Figure 13B) exhibit
reflectors at 2.2 and 3.8 km obviously, but reflectors around 3 km
are hard to be recognized. Rather, the reflector is well expressed in
ODCIG (Figure 13F). By investigating Figures 11A,C model
with intentionally decreased velocity by 20%, we further
demonstrate the effectiveness of FDCIGs. Straight lines cannot
be found at any depth in FDCIGs (Figures 14A–D) due to the
inaccurate background velocity model. On the contrary, in
ODCIGs (Figures 14E–H) there are a number of fake
reflectors, which is flat and may possibly mislead by the
interpreters. When we need to quality check the migration
velocity, utilizing both FDCIGs and ODCIGs may helpful.

FIGURE 13 | Four FDCIGs of smoothed and inverted velocity model by FWI at (A) 6.25 km, (B) 10 km, (C) 17.5 km, and (D) 23.75 km, and four ODCIGs of same
model as that of FDCIGs at (E) 6.25 km, (F) 10 km, (G) 17.5 km, and (H) 23.75 km.
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Nevertheless, we can quickly determine the accuracy level of the
velocity model just by investigating the FDCIGs which add little
computational cost to the existing RTM.

CONCLUSION

Validation of the velocity model is essential in identifying
unknown subsurface structures. We examined how FDCIGs
appear in the true velocity model through the first example
(layered model) and also examined how the behavior of the
FDCIGs changes when the background velocity is slightly
changed. The application to the SEG/EAGE 3-D salt model
shows that when performing reverse time migration by
modeling in the time domain, FDCIGs can also be obtained

quickly and easily by adding only the discrete Fourier
transform in the usual process. Finally, in the example
applied to real data, it was shown that there was no
difficulty in determining the validity of the velocity model
with FDCIGs even in a complex velocity model. Through the
various examples, it has been sufficiently proven that the newly
proposed CIG method can be an effective tool for quickly and
intuitively judging the validity of velocity model. In the time-
domain RTM, although extra storage of FFT is required, once
forward and backward modeled wavefields are saved, we can
easily obtain FDCIGs within a relatively short amount of time.
For the next step of proposed method, we will investigate a
more rigorous and quantitative method to analyze the change
of FDCIGs and build a link with the amount of velocity
perturbation.

FIGURE 14 | Four FDCIGs of smoothed and inverted and 20% reduced velocity model by FWI at (A) 6.25 km, (B) 10 km, (C) 17.5 km, and (D) 23.75 km, and four
ODCIGs of same model as that of FDCIGs at (E) 6.25 km, (F) 10 km, (G) 17.5 km, and (H) 23.75 km.
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The scalar images (PP and PS) can be effectively obtained in vector-based elastic reverse
time migration by applying dot product–based scalar imaging conditions to the separated
vector wavefields. However, the PP image suffers from polarity reversal issues when
opening angles are greater than 90+ and backscattering artifacts when opening angles are
close to 180+. To address these issues, we propose the pseudo-Laplace filter for the dot
product–based scalar imaging condition. Based on the analysis of the Laplace filter in the
scalar image of vector-based wavefields, the second-order parallel-oriented partial
derivatives of Cartesian components cross-correlation results are selected to construct
the pseudo-Laplace filter. In contrast, second-order normal-oriented partial derivatives of
the Cartesian component’s cross-correlation results are omitted. The theoretical analysis
with the plane wave assumption shows that the proposed pseudo-Laplace filter can solve
the problems of backscattering artifacts and polarity reversal in PP images by the scalar
imaging condition. Due to additional polarity correction and backscattering attenuation,
numerical examples show excellent performance in PP images with a pseudo-Laplace
filter. Furthermore, the application of the pseudo-Laplace filter requires trivial additional
computation or storage.

Keywords: elastic RTM, scalar imaging condition, backscattering suppression, polarity correction, pseudo-Laplace
filter

INTRODUCTION

Reverse time migration (RTM) is a seismic data processing method for migrating seismic reflection
data to obtain subsurface images that effectively describe geological structures (Baysal et al., 1983;
McMechan, 1983; Whitmore, 1983). Multicomponent seismic data processing techniques have been
evolved with seismic acquisition techniques and high-performance computing technologies to
acquire more precise images. Elastic reverse time migration (elastic RTM) is one of the most
reliable multicomponent seismic data imaging techniques that can provide surface PP and PS
reflection information using P-wave and S-wave reflection data. Unlike acoustic RTM, which
analyzes P-wave propagation in the subsurface medium, elastic RTM integrates elastic P-wave and
S-wave propagation with wave conversion. As a result, the wave conversion-related elastic
response and vector-based propagation characteristics are more accurate than the acoustic
approximation.
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Like acoustic RTM, the early elastic RTM (Sun and
McMechan, 1986) used elastic wave equation to forward and
backward extrapolation wavefields and extract images by cross-
correlation imaging conditions for Cartesian components. For
these images, the migration results of different modes are
intermixed together. The interference would result in
crosstalks in final images and make it difficult to highlight the
advantages of S-wave information. The S-wave information can
be further used to supplement P-wave images in imaging targets
with poor PP reflectivity or under gas clouds. Therefore, in
addition to applying wavefield extrapolation and imaging
conditions, a more suitable approach for elastic RTM to
obtain decoupled elastic wavefield is wavefield separation.
Early attempts of wavefield separation use divergence and curl
operators. The P wave separated by a divergence operator is
usually represented by a scalar-based wavefield, and the S wave
separated by a curl operator is usually represented by a scalar-
based wavefield in a 2D case or a vector-based wavefield in a 3D
case. Their amplitude and phase are different from the original
elastic wavefield. Recently, the decoupled wave equation
approach has been proposed. The decoupled wave equations
(Ma and Zhu, 2003; Li, 2007; Wang and McMechan, 2015; Du
et al., 2017) have been proposed to decouple the wavefields of
displacement or particle velocity. Zhu (2017) has used Helmholtz
decomposition and vector Poisson’s equation to decompose P-
and S-mode wavefields with correct phases, amplitudes, and
physical units similar to the decoupled wave equation.
Furthermore, the decoupled wave equation with the
assumption of heterogeneous medium (Elita Li et al., 2018;
Tang and McMechan, 2018) has also been proposed to handle
the wavefield coupling problem at interfaces. The separated P
wave and S wave are represented by vector-based wavefields and
have the same amplitude and phase as the original elastic
wavefield. Therefore, we apply the decoupled wave equations
to construct the decoupled source and receiver wavefields.

In addition to wavefield separation, imaging conditions are
also the key ingredient for the elastic RTM algorithm to
determine the accuracy and quality of imaging results.
According to different wavefield separation methods and
wavefield representations, imaging conditions are also
different. As for scalar-based P wave and vector-based S wave
based on divergence and curl operators, various imaging
conditions include cross-correlation imaging conditions or
divergence- and curl-based imaging conditions (Yan and Sava,
2008; Du et al., 2014). As a result, the migrated PP image may
encounter backscattering artifacts whose opening angle is near
180+, and the migrated PS image may encounter a polarity
reversal problem at the normal incident, which is caused by
the sign change of the S wave from the curl operator on two sides
of the normal incident. The Laplace filter (Youn and Zhou, 2001)
could suppress backscattering noise in PP images with trivial
computation and storage costs.

Furthermore, the S wave’s polarization by Poynting vector (Du
et al., 2013) or the modified imaging condition (Duan and Sava,
2015) can correct the polarity reversal problem to a certain
degree. As for the vector-based P wave and S wave by the
decoupled wave equation, the scalar PP and PS images are

required to facilitate further interpretation. There are some
imaging conditions, such as the cross-correlation imaging
condition of Cartesian components (Claerbout, 1971), the
scalar imaging condition (Wang and McMechan, 2015; Du
et al., 2017; Zhu, 2017; Yang et al., 2018), and energy cross-
correlation imaging condition (Rocha et al., 2016). The cross-
correlation imaging condition of Cartesian components generates
multiple imaging results for interpretation, while the energy
cross-correlation imaging condition only generates one image
of elastic energy, which misses some important convert-wave
information. Therefore, the dot product–based scalar imaging
conditions, extended from cross-correlation imaging conditions
and sum up these cross-correlation images of Cartesian
components together, have been used to obtain the final scalar
images (PP and PS).

The scalar imaging condition can output scalar images (PP
and PS) of vector wavefields but an encounter with polarity
reversal problem and backscattering artifacts in PP images.
Different from the polarity reversal in the PS image in which
P wave and S wave are separated by divergence and curl
operators, the polarity reversal problem is introduced to PP
images by scalar imaging conditions while the opening angle
exceeds 90+. Du et al. (2017) have used Poynting vectors to
analyze the sign change of PP images by scalar imaging
conditions versus opening angles. Then, Tang and McMechan
(2018) have used Poynting vectors to extract their angle gathers to
correct the polarity reversal. These methods, as mentioned above,
can solve the polarity reversal problem and lead to a significant
extra cost of computation and storage. As for the attenuation of
backscattering noise, the angle attenuation factors (Yoon and
Marfurt, 2006) and high-pass filters can be used to suppress the
image of large opening angles. As a widely used approach, the
high-pass filter is easy to implement. Among high-pass filters, the
Laplace filter (Youn and Zhou, 2001) has successfully suppressed
backscattering noise in PP images by cross-correlation imaging
conditions.

In this article, based on the analysis of the Laplace filter in the
vector-based scalar image, we select the parallel-oriented partial
derivatives and abandon normal-oriented partial derivatives of
the Cartesian component’s cross-correlation results to propose
the pseudo-Laplace filter and produce an optimized image.
Theoretical analysis with the plane wave assumption is then
carried out to show that the PP image with a pseudo-Laplace
filter succeeds in backscattering attenuation and polarity
correction. Finally, the numerical experiments prove that the
pseudo-Laplace filter can guarantee its stability and practicability
without increasing additional computation burdens.

METHODOLOGY

The vector-based elastic RTM algorithms are as follows: 1)
forward extrapolated decoupled source wavefields using the
decoupled wave equation and retaining their boundary values
at imaging time points; 2) back extrapolated decoupled receiver
wavefields using the decoupled wave equation and reconstructing
the source wavefields by the retained boundary values at the same
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imaging time point; 3) applying scalar imaging conditions to
construct scalar imaging results (PP and PS). Here, we analyze the
scalar imaging condition based on the decoupled wave equation
and apply it using a Laplace filter or pseudo-Laplace filter.

The Decoupled Wave Equation
In a homogeneous and isotropic medium, the elastic wave
extrapolation (Aki and Richards, 1980) can be expressed as
follows:

ρ€u � (λ + 2μ)∇(∇ · u) − μ∇ × ∇ × u, (1)

where u and €u are the displacement vector wavefield and its
second-order time derivative; λ, μ and ρ are the Lame’s moduli
and density, respectively. Based on the Helmholtz theorem
(Dellinger and Etgen, 1990), the elastic wavefield in an
isotropic case can be separated into a curl-free P wavefield
(∇ × uP � 0) and a divergence-free S wavefield (∇ · uS � 0). uP
and uS are the P-wave and S-wave displacement vector
wavefields. Analogous to the separation of displacement
wavefield, the second-order time derivative of displacement
wavefield can be decomposed as €u � €uP + €uS, where

⎧⎪⎨⎪⎩
€uP � (λ + 2μ)∇(∇ · u)
€uS � −μ∇ × ∇ × u
u � uP + uS

. (2)

Decoupled Equation 2 is embedded in the update of the
displacement wavefield. The P and S wavefields are
constructed by the first two equations, respectively, and their
summation can obtain the total elastic wavefield in the third
equation (Ma and Zhu, 2003; Li, 2007; Zhu, 2017). In contrast to
the summing of decoupled P wavefield and S wavefield, the
decoupled S wavefield can be constructed by subtracting the P
wavefield from the total elastic wavefield. Decoupled Equation 2
produces displacement vector wavefields of pure P- and S-waves.
Correspondingly, the first-order stress-particle velocity wave
equation has been proposed (Li, 2007; Du et al., 2017; Zhou
et al., 2018):

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

_τ � (λ + 2μ)∇ · v − μ(∇v + ∇vT)
ρ _v � ∇ · τ
_τp � (λ + 2μ)∇ · v
ρ _vP � ∇τp
vS � v − vP

, (3)

where v and τ are particle velocity and stress of elastic wave,∇ and
∇· represent the operators of gradient and divergence,
superscripted T represents the transpose, and subscripted P
and S represent the P wave and S wave, respectively. Firstly,
the particle velocity and stress tensor of elastic wave and the
synthetic seismic records are computed by the first two equations,
the conventional stress-particle velocity wave equation. Then, the
auxiliary wavefield τp can be constructed by the third equation
_τp � (λ + 2μ)∇ · v and is used to compute the P-wave particle
velocityvP. Finally, the S-wave particle velocity can be constructed
by subtracting P wavefield particle velocity vP from total elastic
wavefield particle velocity v. The source and receiver wavefield
can be generated by the forward and backward extension,

respectively, based on the decoupled wave equation. The
decoupled wavefields are all vector, and their amplitude and
phase are consistent with the original elastic wavefield.

The Scalar Imaging Condition for the PP
Mode
For the decoupled vector wavefields, we obtain scalar imaging
results by imaging conditions, including cross-correlation
imaging condition of Cartesian components generating too
many results to interpret, and dot product–based scalar
imaging conditions. Regardless of source normalization, the
dot product–based scalar imaging condition (Du et al., 2017;
Zhu, 2017; Yang et al., 2018) for the PP wave can be written as
follows:

Ipp(x) � ∫ sp(x, t) · rp(x, t)dt (4)

in terms of source particle velocity vector sp and receiver particle
velocity vector rp. Here, Ipp is the migrated PP image by
integrating the dot product over time t, symbol “·” denotes the
dot product of two vectors, and tilde above wavefield variable
denotes its conjugation.

Algebraically, the dot product is the sum of some related
Cartesian components products, which means
sp · rp � spxrpx + spyrpy + spzrpz . Since the Cartesian components are
independent over time t, the migrated PP image Ipp can be
disintegrated into three parts Ippxx , Ippyy, and Ippzz , where
Ippxx � ∫ spxrpxdt, Ippyy � ∫ spyrpydt, and Ippzz � ∫ spzrpzdt represent

FIGURE 1 | Sign distributions of PP images via the opening angles. The
green arrows and blue arrows represent the P-wave incident vectors of the
source wavefield and the reflected vectors of the receiver wavefield,
respectively. Regardless of the incident and reflected vector’s modulus,
the amplitude of PP images by the dot product scalar imaging condition
implicitly depends on the scaling factor cos θ, where the opening angle θ is
equal to the sum of the P-wave incident angle α and the reflected angle β. As
for the unconverted reflection wave, the reflected angle β is equal to the
incident angle α. The sign reversal of the factorcos θ � cos 2 α is observed
when the incident angle αapproaches the critical angle 45+, which indicates
that polarity reversal occurs in the PP image. As marked by the red circle, the
factor cos θ reaches -1 while the incident angle is near 90+, which exists in the
propagation path of the backscattering wave. The backscattering artifacts
with 180+ or near 180+ scattering angles (i.e., opening angles) also
contaminate the PP image.
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cross-correlation imaging results of the x-axis, y-axis, and z-axis
Cartesian components, respectively.

By introducing the opening angle θ shown in Figure 1, the dot
product scalar imaging condition can be equivalently expressed as
follows:

Ipp � ∫|sp||rp| cos θdt. (5)

Here, | · | is the modulus of a vector. The amplitude of the PP
image depends on the modulus of the incident wave, modulus of
the reflected wave, and the extra weighting factor cos θ.
Depending on the seismic source and Green function between
the source and scattering point, the modulus of the incident wave
is desired in the PP image. The modulus of a reflected wave
depends on the Green function between the receiver and
scattering point and the reflection coefficient Rpp. The
reflection coefficient Rpp quantitatively describes the amplitude
and phase of the reflected wave while P wave is incidence on the
interface. The modulus of the incident and reflected waves is
desired information in an image to provide a reliable basis for
seismic interpretation inversion. Regardless of wavefields
modulus, the additional factor cos θ will cause destructive
interference in the final PP image. On the one hand, this extra
factor cos θ changes its sign when the opening angle θ > 90° or the
incident angle α> 90°, which will cause the polarity reversal
problem (Du et al., 2017; Zhou et al., 2018) at a large incident
angle. On the other hand, Ipp is also contaminated by
backscattering artifacts with the incident angles close to 90+ or
opening angles near 180+.

The Scalar Imaging Condition With the
Laplace Filter
In acoustic RTM or scalar-based elastic RTM, the Laplace filter
(Youn and Zhou, 2001) has been used to suppress the
backscattering artifacts in the PP image. As for the PP image
in vector-based elastic RTM, the scalar imaging condition with a
Laplace filter can be expressed as follows:

Ilappp � ∇2IPP

� ∇2 ∫(sp(x, t) · rp(x, t))dt. (6)

Here, Ilappp is the migrated PP image with a Laplace filter, ∇2 � z2x +
z2y + z2z is the Laplace filter operator, z

2
x , z

2
y , and z

2
z are the second-

order partial derivatives along the x-axis, y-axis, and z-axis
direction, respectively. Since partial derivatives are
independent of time integration, the PP image Ilappp can also be
disintegrated by Cartesian components’ cross-correlation
imaging results. As for 2D vector-based wavefields, the PP
image Ilappp can be separated into four items:

Ilappp � z2x ∫ spxr
p
xdt + z2x ∫ spzr

p
zdt + z2z ∫ spxr

p
xdt + z2z ∫ spzr

p
zdt

� z2xIppxx + z2xIppzz + z2z Ippxx + z2z Ippzz .
(7)

Here, z2xIppxx and z2z Ippxx are second-order derivatives of x-axis
Cartesian component cross-correlation imaging result along the

x-axis direction and z-axis direction, respectively; z2xIppzz and
z2zIppzz are second-order partial derivatives of z-axis Cartesian
component cross-correlation imaging result along the x-axis
direction and z-axis direction, respectively. Thereinto, z2xIppxx
and z2zIppzz are parallel-oriented partial derivatives of Cartesian
component cross-correlation imaging result. Meanwhile, z2z Ippxx
and z2xIppzz are normal-oriented partial derivatives of Cartesian
component cross-correlation imaging result. The fault model
(shown in Figure 2) has been introduced for reverse time
migration to highlight the interaction characteristics of these
decoupled migrated results on the flat and inclined interface.
Figures 3A–D are the decoupled migrated results of z2xIppxx,
z2xIppzz , z

2
zIppxx , and z2z Ippzz , respectively.

Backscattering noise has been suppressed in all decoupled
images. Moreover, these decoupled images have different
migration capabilities. On the one hand, the decoupled items
z2xIppxx (shown in Figure 3A) and z2xIppzz (shown in Figure 3B)
related to second-order partial derivative associated with x-axis
direction show similar migrated images sensitive to inclined
structures. Compared with the ideal parallel-oriented result
z2xIppxx , the decoupled normal-oriented item z2xIppzz would
encounter severe crosstalks, causing destructive interference in
the final stacked image. On the other hand, the decoupled items
z2zIppxx (Figure 3C) and z2zIppzz (Figure 3D) related to second
-order partial derivatives along the z-axis direction migrate good
images in flat-layer structures. Compared with the ideal parallel-
oriented migrated result z2z Ippzz , the decoupled normal-oriented
item z2z Ippxx fails to image near-zero offset, contrary to the final PP
wave image. Furthermore, the phase of z2z Ippxx is opposite to
z2zIppzz . The opposite phase between z2z Ippzz and z2zIppxx will result
in the Laplace filter’s disability in correcting the polarity reversal
problem in the PP image. The scalar imaging condition with the
Laplace filter successfully suppresses backscattering but fails to
correct the polarity reversal.

The Scalar Imaging Condition With the
Pseudo-Laplace Filter
Since normal-oriented partial derivative related items of the
Laplace filter are greatly affected by crosstalk noise, the
horizontal derivative related decoupled items have been
selected to migrate the PP image. Analogous to the scalar
imaging condition with the Laplace filter, we propose the
scalar imaging condition with the pseudo-Laplace filter. To
characterize the scalar imaging condition with a pseudo-
Laplace filter mathematically, we first define the pseudo-
Laplace operator ∇̃ 2

as follows:

∇̃ 2 � (z2x, z2y , z2z) (8)

and the PP wave’s Hadamard product image IPP as follows:

IPP � ∫ sp+rpdt � (Ippxx , Ippyy, Ippzz), (9)

where + is the Hadamard operator (see also Appendix A). The
pseudo-Laplace operator ∇̃ 2

comprises three array components,
which are second-order partial derivatives along the x-, y- and
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z-axis, respectively. Their summation is just the Laplace operator.
Meanwhile, the PP wave Hadamard product images IPP are
composed of three array components: cross-correlation
imaging results of the x-axis, y-axis, and z-axis Cartesian
components. The summation of array components is just a PP

wave scalar product image Ipp. There is some specific connection
between the pseudo-Laplace operator ∇̃ 2

and the Laplace
operator ∇̃ 2

and between the PP wave Hadamard product
image IPP and the PP wave scalar product image Ipp. Unlike
the scalar Laplace operator ∇2 and PP wave scalar product image

FIGURE 2 | The P-wave velocity, S-wave velocity, and density of a fault model. The model contains 600 points of dx � 10min the x-axis and 400 points of
dz � 10min the z-axis. The inverted triangle marks the location of the explosive source with a Ricker wavelet of 30 Hz, and triangle represents receivers with 20 m interval.

FIGURE 3 | The decoupled migrated images of z2x Ippxx (A), z
2
x Ippzz (B), z

2
z Ippxx (C), and z2z Ippzz (D). The sum of decoupled migrated images z2x Ippxx , z

2
x Ippzz , z

2
z Ippxx ,

and z2z Ippzz is equal to the scalar imaging condition with a Laplace filter Ilappp . Otherwise, the sum of decoupled migrated images z2x Ippxx and z2z Ippzz is equal to the scalar
imaging condition with a pseudo-Laplace filter Ipse−lappp .
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Ipp, the pseudo-Laplace operator ∇̃ 2
and PP wave Hadamard

product image IPP are both vectors.
Combining the pseudo-Laplace operator with the PP wave

Hadamard product image vector, we propose a scalar imaging
condition with a pseudo-Laplace filter for vector-based wavefields
as follows:

Ipse−lappp � ∇̃ 2 · IPP � ∇̃ 2 · (∫ sp+rpdt). (10)

Here, Ipse−lappp is the PP image by the scalar imaging condition with
a pseudo-Laplace filter. As for 2D vector-based wavefield, the
scalar imaging condition with a pseudo-Laplace filter for the PP
wave should be simplified, and components related to y-axis
should be neglected:

Ipse−lappp � z2x ∫ spxr
p
xdt + z2z ∫ spzr

p
zdt

� z2xIppxx + z2zIppzz.
(11)

The scalar imaging conditions with a Laplace filter (Eq. 4) and a
pseudo-Laplace filter (Eq. 8) depend on second-order partial
derivatives of Cartesian components cross-correlation results.
Different from the Laplace filter composed of parallel-oriented
and normal-oriented items, only the parallel-oriented items are
selected to form the pseudo-Laplace filter. As shown in Figure 4,
we migrate the PP images of the fault model by the scalar imaging
condition with the Laplace filter and with the pseudo-Laplace
filter. Figure 4A is the migrated PP scalar image with a Laplace
filter, the sum of Figures 3A–D. Similarly, the sum of Figures
3A,D is just one scalar migrated PP image with a pseudo-Laplace
filter, as shown in Figure 4B. Compared with the PP image with a
Laplace filter (Figure 4A), backscattering noise suppression
(marked by red arrows) and polarity reversal correction
(marked by red circles) have been shown in the PP image
with a pseudo-Laplace filter (Figure 4B).

For the application in elastic RTM, we should migrate three
Cartesian component’s images (or two images in a 2D case) by
time integration and then sum second-order derivatives of three

images together. Compared with the scalar imaging condition,
additional storage of three Cartesian component’s images and
computation of second-order derivative operation are introduced
in scalar imaging conditions with a pseudo-Laplace filter.
Compared with the storage and computation costs consumed
by the wavefield extrapolation of elastic RTM, the additional
calculation introduced by the proposed filter can be ignored to a
certain degree. Thus, the scalar imaging condition with a pseudo-
Laplace filter is easy to perform and does not require additional
processing or storage, which is essential for elastic RTM.

Backscattering Attenuation and Polarity
Correction
Based on the above-tested fault model, the suppression of
backscattering and correction of polarity reversal have been
shown in the PP scalar image with the proposed pseudo-
Laplace filter. The section will theoretically illustrate how the
pseudo-Laplace filter suppresses backscattering noise and correct
polarity reversal in PP images with the assumption of a
plane wave.

For the vector-based elastic wavefields, the source-side particle
velocity vector sp and receiver-side particle velocity vector rp are
related to the polarization and propagation of the P wave.
Decomposing the particle velocity wavefield of pure P wave in
plane waves, we obtain the following:

sp � |sp|pseik(ns ·x−vpt), (12A)

and

rp � |rp|Rppp
reik(vpt−nr ·x). (12B)

Here, |sp|and |rp| � |sp|Rpp are the modulus of the incident and
reflected wave, respectively. p and n are polarization unit vector
and propagation unit vector, respectively. Superscripts s and r
represent incident wave and reflected wave. vp, k � ω/vp, and ω
are P wave’s propagated velocity, wavenumber and angular
frequency, respectively. Assuming that vectors n and p vary

FIGURE 4 | PP images by the scalar imaging condition with a Laplace filter (A) and with a pseudo-Laplace filter (B). Compared with the PP image with a Laplace
filter (Panel A), backscattering noise suppression (marked by red arrows) and polarity reversal correction (marked by red circles) have been shown in the PP image with a
pseudo-Laplace filter (Panel B).
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slowly in the space-time domain, their temporal and spatial
derivatives are small enough to be ignored.

Substituting the plane wave definitions (Eq. 12) into Eqs 4, 7,
11, we obtain an expression with the assumption of the plane
wave as follows:

Ipp � ∫|sp||rp|Rpp(ps · pr)eik(ns−nr)·xdt, (13A)

Ilappp � −∫|sp||rp|Rppω
2{[(nsx − nr

x)2 + (ns
z − nr

z)2](psxprx + pszp
r
z)}

eik(n
s−nr)·xdt,

(13B)

and

Ipse−lappp � −∫|sp||rp|Rppω
2[(ns

x − nr
x)2psxprx

+ (nsz − nr
z)2pszprz]eik(ns−nr)·xdt. (13C)

In the 2D case of incident pure P wave, the reflected P wave
without wave conversion would be obtained in an observation
coordinate system along the horizontal surface and vertical depth.
As shown in Figure 5A, the geological structure information of
the reflector has been introduced in the descriptions of particle
velocity vectors in the observation coordinate system. A local
coordinate system (as shown in Figure 5B) is constructed along
with tangential and vertical directions of the reflector to simplify
the representation of vectors in the source and receiver wavefield.
As for pure P wave, the polarization vector ps is parallel to the
propagation vector ns with the same positive direction. In the
local coordinate system, the polarization vector ps and
propagation vector ns of incident vector sp in source wavefield
should be described by the incident angle α as follows:

ps � sin α i
→+ cos α k

→
, (14A)

and

ns � sin α i
→+ cos α k

→
. (14B)

Unlike source wavefield, the pure P wave in receiver wavefield
should be described by conjugation of a reflected vector rp. Its

propagation direction is the opposite to that of the reflected wave,
and polarization direction is the same as the reflected wave. The
polarization vector ps is parallel to the propagation vector ns with
the same positive direction for reflected pure P wave rp. When it
comes to reflected pure P wave, the polarization vector pr and
propagation vector nr should be described in the local coordinate
system by the reflected angle α as follows:

pr � − sin α i
→+ cos α k

→
, (15A)

and

nr � sin α i
→− cos α k

→
. (15B)

According to the descriptions of incident vector (Eq. 14) and
conjugation of reflected vector (Eq. 15), we can rewrite the scalar
imaging condition, the scalar imaging condition with a Laplace
filter, and the scalar imaging condition with a pseudo-Laplace
filter in the local Cartesian coordinate system as follows:

Ipp � ∫|sp||rp|Rpp cos θe
ik(ns−nr )·xdt, (16A)

Ilappp � −∫|sp||rp|Rppω
22 cos θ(cos θ + 1)eik(ns−nr)·xdt, (16B)

and

Ipse−lappp � −∫|sp||rp|Rppω
2(cos θ + 1)2eik(ns−nr )·xdt. (16C)

Here, θ � 2α is the opening angle. The above-mentioned
imaging algorithms need to be separated into terms related to
amplitude and phase. As for the phase-related item, they agree
with each other by the form of eik(n

s−nr)·x . The phase-related item
is dependent on the illumination vector isr � ns − nr , defined by
Lecomte (2008). The illumination vector isr satisfies the following
relationship isr � ns − nr � 2 cos (θ/2)n̂, where n̂ is a unit normal
vector at each reflector. In a local coordinate system, a unit normal
vector can be described as n̂ � (0, 1) regardless of the inclination of
a reflector. Phase-related items are dependent on the opening angle
θ. In particular, isr � 0 while θ � 180°. It indicates that isr will be
zero at the reflectors when the incident wave and reflected wave are
with the same propagating path.

FIGURE 5 | The incident vector and reflected vector of pure P wave in observation coordinate system (A) and local coordinate system (B). The coordinate
observation system is constructed along the horizontal surface and vertical depth. The illumination vector isr , used to describe the relationship between the incident wave
and reflected wave, is related to the vertical directions of the reflector and opening angle. To simplify their representation, the local coordinate system is constructed along
with tangential and vertical directions of the reflector. In a local coordinate system, the incident vector and reflected vector can be described by the incident angle α
or opening angle θ.
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Otherwise, the amplitude-related items in Ipp, I
lap
pp , and Ipse−lappp

imaging algorithms are different from each other. Factor
|sp||rp|Rpp, coexisting in The above-mentioned imaging
conditions, is useful for seismic inversion interpretation. Once
the Laplace filter and pseudo-Laplace filter are introduced, the
scalar imaging algorithms are influenced by angular frequency
ω2. The introduction of ω2 weakens the amplitude of low-
frequency data and enhances the amplitude of high-frequency
data, changing the spectrum of images and damaging effective
low-frequency information. To maintain the spectrum of images
and recover their effective low-frequency information, reasonable
time integration is needed (Liu et al., 2010). Furthermore, the
above-mentioned imaging algorithms are dependent on different
weighting factors:

wpp � cos θ, (17A)

wlap
pp � −2 cos θ(cos θ + 1), (17B)

and

wpse−lap
pp � −(cos θ + 1)2. (17C)

Here, wpp,w
lap
pp , and w

pse−lap
pp are the introduced weighting factor

of the scalar imaging condition, the scalar imaging condition with
a Laplace filter, and the scalar imaging condition with a pseudo-
Laplace filter, respectively. From Eq. 17, we can see that weighting
factors vary with the opening angle θ.

The variation of the weighting factor for the opening angle θ is
shown in Figure 6. For visual display, the amplitude is
normalized by the corresponding max value. When the
opening angle θ increases from 0+ to 180+, the weighting
factor wpp (represented by the blue curve) in the scalar
imaging condition ranges from 1 through 0 to −1. The
polarity of the image is reversed while the sign of weight
factor changes from positive to negative near 90+, and the
backscattering noise is generated by dot product cross-
correlation of two wavefields with an opening angle of 180+ or
close to 180+. By introducing the Laplace filter, the weighting
factor wlap

pp (represented by the red curve) will be 0 near 180+,
which indicates that backscattering noise has been suppressed.

However, the sign of the weighting factor wlap
pp still changes from

positive to negative around 90+. In other words, the Laplace filter
fails to correct the polarity reversal in PP images by scalar imaging
conditions. Furthermore, the pseudo-Laplace filter has been
introduced in scalar imaging conditions, and its weighting
factor wpse−lap

pp (represented by the yellow curve) is in the range
of 1–0. Similar to the Laplace filter, for backscattering waves with
180+ or near 180+ opening angles, the weighting factor wpse−lap

pp is
zero. Unlike the Laplace filter, the weighting factor wpse−lap

pp only
ranges from 1 to 0, and its sign is always positive. Therefore, the
weighting factor can suppress backscattering noise and correct
the reversed polarity. As for the PP image by the scalar imaging
condition with a pseudo-Laplace filter, the backscattering noise
has been suppressed and polarity reversal has been corrected.

NUMERICAL EXAMPLES

This section presents a two-layer flat model and a four-layer inclined
model to demonstrate the challenges of backscattering noise and
polarity reversal in PP images caused by scalar imaging conditions.
Moreover, it shows how to suppress them by the pseudo-Laplace
filter. Then, using numerical values, we investigate the amplitude
variation versus the opening angle to demonstrate the consistency of
the pseudo-Laplace filter. The Marmousi 2 model (Martin et al.,
2006) is then used to demonstrate the effectiveness and advantages of
the pseudo-Laplace filter in the suppression of backscattering
artifacts and correction of polarity reversal.

When it comes to vector-based elastic RTM, the decoupled
elastic wave equation (Xiao and Leaney, 2010; Du et al., 2017)
generates source and receiver wavefield of decoupled P wave.
Furthermore, the source normalization by decoupled P-wave
source wavefield should be introduced to balance the energy
between the shallow and deep layers.

The Two-Layer Flat Model
The two-layer flat model shown in Figure 7 is 10 × 2km. At a
depth of 1 km, there is one flat interface. The first and second
layer’s P-wave velocities would be 2400 m/s and 2700 m/s,

FIGURE 6 | The variation of a weighting factor in the scalar imaging condition, the scalar imaging condition with a Laplace filter and with a pseudo-Laplace filter.
Note that the blue curve of the weighting factor cos θ will cross through the axis whose amplitude is zero and reach -1 while the opening angle is 180+. The red curve of
the weighting factor 2 cos θ(cos θ + 1) goes through the axis whose amplitude is zero and reaches 0 while the opening angle is 180+. The yellow curve of the weighting
factor (cos θ + 1)2 range 1–0 without change of positive and negative sign.
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respectively. The S-wave velocity is consistent with the
relationship vs � vp/1.73, and density is set to 1.0 g/cm3. It
contains 1000 points in the horizontal direction and 200
points in the vertical direction, with a space interval of 10 m.
Figure 8 shows a synthetic seismic record generated using
double receiving observation geometry, with a shot located at
a depth of 10 m. At a depth of 10 m, there are 500 receivers with
a 20 m receiver interval. As a result, the maximum offset is up to
5 km. The synthetic seismic data are generated using an
explosive source of Ricker wavelet with a peak frequency of
20 Hz. The time interval is 0.8 ms, and the total record time
is 2.4 s.

The migrated PP images by scalar imaging conditions, scalar
imaging conditions with a Laplace filter, and scalar imaging
conditions with a pseudo-Laplace filter are shown in Figure 9. It
is evident that backscattering artifacts (marked by the red arrow)
influence the PP image by the scalar imaging condition (shown in
Figure 9A) and have been attenuated effectively in the PP image
with the application of a Laplace filter (shown in Figure 9B) and
with a pseudo-Laplace filter (shown in Figure 9C). Apart from
backscattering noise, the other noise, such as polarity reversal, also
occurs at the interface. As for the interface of 1 km depth, the
maximum incident angle reaches 68.2+, over critical angle
arcsin(vp1/vp2) � 62.73° and polarity reversed angle 45+. Thus, all

FIGURE 7 | The P-wave velocity of the two-layer flat model, whose S-wave velocity and density are satisfied with vs � vp/1.73 and ρ � 2300g/cm2, respectively.

FIGURE 8 | The synthetic multicomponent seismic record without direct wave: (A) x-component and (B) z-component.
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three migrated PP images are similar and encounter phase-distorted
inhomogeneous waves, such as refracted waves (marked by blue
arrows) around 1.9 km distance. Besides, only PP images without or
with the Laplace filter suffer from the polarity reversal around 1 km

distance (marked by red circles), whichwould have been corrected in
the PP image with a pseudo-Laplace filter. Therefore, the phase axis
of the PP image with the pseudo-Laplace filter is more continuous
than the PP image with the Laplace filter.

FIGURE 9 | PPmigrated images of the two-layer flat model by the scalar imaging condition (A), the scalar imaging condition with a Laplace filter (B), and the scalar
imaging condition with a pseudo-Laplace filter (C). The backscattering noise (marked by the red arrow) has been effectively suppressed in PP images by scalar imaging
conditions with a Laplace filter and a pseudo-Laplace filter. Furthermore, the polarity reversal (marked by the red circle) has been corrected in the PP image by the scalar
imaging condition with a pseudo-Laplace filter.
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FIGURE 10 | The comparison between the analytical reflection coefficient Rpp (yellow curves), the weighting theoretical reflection coefficient (red curves) and
normalized amplitudes (blue curves) extracted from PP images by the scalar imaging condition (A), the scalar imaging condition with a Laplace filter (B), and the scalar
imaging condition with a pseudo-Laplace filter (C) in Figure 9. The reflection coefficient (yellow curves) is solved by the Zoeppritz equation with the elastic parameters of
the two-layer layer model, and the normalized amplitudes in PP images have been converted to variation with the opening angle.
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Additionally, wemeasure the amplitudes of these images at the
interface at a depth of 1 km and convert the offset variable to the
opening angle variable using geological and elastic parameters.
Then, we compare these amplitudes (blue curves) from Figure 9
with the theoretical reflection coefficient Rpp (yellow curves) and
the corresponding weighting factor (red curves), respectively. The
analytical solution Rpp (yellow curves) is calculated by solving the
Zoeppritz equation with the elastic parameters of the two-layer
layer model. The opening angle ranges from 0 to 120° to avoid
phase distortion when the incidence angle is greater than the
critical angle of 62.73°. The extracted amplitudes (blue curves)
match well with the weighting theoretical reflection coefficient
(red curves) up to approximately 80°, verifying the correctness of
the theoretical analysis.

What is more, the extracted amplitudes have higher values
than the corresponding weighting theoretical reflection
coefficient at large angles of incidence and then decline to zero
due to the limited acquisition space. Both Laplace and pseudo-
Laplace filters would fail to maintain the amplitude of images at
large incidence. Figure 10A shows the extracted amplitudes from
Figure 9A and weighting theoretical reflection coefficient
Rpp cos θ; Figure 10B shows the extracted amplitudes from
Figure 9B and weighting theoretical reflection coefficient
Rpp cos θ(cos θ + 1). They both change their signs at
approximately 90° angle of incidence. However, Figure 10C
shows the extracted amplitudes from Figure 9C and weighting
theoretical reflection coefficient Rpp(cos θ + 1)2, and its sign
remains unchanged at any opening angle. Therefore, the
consistency of the pseudo-Laplace filter has been demonstrated
by the analysis of amplitude variation versus the opening angle,
which indicated that polarity reversal had been corrected.

The Four-Layer Inclined Model
The four-layer inclined model, as shown in Figure 11, is
10 × 4km. There are three inclined interfaces with a 10+ dip
angle at 1.5, 2.5, and 3.5 km depth, respectively. The P-wave
velocity of the first layer, second layer, third layer, and fourth
layer would be 2500 m/s, 2600 m/s, 2700 m/s, and 2800 m/s,
respectively. The S-wave velocity satisfies the relationship
vs � vp/1.73, and density is set to constant 1 g/cm3. It contains
1000 points and 400 points in the horizontal and vertical

directions with a space interval of 10 m. Synthetic data are
generated with double receiving observation geometry, where
the shot is located at a depth of 10 m and a distance of 7 km. There
are 500 receivers with a receiver interval of 20 m at a depth of
10 m. Therefore, the maximum offset is 7 km. The explosive
source of the Ricker wavelet with 30 Hz peak frequency is set to
generate the synthetic seismic data. The time interval is 1.0 ms,
and the total record time is 3 s.

The migrated PP images by scalar imaging conditions with a
Laplace filter and scalar imaging conditions with a pseudo-
Laplace filter are shown in Figure 12. It is evident that
backscattering artifacts (marked by the red arrow) influence
the PP image by scalar imaging conditions (shown in
Figure 12A) and have been attenuated effectively in the PP
image with the application of a Laplace filter (shown in
Figure 12B) and with a pseudo-Laplace filter (shown in
Figure 12C). Apart from backscattering noise, the other noise,
such as polarity reversal, also occurs at images along with the
interfaces. As for the first interface, the maximum incident angle
reaches 75+, which is over critical angle arcsin(vp1/vp2) � 74.05°,
and polarity reversed angle 45+ at the maximum offset of 7 km.
Therefore, the polarity reversal around 5 km (marked by a red
circle) and phase-distorted homogeneous wave such as refracted
wave (marked by the blue arrow) would be introduced in PP
images without or with a Laplace filter. As for the second
interface, the maximum incident angle of 58+, equal to 116+

opening angle, is less than the critical angle arcsin(vp2/vp3) �
74.35° and bigger than the polarity reversed angle of 45+. PP
images without or with the Laplace filter of the second interface
only encounter a polarity reversal problem around 4 km without
phase aberration. As for the third interface, the maximum
incident angle of 43+ is near the polarity reversed angle of 45+

and less than the critical angle arcsin(vp2/vp3) � 74.64°. The
amplitude of the phase-reversed image is too little to influence
the final stacked result. Furthermore, the polarity reversals at
three interfaces have been corrected in the PP image with a
pseudo-Laplace filter. Therefore, the phase axis of the PP image
with a pseudo-Laplace filter is more continuous than the PP
image with a Laplace filter.

To analyze the amplitude variation versus opening angle, we
pick up the max amplitude of these images along the second
interface and convert the offset variable to the opening angle
variable with a geological structure. Since the first interface is
affected by the direct wave and heterogeneous wave such as
refracted wave, the second interface has been utilized. Once the
amplitude variation has been picked up, the smoothing and
normalization are required to avoid interference of other
factors such as phase. As shown in Figure 13, the variations
of normalized amplitude in three images match the variations of
normalized weighting with an opening angle ranging from 0 to
near 116+, the maximum opening angle of the geometry. Once
the opening angle exceeds the maximum, normalized
amplitudes would be zero. Around 90+ opening angle,
change the numerical symbols of amplitude that occurs in
the PP image (represented by the blue curve) and the PP
image with a Laplace filter (represented by the red curve).
However, the yellow curve, representing the PP image with a

FIGURE 11 | The P-wave velocity of the four-layer inclinedmodel, whose
S-wave velocity and density are satisfied with vs � vp/1.73 and
ρ � 2300g/cm2, respectively.
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FIGURE 12 | PP migrated images of the four-layer inclined model by the scalar imaging condition (A), the scalar imaging condition with a Laplace filter (B), and the
scalar imaging condition with a pseudo-Laplace filter (C). The backscattering noise (marked by the red arrow) has been effectively suppressed in PP images by scalar
imaging conditions with a Laplace filter and a pseudo-Laplace filter. Furthermore, the polarity reversal (marked by the red circle) has been corrected in the PP image by
the scalar imaging condition with a pseudo-Laplace filter.
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pseudo-Laplace filter, has a consistent numerical symbol in
amplitude. Therefore, the consistency of the pseudo-Laplace
filter has been demonstrated by the analysis of amplitude
variation versus the opening angle, which indicated that
polarity reversal had been corrected.

Marmousi 2 Model
The Marmousi 2 model is used in this example to show how the
pseudo-Laplace filter can effectively suppress backscattering
noise, resolve polarity reversal, and generate a high-quality PP
image in complex geological structures.

FIGURE 13 | The variation of normalized amplitude in PP images with the opening angle. Numerically, amplitude symbols change with the P-wave incident angle
reaching 45+, and the offset is around 3500 m in both the PP image by the scalar imaging condition (blue curve) and the scalar imaging condition with a Laplace filter (red
curve). In contrast, amplitude symbols are consistent in the PP image by the scalar imaging condition with a pseudo-Laplace filter (yellow curve).

FIGURE 14 | The P-wave velocity of the elastic Marmousi 2 model (A) and the S-wave velocity of the elastic Marmousi 2 model (B) and the density is constant of
1 g/cm3.
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As shown in Figure 14, the modified Marmousi 2 model
(Martin et al., 2006) contains 1325 points in the horizontal
direction with 10 m sample interval and 934 points in the
vertical direction with 5 m sample interval. Thus, the size of
the Marmousi 2 model is 13.25 × 4.67km. The P-wave velocity
ranges from 1800 m/s to 4600 m/s, the S-wave velocity ranges
from 1000 m/s to 2000 m/s, and density is the constant of 1 g/
cm3. The full-receiving geometry, where 265 shots are excited
with a 50 m shot interval at a depth of 10 m, and 1325 receivers
are located with a 10 m receiver interval at the surface, is
constructed to generate the seismic record. The source
function is a Ricker wavelet with a peak frequency of 30 Hz.
The recording time interval is 1.0 ms, and the recording length
is 4.3 s.

Figure 15A is the migrated PP image by the scalar imaging
condition with the Laplace filter, and Figure 15B is the migrated
PP image by the scalar imaging condition with a pseudo-Laplace
filter. The backscattering noise contamination has been

suppressed successfully in these two images, while some
backscattering noise still resides in the PP image with Laplace
(marked by the red arrow). Furthermore, both of them have
embodied the structural character of the model. Compared with
the PP image with Laplace of Figure 15A, the overall appearance
of Figure 15B is more apparent, including the shallow fault in
detail. That is related to the weighting factor of the pseudo-
Laplace filter is stronger than that of the Laplace filter.
Furthermore, the events in the shallow layer of Figure 15B are
more continuous than those of Figure 15A.

We further extracted the traces from PP images with a Laplace
filter (Figure 15A) and a pseudo-Laplace filter (Figure 15B) at a
depth of 1.32 km. As shown in Figure 16, we compare the
amplitude of trace extracted from Figure 15A (blue curve)
and Figure 15B (red curve) with the theoretical reflection
coefficient Rpp (yellow curves). The Zoeppritz equation
calculates the theoretical reflection coefficient Rpp at normal
incidence. The variation trends of traces are consistent with

FIGURE 15 | The PP images of the Marmousi 2 model by the scalar imaging condition with the Laplace filter (A) and with the pseudo-Laplace filter (B). The two
images embody the structural characteristics of the model. The overall appearance of Panel B is more apparent and events in the shallow layer are more continuous than
those in Panel A. Furthermore, the backscattering noise of Panel A is more serious than that in Panel B.
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the theoretical reflection coefficient. Moreover, the amplitude of
trace from Ipse lap

pp (red curve) is generally slightly larger than that
from Ilappp (blue curve) because the weighting factor
2 cos θ(cos θ + 1) of PP images with a Laplace filter is
stronger than the weighting factor (cos θ + 1)2 of PP images

with the pseudo-Laplace filter at small incident angles. However,
there is a big difference between amplitudes and theoretical value
in the fault area at 5–6 km and 7–8 km. The inaccuracy is caused
by a false reflected wave where diffraction wave and multiple
waves exist. Moreover, at the cover of anticline where sub-cover

FIGURE 16 | The comparison between normalized amplitudes of theoretical reflection coefficient Rpp (yellow curves) calculated by Zoeppritz equation and traces
extracted from Figure 15A (blue curve) and Figure 15B (red curve) at a depth of 1.32 km. The variation trends of traces are consistent with the theoretical reflection
coefficient, and the amplitude of trace from Ipse lap

pp (red curve) is generally slightly larger than that from Ilappp (blue curve). However, the amplitude of trace from Ipse lap
pp (red

curve) is smaller than that from Ilappp (blue curve) in the fault area (marked by the red arrow). Moreover, the phase of Ilappp (blue curve) is opposite to that of Ipse lap
pp (red

curve) and theoretical solution (yellow curve) at the cover of anticline where sub-cover oil and gas reservoirs develop, marked by a black rectangular box.

FIGURE 17 | The partial enlargements of the P-wave velocity of the elastic Marmousi 2 model (A) and the S-wave velocity of the elastic Marmousi 2 model (B).
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oil and gas reservoirs develop with 10–11 km distance, the phase
of stacked Ilappp (blue curve) is opposite to that of stacked Ipse lap

pp

(red curve) and theoretical solution (yellow curve), as marked by
a black rectangular box. The phase reversal originates from
polarity reversal in the PP image with the Laplace filter and
polarity correction in the PP image with the pseudo-Laplace filter
at large incidence.

To observe clearly, we intercept the part of the Marmousi 2
model with a distance from 7–13 km and a depth from 0.5 to
4 km. Figures 17A,B are the partial enlargements of the P-wave
velocity of the elastic Marmousi 2 model and S-wave velocity of
the elastic Marmousi 2 model amplified, respectively.
Correspondingly, Figure 18A is a partial enlargement of the
PP image of the Marmousi 2 model by the scalar imaging
condition with a Laplace filter (Figure 15A), and Figure 18B
is a partial enlargement of the PP image of the Marmousi 2 model
by the scalar imaging condition with the pseudo-Laplace filter
(Figure 15B). Even as the polarity reversal described by
Figure 16, the phase of the stacked PP image with a Laplace
filter is opposite to that of the stacked PP image with a pseudo-
Laplace filter and is no longer continuous at the cover of the
anticline. As marked by the blue curve, the phase of the event in
Figure 18B is more persistent than in Figure 18A, especially at
the cover of an anticline. Furthermore, there is an oil and gas
reservoir at sub-cover with the variation of S-wave velocity in
Figure 17B. The disturbance at sub-cover (marked by the red
arrow) succeeds to be imaged in Figure 18A but fails to be imaged
in Figure 18A. Overall, the scalar imaging condition with a
pseudo-Laplace filter generates a high-quality PP image in
complicated geological structures.

DISCUSSIONS

The dot product cross-correlation scalar imaging condition,
similar to the cross-correlation scalar wave field imaging
condition, is a simple and effective imaging condition for
vector-based wavefields. Naturally, the PP image by the dot
product scalar imaging condition encounters backscattering
noise, also being in cross-correlation imaging results, and
polarity reversal problem caused by the weighting factor
cos θ. The scalar imaging condition with a pseudo-Laplace
filter has been developed as an analogy to the cross-
correlation imaging condition with the Laplace filter.
Analogous to the cross-correlation imaging condition with
the Laplace filter, the scalar imaging condition with pseudo-
Laplace filter has been proposed.

Table 1 is the comparative table for the Laplace filter and
pseudo-Laplace filter characters from the backscattering noise,
the polarity reversal, the spectral variation, and the computation
cost. Overall, the pseudo-Laplace filter is similar to the Laplace
filter in backscattering suppression, spectral variation, and
computation cost. However, it is only the pseudo-Laplace filter
that could correct the polarity reversal problem at large incidence.
Therefore, the field data with large offset are suitable for the
proposed pseudo-Laplace filter. As for the filters composed of
second-order spatial derivatives, the angular frequency ω2 has
been introduced into the final image. Similar to spectrum
modification of a Laplace filter, some low-frequency effective
information of the PP image with a pseudo-Laplace filter would
be suppressed due to the introduction of ω2. Further study of the
low-frequency compensation should be carried out.

FIGURE 18 | The partial enlargements of PP images of the Marmousi 2 model by the scalar imaging condition with the Laplace filter (Panel A) and with the pseudo-
Laplace filter (Panel B). The polarity of the event (such as events marked by the blue curve) in Panel B is more continuous than that in Panel A. Furthermore, clearer
interfaces and less disturbance of the oil and gas reservoirs at sub-cover (marked by the red arrow), indicated by the partial enlargements of the elastic Marmousi 2 model
in Figure 17B, are located in Panel B.
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Once the low-frequency information is compensated, the weighting
factor (cos θ + 1)2 can be extracted by deciding the modulus of the
incident wave and reflected wave. The weighting factor (cos θ + 1)2is
in a linear relationship with the opening angle. Furthermore, the scalar
imaging conditionwith pseudo-Laplace can be used to extract common
imaging point gathers. The SS image by the dot product–based scalar
imaging condition suffers from the backscattering and polarity reversal,
whose generating mechanism is similar to the PP image. The pseudo-
Laplace filter can be extended to the SS image.

CONCLUSION

The PP image by the dot product–based scalar imaging condition will
encounter the problem of polarity reversal when the opening angle
exceeds 90+ and backscattering noise when the opening angle is close
to 180+. Based on the application of the Laplace filter for vector-based
wavefield, we propose the pseudo-Laplace filter. Unlike the Laplace
filter, the scalar imaging condition with a pseudo-Laplace filter only
consists of second-order parallel-oriented partial derivatives of
Cartesian components cross-correlation results and omits normal-
oriented partial derivatives of Cartesian components cross-correlation
result. Derivation with plane wave assumption shows that the
proposed pseudo-Laplace filter, which depends on the weighting
factor (cos θ + 1)2, can correct polarity reversal and attenuate
backscattering artifacts in the PP image. Numerical experiments of
the two-layer flat model, four-layer inclined model, and Marmousi 2
model have verified the efficiency and accuracy of the pseudo-Laplace
filter. The proposed pseudo-Laplace filter can provide the image with
backscattering suppression and continuous phase, which can be
further used to extract common imaging point gathers.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material; further inquiries can be
directed to the corresponding authors.

AUTHOR CONTRIBUTIONS

QD and XZ contributed to the conception and design of the
study. SZ organized the database and performed the statistical
analysis. FZ and L-YF modified the manuscript. All authors
contributed to manuscript revision and read and approved the
submitted version.

FUNDING

This research was supported by the National Science
Foundation of China (41930429 and 41774139), the China
National “111” Foreign Experts Introduction Plan for Tight
Oil & Gas Geology and Exploration, and the Deep-Ultradeep Oil
& Gas Geophysical Exploration and Qingdao Applied Research
Projects.

ACKNOWLEDGMENTS

The authors are grateful to the associate editor H-WZ and
reviewers for reviewing this manuscript and Qamar Yasin for
revising this manuscript.

REFERENCES

Aki, K., and Richards, P. (1980). Quantitative Seismology[M]. New York: W. H.
Freeman.

Baysal, E., Kosloff, D. D., and Sherwood, J. W. C. (1983). Reverse Time Migration.
Geophysics 48 (11), 1514–1524. doi:10.1190/1.1441434

Claerbout, J. F. (1971). Toward a Unified Theory of Reflector Mapping. Geophysics
36 (3), 467–481. doi:10.1190/1.1440185

Dellinger, J., and Etgen, J. (1990). Wave-field Separation in Two-Dimensional
Anisotropic media. Geophysics 55 (7), 914–919. doi:10.1190/1.1442906

Du, Q., Gong, X., Zhang, M., Zhu, Y., and Fang, G. (2014). 3D PS-Wave Imaging
With Elastic Reverse-Time Migration. Geophysics 79 (5), S173–S184.
doi:10.1190/geo2013-0253.1

Du, Q., Guo, C., Zhao, Q., Gong, X., Wang, C., and Li, X.-y. (2017). Vector-based
Elastic Reverse Time Migration Based on Scalar Imaging Condition. Geophysics
82 (2), S111–S127. doi:10.1190/geo2016-0146.1

Du, Q. Z., Zhu, Y. T., Zhang, M. Q., and Gong, X. F. (2013). A Study on the
Strategy of Low Wavenumber Noise Suppression for Prestack Reverse Time
Depth Migration. Chin. J. Geophys. 56 (7), 2391–2401. doi:10.6038/
cjg20130725

Duan, Y., and Sava, P. (2015). Scalar Imaging Condition for Elastic Reverse Time
Migration. Geophysics 80 (4), S127–S136. doi:10.1190/geo2014-0453.1

Elita Li, Y., Du, Y., Yang, J., Cheng, A., and Fang, X. (2018). Elastic Reverse Time
Migration Using Acoustic Propagators. Geophysics 83 (5), S399–S408.
doi:10.1190/geo2017-0687.1

Lecomte, I. (2008). Resolution and Illumination Analyses in Psdm: A ray-Based
Approach. Leading Edge 27 (5), 650–663. doi:10.1190/1.2919584

TABLE 1 | The comparison between the Laplace filter and pseudo-Laplace filter.

The Laplace filter The pseudo-Laplace filter

Backscattering noise Succeeds to suppress the backscattering noise Succeeds to suppress the backscattering noise
Polarity reversal problem Fails to correct polarity reversal problem Succeeds to correct polarity reversal problem caused by the weighting

factor cos θ

Spectral variation Attenuates the low-frequency information and Attenuates the low-frequency information
Additional computation or
storage

Trivial additional storage or computation is
required

Trivial additional storage or computation is required

The bold values emphasizes the difference between the Laplace filter and the pseudo-Laplace filter.

Frontiers in Earth Science | www.frontiersin.org August 2021 | Volume 9 | Article 68783518

Du et al. The Pseudo-Laplace Filter

36

https://doi.org/10.1190/1.1441434
https://doi.org/10.1190/1.1440185
https://doi.org/10.1190/1.1442906
https://doi.org/10.1190/geo2013-0253.1
https://doi.org/10.1190/geo2016-0146.1
https://doi.org/10.6038/cjg20130725
https://doi.org/10.6038/cjg20130725
https://doi.org/10.1190/geo2014-0453.1
https://doi.org/10.1190/geo2017-0687.1
https://doi.org/10.1190/1.2919584
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Li, Z. C. (2007). Numeric Simulation of Elastic Wavefield Separation by Staggering
Grid High-Order Finite-Difference Algorithm (In Chinese). Oil Geophys.
Prospect. 42 (5), 510–515. doi:10.1016/S1872-5813(08)60001-8

Liu, H. W., Liu, H., Zou, Z., and Cui, Y. F. (2010). The Problem of Denoise and
Storage in Seismic Reverse Time Migration (In Chinese): Chinese. J. Geophys.
53 (9), 2171–2180. doi:10.1002/cjg2.1530

Ma, D., and Zhu, G. (2003). Numerical Modeling of P-Wave and S-Wave
Separation in Elastic Wavefield. Oil Geophys. Prospect. 38 (5), 482–486.
doi:10.1007/BF02974893

Martin, G. S., Wiley, R., and Marfurt, K. J. (2006). Marmousi2: An Elastic
Upgrade for Marmousi. The Leading Edge 25 (2), 156–166. doi:10.1190/
1.2172306

McMechan, G. A. (1983). Migration by Extrapolation of Time-dependent
Boundary Values*. Geophys. Prospect 31 (3), 413–420. doi:10.1111/j.1365-
2478.1983.tb01060.x

Rocha, D., Tanushev, N., and Sava, P. (2016). Isotropic ElasticWavefield Imaging Using
the Energy Norm. Geophysics 81 (4), S207–S219. doi:10.1190/geo2015-0487.1

Sun, R., and McMechan, G. A. (1986). Pre-Stack Reverse-Time Migration for
Elastic Waves With Application to Synthetic Offset Vertical Seismic Profiles.
Proc. IEEE 74 (3), 457–465. doi:10.1109/PROC.1986.13486

Tang, C., and McMechan, G. A. (2018). Multidirectional-vector-based Elastic
Reverse Time Migration and Angle-Domain Common-Image Gathers with
Approximate Wavefield Decomposition of P- and S-Waves. Geophysics 83 (1),
S57–S79. doi:10.1190/geo2017-0119.1

Wang, W., and McMechan, G. A. (2015). Vector-based Elastic Reverse Time
Migration. Geophysics 80 (6), S245–S258. doi:10.1190/geo2014-0620.1

Whitmore, N. D. (1983). Iterative Depth Migration by Backward Time
Propagation: SEG Technical Program Expanded Abstracts 1983. Soc. Expl.
Geophys., 382–385.

Xiao, X., and Leaney, W. S. (2010). Local Vertical Seismic Profiling (VSP) Elastic
Reverse-Time Migration and Migration Resolution: Salt-Flank Imaging with
Transmitted P-To-S Waves. Geophysics 75 (2), S35–S49. doi:10.1190/
1.3309460

Yan, J., and Sava, P. (2008). Isotropic Angle-Domain Elastic Reverse-Time
Migration. Geophysics 73 (6), S229–S239. doi:10.1190/1.2981241

Yang, J., Zhu, H., Huang, J., and Li, Z. (2018). 2D Isotropic Elastic Gaussian-Beam
Migration for Common-Shot Multicomponent Records. Geophysics 83 (2),
S127–S140. doi:10.1190/geo2017-0078.1

Yoon, K., and Marfurt, K. J. (2006). Reverse-Time Migration Using the Poynting
Vector. Geophys. Explor. 59 (1), 102–107.

Youn, O. K., and Zhou, H.W. (2001). Depth Imaging withMultiples.Geophysics 66
(1), 246–255. doi:10.1190/1.1444901

Zhou, X., Chang, X., Wang, Y., and Yao, Z. (2018). Scalar Pp and Ps Imaging of
Elastic Rtm by Wavefield Decoupling Method: SEG Technical Program
Expanded Abstracts 2018. Soc. Expl. Geophys., 2417–2421. doi:10.1190/
segam2018-2995359.1

Zhu, H. (2017). Elastic Wavefield Separation Based on the Helmholtz
Decomposition. Geophysics 82 (2), S173–S183. doi:10.1190/geo2016-0419.1

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 Du, Zhang, Zhang, Zhang and Fu. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Earth Science | www.frontiersin.org August 2021 | Volume 9 | Article 68783519

Du et al. The Pseudo-Laplace Filter

37

https://doi.org/10.1016/S1872-5813(08)60001-8
https://doi.org/10.1002/cjg2.1530
https://doi.org/10.1007/BF02974893
https://doi.org/10.1190/1.2172306
https://doi.org/10.1190/1.2172306
https://doi.org/10.1111/j.1365-2478.1983.tb01060.x
https://doi.org/10.1111/j.1365-2478.1983.tb01060.x
https://doi.org/10.1190/geo2015-0487.1
https://doi.org/10.1109/PROC.1986.13486
https://doi.org/10.1190/geo2017-0119.1
https://doi.org/10.1190/geo2014-0620.1
https://doi.org/10.1190/1.3309460
https://doi.org/10.1190/1.3309460
https://doi.org/10.1190/1.2981241
https://doi.org/10.1190/geo2017-0078.1
https://doi.org/10.1190/1.1444901
https://doi.org/10.1190/segam2018-2995359.1
https://doi.org/10.1190/segam2018-2995359.1
https://doi.org/10.1190/geo2016-0419.1
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


APPENDIX A: HADAMARD PRODUCT AND
ITS APPLICATION

For the vectors s and t with the same dimension, we can obtain a
new vector w by the Hadamard product ◦. The new vector w of
Hadamard product, whose element is equal to the element-wise
product of vectors s and t, is described as follows:

w � s+t � (sxtx, syty, sztz). (A1)

By introducing the Hadamard product into vectors sp and rp,
the imaging vector sp°rp at each imaging time can be expressed by
the components as follows:

(spxrpx, spyrpy , spzrpz). (A2)
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Sparse Constrained Least-Squares
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1Key Laboratory of Petroleum Resources Research, Institute of Geology and Geophysics, Chinese Academy of Sciences, Beijing,
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Least-squares reverse time migration (LSRTM) is powerful for imaging complex geological
structures. Most researches are based on Born modeling operator with the assumption of
small perturbation. However, studies have shown that LSRTM based on Kirchhoff
approximation performs better; in particular, it generates a more explicit reflected
subsurface and fits large offset data well. Moreover, minimizing the difference between
predicted and observed data in a least-squares sense leads to an average solution with
relatively low quality. This study applies L1-norm regularization to LSRTM (L1-LSRTM)
based on Kirchhoff approximation to compensate for the shortcomings of conventional
LSRTM, which obtains a better reflectivity image and gets the residual and resolution in
balance. Several numerical examples demonstrate that our method can effectively mitigate
the deficiencies of conventional LSRTM and provide a higher resolution image profile.

Keywords: least-squares reverse timemigration (LSRTM), kirchhoff approximation, L1-norm regularization, sparsity
constraint, born approximation

INTRODUCTION

Seismic migration is an inverse procedure of forward modeling, which can restore the interior of the
earth mediumwith record data. Specifically, migration attempts to eliminate the effects caused by the
process of physical propagation and obtain an image that clearly depicts the structural information of
interest. Reverse time migration (RTM), a state-of-the-art seismic imaging method (Baysal et al.,
1983; McMechan, 1983), identifies the aforementioned acausal procedure appropriately. Based on
two-way wave equation, RTM is powerful for handling complex geological settings and velocity with
dramatic variation in the lateral direction. Therefore, it can deal with steep dips and salt dome better
than conventional migration (Zhu and Lines, 1998; Yoon et al., 2003; Liu et al., 2010). However, most
migration methods, including RTM, use the adjoint operator to compute the image instead of the
inverse operator (Tarantola, 1984). Practical data suffers from many factors, such as irregular
acquisition geometry and limited aperture of the acquisition system. These deficiencies generate
artifacts and degrade the resolution. To overcome these limitations, least-squares migration (LSM)
was proposed to combine with RTM (Liu et al., 2011; Dai et al., 2012). Therefore, seismic imaging can
be regarded as a linearized inverse problem.With a proper initial velocity model, seismic records can
be inverted to a more accurate profile. LSRTM iteratively reduces the residual between predicted data
and observed data in a least-squares framework; therefore, the adjoint operator can keep
approaching the inverse operator. Many results have indicated that LSRTM has a better
performance than conventional RTM and migration (Zhang et al., 2015; Dutta and Schuster,
2014; Liu et al., 2016).
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The precondition of seismic inversion is forward modeling,
which maps the parameter model to seismic data. There are
two main approaches to build linear approximation between
physical model and wavefield (Yang and Zhang, 2019). One is
the most commonly used Born approximation based on small
perturbation (Beylkin, 1985; Bleistein, 1987). This requires
that high-order scattered wavefields are much weaker than
primary field. The Born operator describes a linear
relationship between model perturbation and primary
reflected wave. It divides the wavefield into two parts:
background wavefield and perturbation wavefield. LSRTM
based on Born approximation can achieve model
perturbation with these two fields. In addition, an
alternative scheme for modeling is Kirchhoff approximation
(Bleistein, 1987). Compared with Born modeling, the
Kirchhoff operator delineates the connection between
primary reflected wave and reflectivity. Different operators
lead to distinctive results under these two physical contexts.
However, neither Born nor Kirchhoff approximation can avoid
the impact on seismic image in a least-squares sense. Because
minimizing the L2 norm only provides an average solution
(Wang, 2016; Wu et al., 2016). It is essential to seek a balance
between the residual and resolution. According to geological
recognition, the earth medium usually presents a layered
spatial distribution. The reflection coefficient that mirrors
strata attributes should be sparsity, that is, the part of
model that does not generate reflected wave ought to be
zero. Therefore, the inverted model needs a sparse limitation.

This study implements a Kirchhoff modeling formula for
LSRTM promoted by sparsity. The reflectivity model should
be regularized with L1 norm while minimizing the residual of
wavefield in the form of the L2 norm. Referring to ‘least absolute
shrinkage and selection operator’ (Lasso) problem (Tibshirani,
1996), this reformed LSRTM can be solved by the algorithm of
spectral projected gradient for L1 minimization (SPGL1), which
is designed to solve sparse least squares (van den Berg and
Friedlander, 2011). Examples show that our method can
effectively overcome the problems mentioned above.

METHOD

RTM has great advantages in imaging steep strctures such as salt
dome. However, it suffers from low-frequency noise compared to
conventional migration. Least-squares migration can get closer
iteratively to the optimal solution and eventually obtain a
relatively high signal-to-noise ratio, high resolution and
amplitude equalized profile that eliminates the influence of the
acquisition system. It contains three steps: constructing a linear
modeling problem first, using the forward and backward
propagation wavefields to image, and finally updating the
physics model according to the residual.

Linear Modeling Operators
The linearization of nonlinear forward problem is essential to
seismic inversion, making the physical progress more explicit;
moreover, converting the medium parameter becomes easier. The

choice of a linear operator will lead to different physical
significance and images. It is a common way to use Born
approximation to realize linearization. The real velocity model
is divided into two parts: background velocity v0 and velocity
perturbation δv. Given a perturbation δv, it generates a
corresponding wavefield perturbation δu. The Born operator
describes the relationship between reflected wave and model
perturbation. Specifically, the incident wave interacting with
model perturbation becomes a new source, namely the
Huygens principle, and then the new source generates
wavefield perturbations. This can be expressed as follows in
time domain:

( 1

v0(x)2
z2

zt2
− ∇2)u0(x, t; xs) � f (t; xs) (1)

( 1

v0(x)2
z2

zt2
− ∇2)δub(x, t; xs) � m(x) 1

v0(x)2
z2u0(x, t; xs)

zt2

(2)

where u0 represents the background field propagating in v0,
f (t; xs) is the source signature located at xs and excited at t,
the model perturbation is denoted bym(x) � 2δv(x)/v0(x), which
describes velocity changes compared to background velocity. x is
a point in model. This study assumes that the density ρ is a
constant (Eq. 1) and (Eq. 2) can be rewritten in form of an
integral using Green’s theorem:

u0(x, t; xs) � f (t; xs)G0(x, t; xs) (3)

δub(xg , t; xs) � ∫m(x) 1

v20(x)
z2u0(x, t; xs)

z2t
G0(xg , t; x)dx (4)

where G0(x, t; xs) is the Green’s function from xs to x, G0(xg , t; x)
propagates from x to xg . Green’s function is governed by:

( 1

v0(x)2
z2

zt2
− ∇2)G0(x, t; xs) � δ(t; xs) (5)

where the δ(t; xs) is Dirac function.
Born approximation represents scattered phenomenon

caused by model perturbation, which could be a means of
linearizing seismic inversion. However, this approximation is
accurate when scattered field δu is much weaker than
background field u0 (Schuster, 2017), which is a
disadvantage of Born approximation. It cannot describe
kinematic and dynamic information of seismic waves well
with strong reflector. And studies have shown that Born
approximation has limited angle validity and it cannot
appropriately predict the reflections generated with large
incident angle (Yang and Zhang, 2019).

Compared to the Born operator, the Kirchhoff operator relates
the reflectivity to wavefield perturbation. Therefore, it depicts the
interaction between the incident field and reflectivity rather than
velocity perturbation. There is a relationship between reflectivity
and model perturbation when the perturbation and incident
angle are small (Stolt and Weglein, 2012):

r(x, α) � iω
2v0(x) cos(x, α)m(x) (6)
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where the r(x, α) is the reflection coefficient at point x with
incident angle α between the incidence and the normal line
(Figure 1). This means that we can obtain the wavefield
perturbation under the Kirchhoff approximation by
substituting (Eq. 6) into (Eq. 4), and we have

δub(xg , t; xs) � ∫ 2v0(x)
iω

r(x, α) cos(x, α) 1

v20(x)
z2u0(x, t; xs)

z2t
G0(xg , t; x)dx (7)

Here we turn Kirchhoff modeling equation into the same form as
Born approximation. Then Eq. 7 can be rewritten as.

( 1

v0(x)2
z2

zt2
− ∇2)u0(x, t; xs) � −∫ f (t; xs)dt (8)

( 1

v0(x)2
z2

zt2
− ∇2)δuk(x, t; xs) � 2v0(x)r(x,

α) cos(x, α) 1

v0(x)2
z2u0(x, t; xs)

zt2
(9)

It should be noted that the term r(x, α) can be replaced by
the generalized angle-dependent reflectivity model to get rid of
the limitations of small perturbation and incident angle.
Although there are some methods to solve the propagation
direction of wave, such as Poynting vector and Plane Wave
Decomposition (PWD), it is still tedious and time-consuming
to obtain the angle term. Here we give an approximate scheme
(Yang and Zhang, 2019).

Each shot can invert a reflectivity image, here we sum the
images obtained by all shots. Then, we regard the summation as
the final reflectivity model and use it to iterate. Approximately, we
can get an averaged reflectivity model by multiple shots stacking.
Therefore, we can get the predicted data by using this stacked
reflectivity R(x) rather than the angle-dependent term
r(x, α) cos(x, α). Note that R(x) is an averaged reflectivity over
all illuminated angles.

R(x) ≈ ∑
shot

r(x, α) cos(x, α) (10)

With this approximate reflectivity R(x), we can express Eq. 9 as

( 1

v0(x)2
z2

zt2
− ∇2)δuk(x, t; xs) � 2v0(x)R(x) 1

v0(x)2
z2u0(x, t; xs)

zt2

(11)

In sum, with the relationship of reflectivity and model
perturbation, two linear approximations have a similar form,
which expresses their common ground. The difference between
two approximations is also evident. From Eq. 6, cos α
approximately equals to one and can be ignored for a small
incident angle. Therefore, reflectivity can be regarded as the
spatial derivative of model perturbation. The inverted model
after spatial derivation has a higher resolution, that is, the
spectrum has been improved. More details are provided in the
numerical tests.

Least-Squares With Sparse Optimization
In contrast to full waveform inversion (FWI) (Liu, et al., 2020),
LSRTM first establishes a linear relationship between physical
model and corresponding response (Tarantola, 1984), then it
implements the inverse problem. The least-squares method
(LSM) only requires the construction of a migration operator
and inverse migration operator, which is conjugated to each
other. It can reduce the residual between the observed and
predicted data iteratively to approach the optimal solution of
the inverse problem gradually. According to the linear
approximation above, we can express them in the form of a
matrix:

d � Lm (12)

where the d is predicted data, such as background or perturbation
fields. L represents modeling operator andm is the physics model.
Usually, it is assumed that the background velocity has been
obtained in advance, and then the data can be predicted. Hence,
the misfit function can be expressed as:

E(m) � ‖Lm − dobs‖2 (13)

The modelm, which makes zE(m)zm (the Jacobian matrix) equal to 0,
is the optimal solution of Eq. 13. However, the computation of
the Jacobian matrix is quite time consuming, particularly for
seismic exploration. We adopt the adjoint-state method to
calculate the adjoint operator LT of modeling operator L,
Specifically, the gradient of E(m) can be obtained by back
propagation of the wavefield residual and background field,
here we give the gradient based on Kirchhoff approximation
(Plessix, 2006; Wang et al., 2021):

mmig � LTd � 2v0(x)∑
shot

∫ 1

v0(x)2
z2u0(x, t; xs)

zt2
q(x, t; xs)dt

(14)

Where q(x, t; xs) is the adjoint wavefield governed by:

1

v0(x)2
z2q(x, t; xs)

zt2
− ∇2q(x, t; xs) � δu(xr, t; xs) (15)

FIGURE 1 | Schematic illustration of incident wave and reflected wave.
And α is the incident angle.
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According to Eq. 13, we can obtain a least-squares solution
m � (LTL)−1LTd. Note that LSM provides a smooth solution of
the model, which is determined by the properties of the L2 norm.
As a result, LSM has a limited ability to improve the quality of the
image. Here we give a simple model to display the impact of LSM.
In this example, we use the Ricker wavelet with a center frequency
of 30 Hz and a time sampling interval of 1 ms. With convolution
model theory, we can get seismic records via the convolution of
Ricker wavelet and reflection coefficients, which can be obtained
by d � Lm. Conversely, reflection coefficients can be obtained by
the deconvolution of seismic records and wavelet, that is,
mmig � LTd. Figure 2C is the result of deconvolution, and it is
hard to identify the reflectors. Compared to deconvolution,
Figure 2D shows that LSM improves the resolution obviously.
However, many oscillations caused by (LTL)−1 near the real
reflection coefficients should not exist. That’s why we regard
the least-squares solution as a smooth or average solution. The
actual model indicates that the medium presents a layered spatial
distribution, as shown in Figure 2A or Figure 2B, that is, the sub-
surfaces are sparse. In Figure 2E, the inversion result with sparse
constrained LSM performs quite well, and these oscillations
generated by LSM are suppressed; thus, the resolution and
sparsity of the reflection coefficient series are improved
effectively.

Due to the feasibility and sparse property of L1-norm, we
modify the objective function with L1 norm to realize sparse

reconstruction of themodel in this study. Generally, Eq. 13 can be
reformed with two new problems.

1 Basis Pursuit (BP) problem

(BP) min ‖m‖1, subject to Lm � d (16)

Eq. 16 depicts a BP problem that comes from compressed sense
theory, and it aims to seek a sparse solution that satisfies Lm � d.
However, practical seismic data inevitably contain noise, and
Eq. 16 can be modified as a basis pursuit denoising (BPDN)
problem:

(BPσ) min ‖m‖1, subject to ‖Lm − dobs‖2≤ σ (17)

where the σ describes the noise level in the data, and Eq. 16 and
Eq. 17 are equivalent to each other when σ � 0.

2 Least Absolute Shrinkage and Selection Operator (LASSO)
problem

(LSτ) min ‖Lm − dobs‖2 , subject to ‖m‖1 ≤ τ (18)

where the τ ≥ 0 is an explicit limitation of sparsity onm. Problems
(BPσ) and (LSτ) are different descriptions of the same question.
They are equivalent in the sense that there exists a solution m* of
(BPσ) for a given σ, and there exists a corresponding τ that makes
m* also be a solution of (LSτ).

FIGURE 2 | (A) reflectivity model; (B) reflection coefficient series extracted in Figure 2A; (C) deconvolution of single record; (D) the result inverted by LSM; (E) the
result inverted by sparse constrained LSM.
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Both problems mentioned above can be solved by the algorithm
of spectral projected gradient for L1 minimization (SPGL1). Given a
constraint τ, we can obtain the residual norm from Eq. 18:

φ(τ) � ‖rτ‖2 with rτ � Lmτ − dobs (19)

Let

φ(τ) � σ (20)

Eq. 20 recasts (LSτ) as a problem of finding the root of a nonlinear
equation and defines a continuous curve, the Pareto curve
(Figure 3).

For a given σ, SPGL1 uses the Newtonmethod to approach the
root, and as the τ updates iteratively, the optimal solution mτσ of
problems (BPσ) and (LSτ) can be obtained. Therefore, we balance
the 2-norm of the residual against the 1-norm of the solution
eventually (van den Berg and Friedlander, 2009). From Figure 3,
the question is degraded to a simple Lasso problem (LSτ) when
the noise level factor σ is equal to 0. In this study, we set σ � 0.
Note that synthetic seismic records do not contain noise in
general, so we set the noise level factor to be zero. Actually,
the algorithm of SPGL1 can deal with noisy data, and we can add
some random noise or set some traces to be zero in synthetic data.
Besides, the determination of parameter τ is quite important.
According to the theoretical model, we can calculate the
perturbation model or reflectivity model and make a rough
estimate of τ. In general, it is appropriate to set the value of
tau to tens of times that of the calculated perturbation model or
reflectivity model. Then, the parameter τ can be adjusted
according to the inversion results.

Here we summarize the workflow of L1-regularized LSRTM as
follows:

1) Obtain the predicted data d0 with migration velocity v0, and
get the dres with dres � dobs − d0;

2) Set the initial model m0 and predict the data Lm0 based on
Born or Kirchhoff approximation, therefore we can get the
residual r0 � Lm0 − dres and gradient operator g0 � LTr0;

3) Input the parameters of τ, σ and set k � 0;
4) Solve the Lasso problem (LSτ) with the algorithm of SPGL1,

and update the mk, rk and gk until k � kmax;
5) Output the result mkmax .

NUMERICAL EXAMPLE

In this study, two theoretical models are used to test the validity of
the proposed method, including a single diffraction point and
complex fault model. Both are based on the two-way acoustic
wave equation. Here we use the finite difference method on
regular grid.

Single-Diffraction Point
To verify the effectiveness of this method, we first set a simple
model with a diffraction point of 2000 m/s embedded in the
background velocity of 1,000 m/s (Figure 4), and the entire
model has been discretized into 201 × 201 grids in the
horizontal and vertical directions, respectively, with the
same interval of 5m. The geometry system is arranged as
follows: a total of 21 shots are uniformly distributed on the
surface of this model with an interval of 50m. Geophones are
also placed on each grid point on the surface. We use the
Ricker wavelet with a center frequency of 25 Hz for modeling,
and the sampling interval is 0.5 ms. In this example, we set
1,000 m/s as the migration velocity.

As shown in Figure 5A, the image is obtained by LSRTM
based on Born approximation. This is consistent with the
actual situation to a certain degree. The single scatter point
is blurred with a disturbing cross pattern (marked by a yellow
arrow). However, it should be a dot on the image (Lecomte and
Kjeller, 2008). This is because we use the adjoint operator to
migrate rather than the inverse operator in Eq. 14. Specifically,
Eq. 13 defines a normal equation with LTLm � LTd. The term
LTL, Hessian matrix, is equivalent to a blur operator acting on
the true image m. Furthermore, LTL includes the influence of
irregular acquisition, limited acquisition aperture, band

FIGURE 3 | Schematic diagram of the Pareto curve. A Newton-based
root-finding method is used to update the solution of Eq. 20.

FIGURE 4 | A simple diffraction point velocity model.
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limited source, etc., which generate artifacts and degrade the
resolution of the image (Jiang and Zhang, 2019). Compared to
LSRTM, the same method in Figure 5C with the L1 constraint
performs better; it mitigates the distortion caused by the blur
operator. Therefore, with the promotion of sparsity, the
resolution in the least-squares method has been improved
significantly, and the image looks more like a scatter point.

The LSRTM based on the Kirchhoff operator inverts the
reflectivity directly from the seismic records. Figure 5B
displays the image produced by Kirchhoff approximation.
Compared to Figure 5A, least-squares RTM based on
Kirchhoff operator suffers from the same problems. Similarly,
we implement the L1 norm on LSRTM, which is shown in
Figure 5D. The cross pattern is eliminated clearly, and we

FIGURE 5 | The images invert by LSRTM and LSRTM with L1 norm constraint based on Born and Kirchhoff approximation. (A) Unconstrained LSRTM based on
Born approximation. (B) Unconstrained LSRTM using Kirchhoff approximation. (C) The image of the LSRTM with L1 norm regularization based on Born approximation.
(D) The migrated image with sparse constrained LSRTM based on Kirchhoff approximation.

FIGURE 6 | (A) The real velocity of fault model. (B) the background velocity model after smooth.
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obtain an explicit dot rather than a blurred spot. Therefore, for a
simple model, the sparsity-promoting LSRTM based on Kirchhoff
approximation can effectively improve the resolution of the image.
The results calculated by LSRTM in Figures 5A,B iterate 5 times.
Figures 5C,D use the SPGL1 algorithm for iterating 10 times with
τ � 2.

Fault Model
We also test the other relative complex model. In this fault model
(Figure 6A), there are some classical geological structures, including
folds, fault blocks, and depressions. Therefore, it appropriately shows
the complex structure of near-surface media. The maximum and
minimum velocities are 4,000m/s and 1,500m/s, respectively.
Similarly, we discretize it into 265 × 367 grids with an interval of
5 m. Thus, a total of 25 shots are uniformly located at the surface of
this model. Themodeling seismic wavelet is same to last experiment.

As shown in Figures 7A,B, images inverted by LSRTM based on
two approximations fit the fault model well, and the contact
relationship between structures can be clearly depicted. To further
improve the resolution of these images, we combined L1 norm
regularization with LSRTM to reconstruct the model. From
Figures 7C,D, the method based on Kirchhoff approximation

recovers the stratum’s sparsity more effectively. The results in
Figures 7A,B are calculated by LSRTM with 10 iterations. Figures
7C,D use the SPGL1 algorithm for iterating 10 times with
τ � 2000 and τ � 500, respectively. Note that the amplitude of
inverted results is different because of the value of parameter τ.

Furthermore, we enlarge the model framed by red rectangle in
Figure 6A, which has step-like strata (marked by yellow arrows in
Figure 8A). After inverting, the reflectivity image in Figure 8D
produced by constrained LSRTM based on Kirchhoff operator
agrees with the actual situation.

Furthermore, images inverted by two different approximations
have different phases. According to Eq. 6, reflectivity can be derived
from model perturbation. With the assumption of a small incident
angle, cos(x, α) is roughly equivalent to 1 and can be ignored. Then,
Eq. 6 can be rewritten as r(x) � ikm(x)/2, where the wavenumber
k � ω

c . Therefore, reflectivity r(x) is the spatial derivative of model
perturbation m(x). As a result, the image inverted by Kirchhoff
performs sparser and sharper, and there is a phase shift of 90°

between perturbation model and reflectivity model.
Figure 9 shows the amplitude spectra of the images in

Figures 7B–D, respectively. The spectra curves are the sum
of each trace by the spatial Fourier transform along the depth. The

FIGURE 7 | Fault images inverted by (A) Unconstrained LSRTM based on Born approximation. (B) Unconstrained LSRTM with Kirchhoff approximation. (C)
LSRTM with L1 norm regularization based on Born approximation. (D) sparse constrained LSRTM based on Kirchhoff approximation.
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red one is generated from the image inverted by L1-regularized
LSRTMbased on Born approximation. The blue and green spectrum
curves are produced by unconstrained and constrained LSRTMwith
Kirchhoff approximation, respectively. Because of the spatial

derivative and sparse constraint, the spectrum of the image
inverted by L1-LSRTM with Kirchhoff approximation has more
high-wavenumber components than that of Born approximation,
which explains that Kirchhoff approximation improves the
resolution of the image.

CONCLUSION

The LSRTM recasts classical seismic inversion as a linear
inverse problem. By means of linear approximation,
physical model is related to the corresponding wavefield.
Thereafter, we can reduce the residual between predicted
and observed data iteratively to directly invert the interest
parameters. This study introduces two linearization methods.
Born approximation obtains the relationship between the
model and physical response based on perturbation theory.
With the help of the Born operator, we derive another type of
linear method, namely the Kirchhoff operator, which relates the
reflectivity to wavefield explicitly.Moreover, these twomethods have
a relationship of a spatial derivative, and there is a phase shift

FIGURE 8 | (A) true velocity model in the red rectangle in Figure 6A, (B) corresponding image inverted by LSRTM based on Kirchhoff approximation, (C) LSRTM
with sparse constraint based on Born approximation, (D) LSRTM with sparse constraint based on Kirchhoff approximation.

FIGURE 9 | The spectrum of inverted images form Figure 6.
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between perturbation model and reflectivity model. Although two
operators are different physical quantities, the resolution can be
improved by Kirchhoff approximation.

LSRTM can mitigate the shortcomings of other migration
methods, while the solution is smooth and deviates from the
true model. Specifically, there are redundant oscillatory axes in
the strata that should be sparsely distributed. Therefore, we
reform the question as a sparsity-promoting LSRTM. The
SPGL1 algorithm can effectively solve this problem and
invert a sparse image that matches the model well.
Examples prove the validity of our study.
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An efficient local imaging strategy
based on illumination analysis with
deep learning
Chao Rong and Xiaofeng Jia*

School of Earth and Space Sciences, University of Science and Technology of China, Hefei, China

We propose a deep-learning-based illumination analysis and efficient local imaging
method. Based on the wavefield forward modeling, seismic illumination can intuitively
express the energy propagation of direct waves, reflected waves, and transmitted waves,
while it requires high calculation costs. We use a series of convolution operations in deep
learning to establish the nonlinear relationship between the model and the illuminations to
realize single-shot illumination result of the model. Stacking the single shot illumination
results obtained by the network prediction can further help determine the target area. For
the target area, we use a deep learning method to obtain the low illumination area of the
geological model. Each shot has contribution to the low illuminated area; single shot is
selected based on the contribution of the shot being greater than the average illuminance,
and the low illumination area is imaged by reverse time migration on the selected shot
gather. The trained convolutional neural network can help us quickly obtain the single shot
illumination result of the model, which is convenient to analyze the energy distribution of
various areas of geological model, and do further imaging for target areas. Using part of the
shot gathers to image a local area can recover the complex geological structure of the area
and improve the efficiency of reverse time migration especially for 3D problems. This
method has universal applicability and is suitable for local imaging of various complex
models such as subsalt areas and deep regions.

Keywords: Deep learning, Local imaging, Illumination analysis, low illumination area, Reverse time migration

1 INTRODUCTION

Seismic imaging is to return the reflected wave or the diffracted wave to the underground location
where it is generated. It mainly includes two parts: determining the spatial position of the reflection
or diffraction point, and reproducing its waveform and amplitude characteristics. As the main step of
seismic imaging, seismic migration is the process of moving the data signal from the receiver point to
the underground position. In the 1960s, without considering the waveform characteristics of the
reflected wave, seismic migration relied on manual operation to draw the spatial position of the
reflection point. Claerbout (1971) proposed the wave equation migration technique. They used the
finite difference method to solve the one-way wave equation, and reconstructed the wavefield
propagating in the subsurface through observed data recorded by the geophone on the surface. The
wavefield was extracted from the subsurface reflection interfaces to construct the migration profile.
In the late 1970s, Stolt (1978) solved the wave equation in the frequency-wavenumber domain and
extrapolated the seismic wavefield. The algorithm was called F-K domain migration. It had the
characteristics of simple calculation and high efficiency, and had been quickly promoted in industry.
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The reverse time migration method was developed by solving the
full wave equation for wavefield propagation (Baysal et al.,
1983; McMechan, 1983). Chang et al. (1990) extended the
reverse time migration method to the three-dimensional
situation, and came up with the challenge of improving the
accuracy and efficiency for 3D problems. Moreover, Wu et al.
(1996) used high-order finite difference operators to achieve
reverse time migration in three dimensions, and compared the
features of high-order and low-order schemes. To compensate
for poorly imaged areas, Chen and Jia (2014) proposed a
staining algorithm for seismic modeling and imaging. This
method performs dye marking on the target area and defines
the staining wavefield. By imaging the target area with the
staining wavefield, more accurate geology structures in the
target area can be obtained. The staining algorithm based on
reverse time migration establishes the connection between the
real geological structure and its related wavefield and reflection
data. Apart from reverse time migration, ray-based migration
(Gray, 1986; Hill, 1990; Albertin et al., 2002) and one-way
wave-equation-based migration (Ristow and Ruhl, 1994;
Mulder and Plessix, 2004) are also commonly used in
current practice.

Because of limited acquisition apertures, complex overburden
structures, and large dipping angles, seismic migration often
generates a distorted image of actual subsurface structures.
(Lecomte, 1998) proposed the method of calculating the
number of ground scattered wave coverage using ray tracing.
The ray tracing-based illumination analysis provided directional
illumination information, and the calculation speed was fast. The
method only allowed for the seismic wave kinematic
characteristics, and the calculation results are reliable when the
medium is not seriously heterogeneous. In order to avoid the
shortcomings of the ray-tracing based algorithm, wave theory is
introduced into illumination analysis and has been successively
applied to study illumination conditions under complex geology
(Wu et al, 1996; Xie et al., 2003; Chen et al., 2007). Furthermore,
Yang et al. (2008) put forward the idea of optimizing the design
and acquisition system parameters by means of illumination
analysis. Seismic illumination analysis can optimize the
observation system so that the energy in the subsurface
medium is evenly distributed (Xie et al., 2013). Moreover, Sun
et al. (2018) proposed the multiple-wave-based illumination
analysis method which is more powerful in evaluating and
optimizing the observation system when dealing with complex
geological models, and can make preliminary predictions on the
imaging quality.

Machine learning (ML) offers algorithms designed to learn the
features and relationships hidden in large datasets (Jia and Ma,
2017). As a branch of ML, deep learning has been widely applied
to seismic model building, e.g., a prior models building from
seismic images for full waveform inversion (Vigh et al., 2016),
building detection framework based on deep learning model (Liu
et al., 2018) and seismic tomography directly from shot gathers
(Mauricio et al., 2018). In this paper, we first use deep learning
method to establish the nonlinear relationship between the model
and the illuminations, after training, it can help us got single-shot
illumination result when inputting background velocity with shot

information. Then, illumination results obtained by the network
prediction can help us select the target area in which low
illumination occurs densely. We further determine the low
illumination area in target area of the geological model and
select partial shot sets to achieve high-resolution and high-
efficiency imaging in low illumination areas.

2 ALGORITHM

2.1 Illumination theory
The two-dimensional constant density time domain acoustic
wave equation has the form of:

FIGURE 1 | Randomly generated velocity model.

FIGURE 2 | Training dataset. (A) is the velocity model with shot
information and (B) is the corresponding illumination result calculated by
Eq. 2.2.
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1

v(x, z)2
z2u(x, z, t)

zt2
− ∇2u(x, z, t) � s(t) (2.1)

where v(x, z) is the seismic wave velocity, u(x, z, t) refers to the
wavefield, and s(t) is the source.

The illumination intensity at point (x, z) for a shot is defined as
(Chen et al.,2013):

I(i)s (x, z) � ∑
t

u(i)(x, z, t). u(i) (x, z, t), (2.2)

where I(i)s is the source illumination intensity for the i-th shot.
The source illuminance for N shots can be regarded as the sum

of the illuminance for singleshot:

Is(x, z) � ∑N
i�1

I(i)s (x, z). (2.3)

By obtaining the one-way (i.e., source-way) illumination
intensity of single shot or multiple shots, we can investigate the
distribution characteristics of the seismic wave energy
propagating in the subsurface region. It provides a reference
for redesigning the excitation position of the shot and the
receiving range of the geophone. Although the distribution of
subsurface energy can be seen through the one-way
illumination diagram, it only indicates that the source
energy can reach the specified subsurface location. Since not
all these energy can be received by the surface geophone, it is
necessary to consider factors such as the correspondence
between excitation and detection, and the distribution of
geophones on the surface.

As mentioned above, for a specified subsurface scattering
point (x, z), the energy intensity of the i-th shot is Is(x, z). We
assume the energy received by the surface geophone for this point
is I ’r(xr , 0) where xr is the receiver location. According to the
principle of wave reciprocity, the energy of the scattering
point to the detection point can be converted into the energy
Ir(x, z) received at (x, z) with the excitation point of (xr , 0).

We define the two-way illumination intensity of each source
for a space point (x, z) as:

Ii(x, z) �
��������������
I(i)s (x, z)I(i)r (x, z)

√
. (2.4)

The shots are independent of one another, and the same for
geophones. Therefore, the two-way illumination intensity of M
pairs of source and receiver can be regarded as the sum of each
source-receiver pair, namely

I(x, z) � ∑M
i�1

Ii(x, z). (2.5)

2.2 Illumination analysis based on deep
learning
For demonstration of combining deep learning and illumination
analysis, we employ a simple method (Equations 2.2-2.5) to
calculate the illumination, which costs little extra computational
time in migration. When the geological model is large and
complicated, it is necessary to adopt high-resolution illumination
analysis methods, e.g., the local directional approaches (Mao et al.,
2010; Yan & Xie, 2016), which require a lot of calculation time. The
deep learning method can build the nonlinear mapping between the
model and its corresponding single shot illumination result, and
therefore efficient illumination analysis can be realized.

FIGURE 3 | Constructed UNet network with 6 downsampling layers.

FIGURE 4 | Curve of loss function during training (black is training
dataset; red is validation dataset).
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2.2.1 Building dataset
Since our illumination analysis is for geological models, we need
to build a series of velocity models. In order to make the model
represent as many complex subsurface features as possible, we
randomly include flat layers, inclined formations, folds, faults,
and high-velocity anomalies in the model. Figure 1 shows an
example model generated by this means.

The desired output of the neural network is the single-shot source
illuminance. The position information of the shot is crucial to the
source illuminance. In order to include the shot information in the
input of the network, we add a Gaussian function of point source at
the shot position. For the shot position (x0, y0), a two-dimensional
Gaussian function is defined by

f (x, y) � 255pe
−((x−x0)2

2c12
+(y−y0)2

2c2
2
)
, (2.6)

where c1 and c2 are two variables in the x and y
directions empirically determined by the radius of source
illuminance.

In this way, we have the input of the neural network and
calculate its corresponding output, with an example shown in
Figure 2. From Figure 2A we see that the point source Gaussian

function simulates the propagation mode of the seismic source
very well. In the single-shot illumination result shown in
Figure 2B, the energy near the sharp edge and below the
high-velocity body is relatively weak. In this research, we built
a total of 1,000 velocity models and got 25,000 single shot
illumination results; therefore, the number of the training
dataset including input and output is 25,000*2. The data set

FIGURE 5 | (A) is SEG salt velocity model. (B) is the velocity with shot position information and (C) is the Network prediction of single shot illumination result. (D) is
the stack of multi-shot one-way illumination results.

FIGURE 6 | The location of target area which is artificially selected
according to the illumination result.
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needs to be normalized before being applied to the network
model. After data normalization, the process of searching for the
best parameters of the network model will become smoother, and
the normalization effectively prevents the local value from being
too large, which will be easier to correctly converge to the optimal
solution.

2.2.2 Network Construction
The UNet network takes the feature information of different scales
into account and combines them with each other, so that more
features, especially some detailed features are better preserved
(Ronneberger et al., 2015). As the illumination is closely related
to the subsurface structure, the UNet network was chosen to retain
more background geological features. Based on the traditional
UNet network, we constructed a network architecture with 6
downsampling layers and upsampling layers. The stride of the
pooling layer is 2, and the stride of the convolutional layer is 1. The

convolution kernels of the entire network are all the same size as
3x3. The UNet network is show in Figure 3. The final single shot
illumination result is obtained through the input of the model with
the shot position information at the leftmost.

2.2.3 Training of UNet
In training process, we set the batchsize as 32, and the learning
rate lr�0.001 which decreases with the number of training epoch.
The data in the constructed dataset is divided into the training
dataset and the validation dataset at a ratio of 17:3. The mean
square error function is selected as the loss function. The loss
function of training dataset is shown in black line of Figure 4.
According to the curve trend in Figure 4, the network matches
the constructed dataset well, and the parameter selection in
training is relatively correct. The abscissa of the graph is the
number of training. With the training number increases, the loss
value of the validation dataset in red of Figure 4 initially decreases
quickly, mainly caused by the mean square error function, and
then slowly decreases. For the test dataset, after epoch reaches 30,
the value of the loss function tends to be stable.

3 RESULT

We perform trial calculations on the SEG salt dome model with
the trained network. The resampled sources start with the
location of 1050 m on the surface, and the shot interval is 50
m. The shot is on the right end of the spread. The spread length is
1000 m, and the receiver spacing is 10 m. As shown in Figure 5A,
the SEG salt dome model contains a large high-velocity anomaly.
Underneath the anomaly, there are complex structures such as
folds and faults. It is difficult for the traditional reverse time
migration method to obtain a clear geological image globally.

The one-way illumination of the seismic source is shown in
Figure 5. Figure 5B is the input of the network, and Figure 5C is the
single shot illumination result predicted by the network. The average
time of calculating a single illumination result by using the regular
theory and the deep learning method is 10s and 0.4s, respectively.
From Figure 5C, most of the energy propagated from the seismic

FIGURE 7 | Determination of the low illumination area. (A) The
illumination results as network input. (B) The picked low illumination area as
network output.

FIGURE 8 | Constructed UNet network with 3 downsampling layers.
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source is blocked by the high-velocity salt dome. There is a low-
energy area below the salt dome. The source has better
illumination results above the salt dome. Therefore, it can be

preliminarily predicted that the artillery source has strong
illumination energy above the salt dome and near the seismic
source, and the imaging results also have relatively high
resolution in these areas.

Single-shot illumination result can hardly show the overall
energy distribution, so we stack all the shots to get full shots
illumination in Figure 5D. The overlying stratum above the high-
velocity salt dome has strong illumination, and the energy
distribution is relatively uniform in the lower left and lower
right of the model. The illumination is significantly weak below
the high-velocity salt dome. The size of the low illumination area
decreases with the distance from the salt dome, and the
existence of the salt dome has a key impact on the
illumination of the structure below it. According to these
predicted illumination results, we believe that the imaging
results below the salt dome will have relatively poor quality
and low resolution. Without considering whether the geophone
can receive the wavefield propagated from the seismic source,
the one-way illumination of the seismic source energy does not
fit the complete situation of data acquisition well. It is necessary
to allow for the receiver impact on the illumination analysis by
using Eq. 2.4.

FIGURE 9 | Curves of loss function during training (black—training
dataset; red—validation dataset).

FIGURE 10 | The location of low illumination area predicted by the network under the guidance of one-way and two-way illumination. (A) is the target area and (B) is
the weak illumination area of one-way illumination. (C) is the target area and (D) is the weak illumination area of two-way illumination.
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3.1 Determining low illumination area from
the target area
According to the one-way illumination result of Figure 5d, we
can see the distribution of the low illumination area is relatively
wide below the salt body. To be more specified, we manually
select an area in Figure 5D as the target area. For example, the
box position in Figure 6 is defined as the research area. This area
contains fault structures, and it is a challenge for migration to
obtain a clear image of this region.

In order to further extract the specific location of the low
illuminated area in the target area, deep learning can be used to
identify the low illuminated area. The dataset used for this model is
shown in Figure 7A,B. The upper panel shows the energy
illumination of the target area, and the lower one illustrates the
marked low illumination area. The marked low illumination area is
selected based on the relative average strength in the target area. The
total number of training datasets is 1,000*2.

In order to fast identify the contour of the low illuminated area
in the local area of the picture, a UNet network with three layers
of downsampling and three layers of upsampling is constructed.
The stride of the pooling layer is 2, and the stride of the
convolutional layer is 1. The convolution kernels of the entire
network are all the same size as 3*3. The UNet network is show

in Figure 8. Considering that the network only needs to further
filter the pixel values in the selected target area, it is similar to
the recognition of medical images. The input of the network is
only the illumination result of the target area, and the output of
the network is the position of the identified low
illuminated area.

During network training, the loss function is defined by the root
mean square error function. Figure 9 is the loss function curve for
network training. It can be seen that the losses of the training and
testing are both rapidly decline at the beginning, and after the epoch
reaches 20, the value of the loss function tends to be stable.

The stack energy map of one-way or two-way
illumination in the target area is input into the trained
network model. The result obtained by edge smoothing is
shown in the Figure 10A,B (one-way illumination) and
Figure 10C,D (two-way illumination), respectively. It can
be seen that the weak illumination area is a part of the
target area.

3.2 Selection of shot based on low
illumination area
Based on single-shot illumination results, when its energy
intensity of the low illumination area is greater than average,

FIGURE 11 | (A) is the image result for the target area with shots selected by the one-way illumination. (B) is the image result for the target area with shots selected
by the two-way illumination. (C) is the image result for the target area with all shots.
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the shot will be kept. By this means we only retain the shots
which have dominant contributions on the illumination of
the area. The selected shots are successively distributed, and
only a few shots are selected separately. For the shot
selection results obtained under the two-way illumination
situation, the shots are evenly distributed directly above the
target area. The shot range is wider, with only one separate
shot near the right end. On the whole, the selected shots is
about half of the total shot.

3.3 Local imaging based on shot selection
We perform regular reverse time migration for the selected
shots above in the target area. In the partial imaging results
with one-way illumination in Figure 11A, most of the
interface information can be obtained for the restoration of
subsurface structures. Due to the constraint of one-way
illumination-based shot selection, the results of geological
structure imaging in low-illumination areas are clear, while
the imaging results of other locations in the target area are
relatively poor.

Similarly, the shot gathers selected by the two-way
illumination are employed for reverse time migration. In
the partial imaging results with two-way illumination in
Figure 11B, most of the interface information can be
obtained for the restoration of subsurface structures.
Compared with Figure 11A, the overall imaging result of
the target area is clearer in the non-low illumination area.

We compare the imaging results based on one-way and two-way
illumination analysis with the normal all-shots local imaging result
as shown in Figure 11C. The approaches with one-way and two-
way illumination constraints can recover the subsurface structures
very well. The result with one-way illumination is relatively poor in
interface continuity, while two-way illumination can overcome this
and its imaging result has almost the same accuracy as the all-shots
result. The two-way illumination strategy can achieve a balance
between accuracy and computational cost.

By comparing the calculation efficiency as shown in Table
1, we see that the local imaging algorithms based on shot
selection greatly save the calculation time, and the imaging
quality is equivalent to the integrated image results of
all shots.

4 DISCUSSION

The illumination analysis based on deep learning provides a
preliminary prediction for subsurface seismic energy
distribution. According to this, the acquisition system can be
optimized to obtain seismic data related to difficult subsurface
regions. This method considers various of structures in the
training of the network, and can be applied to complex models.

Based on the results of deep learning illumination, we can
select the target area to be studied, and further use neural network
for the target area to quickly pick out the low illumination area.

By applying the principle of energy intensity filtering to
select shot at low illumination area and implement local
imaging, the subsurface structures can be imaged well, and
the calculation efficiency has also been significantly improved.
In the case of 3D model, the number of shots selected by the 3D
illumination will be further reduced, and employing the shot
selection results for 3D imaging will have a dramatic
improvement in computational efficiency compared with
regular all-shots imaging.

5 CONCLUSION

The illumination analysis method with deep learning allows us to
efficiently compute single-shot illumination results to be
employed for shot selection. Compared with the regular wave
equation illumination method, the calculation efficiency is
significantly improved. By dumping less related shots to the
weakly illuminated area, the computational time is reduced
furthermore without affecting the imaging quality.
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Fast Least-Squares Reverse Time
Migration of OBN Down-Going
Multiples
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Nowadays the ocean bottom node (OBN) acquisition is widely used in oil and gas resource
exploration and seismic monitoring. Conventional imaging algorithms of OBN data mainly
focus on the processing of up-going primaries and down-going first-order multiples. Up-
going multiples and higher-order down-going multiples are generally regarded as noise
and should be eliminated or ignored in conventional migration methods. However,
multiples carry abundant information about subsurface structures where primaries
cannot achieve. To take full advantage of multiples, we propose a migration method
using OBN down-going all-order multiples. And then the least-squares optimization
algorithm is used to suppress crosstalks. Finally, a phase-encoding-based migration
algorithm is developed to cut down the computational cost by blending several common
receiver gathers together using random time delays and polarity reversals. Numerical
experiments on the complex Marmousi model illustrate that the developed approach can
enlarge the imaging area evidently, reduce the computational cost effectively, and enhance
the image quality by suppressing crosstalks and improving the resolution.

Keywords: LSRTM, OBN, multiples imaging, phase-encoding, down-going multiples

INTRODUCTION

Many advanced imaging algorithms have been developed over the past few decades, among which
reverse time migration (RTM) can provide quality images of subsurface complex structures aided by
the two-way wave equation. Conventional RTM only accounts for primaries and regards multiples as
noise. RTM using the raw data containing primaries and multiples will produce serious crosstalks in
non-structural subsurface areas, which results in the reduction of the signal-to-noise (S/N) ratio of
final imaging results and the incorrect geological interpretation. Therefore, many researchers
concentrated on the suppression of multiples (Verschuur et al., 1992; Dragoset et al., 2010; Liu
et al., 2010). However, multiples also carry lots of useful information about strata. Compared with
primaries, multiples can provide extra illumination in areas where primaries cannot achieve for their
smaller reflection angles and longer travel paths (Berkhout and Verschuur, 2006; Liu et al., 2011; Lu
et al., 2015). To obtain higher-precision imaging results of subsurface structures, geophysical
researchers have developed a variety of imaging approaches using multiples (Jiang et al., 2007;
Muijs et al., 2007; Liu et al., 2011, 2015; Verschuur and Berkhout, 2011; Lu et al., 2015; Liu X. et al.,
2016; Liu et al., 2018; Zhang et al., 2019). Among these techniques, reverse time migration of
multiples (RTMM) Liu et al. (2011) combining the advantages of multiples and RTM can correctly
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migrate the multiple reflections and image the subsalt structures.
RTMM is currently one of the easiest and most widely used
algorithms to migrate multiples (Zuberi and Alkhalifah, 2013; Liu
Y. et al., 2016; Li et al., 2017; Liu and Liu, 2018; Zhang et al., 2020).

Due to the existence of interfaces with large impedance
differences such as the air-water surface, seabed, and salt
boundaries, marine seismic data often contain plenty of
multiples with strong energy. The imaging results with
satisfactory accuracy cannot be obtained if multiples are not
effectively processed. Traditionally, marine seismic data are
acquired using the towed streamer, ocean bottom cable (OBC),
or OBN. Equipped with a geophone and a hydrophone, OBN is a
seismometer that is placed at the seabed. For the flexible
deployment and the abundant wavefield information, the OBN
acquisition is widely used in oil and gas resource exploration,
seismic monitoring, detection of deep structures, etc. (Katzman
et al., 1994; Dash et al., 2009; Mathias et al., 2009). In the OBN
acquisition, the record is composed of up-going and down-going
components, as shown in Figure 1. The up-going record includes
the up-going primaries and multiples, while the down-going
record contains the direct wave and down-going multiples.
And the two components can be separated using the
hydrophone recording (P) and the vertical component of the
geophone (Z) aided by PZ summation technique (Barr and
Sander, 1989; Schalkwijk et al., 2003).

Traditional imaging algorithms using up-going primaries have
limits in imaging the seabed and the illumination range. The
migration using the down-going first-order multiples is
developed to solve the problems mentioned above. And it is
also called mirror migration (Grion et al., 2007; Dash et al., 2009;
Wong et al., 2015). In mirror migration, the virtual OBN position
is obtained by turning the real OBN up with the sea surface as a
mirror, followed by implementing conventional migration
procedures. Regardless of the conventional migration or the
mirror migration, the up-going multiples and down-going
high-order multiples are regarded as noise and should be
suppressed before or during migration. Compared with
primaries and first-order down-going multiples, higher-order
multiples possess longer travel paths and sufficient smaller
reflection angles, which can guarantee that imaging using
multiples can supply quality results with a wider illumination
range (Liu et al., 2011; Lu et al., 2015; Wong et al., 2015). To make

full use of the structural information contained in multiples and
further increase the illumination range, we proposed RTM using
down-going multiples for OBN acquisition, in which the lower-
order multiples are recognized as the secondary sources of the
higher-order multiples. However, the biggest challenge of RTMM
is the suppression of crosstalks (Liu et al., 2011). Further, the
least-squares algorithm is introduced to suppress the crosstalk
noise (Nemeth et al., 1999; Dai et al., 2012; Liu et al., 2017; He
et al., 2019).

The calculation cost of the migration process is linear with the
total number of shot gathers. Therefore, combining several shot
gathers into a supergather can effectively reduce the calculation
unit and improve the calculation efficiency. However, when
migrating one supergather, the interactions between the
unrelated sources wavefield and the receivers wavefield will
cause serious crosstalk noise, which decreases the S/N ratio of
the imaging results tremendously (Romero et al., 2000; Dai et al.,
2012). For example, by combining two shot gathers into one
supergather and then implementing the migration, the
crosscorrelation between the source wavefield activated by the
first source and the receiver wavefield generated by the unrelated
second backward-penetrating receiver data will produce strong
crosstalks. To mitigate the above-mentioned crosstalk noise,
Romero et al. (2000) first applied the phase encoding
strategies in the migration procedures and showed a variety of
encoding strategies. Among the commonly used encoding
strategies, the random phase encoding technology Schuster
et al. (2011), combining random time delays and random
polarity reversals, has a better crosstalk suppression effect
because it can shift and discrete crosstalk noise randomly.
Krebs et al. (2009) introduced the random phase encoding
scheme into the full waveform inversion and obtained results
of the same quality as conventional methods, while the amount of
calculation is reduced by an order of magnitude. The multi-
source least-squares reverse time migration (LSRTM) proposed
by Dai et al. (2012) is even more efficient than RTM, although
there are some random artifacts in the imaging results. It is
worth noting that to avoid convergence problems caused by the
incomplete matching between the predicted data and observed
data, the application of random phase encoding is generally
limited to the fixed-spread acquisition geometries (Krebs et al.,
2009; Dai et al., 2012; Liu et al., 2018). In the RTM of OBN

FIGURE 1 | Illustrations of OBN up-going reflections and down-going reflections denoted by the blue raypaths and the brown raypaths, respectively.
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down-going multiples, the lower-order multiples are recognized
as the sources of the higher-order multiples, and the lower- and
higher-order multiples share the same receivers. Therefore, the
random phase encoding scheme can be introduced into the
migration of multiples for OBN acquisition conveniently. To
save the computational cost, we developed a phase-encoding-
based LSRTM of OBN down-going multiples.

In this paper, we first specify the principle of RTM using OBN
down-going multiples and then introduce least-squares
technology to suppress crosstalks, followed by the explicit
description of the phase-encoding-based LSRTM of OBN down-
going multiples. Numerical experiments on the Marmousi model
are used to verify the effectiveness and efficiency of the proposed
approach, and the results demonstrate that the proposed approach
can effectively suppress crosstalks, improve the imaging resolution,
and save the computational cost. Finally, the discussion and
conclusion are provided.

Theory
Common Receiver Domain RTM of OBN Down-Going
Multiples
The seismic record in OBN acquisition consists of up-going and
down-going components, which can be separated using PZ
summation:

{U � (P + ρcZ)/2
D � (P − ρcZ)/2 (1)

where U and D denote the up-going and down-going records,
respectively. P and Z represent the pressure recorded on the
hydrophone and particle velocity recorded on the vertical
geophone, respectively. ρ and c are the density and the
acoustic velocity of water, respectively. As shown in Figure 2,
the basic principle of PZ summation is that the geophone and the
hydrophone data record opposite polarity for the down-going
propagating wavefield. If the wavefield is propagating upward,
they will record the same polarity.

In OBN acquisition, receivers are placed at the seabed sparsely,
while sources are activated on the sea surface densely. For the sake of
computational efficiency, the seismic reciprocal principle Knopoff and
Gangi (1959) is implemented andmigrations forOBNdata are usually
performed in the common receiver gather (CRG) domain. The data is
converted from the common shot gather (CSG) into the CRG by
exchanging the source and receiver locations during imaging. After
conversion, the sources and nodes are regarded as the virtual receivers
and the virtual sources, respectively. The conventional migration
algorithms for OBN data often account for up-going primaries or
down-going first-order multiples, as shown in Figures 3A,B. For the
imaging of up-going primaries, the virtual sources are arranged at the
seabed, which results in serious aliasing noise around the real node
locations. And the subsurface coverage area of primaries is limited to
the vicinity of the node positions. The mirror migration, utilizing
down-going first-order multiples, can image the seabed well and
enlarge the imaging range by turning the OBNs to the mirror OBNs
taking the sea surface as the axis of symmetry. Both the above-
mentioned migration approaches regard the up-going multiples and
down-going high-ordermultiples as the data noise and suppress them
before migration. The structural information of high-order multiples
has not been fully exploited. To take full advantage of higher-order
multiples, we propose RTM using down-going multiples for the OBN
acquisition. Prior to the migration procedure, the down-going record
is separated using PZ summation, and then the down-goingmultiples
are acquired by muting the direct wave from the down-going record.
The RTM of down-going multiples can be accomplished through the
following three steps:

1 Producing the source wavefield by forward-propagating the
separated down-going record including the direct wave and
multiples:

⎧⎪⎪⎨⎪⎪⎩
1

v0(x, z)2
z2Ps(x, z, t)

zt2
� ∇2Ps(x, z, t)

Ps(xr , z � 0, t) � d(xr , t) +m(xr , t)
, (2)

where xr is the horizontal location of virtual receivers, v0(x, z) is
the migration velocity model, and Ps(x, z, t) is the generated
source wavefield. d(xr , t) and m(xr , t) are the direct wave and
the down-going multiples in the CRG domain, respectively.

2 Backward-extrapolating the down-going multiples to obtain
the receiver wavefield Mr(x, z, t):

⎧⎪⎪⎨⎪⎪⎩
1

v0(x, z)2
z2Mr(x, z, t)

zt2
� ∇2Mr(x, z, t)

Mr(xr , z � 0, t) � m(xr , t)
, (3)

3 Implementing the zero-lag crosscorrelation imaging
condition to the source and receiver wavefield:

I(x, z) � ∑tmax

t�0
Ps(x, z, t)Mr(x, z, t), (4)

where I(x, z) represents the migrated image and tmax is the total
recording time. Compared to the imaging point of mirror

FIGURE 2 | Schematic diagram of PZ summation. The hydrophone and
geophone record down-going and up-going wavefield with different polarities.

Frontiers in Earth Science | www.frontiersin.org September 2021 | Volume 9 | Article 7304763

Zhang et al. Fast LSRTM of OBN multiples

59

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


migration (the red solid point in Figure 3B), the imaging point of
the proposed RTM using down-going multiples in Figure 3C is
located at the left of that in Figure 3B (the shadow zone of mirror
migration), which means wider illumination range. And
theoretically with the order of multiples gets larger, the
illumination can be further expanded.

Unlike conventional RTM, RTMM correlates the complex
forward- and backward-penetrated records, thus the
interactions among unrelated multiples will cause undesired
crosstalk artifacts which critically degrade the S/N ratio of the
final imaging results. Figure 4 illustrates the representative
crosstalks in RTMM for OBN acquisition. In Figure 4, the red
solid lines, the black solid lines, and the red dotted lines represent
the wavepaths of the forward-propagating data, the backward-
propagating data, and the crosscorrelation, respectively. As

shown in Figure 4, the forward-propagating direct wave
recorded at S3 can be regarded as the secondary source of the
backward-propagating second-order multiples recorded at S1,
and the crosscorrelation between the two multiples will produce
crosstalk point A1 denoted by the magenta point. In Figure 4B,
the crosscorrelation between the forward-propagating first-order
multiples recorded at S2 and the backward-propagating first-
order multiples recorded at S1 will cause the crosstalk point A2.

LSRTM of OBN Down-Going Multiples
Compared with RTM, the LSRTM has been extensively
researched to enhance the imaging quality by suppressing
RTM imaging artifacts, improving the imaging resolution, and
balancing the energies of imaging events. LSRTM also can be
extended to the migration of multiples to suppress the severe
crosstalks of RTMM. Unlike the conventional LSRTM using
primaries, LSRTM of multiples (LSRTMM) Zhang and
Schuster (2014), Wong et al. (2015), Liu X. et al. (2016)
regards multiples data as the secondary source and tries to
find a reflectivity model that minimizes the misfit function
between predicted and observed multiple reflections. The Born
modeling operator (see Appendix A) that corresponds to the
multiples can be represented as

FIGURE 3 | Raypath diagrams of RTM using (A) the up-going primaries
(B) the down-going first-order multiples (mirror migration), and (C) all-order
down-going multiples. And the red points represent the imaging points of
different approaches.

FIGURE 4 | Illustrations of representative crosstalks in RTMM. As shown
in panel A, the crosscorrelation between the forward-propagating direct wave
recorded at S3 and the backward-propagating second-order multiples
recorded at S1 will generate the crosstalk point A1 denoted by the
magenta point. In panel B, the first-order multiple recorded at S2 can be
regarded as the secondary source of the backward-propagating first-order
multiple recorded at S3, and the crosscorrelation of the two multiples will
cause crosstalk point A2.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

v0(x, z)2
z2M(x, z, t)

zt2
− ∇2M(x, z, t) � d(xr , t) +m(xr , t)

1

v0(x, z)2
z2Mr(x, z, t)

zt2
− ∇2Mr(x, z, t) � −R(x, z) z

2M(x, z, t)
zt2

mpre(xr , t) � Mr(xr , z � 0, t)

.

(5)

Eq. (5) contains three steps: 1) The down-going record of
OBN data d(xr , t) +m(xr , t) are treated as the virtual sources and
injected into the subsurface background model v0, which will
produce the incident wavefield M. 2) The interaction between
the incident wavefield M and the subsurface reflectivity R will
generate the scattered wavefield Mr . 3) Through saving the
boundary wavefield of the scattered wavefield Mr , we can
obtain the predicted down-going multiples mpre. Eq. (5) can
be depicted compactly using a matrix-vector notation:

mpre,i � LiR (6)

where Li and mpre,i represent the linear Born modeling operator
and the predicted OBN down-going multiples for the ith CRG,
respectively. The RTM operator can be treated as the adjoint of
the forward-modeling operator, thus the final migrated image
Rmig can be obtained by:

Rmig � [LT
1 L

T
2/LTn ]⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m1

m2

«
mn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � ∑n
i�0

LT
i mi (7)

where the superscript T is the conjugate transpose operation. LTi
and mi are the migration operator and the observed down-going
multiples for the ith CRG, respectively.

Based on the Born modeling operator defined in Eq. 5 and its
adjoint RTM operator in Eq. (7), we can minimize the difference
between the modeled/predicted multiples and the observed
multiples via the misfit function f (R),

f (R) � 1
2
∑n
i�0

‖LiR −mi‖22 (8)

which can be iteratively solved aided by any gradient-based
inversion approach.

LSRTM of OBN Down-Going Multiples With
Random Phase Encoding
However, in LSRTM, each iteration contains migration, de-
migration and gradient calculation steps, the calculation cost
of which is several times of that of RTM. And the computational
cost of LSRTM for OBN down-going multiples may be larger for
more iterations are needed to achieve better crosstalk artifacts
suppression effect. Therefore, we introduce the random phase
encoding scheme into LSRTM of OBN down-going multiples to
improve the computational efficiency. By encoding the forward
modeling operators (in Eq. (6)), OBN down-going multiples of
different CRGs can be simultaneously modeled as

[α1 + α2 +/ + αn]mpre,i � [α1L1 + α2L2 +/ + αnLn]R (9)

where αn is the phase encoding function. Eq. (9) can be written in
a compact form of

�mpre � �LR (10)

where �L and �mpre represent the encoded forward modeling
operator and predicted data for one supergather, respectively.
The image of a supergather of observed OBN down-going
multiples �m can be produced by

�Rmig � �L
T
�m (11)

where �Rmig represents the phase-encoded image of OBN
down-going multiples. Eq. (12) is the expanded form of
Eq. (11)

�Rmig � [αp1LT1 + αp
2L

T
2 +/ + αpnL

T
n ] × [α1 �m1 + α2 �mn +/ + αn �mn]

� ∑n
i�1

αp
i αiL

T
i �mi +∑n

i�1
∑n
j≠ i

αp
i αjL

T
i �mi

� ∑n
i�1

LTi �mi︸���︷︷���︸
valid term

+∑n
i�1

∑n
j≠ i︸��︷︷��︸

αp
i αjL

T
i �mi

noise term

(12)

where for any integer value i, we assume that αpi αi � 1. In Eq.
(12), the valid term, which is identical with Eq. (7), will
produce the correct imaging result and crosstalks. The noise
term only generates crosstalk noise, which is caused by the
interaction between the encoded CRGs. For phase-encoding-
based RTM of OBN down-going multiples, the crosstalk
noise generated by the noise term is much stronger than
the noise generated by the valid term (Liu et al., 2018). In the
numerical experiment section, we will illustrate the different
crosstalks caused by the valid and noise terms of Eq. (12).
Through encoding ns supergathers from original CRGs and
based on Eqs (10) and (11), the objective function of phase-
encoding-based LSRTM of OBN down-going multiples is
expressed as

f (R) � 1
2
∑ns
i�1

‖�LR − �mi‖22 (13)

The implementation details of the proposed migration
approach are illustrated in Figure 5. One of the key steps to
the proposed approach is the choice of the phase encoding
functions. In this paper, the phase encoding function is
designed as

αn � e−iwτnSn (14)

where τn and Sn denote the random time delay and random
polarity reversal for a blended CRG, respectively. The
random time delays τn follows the normal distribution
with a standard deviation of σ and a mean of zero,
expressed as:

τn ∼ N(0, σ2). (15)
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The probability that the polarity reversal function Sn takes a
value of 1 or -1 for each blended CRG is 1/2. According to the
property of normal distribution, the polarity reversal function Sn
can be defined by the following:

Sn � sgn(τn), (16)

where sgn represents the sign function. If τn ≥ 0 Sn � 1, otherwise
Sn � −1.

Numerical Examples
In this section, we apply the proposed phase-encoding-based
LSRTM of OBN down-going multiples on the Marmousi model.
A high-order staggered-grid finite-difference algorithm with PML
absorbing boundaries is utilized to solve the first-order velocity-
stress acoustic wave equations and produce the OBN data. The
results of conventional RTM using primaries and mirror migration
are also used to verify the effectiveness of the proposed approach.

FIGURE 5 | The workflow of the fast LSRTM using down-going multiples.
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The Behavior of Conventional LSRTM of
OBN Down-Going Multiples
Figure 6 shows the Marmousi velocity model. The model is
discretized into 351 grids in the vertical direction and 1,001 grids
in the horizontal direction both with a 10m grid interval. The seismic
source is selected as theRickerwavelet with a peak frequency of 20Hz.

A set of 1,001 CSGs with a source interval of 10m are simulated to
certify the performance of the novel approach. The total recording
time of each CSG is 4s with a sampling interval of 4m s. First, we
make use of 20 OBNs, distributed evenly from 2.98 to 6.78 km in the
horizontal direction with a 200-m node interval, to test the imaging
performances of RTM and LSRTM of down-going multiples. The
pressure components of a CSG and a converted CRG are illustrated in
Figure 7A,B respectively. The up-going and down-going records after
PZ summation are displayed in Figure 8A,B, respectively. The down-
going multiples after muting the direct wave from the down-going
record (Figure 8) are shown in Figure 8C.

In the CRG domain, since the seismometers are placed at the
seabed and they act as the virtual sources, there is strong aliasing
noise around the seabed in the image of the conventional RTMusing
up-going primaries as shown by the arrow in Figure 9A. Moreover,
the illumination range of Figure 9A is limited to the vicinity of the
node positions due to the insufficient subsurface coverage of up-
going primaries. To settle the above-mentioned problems, the RTM
using the down-going first-order multiples (mirror migration) is
developed. As shown in Figure 9B, the imaging quality of the seabed
has been greatly improved pointed out by the arrow, and the
illumination range has also been expanded compared with the
imaging result of up-going primaries in Figure 9A. To make full
advantage of higher-order multiples, the proposed RTM of OBN
down-going multiples algorithm is implemented, and the imaging
result is displayed in Figure 9C. Compared with the results in
Figures 9A,B, the imaging result of all-order multiples in Figure 9C
shows a much wider illumination range. However, the interferences
among unrelated multiples cause crosstalk artifacts which degrade

FIGURE 6 | The Marmousi velocity model.

FIGURE 7 | The hydrophone pressures of (A) a CSG and (B) a converted CRG with a node interval.
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the imaging fidelity as denoted by the arrows in Figure 9C. The kind
of crosstalks is inherent in conventional RTMM results (Eq. (7) or
the valid term of Eq. (12)) (Liu et al., 2011). Compared with RTM of
down-going multiples, the developed LSRTM of down-going
multiples can suppress the crosstalks effectively as pointed out by
the arrows in Figures 9C,D, and produce a higher-resolution image
(Figure 9D).

The Behavior of the Proposed
Phase-Encoding-Based LSRTM of OBN
Down-Going Multiples
Subsequently, the node interval is reduced from 200 to 100m, and a

total of 40 nodes are evenly placed at the seabed from 2.98 to 6.88 km.

After the simulation and PZ summation, 40 CRGs are encoded into 1,

FIGURE 8 | The CRGs of (A) the up-going and (B) down-going pressures obtained after applying PZ summation (C) the down-going multiples acquired by muting
direct wave from panel B.

FIGURE 9 | Migration results of (A) up-going primaries (B) down-going first-order multiples, and down-going all-order multiples (C) with and (D) without least-
squares algorithm (10 iterations) with a node interval of 100 m. The arrows in panels C and D denote the inherent crosstalks which can be suppressed effectively by
LSRTMM.
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2, 4, 8, 20 supergathers to verify the effectiveness and efficiency of the
proposed phased-encoding-based algorithm. The random encoding
function which combines the random time delays and polarity
reversals is utilized to blend different CRGs. The random time
delay sequences distribute normally with a 0.5 standard deviation
and zeromean. The blended supergathers of 1, 2, 5,10, 20, and40CRGs
of down-going multiples are illustrated in Figure 10, respectively.
Images generated by RTM of up-going primaries, down-going first-
order multiples (mirror migration), and down-going multiples are
shown in Figures 11A–C, respectively. Figure 11D represents the
result of LSRTM of down-going multiples. Compared with the images
with the 200m node interval in Figure 9, the corresponding images
with the 100m node interval provide more sufficient subsurface
coverage, more continuous strata, and a higher S/N ratio.

In the following, we use five sets of supergathers that regard the
number of encoding CRGs as the variable to present the effectivity
and efficiency of the proposed phase-encoding-based LSRTM of

down-going multiples. Figures 12–16 display the RTM and
LSRTM (10 iterations) images using the supergathers in Figures
10B–F, respectively. Compared with the RTM, the LSRTM can
effectively suppress the noise caused by the interferences among
encoded CRGs (the noise term of Eq. 12) and significantly improve
the imaging resolution as shown by the arrows in panelsA andB of
Figures 12–16. From the five pairs of migration results, as the
number of encoding CRGs decreases, the imaging results are
getting closer to those of conventional migrations (Figures
11C,D). The trend is caused by the decrease of the energy
proportion of the noise term in Eq. (12). However, as the
number of encoding CRGs decreases, the computational cost
will increase. In the last two experiments, the original 40 shot
gathers are encoded into 8 and 20 supergathers, respectively. And
the final results (Figures 15, 16) show better imaging qualities and
a higher S/N ratio compared with those results in Figures 12–14.
Therefore, we choose them to conduct the calculation comparison

FIGURE 10 | The blended supergathers by encoding (A) 1 (B) 2 (C) 5 (D) 10 (E) 20, and (F) 40 CRGs of down-going multiples with a node interval of 100 m.
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with conventional LSRTM of down-going multiples. Scaling all
calculations to the forward modeling, each iteration of the LSRTM
requires 6 forward modelings including two for the RTM, two for
the de-migration, and two for the gradient calculation. The
conventional LSRTM of down-going multiples with 40
supergathers and 10 iterations (see Figure 11D) requires a
computational cost of 40 × 6 × 10 � 2,400 forward modelings.

The computational costs for LSRTM images in Figure 15B (8
supergathers) and Figure 16B (20 supergathers) are 8 × 6 × 10 �
480 and 20 × 6 × 10 � 1,200 forward modelings, respectively. The
comparison of computational cost demonstrates that the proposed
phased-encoded LSRTMmethod can provide the results which can
meet the requirement of interpretation and improve the
computational efficiency manyfold.

FIGURE 11 | Migration images of (A) up-going primaries (B) down-going first-order multiples, and down-going all-order multiples (C) with and (D) without least-
squares algorithm (10 iterations) with a node interval of 100 m. As denoted by the arrows in panels C and D, the LSRTM can improve the imaging quality effectively.

FIGURE 12 | Images provided by (A) RTM and (B) LSRTM of one blended supergather of 40 CRGs after 10 iterations.
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DISCUSSION

Up to now, there are two widely used crosstalk suppression
methods in the migration of multiples. The first one is the
LSRTMM which introduces least-squares optimal algorithms

to suppress crosstalks and obtains higher-precision images of
multiples migration. The second one is the RTM of controlled-
order multiples (RTM-CM) in which the different orders of
multiples are extracted before migration procedures and the
separated nth-order and (n+1)th-order multiples respectively

FIGURE 13 | Images provided by (A) RTM and (B) LSRTM of two blended supergathers of 20 CRGs after 10 iterations.

FIGURE 14 | Images provided by (A) RTM and (B) LSRTM of four blended supergathers of 10 CRGs after 10 iterations.

FIGURE 15 | Images provided by (A) RTM and (B) LSRTM of eight blended supergathers of 5 CRGs after 10 iterations.
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act as the source and receiver data. RTM-CMcan significantly reduce
the crosstalks due to the simplifies of the forward- and backward-
propagating data. Liu Y. et al. (2016) separated different orders of
multiples using surface-related multiple elimination (SRME) and
then proposed LSRTM-CM. Compared with LSRTMM, LSRTM-
CM obtains images with a higher S/N ratio. When extracting
multiples of different orders by conventional SRME, the locations
of sources and receivers must keep coincident. However, in OBN
acquisition, shots are activated densely on the sea surface and
seismometers are sparsely placed at the seabed, which makes it
difficult to isolate different-order up- or down-going multiples.
Therefore, in this study, LSRTMM is utilized to suppress
crosstalks rather than RTM-CM. The least-squares algorithms can
not only suppress the inherent crosstalks ofmultiple imaging but also
reduce the noises caused by interactions among the encoding CRGs.

In this paper, we select the static phase encoding strategy, that is,
during the entire least squares implementation the encoding function
remains constant, which will result in the undesired suppression of
the crosstalk noise generated by the encoded CRGs. In the following
research, we will design an optimal dynamic phase encoding scheme
to achieve a better noise suppression effect. It should be illustrated
that we assumed that the geophones and the hydrophones are placed
above the seabed. Consequently, the acquired synthetic data only
contain P-wave components. And the pressure component P and the
particle velocity component Z directly can be obtained directly by
using the first-order velocity-stress acoustic wave equation. S-wave
information is the key to the data processing of OBN acquisition, and
the availability and efficiency of the proposed method on S-wave
remain to be verified. In the following researches, we will concentrate
on the exploitation of S-wave information.

CONCLUSION

Conventional imaging approaches of OBN data account for the
up-going primaries and the down-going first-ordermultiples. However,
OBNdata contain the up-goingmultiples anddown-goinghigher-order

multiples, and the information carried by those multiples could
also be used to enhance the imaging quality. In this paper, we
developed a CRG-domain LSRTM of OBN down-going multiples
with a random phase encoding scheme in which the full down-
going data and down-going multiples are recognized as secondary
sources and observed data. The encoding function is composed of
random time delay sequences and random polarity reversals which
are designed as a normal distribution. Synthetic experiments
demonstrate that the proposed approach can efficiently produce
images with a wide illumination range and high resolution. Our
approach has the potential to serve as a powerful tool for imaging
OBN data of complex subsurface structures.
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FIGURE 16 | Images provided by (A) RTM and (B) LSRTM of twenty blended supergathers of two CRGs after 10 iterations.
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APPENDIX A: BORN MODELING FOR OBN
DOWN-GOING DATA

The LSRTM is generally utilized to enhance the quality of an image
R by minimizing the difference between the observed data dobs(xr , t)
and the predicted data dpre(xr , t) via the following misfit function:

f (R) � 1
2
∑n
i�0

‖dobs(xr , t) − dpre(xr , t)‖22. (A1)

The acoustic wave equation in the time t and space (x, z) domain
is provided in a reference medium as

1

v0(x, z)2
z2P0(x, z, t)

zt2
− ∇2P0(x, z, t) � δ(x − xs, z − zs)S(t)

(A2)

where v0(x, z) represents the acoustic wave propagation velocity in
the background/reference medium, P0(x, z, t) denotes the pressure
wavefield. (xs, zs) is the location of a source, and S(t) indicates the
source function. The perturbation method is used to explain the
wavefield P(x, z, t) in the real medium v(x, z). A velocity
perturbation δv(x, z) � v − v0 between the real and background
medium can cause a wavefield perturbation δP(x, z, t) � P − P0,
which can be estimated by Born modeling:

1

v0(x, z)2
z2δP(x, z, t)

zt2
− ∇2δP(x, z, t) ≈ R(x, z) z

2P0(x, z, t)
zt2

.

(A3)

where R(x, z) � −2δv(x, z)/v0(x, z)3 is the reflectivity model
which is corresponding to the velocity perturbation δv(x, z).
The wavefield perturbation δP(x, z, t) can be obtained by
solving Eqs A2 and A3, and then the predicted data can be
acquired by dpre(xr , t) � δP(xr , 0, t).

In imaging with multiples, the lower-order multiples can
be recognized as the virtual secondary source, and then they
are forward extrapolated into the earth to produce higher-
order multiples. Consequently, for OBN down-going
multiples, we adjust Eq. A2 by incorporating direct
wave d(xr , t) and down-going multiples m(xr , t) in the right
side of the equation and combine it with Eq. A3. The Born
modeling operator associated with the OBN down-going
data is thus given by:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

v0(x, z)2
z2M(x, z, t)

zt2
− ∇2M(x, z, t) � d(xr , t) +m(xr , t)

1

v0(x, z)2
z2Mr(x, z, t)

zt2
− ∇2Mr(x, z, t) � −R(x, z) z

2M(x, z, t),
zt2

mpre(xr , t) � Mr(xr , z � 0, t)
(A4)

where mpre(xr, t) denotes the predicted down-going multiples. M
and Mr represents the background and perturbation wavefields,
respectively.
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VSP Imaging Using Free-Surface
Multiples With Wavefield
Decomposition: Synthetic and Field
Data Examples
Yikang Zheng1,2, Yibo Wang1,2* and Xu Chang1,2

1Key Laboratory of Petroleum Resource Research, Institute of Geology and Geophysics, Chinese Academy of Sciences, Beijing,
China, 2Innovation Academy for Earth Science, Chinese Academy of Sciences, Beijing, China

Vertical seismic profiling (VSP) is an effective technique to provide high-resolution seismic
images of the reservoir area. However, the quality of the images is limited by the poor
illumination of primary reflection wave. In conventional VSP imaging, only the upgoing
primaries are used. Adding free-surface–related multiples into the imaging process can
significantly improve the coverage of the illuminated area. Conventional migration methods
using multiples need the complex process of multiple prediction. Data-to-data migration
(DDM) is an effective imaging technique for multiples in which the recorded data is migrated
directly. To improve the imaging quality of DDM in VSP imaging, we propose separating the
wavefield into downgoing and upgoing components using Hilbert transformwhen reverse-
time migration (RTM) is implemented in DDM, and the inverse-scattering imaging condition
is further applied to the decomposed wavefields. The proposed method eliminates low-
frequency noises and false images generated from the conventional cross-correlation
imaging condition, and further enhance the illumination in the VSP imaging. Synthetic
examples and application to a walkaway field data demonstrate that it can attenuate the
noise and improve the imaging resolution effectively. By using DDMwith inverse scattering
imaging condition and wavefield decomposition based on Hilbert transform, VSP imaging
using free-surface–related multiples becomes a practical complement for conventional
VSP imaging.

Keywords: VSP, data-to-data migration, wavefield decomposition, inverse-scattering imaging condition, Hilbert
transform

INTRODUCTION

Vertical seismic profiling (VSP) surveys differ from surface seismic surveys or crosswell surveys in
that the surface sources and the borehole receivers are used to record both upgoing and downgoing
wavefields (Stewart et al., 1984; Hardage, 1985; Chang andMcMechan, 1986; Hinds et al., 1996). The
receiver well is placed near the target area to obtain sufficient reflection waves generated from the
reservoir (Burch et al., 2010). The configuration of VSP gives the benefits to understand
corresponding geologic logs and provide additional seismic interpretation insights. However, the
results of VSP imaging are restricted by the illuminated area of the primary reflections (O’Brien,
et al., 2013). To greatly extend the subsurface illumination, free-surface related multiples recorded in
the VSP surveys are also used in themigration of VSP data (Yu and Schuster, 2001). Jiang et al. (2005)
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use the mirror imaging condition to migration the first-order
multiples in the VSP data. But the method needs to calculate the
traveltimes of the raypath. To avoid the picking of traveltimes,
seismic interferometry theory (Wapenaar and Fokkema, 2006;
Schuster, 2009) is employed to transform different orders of free-
surface related multiples into virtual primaries and then applied
in the migration process (Yu and Schuster, 2002; Jiang et al.,
2007). He et al. (2007) demonstrated the wave-equation
interferometric migration generates an image volume with
wide coverage for 3D VSP data. Soni and Verschuur (2015)
used full-wavefield migration to enhance the illumination for
VSP measurements. Recently Marchenko imaging also emerges
as an alternative tool to analyze the response of multiple
reflections (Singh et al., 2015; Wapenaar et al., 2017; Lomas
et al., 2018; Zhang and Slob, 2019) and include the contribution
for VSP imaging.

Several methods have been developed to image free-surface
related multiples directly in surface seismic surveys. Instead of
taking as coherent noise, the multiples are used as areal sources in
the migration process (Guitton, 2002; Shan 2003; Verschuur and
Berkhout, 2005; Artman, 2006; Muijs et al., 2007). Recently,
migration of multiples has shown the significant advantages
for enhancing areal illumination to image subsurface
structures (Lu et al., 2015; Li et al., 2017; Liu et al., 2018;
Zhang et al., 2020). However, most methods involve the
process to separate the surface-related multiples from the
original data, which is complex and prone to error for real
data applications. To avoid the separation of the primaries and
free-surface related multiples, Wang et al. (2014a) propose an
approach that can simultaneously migrate the primaries and free-
surface related multiples. The recorded data containing primaries
and free-surface related multiples are backward-propagated as
the receiver wavefield, and the recorded data, together with a
synthetic wavelet, are forward-propagated as the source
wavefield. Wang et al. (2014b) isolate the contribution of
multiples and name it as data-to-data migration (DDM), in
which the recorded data containing primaries and free-surface
related multiples are forward and backward propagated
simultaneously. The algorithm is designed for surface seismic
profile and can also be applied in the VSP data processing. Using
the source-receiver reciprocity, the common receiver gathers is
similar to the common shot gathers in the surface seismic surveys
except that the virtual source is located in the borehole.

Kirchhoff migration (Keho and Beydoun, 1988; Gray and May
1994; Bevc, 1997; Hua and McMechan, 2003) and wave-equation
migration (Gazdag, 1978; Stoffa et al., 1990; Ristow and Rühl, 1994;
Sava and Vasconcelos, 2011) are the most common migration
algorithms in the migration of free-surface related multiples for
VSP (Jiang et al., 2005; He et al., 2007). For the surface seismic
surveys, reverse-time migration (RTM, Baysal et al., 1983;
McMechan, 1983) has shown its superiority in handling complex
geologic structures and potential for true-amplitude, high-resolution
migration. The main problem for RTM is that low-frequency noise
and false images are generated when the source and receiver
wavefields are cross-correlated near the strong velocity gradients
(Liu et al., 2011; Fei et al., 2015). This is due to the two-way wave-
equation is used in the wavefield simulation. To eliminate the

high-amplitude, low-frequency noise along the wave paths, Fletcher
et al. (2005) propose to apply the directional damping factor. Yoon
andMarfurt (2006) use the Poynting vector to calculate the direction
of the wavefields and cross-corelate the desired component. Themost
practical method is the Laplace filter proposed by Zhang and Sun
(2009), which has been widely applied in the applications of RTM.
Liu et al. (2011) use Hilbert transform to separate the upgoing and
downgoing components and avoid the storage of the entire
wavefields. Fei et al. (2015) point out that only the cross-
correlation of the downgoing source wavefield and upgoing
receiver wavefield are the correct imaging condition when strong
velocity contrasts exist in the velocity model. Wang et al. (2017) show
the wavefield decomposition method based onHilbert transform can
eliminate the noises and false images in the DDM for surface seismic
survey. Zheng et al. (2018) use the similar approach to separate the
upgoing and downgoing components in the 3D forward modeling
and 3D RTM. The method can be also applied in the migration of
VSP data. With the decomposed wavefields, it is possible to apply
some advanced imaging condition to obtain better estimation of
subsurface reflectivity, such as the deconvolution imaging condition
(Valenciano and Biondi, 2003; Guitton et al., 2007; Lu et al., 2015)
and inverse-scattering imaging condition (Whitmore and Crawley,
2012; Suh and Wang, 2013). The inverse-scattering imaging
condition is derived from the inverse theory and high-frequency
approximation, which can generate subsurface images with preserved
amplitudes and high resolution (Pestana et al., 2014; Duprat et al.,
2015). The wavefield separation used in the imaging can be achieved
with high accuracy with Hilbert transform instead of Poynting
vectors (Yoon and Marfurt, 2006).

In the following sections, we first introduce the theory of DDM
for VSP data, and then we illustrate how to use inverse-scattering
imaging condition and wavefield decomposition with Hilbert

FIGURE 1 | Schematic diagram of DDM method for VSP data. In
conventional migration of walkaway VSP data, the upgoing component
recorded at R is backward propagated and cross-correlated with the forward-
propagated source wavelet excited at S2 to image X1; In migration of
multiples. In migration of multiples, the receivers are considered to be virtual
sources in the borehole and the sources located at the surface are taken as
receivers for imaging multiples. The fist-order multiples are backward
extrapolated fromS2 and cross-correlated with the forward-propagated direct
wave from S1 to image X2; Similarly, the second-order multiples are backward
extrapolated and cross-correlated with the forward-propagated first-order
multiple to image X3.
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transform to improve the results. Synthetic examples are used to
validate the effectiveness of our approach. Then the method is
applied to walkaway field data which is collected to monitor the
injection process of CO2. The final part is the conclusion of ourwork.

METHODOLOGY

DDM for VSP Data
The DDM method for surface seismic data has been demonstrated
byWang et al. (2014b). Using the source-receiver reciprocity theory,
if the VSP data are resorted into common receiver gathers and the
receiver in the borehole is taken as a source. They are similar to the
common shot gathers of surface seismic survey except that the
source in reciprocal domain is located in the well. Figure 1 illustrates
the wavepath in the VSP surveys with free surface. In the gathers
recorded at R, the data contains the direct wave excited at S1, the
primary excited at S2, first-order free-surface relatedmultiple excited
at S2 and second-order free-surface related multiple excited at S3.
Only the primary is the upgoing components and can be separated
from the original data by f-k filtering. In the conventional migration
of VSP data, the primary is backward propagated and cross-
correlated with the forward-propagated source wavelet excited at
R to image X1. Here the source-receiver reciprocity is used. In
migration of free-surface related multiples, the first-order free-
surface related multiple excited at S2 is backward propagated and
cross-correalted with the direct wave excited at S1 to image the
reflector X2. And the second-order free-surface related multiple
excited at S3 is backward propagated and cross-correalted with
the first-order free-surface related multiple excited at S2 to image
the reflector X3. From the comparison of the wavepaths in the
diagram illustration, the imaging results of free-surface related
multiples has wider coverage than the conventional migration.
Moreover, it can clarify the shallow reflectors, which are usually
not imaged when using primaries only.

The imaging condition of DDM is (Wang et al., 2014b)

I � DF pDB (1)

For VSP data, D represents the downgoing components in the
common receiver gathers. The subscript F denotes forward
propagated, and B denotes backward propagated. The same
data are forward and backward propagated and cross-
correlated to form the subsurface image. The results of DDM
contain some artifacts related with the undesired cross-
correlations, such as the cross-correlation of direct waves from
different shots or the cross-correlation of the direct wave and
second-order free-surface related multiple. The first type mainly
exists at the surface and can be muted easily. The second has
longer wavepath and much weaker energy.

DDM With Inverse-Scattering Imaging
Condition
There are different algorithms to implement DDM, such as one-
way wave-equation (Zheng et al., 2016) or two-way wave-
equation (Wang et al., 2014b). Now RTM based on two-way
wave-equation has shown its benefits in offering high-resolution

images and handling complex subsurface structures. The original
imaging condition in RTM is

I(x) � ∫ S(x, t)R(x, t)dt (2)

where x represents the space location and t represents the time. In
the DDM for VSP data, S(x, t) and R(x, t) are the forward and
backward propagated wavefields of the common receiver gathers
from the shot locations.

As the two-way wave-equation is used in the wavefield
simulation of S(x, t) and R(x, t), the upgoing and downgoing
components both exist in the wavefields. The subscripts d and u
are used to represent the downgoing and upgoing components
respectively. Then the image in RTM can be divided into four
parts

I(x) � ∫ Sd(x, t)Ru(x, t)dt + ∫ Su(x, t)Rd(x, t)dt

+∫ Sd(x, t)Rd(x, t)dt + ∫ Su(x, t)Ru(x, t)dt (3)

The last two terms, Sd(x, t)Rd(x, t) and Su(x, t)Ru(x, t), generate
the high-amplitude, low-frequency noise in the RTM results. Liu
et al. (2011) use Hilbert transform to eliminate such kind of noise.
Fei et al. (2015) show that the second term, Su(x, t)Rd(x, t),
generates false images near the velocity interface or strong
velocity contrasts. Thus the de-primary imaging condition is
proposed (Fei et al., 2015; Wang et al., 2016; Wang et al., 2017):

I(x) � ∫ Sd(x, t)Ru(x, t)dt (4)

It is the cross-correlation imaging with wavefield
decomposition. True-amplitude imaging is an attractive topic
for RTM. Based on the high-frequency asymptotic and the
imaging/inversion theory, it is possible to obtain the
estimation of slowness perturbations in wave-equation
migration (Kiyashchenko et al., 2007). In RTM, the inverse-
scattering imaging condition is proposed and shown the
benefit of better amplitude recovery and higher resolution
(Whitmore and Crawley, 2012; Pestana et al., 2014; Duprat
et al., 2015). The imaging formula can be expressed as:

I(x) �
∫[ 1

v2(x)I1 − I2]dt
∫ |Sd(x, t)|2dt ,

I1 � ztSd(x, t)ztRu(x, t) , I2 � ∇Sd(x, t) · ∇Ru(x, t) (5)

where v(x) represents the velocity. zt and ∇ are the time derivative
and spatial gradient operator, respectively. Compared to the
conventional cross-correlation imaging condition, Eq. 5 can
preserve the amplitudes and improve the resolution. In the
imaging process, it is necessary to separate the wavefields to
attenuate the backscattered noise introduced by two-way wave-
equation. Pestana et al. (2014) uses the Poynting vector to obtain
the separated components. However, their results show that the
method may damage some reflections and has poor performance
on receiver field. In this work, we followed the approach based on
Hilbert transform to decompose the wavefield effectively.
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Wavefield Decomposition Based on Hilbert
Transform
According to the definition of Hilbert transform, the Hilbert
transform of a signal f(t) has the following quality:

F t{Ht[f(t)]} � −isgn(ω)F t[f(t)] (6)

where Ht and F t represent the Hilbert transform and Fourier
transform along the time axis, respectively. i is the imaginary unit,
ω is the frequency, and sgn(ω) is the sign function. With Hilbert
transform, the downgoing and upgoing wavefields can be
computed by (Zheng et al., 2018):

Sd(x, t) � 1
2
{S(x, t) +HzHt[S(x, t)]},

Ru(x, t) � 1
2
{R(x, t) −HzHt[R(x, t)]} (7)

whereHz andHt represent theHilbert transform in depth and time,
respectively. As the wavefield modeling and Hilbert transform are
both linear operators, the Ht(S(x, t)) and Ht(R(x, t)) in Eq. 7 is
calculated by the forward modeling of the Hilbert transformed
wavelet and data to avoid the wavefield storage. At each time
step, Hilbert transform in depth is applied to the two wavefields,
Ht(S(x, t)) and Ht(R(x, t)) to get the final image.

The workflow for VSP imaging using free-surface related
multiples with inverse scattering imaging condition and
wavefield decomposition consists of the following steps: 1)
separate the upgoing and downgoing components by f-k filter
and resort the shotgathers to common receiver gathers; 2)
forward propagate the downgoing data from the source
locations and store the boundary values; 3) apply Hilbert
transform to the downgoing data and forward propagate it
to construct Ht(S(x, t)); 4) use the boundary value to
reconstruct the wavefield S(x, t) and Ht(S(x, t)); 5) back
propagate the downgoing data from the source locations to
construct R(x, t); 6) apply Hilbert transform to the downgoing
data and back propagate it to construct Ht(R(x, t)); 7) apply
imaging condition in Eq. 5 and stack all the images at all
time steps.

SYNTHETIC EXAMPLES

To better illustrate the advantages of VSP imaging using the
proposed method, we applied it on a part of the Sigsbee 2A

FIGURE 2 | A part of Sigsbee 2A model. The VSP survey consists of 80
geophones evenly placed in the borehole between a depth of 400–1,200 m.
500 shots are evenly located at the surface.

FIGURE 3 | The common shot gathers generated from the Sigsbee 2A
model. (A) The generated data without free-surface–related multiples, which
contains downgoing direct waves and upgoing primaries. (B) The gathers
generated with free surface, which contains direct waves, primaries and
free-surface related multiples.
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model. Figure 2 shows the velocitymodel. 500 shots are deployed on
the surface and 80 geophones are placed evenly in the observation
well located at the center of the model. The time sampling interval is
1 ms and the grid spacing of the model is 10 m. A Ricker wavelet
with peak frequency of 15 Hz is used as the source wavelet. Figure 3

shows the synthetic data generated without and with free-surface
related multiples. Figure 4 shows the data for VSP imaging after f-k
filtering. The upgoing components are used for conventional
imaging with primaries only while the downgoing components
are used for VSP imaging using free-surface related multiples.
Figure 5 shows the input common receiver gathers for VSP
imaging. Figures 6A,B shows the conventional cross-correlation
imaging (Eq. 2) results using primaries and free-surface related
multiples, respectively. The comparison clearly demonstrates the
benefits of VSP imaging using multiples. Figure 6B has much wider
imaging area and the reflectors above the geophones are also imaged.
The results using cross-correlation imaging condition with wavefield
decomposition (Eq. 4) are shown in Figure 7. Figure 7A is the result
using primaries only and Figure 7B is the result usingmultiples. The
noised are suppressed but the amplitudes decrease with the depth.
We apply the inverse scattering imaging condition with wavefield
decomposition (Eq. 5) to the data and the results are shown in
Figure 8. Figures 8A,B are the results using primaries only and
multiples, respectively. Compared to Figure 7, the proposed

FIGURE 4 | The separated components of the data shown in Panel 3
after f-k filtering. (A) The upgoing components of the data generated without
free surface, it is the primaries in the original data. (B) The downgoing
components of the data modeled with free surface, containing direct
waves and free-surface–related multiples.

FIGURE 5 | The generated input data using Sigsbee 2A model for VSP
imaging. (A) a common receiver gathers of VSP data containing primaries
only. (B) Common receiver gathers of VSP data containing direct waves and
free-surface–related multiples.
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approach yields a better estimation of the true subsurface reflectivity
with improved resolution and amplitude recovery. And there are no
obvious artifacts shown in Figure 8B, as the true images has stronger
contribution to the final image.

FIELD DATA APPLICATION

To verify the adaptability of the proposed method to field data, we
use a walkaway field data for further test. The walkaway VSP data
is collected to monitoring the reservoir changes during the CO2
injection in northwestern China. Figure 9A shows the migration
velocity and seismic geometry in the walkaway VSP survey. The
data are recorded by 40 receivers equally spaced from the depth of
390–1,170 m.

The time sampling interval is 1 ms and the grid spacing of the
model is 10 m. Figure 9B shows a common receiver gather for
imaging using multiples. Several shots near the wellbore are
missing, which can lead to the lack of multiples with small
reflection angles in the generated data.

Figures 10A,B shows the images obtained from conventional
cross-correlation imaging condition with wavefield
decomposition using primaries only and free surface related
multiples, respectively. Figures 11A,B shows the results of the
proposed method. The inverse-scattering imaging condition with
wavefield decomposition improves the resolution and balances
the amplitudes.

As we can see from the results, migration with multiples can
effectively image the reflector in the shallow zone and enlarge the
image range. But the illumination near the borehole is influenced
by the reflection angle and missing near-offset traces in the data.
Note that it also contains the crosstalk generated from undesired
cross-correlation of different seismic events. Figure 12 illustrates
the migration result that combines the contribution of primaries
and multiples. Compared to the conventional images, the joint
migration enhances the illumination and achieves the high-
quality seismic images for monitoring the CO2 injection.

FIGURE 6 | The images generated by conventional cross-correlation
imaging condition. (A) The image using primaries only. (B) The image using
DDM. (B) has wider coverage by involvingmultiples in themigration. They both
have noises introduced by the two-way wave-equation used in RTM.

FIGURE 7 | The results using cross-correlation imaging condition with
wavefield decomposition. (A) The image using primaries only. (B) The image
using DDM. The noises in Panel 6 are suppressed. There is no obvious
artifacts in (B).

FIGURE 8 | The results using inverse-scattering imaging condition with
wavefield decomposition. (A) The image using primaries only. (B) The image
using DDM. Compared to Panel 7, the resolution is well improved.
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Overall, we see that VSP imaging using inverse-scattering
imaging condition with wavefield decomposition is capable of
handling real datasets.

DISCUSSION

In the proposed workflow, the downgoing components of VSP
data are included in the imaging process. Combined with the
conventional VSP imaging using upgoing waves, we can have
improved imaging results. An important advantage of DDM is
that it can image the subsurface without any knowledge of the
source information. Thus, the reflector in DDM images can be
used to calibrate the conventional images when the source
wavelet is inaccurate. The matching filter used in the multiple
subtraction (Verschuur et al., 1992; Wang, 2003; Fomel, 2009)
can be modified to find the correct combination of the two kinds
of imaging results. In the application of DDM to VSP walkway
data, the imaging quality is contaminated by the large-amplitude,

low frequency noises around the well. By using wavefield
decomposition based on Hilbert transform, this kind of noises
can be suppressed effectively.

In the wavefield separation using Poynting vectors, the
reflection angle between the source wavefield and receiver
wavefield is calculated, and the components with the opening
angle more than certain values are excluded to obtain the final
imaging results. Compared to the approach using Hilbert
transform, the method using Poynting vectors can not remove
the false images, which are generated by the second term on the
right side of Eq. 3. But it is able to generate angle domain
common image gathers. The proposed approach is only

FIGURE 9 | (A) The migration velocity and walkaway VSP acquisition
used in field application. (B) The common receiver gathers obtained from the
data containing multiples. Note that several near-offset traces are missing.

FIGURE 10 | Imaging results of the walkaway VSP field data using
cross-correlation imaging condition with wavefield decomposition: (A) The
image using primaries only. (B) The image using DDM. Compared to (A, B)
has enhanced illumination away from the well and images the shallow
reflectors. Due to the lack of near-offset traces, the zone near the well is not
accurately imaged in (B).
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designed to separate upgoing and downgoing components in the
propagated wavefields, and to provide imaging results without
low-frequency noise and false images. If the finite-difference
time-domain method and staggered grid are used in RTM, the
extra computation cost is negligible for the wavefield separation
using Poynting vectors. The computation cost in the proposed
approach is doubled compared to traditional RTM, thus some
high-performance computation techniques, such as MPI or GPU,
are necessary to increase the efficiency of the method.

The images generated from conventional cross-correlation
imaging condition may suffer from poor resolution and
incorrect amplitude responses while inverse-scattering imaging
condition partly overcomes the drawbacks. To make the results

obtained from inverse-scattering imaging condition become
suitable estimation of the slowness perturbation, wavefield
decomposition is necessary to avoid the noises introduced by
the two-way wave equation when strong velocity gradients exist.
It is an approximated solution for true amplitude RTM. The final
workflow can generate subsurface images with balanced
amplitude and high resolution, which is important for
amplitude variation with offset analysis.

As we have demonstrated with numerical examples, the final
images obtained from DDM can be superior to conventional
imaging results. However, it relies on the designed geometry. The
sparse shot array and shallow receiver locations may lead to
limited free-surface related multiples in the recorded data. In

FIGURE 11 | Imaging results of the walkaway VSP field data using
inverse-scattering imaging condition with wavefield decomposition: (A) The
image using primaries only. (B) The image using DDM. Compared to Panel
10, the reflection amplitudes are well preserved, and the resolution is
improved.

FIGURE 12 | The joint migration images using primaries and multiples.
(A) The result using cross-correlation imaging condition with wavefield
decomposition, (B) the result using inverse-scattering imaging condition with
wavefield decomposition. (B) provides the best result in resolution and
frequency content.
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practice, the results of DDM can be used as import complement
of conventional imaging, as shown in the field example.

In the theory of DDM, because we have to cross-correlate all
orders of multiples to avoid multiple prediction, the results of DDM
contains undesirable artifacts. Assume that the amplitude of the true
image is one, then the strongest artifact has the strength of the
reflectivity. The final imaging result of DDM is still acceptable in
most cases. The noise that leaks into the images can be further
suppressed in image domain to improve the imaging quality. Least-
squares migration (Nemeth et al., 1999; Dai et al., 2011) can be
applied to remove the artifacts (Zhang and Schuster, 2014; Liu et al.,
2018; Zheng et al., 2019; Li et al., 2020). Another option is high-
resolution parabolic Radon filtering in angle domain common image
gathers (Wang et al., 2014b; Zheng et al., 2016) or using 3D wide-
azimuth acquisition (VerWest and Lin, 2007).

CONCLUSION

We present an effective method to imaging free-surface related
multiples in VSP data. The downgoing components, which are
muted in conventional VSP imaging, are used to image the
subsurface. The separated downgoing components are resorted
into common receiver gathers and then DDM method is used to
image the subsurface. The inverse-scattering imaging condition
with wavefield decomposition is applied to generate a better
approximation of the subsurface reflectivity. We have
illustrated the explicit workflow to apply the proposed
approach with Hilbert transform in RTM. Results with
synthetic VSP data and field data validate the effectiveness of
the proposed approach. Compared to VSP imaging using
primaries only, the results have significantly enhanced
coverage and shallow reflectors with improved resolution. The
algorithm handles free-surface related multiples without the need
of multiple prediction in preprocessing. The method has the

potential to improve the results using primaries only and offer
better estimation of the geological structures.
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Reverse Time Migration Based on the
Pseudo-Space-Domain First-Order
Velocity-Stress Acoustic Wave
Equation
Xiaobo Zhang1,2,3,4, Xiutian Wang3*, Baohua Liu2,4, Peng Song3, Jun Tan3 and Chuang Xie3

1College of Ocean Science and Engineering, Shandong University of Science and Technology, Qingdao, China, 2Laboratory for
Marine Geology and Environment, Pilot National Laboratory for Marine Science and Technology, Qingdao, China, 3College of
Marine Geosciences, Ocean University of China, Qingdao, China, 4National Deep Sea Center, Ministry of Natural Resources,
Qingdao, China

Reverse time migration (RTM) is an ideal seismic imaging method for complex structures.
However, in conventional RTM based on rectangular mesh discretization, the medium
interfaces are usually distorted. Besides, reflected waves generated by the two-way wave
equation can cause artifacts during imaging. To overcome these problems, a high-order
finite-difference (FD) scheme and stability condition for the pseudo-space-domain first-
order velocity-stress acoustic wave equation were derived, and based on the staggered-
grid FD scheme, the RTM of the pseudo-space-domain acoustic wave equation was
implemented. Model experiments showed that the proposed RTM of the pseudo-space-
domain acoustic wave equation could systematically avoid the interface distortion problem
when the velocity interfaces were considered to compute the pseudo-space-domain
intervals. Moreover, this method could effectively suppress the false scattering of dipping
interfaces and reflections during wavefield extrapolation, thereby reducing migration
artifacts on the profile and significantly improving the quality of migration imaging.

Keywords: pseudo-space-domain, staggered-grid, acoustic wave equation, high-order finite-difference, reverse
time migration

INTRODUCTION

Based on the theory of the two-way wave equation, the reverse time migration (RTM) algorithm was
conceived in the early 1980s (McMechan, 1983; Whitmore, 1983). Since the wave equation does not
need to be decomposed, there is no strata dip angle limitation caused by the wave equation
approximation. The RTM is recognized as an ideal imaging method for complex structures and has
been a popular topic in the field of geophysics (Moradpouri et al., 2017; Li et al., 2018; Zhou et al.,
2018; Li et al., 2020). Chang and McMechan (1987) generalized the two-dimensional RTM to the
elastic wavefield and then extended it to three dimensions (Chang and McMechan, 1990, 1994).
Zhang and Ning (2002) proposed multi-wave and multi-component RTM based on the eikonal
equation. Sun and McMechan (2001) implemented elastic wave RTM based on the separation of P-
and S-waves. Yan (2012) studied the viscoelastic tilted transversely isotropic medium wave equation
RTM algorithm based on rotating staggered grids. Liu et al. (2013) achieved RTM of elastic waves in
porousmedia based on Biot’s theory. Song et al. (2015) proposed the RTMof divided-order multiples
to solve the problem of imaging difficulty in the regions of low illumination based on primaries. In
terms of computational efficiency and storage consumption, Liu et al. (2010) applied the graphics
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processing unit (GPU) for algorithmic acceleration, which greatly
improved the computational efficiency of RTM. Clapp (2009) and
Wang et al. (2012) used the random boundary and absorbing
boundary storage strategies to reduce the consumption of storage
capacity. Shi et al. (2015) analyzed the effect of random
boundaries and an absorbing boundary in RTM and
summarized the calculation cost and storage requirement for
different boundaries and storage strategies.

After a few decades of development, the RTM technology has
become increasingly mature, but it still suffers from the following
problems: First, the RTM is usually achieved by using the finite-
difference (FD) method with regular rectangular grids. When the
underground interface model is meshed by grids, dipping
interfaces and undulating surfaces only can be replaced by
staircase curves, which may result in false scattering and
interfacial distortion during RTM. In this respect, some
scholars used variable space grids (Zhu and Wei, 2005, 2007;
Huang and Dong, 2009), in which fine grids were adopted at
regions with severe variation of medium parameters. However,
this method still doesn’t eliminate the limitations of rectangular
grids, and it increases computational cost. Chu and Wang (2005)
proposed an FD simulation method based on an irregular
triangular mesh used in the finite-element method. Compared
with the traditional rectangular mesh FD scheme, this method
can describe undulating interfaces better, but the computational
complexity increased. Besides, now there are many studies on
RTM from rugged topography using curvilinear meshing or
unstructured triangular meshing to get rid of the staircase
approximation (Lan et al., 2014; Shragge, 2014; Liu et al.,
2016; Qu et al., 2019; Liu and Zhang, 2020). Second, in the
conventional RTM wavefield extrapolation based on the two-way
wave equation, it produces a large number of reflection waves
(back-propagating waves) at the interfaces. On the migration
profile, it forms strong low-frequency noises and artifacts
generated by wavepath cross-correlation with forward- and
back-propagating waves, which result in low-profile imaging
quality (Du et al., 2013). To reduce the influence of reflection
waves, Baysal et al. (1984) deduced that the non-reflection
acoustic equation can suppress the reflection waves well in the
case of small incident angle under the assumption of constant
impedance of the underlying medium. On the basis of the non-
reflection acoustic equation proposed by Baysal, Song (2005)
realized a recursive method to calculate the non-reflection scalar
wave equation by introducing a wave impedance function.
Willacy and Kryvohuz (2019) tried to image steep boundaries
between a salt body and surrounding sediments based on the
RTM using transmitted waves. He et al. (2008) developed RTM of
arbitrarily wide-angle wave equations, but the imaging effect of
this method is poor in shallow regions. Yoon and Marfurt (2006)
introduced Poynting vector imaging conditions into RTM to
realize cross-correlation of different direction wavefields, but it
has a big numerical error in the regions of complex tectonics. Liu
et al. (2011) proposed an imaging condition of RTM based on
wavefield decomposition that separated up-going and down-
going waves by using the F-K transform; however, the method
of separating wavefields required a large amount of extra
calculation and storage.

The effective solution of above two problems is of great
significance to improve the imaging quality of RTM. Wang
et al. (2005) deduced a pseudo-space-domain scalar acoustic
equation by transforming the traditional wave equation from
the time-space domain to time-traveltime domain (or “traveltime
domain”). This scheme not only overcomes the problem of
seismic velocity interface distortion but also effectively
suppresses false scattering and reflections. However, based on
the second-order partial differential acoustic wave equation,
Wang et al. (2005) had realized a second-order FD solution in
pseudo-space domain using regular grid, which cannot meet the
needs of calculation accuracy. Based on the detailed discussion of
the principle of the pseudo-space-domain wave equation, this
thesis derives the high-order staggered-grid FD scheme and
stability condition for the pseudo-space-domain first-order
velocity-stress wave equation and achieves high-precision
RTM with them.

PSEUDO-SPACE-DOMAIN FIRST-ORDER
VELOCITY-STRESS ACOUSTIC WAVE
EQUATION
At present, the most of FD wavefield extrapolations of the
acoustic wave are based on the first-order velocity-stress
acoustic wave equation. It can be written as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ
z~vx
zt

� −z~P
zx

,

ρ
z~vz
zt

� −z~P
zz

,

z~P

zt
� −ρc2p(z~vxzx

+ z~vz
zz

) + s(t),

(1)

where x and z represent the horizontal and vertical coordinates of
the space domain, respectively, cp is the primary velocity at point
(x, z), ρ is the density at point (x, z), ~P represents the pressure, ~vx
and ~vz represent the velocity components in the x and z
directions, respectively, s(t) is the source function, with t
being time. To obtain the numerical solution of Eq. 1, we
usually use differences instead of differentials to approximate
derivatives based on the staggered-grid technique (Vireux, 1984).

The conventional FD method, which is applied to the acoustic
equation, is based on rectangular grid. When the subsurface
interface model is meshed, the dipping interface can only be
described by using a staircase curve. It can cause false scattering in
the process of wavefield extrapolation and interface distortion at
the migration profile. At the same time, the two-way wave
equation can generate reflected waves at the interfaces between
different velocity layers. Furthermore, strong low-frequency
noises and artifacts are formed on the migration profile, which
lead to low profile imaging quality.

To solve above problems, a pseudo-space-domain first-order
velocity-stress acoustic wave equation is proposed in this article.
In RTM of acoustic wave equation, imaging about the pressure ~P
is usually used. Therefore, under the condition that the ~P is not

Frontiers in Earth Science | www.frontiersin.org October 2021 | Volume 9 | Article 6905132

Zhang et al. Pseudo-Space-Domain Wave Equation Based RTM

82

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


affected, assumingvx � cp~vx, vz � cp~vz, P � ~P, Eq. 1 can be
transformed into

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zvx
zt

� −cp
ρ

zP

zx
,

zvz
zt

� −cp
ρ

zP

zz
,

zP

zt
� −ρcp(zvx

zx
+ zvz

zz
) + s(t).

(2)

After discretizing the continuous model into a grid model, we
set the spatial unit grid length as Δξ (where ξ can represent x or z)
and that the traveltime between a grid length Δξ as Δτξ . Then, the
space grid Δξ and traveltime Δτξ satisfy the relationship
Δξ � cpΔτξ , where cp is the acoustic wave velocity in the grid
point. The derivative of the pressure and velocity components
with respect to space can be rewritten as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zP

zτξ
� cp

zP

zξ
,

zvx
zτξ

� cp
zvx
zξ

,

zvz
zτξ

� cp
zvz
zξ

.

(3)

Then, substituting Eq. 3 into Eq. 1 yields Eq. 4, which is the
pseudo-space-domain first-order velocity-stress acoustic wave
equation.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zvx
zt

� −1
ρ

zP

zτx
,

zvz
zt

� −1
ρ

zP

zτz
,

zP

zt
� −ρ(zvx

zτx
+ zvz
zτz

) + s(t).

(4)

NUMERICAL SIMULATION OF THE
PSEUDO-SPACE-DOMAIN FIRST-ORDER
VELOCITY-STRESS ACOUSTIC EQUATION

Sampling Interval Calculation in the
Pseudo-Space-Domain
Usually, to solve Eq. 4 by the FDmethod, first we should discretize the
continuous model into a grid model and then compute the
“traveltime” Δτξ along with the grid point interval Δξ. For
simplicity, Δτξ is called the “pseudo-space-domain interval”.

In the two-dimensional case, there are four pseudo-space-domain
intervals at a point P(i, j), where i and jrepresent grid coordinates in
the x and z directions, respectively. In the following discussion, a
pseudo-space-domain interval is denoted as Δτ±l (i, j), where l
represents i or j, “−” and “+” represent the side of the smaller
coordinate grid number and the side of the larger coordinate grid
number, respectively. As shown in Figure 1, Δτ−i (i, j) represents the
pseudo-space-domain interval between points P(i − 1, j) and P(i, j),
Δτ−j (i, j) represents the pseudo-space-domain interval between
points P(i, j − 1) and P(i, j), Δτ+i (i, j) represents the pseudo-
space-domain interval between points P(i + 1, j) and P(i, j), and
Δτ+j (i, j) represents the pseudo-space-domain interval between
points P(i, j + 1) and P(i, j).

Obviously, there are no velocity parameter items in Eq. 4. When
the wave equation is transformed into pseudo-space domain, the
original discrete space grid point velocity information is assigned to a
grid line. At the same time, additional velocity information of the
interfaces intersected on grid lines can be provided for computing the
pseudo-space-domain intervals. Figure 2 shows a partial schematic
illustration of a mesh model after the regular meshing of a velocity
interface model including a dipping interface (as shown by the black
solid line in Figure 2). The primary velocities at the upper and lower
sides of the interface are 3,000 and 3,500m/s, respectively, and the grid
interval is 10m. It can be seen that, aftermeshing the velocity interface
model according to a regular rectangular grid, the dipping interface is
distorted to an obvious staircase fold line. However, in the pseudo-
space-domain, the “propagation time” on both sides of the velocity
interface is calculated according to its actual velocity and propagation
distance, and the time sampling interval corresponding to the grid line
is the sumof different “time of propagation” segments. Points P andQ
inFigure 2 are two adjacent spatial grid points after the velocitymodel
is divided according to a rectangular grid, and the velocity interface as
shown by the black solid line intersects segment PQ at point B. In this
case, the pseudo-space-domain interval between P and Q may be
calculated as Δτ � ΔτPB + ΔτBQ, where ΔτPB is the traveltime along
with segment PB, andΔτBQ is the traveltime along segment BQ.

FIGURE 1 | Four pseudo-space-domain intervals at the point P(i, j).

FIGURE 2 | Partial schematic illustration of a mesh model after the
regular meshing of a velocity interface model including a dipping interface.
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Theoretically, there is no longer a distortion of the velocity
interface in the pseudo-space-domain, and even the mutation of
the model parameters between adjacent grid points are weakened,
so it is expected that false scattering and interface reflection in the
migration calculation can be reduced.

A 2Nth-Order-Accuracy Staggered-Grid FD
Scheme of the Pseudo-Space-Domain
First-Order Velocity-Stress Acoustic Wave
Equation
In the implementation of FD numerical simulations based on the
pseudo-space-domain acoustic wave equation, as well as to
improve the accuracy of the simulation and suppress the
impact of numerical dispersion, we need to improve the
accuracy of the differences. Therefore, in this study, we deduce
the 2Nth-order-accuracy staggered-grid FD expression for the
acoustic wave equation in the pseudo-space-domain.

In the two-dimensional case, the coordinates are denoted as
(i, j) in the space-domain model discretized by sampling interval
(Δx,Δz). The corresponding coordinates of the pseudo-space-
domain are (τi, τj). We take zP

zτx
and zvx

zτx
as examples to give the

propagation time interval calculation formula in pseudo-space-
domain.

When calculating zP
zτx

at τx � τi+1/2, P is located at point
(τi+m, τj) and (τi−(m−1), τj)(m � 1, 2, 3, . . .). In the τx
direction, the pseudo-space-domain propagation time intervals
centered on(τi+1/2, τj) are shown as follows:

Δτ+mi+1/2 �
⎧⎪⎨⎪⎩

0.5Δτ+i (i, j) (m � 1),
0.5Δτ+i (i, j) + ∑m−1

k�1
Δτ+i (i + k, j) (m> 1), (5)

where Δτ+i (i + k, j) represents the pseudo-space-domain interval
between points (i + k, j) and(i + 1 + k, j), Δτ+mi+1/2 represents the
propagation time interval between (τi+1/2, τj) and the grid point
(τi+m, τj) where P is located.

Δτ−(m−1)
i+1/2 �

⎧⎪⎨⎪⎩
0.5Δτ+i (i, j) (m � 1),
0.5Δτ+i (i, j) + ∑m−2

k�0
Δτ−i (i − k, j) (m> 1), (6)

where Δτ−i (i − k, j) represents the pseudo-space-domain interval
between points (i − 1 − k, j) and (i − k, j), Δτ−(m−1)

i+1/2 represents
the propagation time interval between (τi+1/2, τj) and the grid
point (τi−(m−1), τj) where P is located. It notes that here and
hereinafter (τi+1/2, τj) indicates the center point of the
propagation time between (i, j) and (i + 1, j).

When calculating zvx
zτx

at τx � τi, velocity vx is located at point
(τi+(m−1/2), τj) and (τi−(m−1/2), τj)(m � 1, 2, 3, . . .). In the τx
direction, the pseudo-space-domain propagation time intervals
centered on (τi, τj) are shown as follows.

Δτ+(m−1/2)
i �

⎧⎪⎨⎪⎩
0.5Δτ+i (i, j) (m � 1),
0.5Δτ+i (i +m − 1, j) + ∑m−2

k�0
Δτ+i (i + k, j) (m> 1),

(7)

where Δτ+i (i + k, j) represents the pseudo-space-domain interval
between points (i + k, j) and (i + 1 + k, j), and Δτ+(m−1/2)

i

represents the propagation time interval between (τi, τj) and
the grid point (τi+(m−1/2), τj) where vx is located.

Δτ−(m−1/2)
i �

⎧⎪⎨⎪⎩
0.5Δτ−i (i, j) (m � 1),
0.5Δτ−i (i −m + 1, j) + ∑m−2

k�0
Δτ−i (i − k, j) (m> 1),

(8)

where Δτ−i (i − k, j) represents the pseudo-space-domain interval
between points (i − 1 − k, j) and (i − k, j), and Δτ−(m−1/2)

i

represents the propagation time interval between (τi, τj) and
the grid point (τi−(m−1/2), τj) where vx is located. Similarly, the
pseudo-space-domain propagation time interval of P and vz in
the direction τz can be calculated separately in a similar manner
as described above.

Using the propagation time interval shown in Eqs 5, 6, the
2Nth-order-accuracy expansion of the first-order derivative of the
P with respect to the variable τx can be obtained. The P in the
pseudo-space-domain is assumed to have a 2Nth-order derivative.
For different Pτxvalues, satisfying τx � τi+1/2 +Δτ+mi+1/2 and τx �
τi+1/2 − Δτ−(m−1)

i+1/2 corresponding to τx � τi+m and τx � τi−(m−1)
(m�1, 2, . . . ,N − 1,N), respectively, the 2Nth-order Taylor
series expansions at τx � τi+1/2 are

Pτi+1/2+Δτ+mi+1/2 � Pτi+1/2 + ∑2N−1

n�1

(+ Δτ+mi+1/2)n
n!

P(n)
τi+1/2 + O((+ Δτ+mi+1/2)2N),

(9)

Pτi+1/2−Δτ−(m−1)
i+1/2

� Pτi+1/2 + ∑2N−1

n�1

(− Δτ−(m−1)
i+1/2 )n
n!

P(n)
τi+1/2

+ O(( − Δτ−(m−1)
i+1/2 )2N), (10)

where P(n) represents the nth-order derivative of P. The above 2N
equations are multiplied by cx1 , c

x
2 , . . ., c

x
2N−1, cx2N, respectively,

and then added and simplified as

∑N
m�1

(cx2m−1Pτi+1/2+Δτ+mi+1/2 + cx2mPτi+1/2−Δτ−(m−1)
i+1/2

) � ∑N
m�1

(cx2m−1 + cx2m)Pτi+1/2

+ ∑N
m�1

⎛⎝(Δτ+mi+1/2)
1!

cx2m−1 +
(− Δτ−(m−1)

i+1/2 )
1!

cx2m⎞⎠P(1)
τi+1/2 + ∑2N−1

n�2

∑N
m�1

⎛⎝(Δτ+mi+1/2)n
n!

cx2m−1 +
(− Δτ−(m−1)

i+1/2 )n
n!

cx2m⎞⎠P(n)
τi+1/2

+ O((+ Δτ+mi+1/2)2N) + O((− Δτ−(m−1)
i+1/2 )2N). (11)

To resolve the first-order derivative FD scheme of P at
τx � τi+1/2, Eq. 11 needs to satisfy the algebraic relationship
that the coefficient of the first derivative is one and the other
derivative is 0 except at the first order. Therefore, according to the
coefficient relationship between derivatives, we can get the FD
coefficients cxm(m�1, 2, . . . , 2N−1, 2N).
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From Eq. 11, we can see that the solutions for the FD
coefficients depend on the pseudo-space-domain propagation
time intervals Δτ+mi+1/2 and Δτ−(m−1)

i+1/2 (m�1, 2, . . . , N−1, N).
While the velocity on each grid remains constant, there
exists the relationships Δτ+mi+1/2 � Δτ−(m−1)

i+1/2 and cx2k−1 � −cx2k(k� 1, 2, . . . , N−1, N). While the velocity is not constant,
there exist the relationships Δτ+mi+1/2 ≠Δτ−(m−1)

i+1/2 and
cx2k−1 ≠ − cx2k(k � 1, 2, . . . , N−1, N). From the above analysis,
it can be seen that the FD coefficients of the numerical
simulation in the pseudo-space-domain are related to the
grid velocity and the size of the grid. Even with the same
difference order, the FD coefficients are different
corresponding to various grid velocity and sizes.

By substituting the FD coefficients into Eq. 11, a 2Nth-order
difference expression for the first derivative of P at τx � τi+1/2 can
be written as:

dP

dτx

∣∣∣∣∣∣∣
τx�τi+1/2

� ∑N
m�1

(cx2m−1Pτi+1/2+Δτ+mi+1/2 + cx2mPτi+1/2−Δτ−(m−1)
i+1/2

). (12)

Similarly, we have a 2Nth-order difference expression and FD
coefficients czm(m�1, 2, . . . , 2N−1, 2N) for the first-order
derivative of P at τz � τj+1/2, a 2Nth-order difference
expression, and FD coefficients cxvm(m�1, 2, . . . , 2N−1, 2N)
for the first-order derivative of vx at τx � τi, and a 2Nth-order

difference expression and FD coefficients czvm(m�1, 2, . . . , 2N−1,
2N) for the first-order derivative of vz at τz � τj.

Substituting the above difference expressions for P, vx, and vz
at τx or τz and the second-order difference expressions for the
first-order derivative of P, vx, and vz at time into Eq. 4, we can
obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vk+1/2xτi+1/2 ,τj � vk−1/2xτi+1/2 ,τj

−Δt
ρ

∑N
m�1

(cx2m−1P
k
τi+1/2+Δτ+mi+1/2 ,τj + cx2mP

k
τi+1/2−Δτ−(m−1)

i+1/2 ,τj
),

vk+1/2zτi ,τj+1/2 � vk−1/2zτi ,τj+1/2

−Δt
ρ

∑N
m�1

(cz2m−1P
k
τi ,τj+1/2+Δτ+mi+1/2 + cz2mP

k
τi ,τj+1/2−Δτ−(m−1)

j+1/2
),

Pk+1
τi ,τj

� Pk
τi ,τj

−ρΔt ∑N
m�1

(cxv2m−1v
k+1/2
xτi+Δτ+(m−1/2)

i ,τj
+ cxv2mv

k+1/2
xτi−Δτ−(m−1/2)

i ,τj
)

−ρΔt ∑N
m�1

(czv2m−1v
k+1/2
xτi ,τj+Δτ+(m−1/2)

j

+ czv2mv
k+1/2
xτi ,τj−Δτ−(m−1/2)

j

) + s(t),
(13)

where k represents discrete time points, which satisfy t � kΔt
(where Δt represents a discrete time interval).

FIGURE 3 | Snapshots of wavefield extrapolation based on different orders of finite-difference operator in a pseudo-space-domain difference expression (A), (B),
(C), and (D) correspond, respectively, to second-order, eighth-order, twelfth-order, and sixteenth-order.
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In the following, a homogeneous model is used to show the
effect of the pseudo-space-domain high-order FD scheme on
dispersion suppression. The size of the model is 2000 ×
2000 m. The spatial sampling interval is 10 × 10 m, and the
primary wave velocity is 2,500 m/s. The source location is
1,000 m, 1,000 m. As a source wavelet, we adopt the Ricker
wavelet whose dominant frequency is 35 Hz, and the time
sampling interval is 0.25 ms. Snapshots based on simulations
of the pseudo-space-domain with different orders of FD
operator are shown in Figure 3.

It can be seen from the snapshot shown in Figure 3
that, for the pseudo-space-domain FD scheme with
different orders of FD operator, when the spatial grid
interval, model velocity, and wavelet dominant frequency
are the same, the higher the order of FD operator is, the
weaker the dispersion is.

Stability Condition for the
Pseudo-Space-Domain First-Order
Velocity-Stress Acoustic Wave Equation
First, we define the pseudo-space-domain plane harmonic
variables u

u � u0 e
iωnΔteikτxjΔτxeikτzkΔτz , (14)

where u0 represents the initial wavefield, ω represents the circular
frequency, kτx and kτz represent wave numbers in the τx and τz
directions, respectively; n, j, and k represent coordinates of
discrete grid points in the t, τx, and τz directions, respectively;
Δτx and Δτzrepresent pseudo-space-domain intervals in the τx
and τz directions, respectively; e stands for the base of the natural
logarithms, and i represents the imaginary unit in this section.

According to the above equation, one can get the following
relationships:

{ uτx+Δτ+mx � uτxe
ikτxΔτ+mx ,

uτx−Δτ−mx � uτxe
−ikτxΔτ−mx .

(15)

Substituting the above formulas into the first-derivative
difference expression gives

du

dτx
� u ∑N

m�1
(cx2m−1e

ikτxΔτ+mx + cx2me
−ikτxΔτ−mx ). (16)

Furthermore, the second-derivative expression for τx can be
obtained as

d2u

dτ2x
� u

⎧⎨⎩ ∑N
m�1

(cx2m−1e
ikτxΔτ+mx + cx2me

−ikτxΔτ−mx )⎫⎬⎭
2

. (17)

According to the definition of the propagation time in the
pseudo-space-domain and the sampling theorem, when the
maximum wave number for τx is obtained, the following
relationships hold: Δτ+mx kτx � (m − 1/2)π and
Δτ−mx kτx � (m − 1/2)π. Therefore, the above equation can be
converted into

d2u

dτ2x
� −u⎧⎨⎩ ∑N

m�1
((−1)m−1cx2m−1 + (−1)mcx2m)⎫⎬⎭

2

. (18)

Similarly, the second-derivative expression for τz can be
obtained as

d2u

dτ2z
� −u⎧⎨⎩ ∑N

m�1
((−1)m−1cz2m−1 + (−1)mcz2m)⎫⎬⎭,2 (19)

and the second-derivative expression for t can be obtained as

z2u

zt2
� −u(2 sin(ωΔt/2)Δt )2

(20)

Eq. (4) is reduced to the form of a pseudo-space-domain
second-order scalar acoustic wave equation, and Eqs. (18), (19),
and (20) are substituted to yield

(2 sin(ωΔt/2)Δt )2

� ⎧⎨⎩ ∑N
m�1

((−1)m−1cx2m−1 + (−1)mcx2m)⎫⎬⎭
2

+⎧⎨⎩ ∑N
m�1

((−1)m−1cz2m−1 + (−1)mcz2m)⎫⎬⎭
2

.

(21)

Because the left side of the equation above satisfies 0≤ sin2 ω Δt
2 ≤ 1,

and under the assumption that the differential coefficients in the τx
and τz directions are equal, the following relation holds:

Δt≤
�
2

√∣∣∣∣∣∣∣∣ ∑N
m�1((−1)m−1c2m−1 + (−1)mc2m)

∣∣∣∣∣∣∣∣
, (22)

where cm � cxm � czm (m � 1, 2, . . . , 2N − 1, 2N).

FIGURE 4 | PML layer distribution diagram (Zhang et al., 2016).
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Perfectly Matched Layer Boundary
Conditions of the Pseudo-Space-Domain
First-Order Velocity-Stress Acoustic Wave
Equation
In the central wavefield calculation region, FD numerical
simulation of the pseudo-space-domain first-order velocity-
stress acoustic wave equation with 2Nth order in pseudo-space
and second-order in time can be realized by applying Eq. 13. In
the artificial boundary region, to effectively suppress the artificial
boundary reflection, absorbing boundary processing is required.
The perfectly matched layer (PML) boundary conditions for the
first-order velocity-stress acoustic wave equation in the pseudo-
space-domain are given below.

Because the PML attenuation term is independent of the
partial derivative of wave equation, the space domain partial
derivative in the equation is transformed into a pseudo-space-
domain partial derivative; meanwhile, the space domain
attenuation factors dx and dz are transformed into pseudo-
space-domain attenuation factors dτx and dτz. The PML
boundary conditions for the pseudo-space-domain acoustic
wave equation are as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zvx
zt

+ dτxvx � −1
ρ

zP

zτx
,

zvz
zt

+ dτzvz � −1
ρ

zP

zτz
,

zPx

zt
+ dτxPx � −ρ zvx

zτx
,

zPz

zt
+ dτzPz � −ρ zvz

zτz
,

P � Px + Pz,

(23)

where Px and Pz represent the components of P in the τx and τz
directions. dτx and dτz represent the attenuation factors in the τx
and τz directions, which are given by

d(τm) � log(1
R
) · 3

2τL
(τm
τL
)2

, (24)

where τm represents the normal pseudo-space-domain
propagation time interval from the point in the PML layer to
the outer edge of the center wavefield, R represents the theoretical
reflection coefficient for the PML layer (ranging from 10–5 to
10–7), and τL represents the pseudo-space-domain PML layer
thickness. As is shown in Figure 4, when wavefield calculations
are performed, dτx � 0, dτz � 0 in the center wavefield area;
dτx � 0, dτz � d(τm) in PML areas one and PML area 4;
dτx � d(τm), dτz � 0 in PML areas two and PML area three;
and dτx � d(τm), dτz � d(τm) in the corner area.

We can write the attenuation factors dτxvx, dτzvz, dτxPx, and
dτzPz in the PML boundary conditions into a differential form,
and by substituting them with the difference expression of each
first-order derivative into Eq. 23, we can derive

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vk+1/2xτi+1/2 ,τj �
1

1 + dτxΔt/2
[(1 − dτxΔt/2)vk−1/2xτi+1/2 ,τj

−Δt
ρ

∑N
m�1

(cx2m−1P
k
τi+1/2+Δτ+mi+1/2 ,τj + cx2mP

k
τi+1/2−Δτ−(m−1)

i+1/2 ,τj
)⎤⎦,

vk+1/2zτi ,τj+1/2 �
1

1 + dτzΔt/2
[(1 − dτzΔt/2)vk−1/2zτi ,τj+1/2

−Δt
ρ

∑N
m�1

(cz2m−1P
k
τi ,τj+1/2+Δτ+mi+1/2 + cz2mP

k
τi ,τj+1/2−Δτ−(m−1)

j+1/2
)⎤⎦,

Pk+1
xτi ,τj

� 1
1 + dτxΔt/2

[(1 − dτxΔt/2)Pk
xτi ,τj

−ρΔt ∑N
m�1

(cxv2m−1v
k+1/2
xτi+Δτ+(m−1/2)

i ,τj
+ cxv2mv

k+1/2
xτi−Δτ−(m−1/2)

i ,τj
)⎤⎦,

Pk+1
zτi ,τj

� 1
1 + dτzΔt/2

[(1 − dτzΔt/2)Pk
zτi ,τj

−ρΔt ∑N
m�1

(czv2m−1v
k+1/2
xτi ,τj+Δτ+(m−1/2)

j

+ czv2mv
k+1/2
xτi ,τj−Δτ−(m−1/2)

j

)⎤⎦,
Pk+1
τi ,τj

� Pk+1
xτi ,τj

+ Pk+1
zτi ,τj

.

(25)

FIGURE 5 | Snapshot of the pseudo-space-domain acoustic wave equation at 0.82 s: (A) left boundary without PML boundary conditions; (B) left boundary with
PML boundary conditions.
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Equation 25 is the difference expression for PML boundary
conditions of the pseudo-space-domain first-order velocity-stress
acoustic wave equation.

A uniform medium model is used to verify the
effectiveness of the PML boundary conditions of first-
order velocity-stress acoustic wave equations in the
pseudo-space-domain for eliminating artificial boundary
reflections. The horizontal and vertical lengths of the
model are 2000 and 2000 m, respectively, and the grid
interval is 5 m. The primary wave velocity in the model is
2,500 m/s, and the density is 2000 kg/m3. The source location
is (1,000 m, 1,000 m), and the source wavelet employs Ricker
wavelet with a dominant frequency of 35 Hz. To avoid the
effects of numerical dispersion, the pseudo-space-domain
FD order is 10th order. The snapshot of the wavefield
extrapolation process at 0.82 s is shown in Figure 5,
where Figure 5A shows the snapshot of the left boundary
without the PML boundary conditions, and Figure 5B shows
a snapshot of the left boundary with PML boundary
conditions.

To further illustrate the boundary absorption effect of the
PML boundary conditions in the pseudo-space-domain
acoustic wave equation, the left boundary reflection wave
corresponding to a depth of 1 km in the wavefield shown
in Figure 5 is magnified and displayed and is compared with
the conventional acoustic wave equation wave based on the
same simulation parameters. As shown in Figure 6, the black
solid line is the left boundary reflection wave absorbed by the
PML boundary condition of the pseudo-space-domain
acoustic wave equation, the red dotted line is the left
boundary reflection wave absorbed by the PML boundary
condition of conventional method, and the blue dotted line
is the reflected wave of left boundary without attenuation by
PML boundary conditions. It can be seen that the amplitude of
the boundary reflection wave after absorption by the pseudo-
space-domain PML boundary condition is basically the same
as that obtained by the conventional PML boundary

condition, and it is obviously weaker than the amplitude of
the uncompressed boundary reflection wave.

Normalized Cross-Correlation Imaging
Conditions
In this study, normalized cross-correlation imaging conditions
(Kaelin and Guitton, 2006) are used in the RTM. The realization
process employs the zero-delay cross-correlation of the source
wavefield to normalize the zero-delay cross-correlation between
the forward time wavefield and the reverse time wavefield as

I(x, z) �
∑T
t�0
(v)F(x, z, t) · (v)R(x, z, t)

∑T
t�0
(v)F(x, z, t) · (v)F(x, z, t)

, (26)

where T is the total recording time. (v)F is the forward time
wavefield, and (v)R is the reverse time wavefield.

When using the above imaging conditions, it is usually
necessary to save the forward time wavefield at each time.
However, when all the wavefield values are stored on the
storage medium, large amount of memory storage space is
required and also a long data access time. To overcome this
problem, in this study, we implement an effective boundary
storage strategy (Clapp, 2008; Wang et al., 2012) based on PML
boundary conditions in the pseudo-space-domain. This entails
storing the wavefield value of the N-layer grid point (the FD order
is 2Nth order) that is adjacent to the central wavefield on each PML
boundary during the forward time source wavefield extrapolation,
as well as the central wavefield value at the last moment. These
boundary wavefield values are taken out as a boundary condition
when extrapolating along reverse time, and then, the source
wavefield can be rebuilt in the time iteration. Although this
method requires the forward time source wavefield
extrapolation in advance, this can effectively reduce the storage
requirements for the RTM in pseudo-space-domain.

FIGURE 6 | PML boundary condition absorption effect comparison.
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MODEL EXPERIMENT

Reverse Time Migration of the Dipping
Interface Model
The main purpose of this experiment is to test the validity of
pseudo-space-domain acoustic wave equation RTM in solving
velocity interface distortion and suppressing false scattering and
reflected waves.

The experiment used a two-layer velocity model with a
dipping interface, as shown in Figure 7A. The horizontal and
vertical lengths were 4,000 m and 2000 m, respectively. The
primary wave velocities at the upper and lower sides of the
interface were 2,500 m/s and 3,500 m/s, respectively. The
density was 2000 kg/m3. The grid model obtained by meshing
this interface model with vertical and horizontal grid intervals of
10 m is shown in Figure 7B. It can be seen that the original
smooth velocity interface has become an obviously stepped
interface (white arrow in the figure). In the experiment, a
geometry with a fixed position of receivers and changeable
source position was established. The shot point was between
500 and 3,480 m, the interval between the shots was 20 m, and a
total of 150 shots was made. There were 401 receivers per shot,
and each receiver was located between 0 and 4,000 m. The
interval between receivers was 10 m. The depths of shots and
receivers were both 10 m.

Obviously, to verify the effectiveness of a migration method in
solving velocity interface distortion, it is necessary to ensure that
the acquired seismic record is accurate. The shot records required

for this experiment were obtained by using FD wave equation
forward modeling. In theory, only by using a small enough grid
spacing can ensure that the obtained shot records are relatively
accurate. Therefore, in this study, we first used a model with 1 m
grid intervals in both vertical and horizontal directions for forward
modeling. (Note that, even if the number of grid points is only
doubled, this can cause a huge increase in the amount of

FIGURE 7 | Two-layer velocity model with a dipping interface: (A) original
model with a smooth dipping interface; (B) model with 10 m grid interval.

FIGURE 8 | Synthetic shot gather record (76th shot ): (A) grid interval of
1 m; (B) grid interval of 10 m.

FIGURE 9 | Reverse time migration seismic profile. (A) based on the
conventional acoustic equation and (B) based on the pseudo-space-domain
acoustic equation.

Frontiers in Earth Science | www.frontiersin.org October 2021 | Volume 9 | Article 6905139

Zhang et al. Pseudo-Space-Domain Wave Equation Based RTM

89

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


computation. Therefore, regardless of whether one realizes forward
modeling in actual processing or migration and inversion, it is
generally unrealistic to use such a small grid interval.) The
simulation used a Ricker wavelet with a dominant frequency of

35 Hz. The FD order was 16th order in space and second-order in
time, and a total of 150 shots of seismic records was obtained. The
record of the 76th shot is shown in Figure 8A. For comparison, a
record obtained with the grid interval of 10 m is shown in
Figure 8B, which existed strong artificial scattered waves.

Based on the model of 10 m grid interval as shown in
Figure 7B, the FD algorithm for the conventional and pseudo-
space-domain acoustic wave equations is used for RTM with
second-order accuracy in time and sixteenth-order accuracy in
both space and pseudo-space. (Note that the pseudo-space-
domain RTM needs to add velocity interface information to
calculate the traveltime between two grid points.) The
migration profiles are, respectively, shown in Figures 9A,B.

To more intuitively compare the morphology of the dipping
interface in the migration profile of the two methods, the event in
the elliptical region in Figures 9A,B is magnified, as shown in
Figures 10A,B. It can be seen that the shape of the dipping
interface in the RTM profile of the conventional acoustic wave
equation (the red dotted line in Figure 10A) is significantly
distorted compared with the real interface morphology (the
red solid line in Figure 10A). The interface shape in the RTM
profile of the pseudo-space-domain acoustic wave equation is
basically consistent with the real interface morphology (the red
solid line in Figure 10B). This demonstrates that pseudo-space-
domain acoustic wave equation RTM can effectively solve the
distortion problem of the velocity interface.

Figures 11A,B show a snapshot of the forward time wavefield
of the 76th shot at 0.9 s. It can be seen that there are obvious false
scatterings in the wavefield of the conventional acoustic wave
equation (as shown in the elliptical region in Figure 11A), and
there are no obvious false scatterings in the wavefield of the
pseudo-space-domain acoustic wave equation (as shown in the
elliptical region in Figure 11B). By comparing the interface
reflections at the arrows in Figure 11, we can see that the

FIGURE 10 | Local magnification of a reverse time migration profile. (A) based on the conventional acoustic equation and (B) based on the pseudo-space-domain
acoustic equation.

FIGURE 11 | Snapshots of forward time wavefield in reverse time
migration (76th shot at 0.9 s). (A) based on the conventional acoustic equation
and (B) based on the pseudo-space-domain acoustic equation.
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pseudo-space-domain acoustic wave equation significantly
suppresses reflected waves (especially those of near-normal
incidence). This demonstrates the effectiveness of the pseudo-
space-domain acoustic wave equation in suppressing interfacial
false scattering and reflected waves.

Reverse Time Migration of the Marmousi
Model
The Marmousi model (shown in Figure 12) is a grid velocity model
of complex tectonic with numerous velocity interfaces, steep dip

structures, and dramatic velocity changes. Themodel size is 9,200m *
3,000m, respectively. The horizontal and vertical grid spacings are,
respectively, 5 and 4m. In the experiment, the unilateral shot
geometry used was a seismic source located at the right side and
receivers located at the left side. The interval between the shots was
25m, with 426 shots in total. There were 104 receivers per shot. The
depths of the shot and the receivers were both 8m. The source
wavelet used a Ricker wavelet with a dominant frequency of 35 Hz.
Synthetic seismograms were simulated by the conventional acoustic
wave equation FDmethod whose FD order was second-order in time
and eighth-order in space.

FIGURE 12 | Grid velocity model of Marmousi.

FIGURE 13 | Forward time wavefield snapshots in reverse time migration for the Marmousi model (138th shot at 1.9 s in time). (A) based on the conventional
acoustic equation and (B) based on the pseudo-space-domain acoustic equation.

Frontiers in Earth Science | www.frontiersin.org October 2021 | Volume 9 | Article 69051311

Zhang et al. Pseudo-Space-Domain Wave Equation Based RTM

91

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


We applied the conventional acoustic wave equation and pseudo-
space-domain acoustic wave equation FD (with FD order being
second-order in time and eighth-order in space and pseudo-space) to
perform RTM. Figures 13A,B show the snapshots of the 138th shot
based on the two methods at 1.9 s. Figures 14A,B show the RTM
profiles based on the two methods, respectively.

Figure 13 shows that the pseudo-space-domain acoustic wave
equation has a significantly weakened reflectionwave in the wavefield
compared with the conventional acoustic wave equation. It indicates
the validity of the pseudo-space-domain acoustic wave equation in
suppressing reflected waves during wavefield extrapolation.

Comparing the local migration profiles in the red
rectangular region in Figure 14, we can see that the
pseudo-space-domain acoustic wave equation has a clearer
structure and better continuity of the event where the arrows
point the conventional acoustic wave equation. This
demonstrates that the imaging quality of RTM by using
the pseudo-space-domain acoustic wave equation is better
than that obtained by using a conventional acoustic wave
equation.

CONCLUSION AND DISCUSSION

Based on the first-order velocity-stress acoustic wave equation
in the pseudo-space-domain, we derived a 2Nth-order-

accuracy staggered-grid FD expression and its PML
boundary condition, deduced the stability conditions of the
staggered-grid FD expression, and realized RTM in the
pseudo-space-domain. At the same time, numerical
experiments were carried out based on a dipping interface
model and the Marmousi model. Experimental results were as
follows:

1) The RTM method based on the pseudo-space-domain
acoustic wave equation could solve the problem of velocity
interface distortion that appears in the conventional RTM
profile.

2) Wavefield extrapolation based on the pseudo-space-
domain acoustic wave equation could significantly
weaken interface false scattering and reflection waves,
thereby further improving the quality of the migration
imaging.

Of course, the high-order FD RTM method for the acoustic
wave equations in the pseudo-space-domain is not ideal for
reflection waves suppression under non-normal incidence.
Therefore, the focus of future research work will be the further
improvement of the reflection waves suppression effect of the
method and accuracy of RTM imaging, along with developing it
into the elastic wave equation and the RTM of the three-
dimensional wave equation.

FIGURE 14 |Reverse timemigration profile for the Marmousi model. (A) based on the conventional acoustic equation and (B) based on the pseudo-space-domain
acoustic equation.
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Reverse time migration (RTM) is based on the two-way wave equation, so its imaging
results obtained by conventional zero-lag cross-correlation imaging conditions contain a
lot of low-wavenumber noises. So far, the wavefield decomposition method based on the
Poynting vector has been developed to suppress these noises; however, this method also
has some problems, such as unstable calculation of the Poynting vector, low accuracy of
wavefield decomposition, and poor effect of large-angle migration artifacts suppression.
This article introduces the optical flow vector method to RTM to realize high-precision
wavefield decomposition for both the source and receiver wavefields and obtains four
directions of wavefields: up-, down-, left-, and right-going. Then, the cross-correlation
imaging sections of one-way propagation components of forward- and back-propagated
wavefields are optimized and stacked. On this basis, the reflection angle of each imaging
point is calculated based on the optical flow vector, and an attenuation factor related to the
reflection angle is introduced as the weight to generate the optimal stack images. The tests
of theoretical model and field marine seismic data illustrate that compared with the
conventional RTM with wavefield decomposition based on the Poynting vector, the
angle-weighted RTM with wavefield decomposition based on the optical flow vector
proposed in this article can achieve wavefield decomposition for both the source and
receiver wavefields and calculate the reflection angle of each imaging point more
accurately and stably. Moreover, the proposed method adopts angle weighting
processing, which can further eliminate large-angle migration artifacts and effectively
improve the imaging accuracy of RTM.

Keywords: reverse time migration, low-wavenumber noise, wavefield decomposition, optical flow vector, angle
weighting

INTRODUCTION

Reverse time migration (RTM) was proposed in the 1980s (Baysal, 1983; McMechan, 1983;
Whitmore, 1983), which is based on a two-way wave equation and applies zero-lag cross-
correlation imaging conditions to realize imaging. Theoretically, RTM can adapt to any complex
velocity model without dip limitations and image nearly all kinds of waves, including refractions,
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prismatic waves, diffractions, and multiples, so it is considered to
be the most accurate imaging algorithm and has been widely used
in the field data processing (Sun et al., 2015; Oh et al., 2018; Qu
et al., 2020; Fee et al., 2021). However, due to using the two-way
wave equation to implement wavefield continuation, the
backward reflection will occur when the seismic wave
propagates to the reflection interface. The conventional zero-
lag cross-correlation imaging conditions directly use all forward-
and back-propagated wavefields to form subsurface images (Du
et al., 2013; Chen and He, 2014; Fei et al., 2015), which could
inevitably produce a lot of low-wavenumber migration artifacts.

At present, three main methods can be used to reduce the
migration artifacts in RTM. The first one is a backward reflection
suppression method, which usually employs the nonreflecting
acoustic equation to imaging. Baysal (1984) has first proposed a
nonreflecting acoustic equation based on an assumption of
constant wave impedance, which can significantly suppress the
backward reflection of the vertical incident seismic waves. Song
(2005) has improved the nonreflecting acoustic equation to
enhance the suppression effect of backward reflection.
However, in general, the backward reflection suppression
effect is not ideal, and it is difficult to achieve the purpose of
effectively eliminating migration artifacts. The second one is the
filtering method. Mulder and Plessix (2004) have directly used
high-pass filtering to denoise the imaging section. Zhang and Sun
(2009) have applied Laplacian filtering to filter the results of
RTM. However, this kind of method has problems such as
difficulty in determining the threshold, damage to the effective
signal, and incomplete noises removal. The third one is to modify
the imaging conditions. There are two kinds of methods used to
modify the imaging conditions usually. One is the angle
weighting method proposed by Yoon and Marfurt (2006),
which can effectively remove the large-angle migration
artifacts by introducing an attenuation factor related to the
reflection angle into the imaging conditions. The other is the
wavefield decomposition method, which decomposes the source
and receiver wavefields into going wavefields in different
directions and then extracts the effective wavefield
components to form images to achieve the accurate imaging of
underground structures. Some scholars (Liu et al., 2011; Fei et al.,
2015; Wang et al., 2016) have successively applied the Hilbert
transform to realize wavefield decomposition and obtained high-
precision imaging sections. However, when the Hilbert transform
is applied to wavefield decomposition, a certain amount of the
computational cost is required. Chen and He (2014) have used
the Poynting vector to decompose the source and receiver
wavefields in the four directions of up, down, left, and right,
which can greatly improve the suppression effect of low-
wavenumber noises with small additional computation cost.
Therefore, this method has been widely used (Wang and He,
2017; Liu, 2019; Li and He, 2020; Wang et al., 2021). However,
there are also two problems in wavefield decomposition based on
the Poynting vector method. First, it is not accurate enough for
the Poynting vector method to indicate all directions of seismic
wave propagation (Du et al., 2012; Zhang, 2014; Duan and Sava,
2015; Li and He, 2020) and the second is that there are always
some singularities in the Poynting vector.

The optical flow method was first proposed to solve the
motion information problem of objects between adjacent
frames (Horn and Schunck, 1981; Lucas and Kanade, 1981),
and then it was introduced to RTM (Hu et al., 2014; Zhang, 2014;
Gong et al., 2016; Zhang et al., 2018; Wu et al., 2021). Compared
with the Poynting vector, the optical flow vector is a more
accurate vector that is closer to the real wavefield propagation
direction. Moreover, there is no singularity in the optical flow
vector. In this article, the optical flow vector method is introduced
into RTM to decompose wavefields and calculate the reflection
angle of each imaging point underground. Based on the optical
flow vector method, both source and receiver wavefields can be
decomposed accurately and the accurate reflection angle of each
imaging point underground can be obtained; then, by the
introduction of an attenuation factor related to the reflection
angles, the angle-weighted RTM with wavefield decomposition
based on the optical flow vector is implemented, which greatly
improves RTM imaging.

In the next section, we review the wavefield continuation of
RTM based on the acoustic wave equation. In Wavefield
Decomposition Based on the Optical Flow Vector, the wavefield
decomposition based on the optical flow vector method is
introduced and some tests are given to compare the effects of
wavefield decomposition for the Poynting vector method and the
optical flow vector method. In Angle-Weighted RTM Imaging
Based on the Optical Flow Vector, we show how to calculate the
reflection angle of each imaging point underground based on the
optical flow vector method and how to produce the final RTM
image using an attenuation factor related to the reflection angles.
In Numerical Tests on the Marmousi Model and Field Marine
Seismic Data Imaging, we present some tests to show the imaging
effect of the method developed in the article. We end with some
concluding remarks in Conclusion.

WAVEFIELD CONTINUATION OF RTM

The first-order stress-velocity acoustic wave equation in a two-
dimensional isotropic medium can be expressed as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zvx
zt

� 1
ρ

zp

zx

zvz
zt

� 1
ρ

zp

zz

zp

zt
� ρv2(zvx

zx
+ zvz

zz
)
, (1)

where x and z represent the space coordinates, respectively; vx and
vz denote the practical vibration velocity in the x and z direction,
respectively; t is the time; ρ signifies the density; v represents the
velocity of the acoustic wave; p denotes the stress.

We use staggered grids to discretize Eq. 1 by finite-difference
for realizing forward wavefield continuation and reverse time
wavefield continuation. Taking forward continuation as an
example, the high-order difference schemes of Eq. 1 can be
written as follows:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vkx(i + 1/2, j) � vk−1x (i + 1/2, j) + Δt
ρ(i, j)Δx ∑N

m�1
Cm[pk−1/2(i +m, j) − pk−1/2(i −m + 1, j)]

vkz(i, j + 1/2) � vk−1z (i, j + 1/2) + Δt
ρ(i, j)Δz ∑N

m�1
Cm[pk−1/2(i, j +m) − pk−1/2(i, j −m + 1)]

pk+1/2(i, j) � pk−1/2(i, j) + ρ(i, j)v2(i, j) ΔtΔx ∑N
m�1

Cm[vkx(i +m − 1/2, j) − vkx(i −m + 1/2, j)]
+ρ(i, j)v2(i, j) ΔtΔz ∑N

m�1
Cm[vkz(i, j +m − 1/2) − vkz(i, j −m + 1/2)], (2)

where k represents the temporal discrete point number, i and j
denote the spatial discrete point numbers in the x and z direction,
respectively. Δt is the time discrete step; Δx and Δz are the spatial
discrete steps in the x and z directions, respectively. N denotes
half of the accuracy of spatial difference, and Cm is the difference
coefficients.

In wavefield continuation based on the finite-difference
method, artificial boundaries have been used in practice to
suppress boundary reflection. To eliminate the boundary
reflection, the perfectly matched layer (PML) method is used
here. PML boundary algorithm has been widely studied
(Berenger, 1994; Collino and Tsogka, 2001; Zhang and Shen,
2010), so we do not discuss it in detail.

WAVEFIELD DECOMPOSITION BASED ON
THE OPTICAL FLOW VECTOR

The Poynting vector, also known as the energy flux density
vector, was first applied in the field of electromagnetic
computing (Poynting, 1884). Now, it has become a common
algorithm used to indicate the propagation direction of wavefields
in seismic wavefield calculation (Yoon and Marfurt, 2006; Tang
et al., 2017).

The Poynting vector of the first-order stress-velocity acoustic
wave equation can be expressed as follows:

Py � − ∇u
zu

zt
� (− pvx,−pvz) � (Py

x, P
y
z), (3)

where u represents the wavefields, Pyz and Pyz are the horizontal
and vertical components of the Poynting vector, respectively, and
∇ denotes the gradient operator. We can obtain, using the
Poynting vector, the up-, down-, left-, and right-going
wavefields after wavefield decomposition. Taking the wavefield
decomposition of source wavefields as an example, the specific
expression can be represented as follows:

Su(x, z, t) � { S(x, z, t) if Py
z < 0

0

Sd(x, z, t) � { S(x, z, t) if Py
z ≥ 0

0

Sl(x, z, t) � { S(x, z, t) if Py
x < 0

0

Sr(x, z, t) � { S(x, z, t) if Py
x ≥ 0

0

, (4)

where Su(x, z, t), Sd (x, z, t), Sl (x, z, t), and Sr (x, z, t) are the up-,
down-, left- and right-going source wavefields, respectively. It can

be seen from Eq. 3 that the calculation of the Poynting vector is
composed of the product of the time derivative and the space
derivative of the wavefield. When the time derivative or the space
derivative is zero, the Poynting vector must be zero too, which
causes instability. Furthermore, Zhang et al. (2014) have pointed
out that the Poynting vector itself is difficult to indicate the
propagation direction of the wavefield with high accuracy.

The optical flow vector is a vector that is obtained by several
iterations and can indicate the propagation direction of the
wavefield stably and accurately. Therefore, we introduce the
optical flow vector into the wavefield decomposition process of
RTM. In the two-dimensional RTM, the fundamental assumption
for the optical flow problem is that the wavefield u at a spatial
point (x, z) is continuous for very small variations in space (dx
and dz) and time (dt), and its expression is as follows:

u(x + dx, z + dz, t + dt) � u(x, z, t), (5)

where u denotes the wavefields, x and z represent the space
coordinates, respectively, and t is time.We use the Taylor formula
to expand u (x + dx, z + dz, t + dt) and discard higher-order terms
above the second order and obtain

uxP
o
x + uzP

o
z + ut � 0, (6)

where ux and uz are the spatial derivatives of wavefields, ut is the
time derivatives of wavefields, and Pox and P

o
z are the orthogonal (x

and z) components of the optical flow vector, respectively. With
two unknowns (Pox and P

o
z) and only one Eq. 6, the problem is ill-

posed and the solution is nonunique. To address this
underdetermined problem (Eq. 6), the regularization terms of
global smooth constraints are introduced by requiring that
neighboring points have similar flow directions as that at a
central target point. Therefore, we construct the following
misfit function:

E � ∫∫[(uxP
o
x + uzP

o
z + ut)2 + α2C]dxdz, (7)

where C is the regularization terms, which can be written as
follows:

C � ∇2Po
x + ∇2Po

z, (8)

where ∇2 is the Laplacian operator and α is a weighting factor of
the regularization term, generally taken as 1. Equation 7 can be
solved using an iterative least-squares approach, in which the
update parameters are computed as follows:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(Po
x)n+1 � (�Po

x)n − ux[ux(�Po
x)n + uz(�Po

z)n + ut]
α2 + u2

x + u2
z

(Po
z)n+1 � (�Po

z)n − uz[ux(�Po
x)n + uz(�Po

z)n + ut]
α2 + u2

x + u2
z

, (9)

where ‾Pox and ‾Poz are the local average values of the horizontal
and vertical components of the optical flow vector, respectively,
and n is the number of iterations. From Eqs 7, 8, and 9, it can be
seen that the optical flow vector is no longer a simple vector
generated by multiplying the time derivative and the spatial
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derivative of the wavefield directly, but an accurate vector
obtained by several iterative operations based on an initial
optical flow vector, so it is closer to the real propagation
direction information of the wavefield. Besides, because of the
addition of the regularization term in the calculation process of
the optical flow vector, only when the time derivative and space
derivative are both zero, the optical flow vector is zero, which
avoids the instability effectively in the calculation process of the
optical flow vector.

The feasibility and accuracy of themethod arefirst evaluated using
a two-layer velocity model (as shown in Figure 1). The size of the
homogeneous medium model is 1,500m in length and 1,500m in
depth. The velocity of the first layer is 2,500m/s and the second layer
is 3,000m/s. A Ricker wavelet with a dominant frequency of 30 Hz is
used as the source, which is excited at (750m, 0m). The grid interval
in the x and z directions is 5 m. The finite-difference accuracy of
wavefield continuation is tenth order in space. The time sampling
step is 0.5 ms and the maximum recording time is 0.8 s. Figure 2
illustrates the source wavefield snapshot at 0.3 s. Figures 3A,B,
respectively, show the wavefield direction near the reflection
interface (indicated by the red box in Figure 2) calculated using
the Poynting vector and the optical flow vector. Figures 4A,B contain
the horizontal components of the Poynting vector and the optical
flow vector at this time, respectively. The left-going wavefield
obtained by wavefield decomposition based on the Poynting
vector and the optical flow vector are plotted in Figures 5A,B.

From Figures 3A,B (indicated by the red circle) and Figures
4A,B (indicated by the red arrow), it can be seen that accurately
indicating the propagation direction of the wavefield using the
Poynting vector is challenging and singular values are prone to
appear, whereas the optical flow vector is smoother and the
instability phenomenon is avoided effectively. Comparing
Figures 5A,B, we can see that for the wavefield decomposition
achieved based on the Poynting vector, some other wavefield
components as indicated by the arrow appear because the
Poynting vector calculation is inaccurate and unstable, whereas
the optical flow vector does not generate other wavefield
components, so the decomposed wavefield is more accurate.

ANGLE-WEIGHTED RTM IMAGING BASED
ON THE OPTICAL FLOW VECTOR

Based on the optical flow vector, we use Eq. 10 to decompose the
source and receiver wavefields in the four directions of up, down,
left, and right:

Su(x, z, t) � { S(x, z, t) if Po
z < 0

0

Sd(x, z, t) � { S(x, z, t) if Po
z ≥ 0

0

Sl(x, z, t) � { S(x, z, t) if Po
x < 0

0

Sr(x, z, t) � { S(x, z, t) if Po
x ≥ 0

0

Ru(x, z, t) � {R(x, z, t) if Po
z < 0

0

Rd(x, z, t) � {R(x, z, t) if Po
z ≥ 0

0

Rl(x, z, t) � {R(x, z, t) if Po
x < 0

0

Rr(x, z, t) � {R(x, z, t) if Po
x ≥ 0

0

, (10)

where Su(x, z, t), Sd (x, z, t), Sl (x, z, t), and Sr (x, z, t) denote the up-
, down-, left-, and right-going source wavefields, respectively, and
Ru (x, z, t), Rd (x, z, t), Rl (x, z, t), and Rr (x, z, t) represent the up-,
down-, left-, and right-going wavefields of receivers, respectively.

The decomposed wavefields of both sources and receivers
in the opposite direction are selected for imaging separately
to avoid migration artifacts (Chen and He, 2014), using the
following:

FIGURE 1 | A two-layer velocity model.

FIGURE 2 | The source wavefield snapshot at 0.3 s.
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FIGURE 3 | The wavefield direction near the reflection interface calculated: (A) based on the Poynting vector; (B) based on the optical flow vector.

FIGURE 4 | Horizontal components: (A) the Poynting vector; (B) the optical flow vector.

FIGURE 5 | Left-going wavefield after decomposition: (A) based on the Poynting vector; (B) based on optical flow vector.
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Iop(x, z) �
∑
t
Su(x, z, t)Rd(x, z, t) +∑

t

Sd(x, z, t)Ru(x, z, t)
∑
t
S2(x, z, t)

+
+∑

t
Sl(x, z, t)Rr(x, z, t) +∑

t

Sr(x, z, t)Rl(x, z, t)
∑
t
S2(x, z, t) , (11)

where Iop (x, z) is the optimal stack section. However, in fact,
the migration artifacts are mainly distributed in the large-angle
region (Yoon and Marfurt, 2006; Zhang et al., 2014; Zhang
et al., 2020). Although the method of selecting the wavefields in
the opposite direction for imaging can reduce the migration
artifacts of 180° or close to 180°, the suppression effect on the
migration artifacts coming from other large-angle regions is

FIGURE 6 | The imaging result of RTM: (A) conventional RTM; (B) RTM with wavefield decomposition based on the Poynting vector; (C) RTM with wavefield
decomposition based on the optical flow vector; (D) angle-weighted RTM with wavefield decomposition based on the optical flow vector.

FIGURE 7 | The local velocity model of the Marmousi-II model.
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weak. Moreover, there is also a risk of losing effective
information if only the wavefields in the opposite direction
are selected for imaging. To address this problem, the
reflection angle of each imaging point underground is first
calculated based on the optical flow vector. The calculation
formula can be defined as follows:

θ � π − arcos( Po
S(x, z, t) · Po

R(x, z, t)∣∣∣∣Po
S(x, z, t)

∣∣∣∣p∣∣∣∣Po
R(x, z, t)

∣∣∣∣), (12)

where θ is the reflection angle of each imaging point andPoS andP
o
R are

the optical flow vectors of the source and receiver wavefields,
respectively. Then, an attenuation factor related to the reflection
angle is introduced as a weight to generate the optimal stack
section, and the final imaging result is obtained according to Eq. 13:

I(x, z) �

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∑
t
Su(x, z, t)Rd(x, z, t) +∑

t

Sd(x, z, t)Ru(x, z, t)
∑
t
S2(x, z, t)

+
+∑

t
Sl(x, z, t)Rr(x, z, t) +∑

t

Sr(x, z, t)Rl(x, z, t)
∑
t
S2(x, z, t)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
w(θ),

(13)

where I (x, z) is the final imaging result of angle-weighted RTM
with wavefield decomposition based on the optical flow vector
and w(θ) is the attenuation function, and we choose a cosine-type
function as the attenuation function.

FIGURE 8 | RTM section for Marmousi-II model: (A) conventional RTM;
(B) RTM with wavefield decomposition based on the Poynting vector;
(C) RTM with wavefield decomposition based on the optical flow vector;
(D) angle-weighted RTM with wavefield decomposition based on the
optical flow vector.

FIGURE 9 | The seismic record of the 601st shot.
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The two-layer velocity model in Wavefield Decomposition
Based on the Optical Flow Vector is used to test the effect of
the angle-weighted imaging method. Figure 6A shows the result
of conventional RTM, Figure 6B illustrates the result of RTM
with wavefield decomposition based on the Poynting vector,
Figure 6C contains the result of RTM with wavefield
decomposition based on the optical flow vector, and
Figure 6D is the result of angle-weighted RTM with wavefield
decomposition based on the optical flow vector.

There are obvious migration artifacts in the conventional
RTM imaging result in Figure 6A. As shown in Figures
6B–D, we can see that most of the migration artifacts are
eliminated in the result of RTM with wavefield decomposition
based on the Poynting vector. However, due to inaccurate
wavefield decomposition, there are still some noises remaining,
and as a result of RTM with wavefield decomposition based on
the optical flow vector, the migration artifacts are further
suppressed. Moreover, the migration artifacts are basically

completely suppressed, and the effective structural imaging is
highlighted by performing angle weighting processing on the
optimal stack section. Therefore, the angle-weighted RTM with
wavefield decomposition based on the optical flow vector can
produce the accurate imaging of underground structures.

NUMERICAL TEST ON THE MARMOUSI
MODEL

A region of theMarmousi-II model (as shown in Figure 7) is used
to test the imaging accuracy of our method. The size of the model
is 6,500 m in length and 3,500 m in depth. The grid spacing is 5 m.
There are a total of 101 shots and each shot contains 1,300
receivers. The sampling intervals for the shots and receivers are
65 m and 5 m, respectively. The depths of shots and receivers are
both 0 m. A Ricker wavelet with a dominant frequency of 30 Hz is
used as the source. The time sampling interval is 0.4 ms and the

FIGURE 10 | Source wavelet.

FIGURE 11 | Velocity model of field data.
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total recording time is 4 s. The finite-difference accuracy of
wavefield continuation is eighth order in space. Figure 8A
contains the result of conventional RTM, Figure 8B illustrates
the result of RTM with wavefield decomposition based on the
Poynting vector, Figure 8C shows the result of RTM with
wavefield decomposition based on the optical flow vector, and
Figure 8D is the result of angle-weighted RTM with wavefield
decomposition based on the optical flow vector.

As shown in Figure 8A, the image suffers from low-
wavenumber noises. The migration artifacts seriously

affect the imaging quality and the real imaging structure is
completely concealed. It can be seen from Figures 8B–D that
all three methods can significantly suppress migration image
noises. However, as shown by the red circle in Figure 8, there
are still lots of image noises in Figure 8B, and although the
migration artifacts in Figure 8C are further eliminated, a few
noises are still left. The noises suppression effect in Figure 8D
is the best, the underground structure is the clearest, and the
quality of the migration section is greatly improved.
Moreover, our attenuation factor puts more weight on the
RTM result in the deep part because the reflections generated
in the deep part usually have a smaller reflection angle than
those in the shallow part for a fixed offset. Therefore, the deep
imaging accuracy is further enhanced using our attenuation
factor.

FIELD MARINE SEISMIC DATA IMAGING

A field marine seismic line in the East China sea is selected for
the RTM test. The line involves 1,637 shots, among which
shots are arranged on the right side, while receivers are on the
left side. A total of 648 receivers are allotted for each shot. The
interval between shots is 37.5 m and the interval between
receivers is 12.5 m. The depths of shots and receivers are
both 12.5 m. The minimum offset is 187.5 m and the
maximum recording time of shot gather is 8 s. The finite-
difference difference accuracy of wavefield continuation is
eighth order in space and second order in time. Meanwhile,
the time sampling step is 1 ms. Figure 9 shows the seismic
record of the 601st shot. Figure 10 illustrates a source wavelet
that is extracted from the original data.

Figure 11 shows the velocity model of field data, which is
obtained by full waveform inversion. Figure 12 illustrates the
RTM sections for field marine seismic data (the part ranging from
10 to 70 km is displayed). Among them, Figure 12A is the result
of conventional RTM; Figure 12B illustrates the result of RTM
with wavefield decomposition based on the Poynting vector;
Figure 12C is the result of RTM with wavefield
decomposition based on the optical flow vector; Figure 12D
shows the result of angle-weighted RTM with wavefield
decomposition based on the optical flow vector. From
Figure 12A, we can see that there are lots of low-wavenumber
noises in the shallow part, as shown by the black dotted circle,
which seriously reduces the imaging quality. It can be seen from
Figure 12B that low-wavenumber noises are reduced a lot. In
Figure 12C, there are fewer noises than in Figure 12B, and in
Figure 12D, there are no obvious noises. Therefore, we can
conclude that the method in this article can more effectively
eliminate low-wavenumber noises compared to other methods
and it is suitable for RTM of real data.

CONCLUSION

The decomposition of source and receiver wavefields can be
accurately implemented using the optical flow vector. Then,

FIGURE 12 | RTM section for field marine seismic data: (A) conventional
RTM; (B) RTM with wavefield decomposition based on the Poynting vector;
(C) RTM with wavefield decomposition based on the optical flow vector; (D)
angle-weighted RTMwith wavefield decomposition based on the optical
flow vector.
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the cross-correlation imaging sections of one-way propagation
components of the forward- and back-propagated wavefields are
optimized and stacked. Furthermore, the reflection angle of each
imaging point is calculated based on the optical flow vector, and
an attenuation factor related to the reflection angle is used as the
weight to give the optimal stack images. The numerical
experimental results demonstrate the following:

1) The optical flow vector can be used to decompose the
wavefield accurately and stably, and RTM with wavefield
decomposition based on the optical flow vector can
alleviate the effect of low-wavenumber noises effectively.

2) Angle weighting processing can further eliminate large-angle
migration artifacts and highlight effective underground
structure imaging, thereby significantly improving the
imaging accuracy of RTM.

3) The angle-weighted RTM with wavefield decomposition
based on the optical flow vector can more effectively
eliminate low-wavenumber noises than other methods and
it is suitable for RTM of real data.

The proposed method can be applied to elastic-wave RTM and
can be further extended to least-squares RTM.
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Reverse Time Migration of Vertical
Cable Seismic Data to Image
Hydrate-Bearing Sediments With High
Resolution
Linfei Wang1,2, Huaishan Liu1,2*, Zhong Wang3, Jin Zhang1,2, Lei Xing1,2* and Yanxin Yin1,2

1Key Lab of Submarine Geosciences and Prospecting Techniques, College of Marine Geo Sciences, Ocean University of China,
Qingdao, China, 2Laboratory for Marine Mineral Resources, Qingdao National Laboratory for Marine Science and Technology,
Qingdao, China, 3College of Marine Geosciences, Ocean University of China, Qingdao, China

Marine vertical cable seismic (VCS) is a promising survey technique for submarine complex
structure imaging and reservoir monitoring, which uses vertical arrays of hydrophones
deployed near the seafloor to record seismic wavefields in a quiet environment. Recently,
we developed a new type of distributed VCS system for exploration and development of
natural gas hydrates preserved in shallow sediments under the seafloor. Using this system
and air-gun sources, we accomplished a 3D VCS yield data acquisition for gas hydrates
exploration in the Shenhu area, South China Sea. In view of the characteristics of VCS
geometry, we implement reverse time migration (RTM) on a common receiver gather to
obtain high-resolution images of marine sediments. Due to the unique acquisition method,
it is asymmetrical for the reflection path between the sources and the receivers in the VCS
survey. Therefore, we apply accurate velocity analysis to common scatter point (CSP)
gathers generated from common receiver gathers instead of the conventional velocity
analysis based on common depth point gathers. RTM with this reliable velocity model
results in high-resolution images of submarine hydrate-bearing sediments in deep water
conditions. The RTM imaging section clearly shows the bottom simulating reflector (BSR)
and also the reflection characteristics of the hydrate-bearing sediments filled with
consolidated hydrates. Moreover, its resolution is relative to that of acoustic logging
curves from the nearby borehole, and this imaging section is well consistent with the
synthetic seismogram trace generated by the logging data. All these results reveal that
VCS is a great potential technology for exploration and production of marine natural gas
hydrates.

Keywords: vertical cable seismic (VCS), natural gas hydrate, common scatter point gathers, seismic imaging,
bottom simulating reflector (BSR)

INTRODUCTION

Vertical cable seismic (VCS) is a potential prospective technology for target imaging in geologically
complex areas (Krail, 1991; 1993), especially for offshore acquisition (Ikelle and Wilson, 1999). This
technology is based on antisubmarine warfare from the US Navy (Krail, 1994). It uses vertical
hydrophone array (VHA) to record seismic wavefield, which is moored near the seafloor with a
heavyweight anchor. Then, the source can be air-gun or other sources such as sparker, towed by a
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seismic survey vessel. Higher resolution seismic data can be
acquired using vertical cables with no more than 500 m in
length at 500 m intervals (Wilson, 2002), compared with
conventional marine seismic survey.

From the late 1980s to the early 1990s, Texaco Inc. constructed
vertical cables and conducted vertical cable acquisition
experiments in the Gulf of Mexico (Krail, 1994; 1997). They
obtained high-quality 3D seismic volume with this special
method. The edge of the salt dome and the reflectors below
salt are clearly imaged using the VCS volume. It is difficult for
conventional seismic exploration to overcome this problem. In
the summers of 1995 and 1996, the Strathspey Field Group
performed the VCS survey in the North Sea (Leach, 1997).
The processed dataset shows dramatic improvement over the
conventional 3D dataset. Moreover, it provides the partners with
an effective assessment of the remaining exploration potential in
the Strathspey block. However, VCS has not been widespread
used for resource survey owing to its expensive acquisition system
and unique processing method. In 2009, JGI Inc. started to
develop an integrated VCS acquisition system for
hydrothermal deposit exploration and research on
corresponding data processing and analysis technique
(Asakawa et al., 2012). They carried out the VCS experiment
in Lake Biwa and obtained high-resolution 3D images which are
better than the conventional surface seismic. Based on this
experiment, they manufactured autonomous VCS recording
systems in 2010. Using these VCS acquisition systems, they
conducted seafloor massive sulphide (SMS) survey in Izena
Cauldron in 2011 and 2013, respectively (Asakawa et al.,
2014a; 2014b; 2015; 2016). The first survey gives the large-
scale and deeper structure of hydrothermal system and the
second survey gives the clear structure of SMS deposit. Since
2013, the Guangzhou Marine Geological Survey Bureau of
Chinese Geological Survey Bureau and Ocean University of
China (OUC) have been developing VCS technology for
Natural Gas Hydrates exploration, financially supported
with National High-Technology Research and Development
Program of China. In 2015, the Guangzhou Marine Geological
Survey Bureau of Chinese Geological Survey Bureau
manufactured a VCS system composed of multiple ocean
bottom seismometers (OBS) and carried out a test with
“Fendou4” vessel in the South China Sea (Huang et al., 2016).
In the same year, OUC developed a distributed VCS recording
system with eight hydrophones and performed an experiment
with “Nahai502” vessel in Southeast Hainan Basin (Xing et al.,
2016). In 2017, a multi-OBS VCS acquisition system (Wang et al.,
2019) and a distributed VCS acquisition system were developed,
respectively. Then, the Guangzhou Marine Geological Survey
Bureau of Chinese Geological Survey Bureau conducted the
first 3D VCS survey for natural gas hydrates in the Shenhu
area, South China Sea.

In this study, we review the concept of the VCS survey and
present the construction of the distributed VCS acquisition
system for exploring the hydrates resources beneath the
seafloor, and we process and analyze the VCS dataset recorded
by this system in deep water in the South China Sea. In view of the
dramatic advantages of reverse time migration (RTM) method,

we confirm that RTM helps to better image hydrate-bearing
sediments than the other migration method. In order to
obtain a reliable velocity model for RTM, we rebuild the
common scatter point (CSP) gathers from each common
receiver gather of VCS dataset and then perform accurate
velocity analysis on these CSP gathers. With this velocity
model, we implement RTM on the common receiver point
gather of the first receiver and obtain high-quality images of
the shallow sediments layers. In comparison with synthetic
seismogram made by the P-wave velocity from log data in
nearby well, the imaging result presents high resolution
relative to acoustic logging curves and provides a better
understanding of the characteristic of hydrate-bearing sediments.

MARINE VERTICAL CABLE SEISMIC
EXPLORATION

General Concept
VCS technology was first applied in the marine setting (Wilson,
2002). As is illustrated in Figure 1, vertical seismic cable is
deployed at the sea bottom which is close to the subsurface
target. Multihydrophones compose vertical array, attached to the
cable with regular intervals. A set of buoyant spheres is moored
on the top of the cable and the heavy anchor is moored at the sea
bottom, in order to maintain vertical tension on the cable.
Generally speaking, the recording units are arranged in an
instrument of buoy, which can record seismic signals
continuously. As vertical cable is fixed near the seafloor, the
source vessel could shoot along the surveying lines in any
azimuth. In addition, VCS acquisition can use various marine
sources, such as sparkers and air-gun (Asakawa et al., 2012). In
fact, VCS exploration can be considered a multi-offset vertical
seismic profiling (VSP). The main difference is that all
hydrophones are suspended in sea water for VCS and receiver
sensors are arranged in the borehole for VSP. Therefore, VCS has
no expensive standby rig time. It also has several advantages over
conventional marine seismic exploration (Krail, 1991; Wang,
2003):

1) VCS can provide high-resolution 3D images around
submarine targets. Compared with the conventional towed-
streamers survey, it does not suffer from the swell at greater
depths in seawater. Hence, the VCS data with high signal-to-
noise ratio (SNR) is effective for reservoir characterization.

2) Vertical cable is fixed for all shot points, so a true 3D shot
record is obtainable. Yield acquisition geometry can be
designed to suit exploration and production needs, because
it allows complete flexibility in azimuth and offset distribution
for survey planning.

3) VCS exploration costs are considerably less than conventional
3D seismic surveys. With no towed-streamers, the seismic
vessel can navigate easily and quickly over the survey area.
Thus, it greatly reduces the time of data acquisition in yield. In
addition, it more economically performs 3D pre-stack depth
migration on VCS dataset compared with conventional
surface data.
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Distributed Vertical Cable Seismic
Acquisition System
It is becoming increasingly more difficult for exploration
and production of natural gas hydrates in geologically complex
area. During gas hydrates drilling or production operations, it is
unavoidable for hydrate-bearing sediments to destabilize
spontaneously as part of geologic processes (Wang et al., 2012).
Therefore, the fine structure of hydrate-bearing sediments is
indispensable in exploration and development of gas hydrates.
It is extremely difficult to achieve this goal for the conventional 3D
multi-channel seismic with long streamers. Considering the

advantages of VCS, we propose that it is an effective technology
to obtain high-resolution 3D images of hydrate-bearing sediments.

After years of painstaking research, we have completed
development of a distributed vertical cable seismic (DVCS)
acquisition system for natural gas hydrates exploration and
production in 2017. Its construction is shown in Figure 2. The
DVCS acquisition system uses a high-strength Kevlar stress member
in order to satisfy marine engineering requirements. This Kevlar
cable length is about 300 m. Twelve hydrophone arrays are attached
to outside of the Kevlar cable with 25m interval and each array is
composed of two parallel hydrophones. Six digitizer modules are
arranged in the cable and each of them can record seismic data from
two hydrophone arrays, respectively. The sampling rate of these
digitizer modules is up to 8,000 Hz. With this sampling rate, it can
record the data continuously for about 2 weeks in the water depth of
about 2,000 m. An accurate atomic clock is assembled in every
module in order to correct the recording time. It should be
synchronized with the GPS time before deploying this acquisition
system. In order to obtain the positions of the vertical cable, three
ultra-short base line (USBL) acoustic position systems are deployed
on the top, in the middle, and at the end of the cable, respectively. In
the beginning of the VCS survey, we can throw the vertical cable into
the water from the vessel. Then, it can be autonomously moored on
the seabed by a cement anchor at the bottom. By this heavy anchor
(about 300 kg) and the buoyancy with several buoys on the top, the
seismic vertical cable is being tensioned vertically in the sea water.
When retrieving this vertical cable at the end of the survey, we can
transmit a release command to the two parallel acoustic releasers by
the acoustic communication system. Then, we can download the
yield data from those digitizer modules onboard, conveniently.

REVERSE TIME MIGRATION

High-resolution seismic exploration has been widespread used in
resources exploration and development in recent years (Li, 2017).
Seismic imaging is the most effective approach to map the subsurface
structures and locate the target in the geologically complex area (Zhou
et al., 2018). Reverse timemigration (RTM) has proved to be one of the
most vigorous seismic imaging methods. With no limitation on the
variations in velocity, reflector dip, andwave type, RTMcan achieve the
best accuracy among all seismic migration methods (Bednar, 2005). It
computes forward-in-time propagation of the source field and the
reverse time propagation of the receiver field, without any
simplification assumption (Baysal et al., 1983; McMechan, 1983),
and the migrated section (or reflectivity estimate) can be obtained
by crosscorrelation of these two fields at equal times.

Image fidelity including resolution limitations, position errors,
and artifacts are the main challenges for seismic imaging (Zhou,
2014). In practice of exploration geophysics, velocity model
building and seismic migration such as RTM are applied jointly
and interactively under variety of geology and data conditions.
Therefore, an accurate velocity model is essential to implement
RTM effectively. Conventional velocity analysis method is not
being applied to the VCS data, due to the irregular yield geometry
of the VCS survey. Alternatively, an imaging technique based on
common scatter point (CSP) gathers has been developed for VCS

FIGURE 1 | Sketch of vertical cable seismic exploration.

FIGURE 2 | Distributed vertical cable seismic acquisition system.
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data processing (Wang, 2003). Based on this method, accurate
velocity analysis can be implemented at each imaging position in
different depths. Consequently, we can build a reference velocity
model with previous processes. What’s more, conventional
processing methods are able to implement on the CSP gathers.
Another effective approach to obtain the velocity wavefield is to
perform velocity analysis on virtual shot gathers produced by
seismic interferometry of multiples in the VCS data (Hondori
et al., 2019). In this paper, we apply the CSP-based processing
method to build the velocity wavefield used for RTM.

DATA ACQUISITION EXPERIMENT

The 3D VCS acquisition for natural gas hydrates exploration was
carried out by the Guangzhou Marine Geological Survey Bureau
in April 2017 to obtain the fine structure of hydrate-bearing
sediments in the Shenhu area, South China Sea (Figure 3). Two
vertical cables are deployed at the central part of the survey area in
this experiment. One is the multi-OBS vertical cable, the other
one is the DVCS acquisition system. GI gun array (540 cu. in) is
used as the source for this experiment. The shooting area (pink
dashed frame in Figure 4) is about 6 km × 6 km with 25 m shot
point interval. In total, 60 shot lines spread over this area with
100 m shot line interval, and they are numbered from L13 to L72,
respectively. The DVCS acquisition system (12-channel)
recorded seismic waves with 0.25 msec sampling rate,
continuously. Several days later, a high-quality vertical cable
dataset is obtained for hydrate-bearing sediments imaging.

Surveying Line 39 is the closest to VC among all the shot lines,
through Site SH7. The vertical cable is approximately 13 m away
from the L39 line. Hence, we mainly focus on hydrate-bearing
sediments imaging across this surveying line in this paper.Figure 5A
shows a common receiver point gather (just like shot record in
conventional surface seismic), sorted by the first channel from the
field data in Line 39. It is band-pass filtered to remove low (less than
12 Hz) and high (more than 512 Hz) frequencies. This gather clearly
shows the direct wave, seafloor refection, and multiple reflection. In

addition, enhanced reflections (ER) with greater amplitudes seem to
be present above the weakness reflection zones. Their energy is
comparable to that of the direct wave and the seafloor reflection.

DATA PROCESSING

Similar to the 3D Walkaway VSP technique, VCS can use VSP
processing and imaging workflows for data processing (Bailey
et al., 2017). However, there is no universal processingmethod for
VCS dataset up to now. Aiming at primary waves imaging in this
paper, we mainly apply the CSP-based approach (Wang, 2003) to
process the VCS data. As shown in Figure 6A, the reflection time
can be expressed as follows:

t � ts + tr � 1
v0

�������������������
(xs + xr)2 + (2h − hr)2

√
� 1
v0

�������������
x2 + (2h − hr)2

√

�

�������������
x2

v20
+ (t0 − hr

v0
)2

√√

(1)

where ts is the traveltime from the source to the reflection point, tr is
the traveltime from the reflection point to the receiver point, v0 is
the acoustic velocity of the seawater, xs is the horizontal distance
from the source to the reflection point, xr is the horizontal distance
from the receiver to the reflection point, h is the depth of the
reflector, hr is the depth of the receiver, t0 � 2h/v is the two-way
vertical traveltime at the reflection point and x is the offset. We
perform initial velocity analysis using Equation 1 on the common
receiver gather. Before this work, the direct wave should be removed
by the median filter or differential equation based filter. Due to the

FIGURE 3 | Location map of VCS acquisition in the study area. The pink
square frame indicates the area of VCS operation.

FIGURE 4 | Location of Line 39 (black line) in the 3D survey area (pink
dashed frame). Blue circle shape indicates the position of Well SH7 and the
pink diamond shape indicates the position of the vertical cable.
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irregular coverage of VCS geometry, it is not sufficient to implement
VCS imaging with the above-mentioned single velocity function.
However, we can update the initial velocity model by means of
performing the residual velocity analysis on the common scatter
point (CSP) gathers. A CSP gather can be built from a common
receiver gather, by binning all the traces with offset and transmitting
to the new traveltime tCSP and offset xCSP, which is given by

⎧⎪⎪⎨⎪⎪⎩
tCSP � 2ts �

��������
t20 +

xCSP

v20

√

xCSP � 2xs

(2)

As illustrated in Figure 6B, it can be described as a process of
time shift (ts � t − tr) with coordinate scaling (tCSP � 2ts and
xCSP � 2xs) for this mapping procedure. Consequently, we can

map each input trace into many CSP gathers by this procedure
and the new traveltime equation for the CSP gather is turned into
the standard hyperbolic equation for velocity analysis. In
addition, we can create CSP gathers at any arbitrary location
within VCS dataset so that the high fold and large offsets enable
appropriate velocity analysis at every imaging point.

In this paper, we select one common receiver gather from the
first channel (Figure 5A) along the source line L39 to perform
seismic imaging process. After initial velocity analysis, we produce
a lot of CSP gathers with 6.25m interval. In fact, the interval of CSP
gather can be defined as arbitrary value (for example, 1 m)
according to the imaging accuracy. Figure 7 shows three CSP
gathers (the direct wave is muted) generated from the first channel,
respectively. Among them, CSP 180 is nearly located at the same
surface position as the vertical seismic cable. Seafloor reflection and

FIGURE 5 | (A) Common receiver gather from the first receiver after band-pass filtered. (B) The spectrum of this common receiver gather. (C) The seismic
reflections from the seawater layers. The water body reflections occur between dashed line R1 and R2.
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enhanced reflection are clearly recognized in these CSP gathers and
their events are continuous. After applying the residual velocity
analysis to these CSP gathers, we obtain the more accurate velocity
model which is used for RTM (Figure 8). Finally, we implement
reverse time migration of the common receiver gather from the
first channel with this velocity wavefield and the imaging result
is shown in Figure 9A. In this RTM section, we can clearly
recognize seafloor reflection and reflections related to marine
sediments beneath the seafloor. This imaging section gives
useful information to hydrates exploration.

RESULTS AND DISCUSSION

RTM Is Suitable for VCS Imaging
In principle, RTM offers the best accuracy than that of the other
seismic migration methods (Bednar, 2005; Zhou et al., 2018).
According to its advantages, RTM can provide depth imaging
with better quality in complex geologic structure such as hydrate-
bearing sediments. VCS uses vertical arrays of hydrophones to
acquire seismic data in marine environment so that the sources
and receivers locate at significantly different depths.
Consequently, the large elevation difference makes it invalid to
process VCS data with conventional method based common
midpoint (CMP) theory such as velocity analysis, normal
move-out (NMO), common depth point (CDP) stack, and
seismic imaging (Wang, 2003). RTM is a shot-based
processing, independent of acquisition irregularity. Hence, it
can address the large elevation changes by assuming the
concept of seismic reciprocity to exchange sources and
receivers locations for imaging (Guimarães et al., 1998; Shen
et al., 2000). According to reciprocal principle, the common
receiver gather would be equivalent to a shot gather where the
single receiver would be the source in seawater and the receivers
would be the shots generated close to the sea surface. Thus, RTM
as a pre-stack shot record migration was applied on this common
receiver gather. As a result, it is convenient to implement RTM
for VCS dataset, especially for complex geological area.

Seismic migration is the most effective way to image the
subsurface, based on seismic reflected waves including

scattered and diffracted waves (Zhou et al., 2018). In order to
obtain better imaging results, it is essential to build an accurate
velocity modeling for seismic migration such as RTM. VCS uses
vertical hydrophone array suspended in seawater environment to
record seismic wave, compared with horizontal arrays in towed-
streamer. As a result, single hydrophone can be used at each
receiver point, which provides complete seismic data used for
accurate data analysis. Hence, it is possible to build accurate
velocity model from VCS dataset. In addition, we establish the
reference velocity model by accurate velocity analysis on common
scatter point (CSP) gathers. In practice, constructing CSP gathers
from common receiver gathers is an initial process of Kirchhoff
pre-stack migration (Bancroft and Xu, 1999). By this processing,
we can address large elevation changes and the travel times for the
source and receiver ray paths can be computed to the actual
locations. In particular, CSP gathers can be created at any
arbitrary location with VCS dataset for velocity analysis so
that the high fold and large offsets enable accurate velocity
analysis at each imaging point position (Wang, 2003). If we
form a common depth gather in a VCS dataset, it will be sparsely
populated in offset and low in fold, since there are only a few
receivers for a source in the VCS geometry. Thus, we can obtain
more accurate velocity model for RTM based on the idea of CSP
gathers, compared with conventional process method. With this
reference velocity model, we can obtain better seismic imaging
section by performing RTM on VCS dataset. As mentioned
above, RTM is an effective way to better image subsurface
geologic structure for VCS dataset.

Resolution for VCS Dataset
High-resolution seismic prospecting is profound system
engineering, consisting of many links (such as field
acquisition, data processing, and interpretation). A weakness
in any link may result in the failure of the entire system (Li,
2017). Improving seismic resolution has been a primary issue to
be debated in exploration seismology, especially in petroleum
exploration.

Compared with conventional seismic exploration, VCS can
obtain high-resolution seismic data with high signal-to-noise
ratio (SNR). First of all, vertical cable is suspended within the

FIGURE 6 | The schematic diagram showing generation of CSP gathers from a common receiver gather. (A) The ray path in VCS geometry. (B) The sketch of
common scatter point.
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seawater so that the seismic vessel is only towing the source
(Wilson, 2002). As a result, we can obtain adequate resolution
only by evaluating the interval between the source lines.

Secondly, hydrophones are suspended in a quiet environment
compared with surface seismic prospecting so that single
hydrophone can be used at each receiver point in different

FIGURE 7 | The CSP gathers. (A) CSP 165. (B) CSP 180. (C) CSP 195.
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water depths (Wang, 2003). It provides adequate bandwidth of
the field VCS dataset, which seismic resolution is dependent
upon. Thirdly, vertical cables are moored near the seafloor and
the hydrophones are close to the target underneath the seabed.
Thus, the Fresnel zone is smaller than surface seismic and
better imaging results can be obtained from the VCS dataset.
Finally, all the hydrophone sensors are suspended within the
water column, overcoming receiver coupling problems and
avoiding lots of noises such as mechanical cable noise, swell
noise, and tail buoy noise. Consequently, the SNR of field VCS
dataset is significantly improved and the high-quality data are
effective for reservoir characterization. In a word, the seismic
resolution of VCS dataset is superior to the surface seismic
method.

Figure 5A shows a common receiver point gather from the
first channel in Line 39, which is band-pass filtered. By spectrum
analysis, we obtain the peak frequency is about 56 Hz (vertical
solid line) and the dominant bandwidth is about 10–300 Hz
(dashed line). Li (2017) points out seismic resolution is
dependent upon the relative bandwidth. For a band-pass
filtered wavelet, its low-frequency limit can be defined as f1

and its high-frequency limit as f2. Then, the relative bandwidth is
R � f2/f1. According to this equation, the relative bandwidth of
the common receiver point gather (Figure 5A) is R � 30. There is
an alternative expression of this relative bandwidth, using octaves
24 <R< 25. It demonstrates that the relative bandwidth is more
than one octave (4–5 octaves) and the number of the consecutive
phase legs decreases rapidly. Thus, we can tell that its resolution is
very high compared with that of conventional seismic
prospecting using GI gun array source. Besides, Figure 5C
shows reflections from the water body layers between direct
wave and seafloor reflection. There are several reflection events
between R1 and R2. Among them, event R1 is the one with the
strongest energy which is comparable to that of direct wave and

seafloor reflection. Generally speaking, it is different to image
seawater interface using convention seismic prospecting method,
because the wave impedance of seawater interface is weaker than
that of strata beneath the seafloor. Thus, high-resolution seismic
prospecting is beneficial to imaging seawater layers. As shown in
Figure 5C, distinct reflections from the seawater interface
between R1 and R2 reveal that the field dataset recorded by
DVCS is of high resolution.

The imaging resolution of vertical cables is superior to surface
seismic methods for an image point, horizontal reflector, and
dipping reflector (Wilson, 2002). For the sake of preserving the
resolution, we perform RTM on the primary reflections in the
common receiver gather sorted from original VCS dataset, with
accurate velocity model (Figure 8). As shown in Figure 9A, we
obtained the imaging section with high resolution and high SNR.
Seafloor reflection and sediments waves beneath the seafloor can be
clearly recognized from this imaging section. In order to illustrate
the high resolution of the imaging section with RTM, the P-wave
velocity (the red curve in Figure 10A) from logging data at Site
SH7 is superimposed to highlight on the imaging section. It shows
that the resolution of the imaging section is relative to that of the
P-wave velocity curve, especially around depth of 1249m. In
addition, we calculated the synthetic seismogram (the red curve
in Figure 10B) using the extracted source wavelet with the logging
data at Site 7. In Figure 10B, seismic traces around Site SH7 agree
well with the synthetic seismogram (the red curve). Consequently,
this RTM result has adequate resolution to figure out the structure
of hydrate-bearing sediments.

Characterization of Hydrate-Bearing
Sediments
Bottom simulating reflectors (BSRs) are phase reversed polarity
reflections with respect to the seafloor reflection, parallel to the

FIGURE 8 | Velocity model used for RTM.
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seafloor. In general, the occurrence of the BSRs is used to indicate
the presence of gas hydrate on seismic sections (Wang et al.,
2014). BSRs coincide with the base of gas hydrate stability zone
(BGHSZ) so that it can be used to infer the presence of free gas
below the BSRs. Consequently, BSRs are considered as a
prominent indication between overlying hydrate-bearing
sediments and underlying free gas zone. A high amplitude
continuous BSR with reversed polarity was identified on the
RTM imaging section through Site SH7, indicated by the
yellow dotted line in Figure 9A. This regional BSR cross-cuts
the reflection from the normal strata, approximately located at
the depth of 1292 m under the sea surface around Site SH7.

The Site SH7 was drilled in water depths of 1,105 m. In the
conventional surface seismic section crossing Site SH7, the
continuous, prominent BSR was identified at a depth of 181 m
below the seafloor (mbsf) and the depth to the BGHSZ at
184 mbsf was calculated from core temperature measurement
at this site (Wang et al., 2014). Compared with this depth of BSR
inferred by surface seismic, the depth of BSR on the RTM section

from VCS dataset is about 187 mbsf. The difference between the
two depth values may be caused by different resolution of seismic
dataset, so we consider the depth of BSR on VCS RTM section is
relatively reliable. High P-wave velocity and resistivity was
measured from 155 to 180 mbsf at Site SH7 (Figure 11) and it
shows the gas hydrate-bearing sediments layer is about 25 m thick
just above the predicted BGHSZ (Wang et al., 2011).
Corresponding to this thick layer, these enhanced reflections
appear in Figure 9A, between the green dotted line Lb and
the yellow dotted line BSR. Free gas is believed to be trapped
in unconsolidated sediments, underneath the hydrate-bearing
sediments. Figure 11 shows P-wave velocity elevates at depths
ranging from 125 to 150 mbsf, and it indicates the lithological
changes (Wang et al., 2014). Reflections with respect to these
lithological changes appear between the blue dotted line La and
the green dotted line Lb in Figure 9A. These reflections reveal the
fine structure of hydrate-bearing sediments, which is difficult to
obtain this structure by conventional seismic surveys. The
variation of these reflections indicates heterogeneous nature of

FIGURE 9 | (A) The RTM imaging section with velocity model shown in Figure 8. The yellow dotted line shows the BSR. (B) Closeup view shows the signature of
seafloor reflection. (C) Closeup view shows the signature of bottom simulating reflector (BSR) which is phase reversed reflection.
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the hydrate-bearing sediments. Considering the characteristics of
gas hydrate formation and accumulation, we infer that these
hydrate-bearing sediments are partially filled with consolidated
hydrates and it leads to lithological changes in sediments layers.
As a result, reflections from these hydrate-bearing sediments vary
considerably in amplitudes, frequencies, and phases. In summary,
RTM section from VCS dataset provides fine structure of
hydrate-bearing sediments with high resolution and high SNR.

CONCLUSION

High-quality 3D VCS data were acquired for natural gas hydrates
exploration in deep water, South China Sea. However, it is
difficult to image these datasets with conventional seismic
processing method due to the irregular acquisition
characteristics of VCS. We make use of CSP-based technique
to perform accurate velocity analysis to obtain a reliable velocity
model. Then, we perform RTM on common receiver gather from
VCS dataset with this velocity wavefield and obtain the high-
resolution image of hydrate-bearing sediments. The imaging
section clearly shows BSR and the reflections from sediments
partially filled with the consolidated hydrates. It is well in
agreement with the synthetic seismogram trace generated by
the P-wave velocity from log data at Site SH7, and it
illustrates that the imaging result of VCS dataset is of higher
resolution and higher SNR than that of the conventional surface
seismic exploration. In conclusion, the results clearly show a great
improvement in seismic imaging of hydrate-bearing sediments
with high resolution which cannot be achieved by conventional
seismic survey for hydrates. The VCS survey will become an

FIGURE 10 | (A) The comparison of VCS imaging section through Site SH7. The red curve is the P-wave velocity from the logging data at Site SH7. (B) Synthetic
seismogram (the red curve) intersects the imaging section.

FIGURE 11 | Logging data display acquired from Site SH7 from left to
right: P-wave velocity and resistivity. Solid line shows the depth of the bottom
simulating reflector (BSR) and the dashed line shows the base of gas hydrate
stability zone (BGHSZ).
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effective approach to explore and develop natural gas hydrates in
the future.
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Imaging Complex Subsurface
Structures for Geothermal Exploration
at Pirouette Mountain and Eleven-Mile
Canyon in Nevada
Yunsong Huang1, Miao Zhang1, Kai Gao1, Andrew Sabin2 and Lianjie Huang1*
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Accurate imaging of subsurface complex structures with faults is crucial for geothermal
exploration because faults are generally the primary conduit of hydrothermal flow. It is very
challenging to image geothermal exploration areas because of complex geologic
structures with various faults and noisy surface seismic data with strong and coherent
ground-roll noise. In addition, fracture zones and most geologic formations behave as
anisotropic media for seismic-wave propagation. Properly suppressing ground-roll noise
and accounting for subsurface anisotropic properties are essential for high-resolution
imaging of subsurface structures and faults for geothermal exploration.We develop a novel
wavenumber-adaptive bandpass filter to suppress the ground-roll noise without affecting
useful seismic signals. This filter adaptively exploits both characteristics of the lower
frequency and the smaller velocity of the ground-roll noise than those of the signals.
Consequently, this filter can effectively differentiate the ground-roll noise from the signal.
We use our novel filter to attenuate the ground-roll noise in seismic data along five survey
lines acquired by the U.S. Navy Geothermal Program Office at Pirouette Mountain and
Eleven-Mile Canyon in Nevada, United States. We then apply our novel anisotropic least-
squares reverse-time migration algorithm to the resulting data for imaging subsurface
structures at the Pirouette Mountain and Eleven-Mile Canyon geothermal exploration
areas. The migration method employs an efficient implicit wavefield-separation scheme to
reduce image artifacts and improve the image quality. Our results demonstrate that our
wavenumber-adaptive bandpass filtering method successfully suppresses the strong and
coherent ground-roll noise in the land seismic data, and our anisotropic least-squares
reverse-time migration produces high-resolution subsurface images of Pirouette Mountain
and Eleven-Mile Canyon, facilitating accurate fault interpretation for geothermal
exploration.

Keywords: anisotropic least-squares reverse-time migration, imaging, geothermal exploration, ground-roll
suppression, fault, complex structure
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INTRODUCTION

The geothermal exploration areas at Pirouette Mountain and
Eleven-Mile Canyon are located near the margins of Dixie
Valley in Nevada, United States. Eleven-Mile Canyon lies next
to the surface rupture terminations of 1954 Fairview Peak—Dixie
Valley earthquake sequence (Caskey et al., 1996). The area contains
a complex network of steeply-dipping faults and fractures, which
creates the highly permeable fractures for the potential production
zone at 2–3 km in depth (Unruh et al., 2016). It is crucial to
accurately image and delineate subsurface fracture/fault zones for
geothermal exploration and optimizing well placement, because
faults/fracture zones provide paths for hydrothermal flow, but they
may also be effective barriers to geothermal flow in some situations
(Ba et al., 2015). It is particularly challenging to accurately image
the subsurface structures at Pirouette Mountain and Eleven-Mile
Canyon because of complex heterogeneities and possible
anisotropies in both fracture zones and geologic formations.

In 2013, the U.S. Navy Geothermal Program Office carried out
a seismic reflection survey (Alm et al., 2016) along five lines to

evaluate the geothermal potential at Pirouette Mountain and
Eleven-Mile Canyon, NV. Lines 1, 2, 3, and 4 were aligned
west-east to cross the valley, while Line 5 was placed along a
north-south trend to intersect Lines 1–3 (Figure 1). Lines 1, 2, 3,
and 5 are located at Pirouette Mountain, and Line 4 is at Eleven-
Mile Canyon. Such a geometry of the survey aimed to allow
enhanced horizon and fault interpretations.

For imaging complex subsurface structures at Pirouette
Mountain and Eleven-Mile Canyon, we first need to properly
suppressing ground-roll noise in the acquired seismic data.

Ground-roll noise refers to high-amplitude and coherent surface
waves (Sheriff, 2002), which not only provide little information
regarding deeper reflectors of interest, but also contaminate
subsequent geophysical imaging, particularly for waveform
inversion and least-squares reverse-time migration that are based
on waveform fitting. Although Rayleigh waves dominate ground-
roll noise, the latter may also include Love waves, reverberated
refractions, and waves scattered by near-surface heterogeneities.
Ground-roll noise often masks shallow reflections at near offsets
and deep reflections at far offsets. This problem is acute for land

FIGURE 1 | Location map of the geothermal exploration areas at Pirouette Mountain and Eleven-Mile Canyon in southern Dixie Valley, Nevada, with five lines of
seismic survey depicted in rails. The faults shown are from the U.S. Geological Survey Quaternary fault and fold database. Surface rupture zones correspond to the 1954
earthquake sequence (Unruh et al., 2016). The northern shaded region is at Pirouette Mountain, and the southern shaded region is at Eleven-Mile Canyon.
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surface seismic data acquired at Pirouette Mountain and Eleven-
Mile Canyon for geothermal exploration.

Because of near-surface layers and unconsolidated weathering
zones, ground-roll noise propagates more slowly and exhibits
lower frequency than do seismic reflections. A simple method to
reduce ground-roll noise is therefore to apply a low-cut filter.

FIGURE 2 | A representative common-shot gather of surface seismic
data. Red rectangles enclose the ground-roll noise. The cyan rectangle
encloses reflection signals. The vertical red dashed line and blue solid line
stride across the ground-roll noise and reflection signals, respectively.
The single-barbed arrows indicate the wavenumber directions.

FIGURE 3 | The spectra of the ground-roll noise (red) and the reflection signal (blue).

FIGURE 4 | If the input data are likely seismic signals, a bandpass filter
with low cut-off frequency f2 is preferable. Otherwise, a bandpass filter with a
relatively high cut-off frequency f1 is used to reject the ground-roll noise, of
which the spectrum lies below f1.

FIGURE 5 | Illustration of the new wavenumber-adaptive bandpass filter
for seismic traces on the left side of the shot in a common-shot gather. The
vertical slices along the blue and red lines yield the bandpass profiles inFigure 4.
The cut-off frequencies f1 and f2 take the same values as in Figure 4.
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FIGURE 6 | Three common-shot gathers (CSGs 30, 150, and 230) corresponding to the three shots along Line 1: (A) CSG near the left end, (B) CSG around the
middle, and (C) CSG near the right end of Line 1. The leftmost column shows an industry-processed data. The column titled “Init. Proc. II” presents the other industry-
processed data. Our wavenumber-adaptive F-K filter (WAFK) operates upon this column, yielding results shown in column “WAFK.” The rightmost column shows the
difference between the inputs and outputs ofWAFK. (A) A common-shot gather near the left end of Line 1. (B) A common-shot gather near the middle of Line 1. (C)
A common-shot gather near the right end of Line 1.
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Unfortunately, this method also eliminates the low-frequency
part of seismic reflection data, which is critical to waveform
inversion and least-squares reverse-time migration.

Several methods were developed to suppress the ground-roll
noise over the past several decades. A common motivation is to
express the signal and the noise in a certain transform domain that
helps separate the signal from the noise. A number of filtering
methods were designed (Shieh and Herrmann, 1990), but the
reflection data within the frequency bands overlapping with those
of the noise could be filtered out (Coruh and Costain, 1983). One of
techniques in the transform domain uses f-k filtering (Embree et al.,
1963; Treitel et al., 1967; Yilmaz, 2001). Radon, or τ-p, transformwas
also applied to ground-roll noise suppression (Brysk andMcCowan,
1986; Henley, 2003). Sparse Radon transforms (Trad et al., 2003)
produce sparse representations of the signal and noise in the
transform domain, thereby facilitating signal and noise
separation. Challenges exist, however, when the moveout of
seismic signals in a common-shot gather is irregular because of
irregularities in the surface topography and weathering zones. Other
techniques for suppressing the ground-roll noise include
interferometry (Halliday, 2011), Karhunen–Loève (K–L)
transform (Liu, 1999), singular value decomposition (SVD) (Jin
and Ronen, 2005), wavelet transform (Deighan and Watts, 1997),
and Wiener filtering (Karsli and Bayrak, 2008).

FIGURE 7 | Another example of a common-shot gather from Pirouette Mountain and Eleven-Mile Canyon before (A) and after (B) wavenumber-adaptive
bandpass filtering. Waveforms before first arrivals in the right panel are muted with a cosine taper near the first arrivals. Coherent subsurface reflections become
visible after filtering.

FIGURE 8 | Five 2D seismic survey lines at Pirouette Mountain and
Eleven-Mile Canyon, Nevada, United States.
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We develop a novel method to suppress the ground-roll noise
without affecting reflection data. To distinguish the ground-roll
noise from the signal, we exploit the information of the frequency
content, wavenumber, and the relative offset in seismic data.
Ground-roll noise exhibits dispersion, resulting in shingled
events. The dip of each individual event lies opposite to those
of reflections. This observation allows us to design a bandpass
filter that is adaptive to wavenumber to fulfill our aim of ground-
roll noise suppression.

After suppressing ground-roll noise in the seismic data
acquired at Pirouette Mountain and Eleven-Mile Canyon using
our novel wavenumber-adaptive bandpass filter, we can use the
data to image subsurface structures and faults for geothermal
exploration.

Reverse-time migration (RTM) is a powerful tool for imaging
complex subsurface structures. In essence, RTM relocates the wave
energy in seismic data to subsurface reflectors where the seismic
waves are reflected before reaching seismic receivers at the surface
for a surface seismic survey. Such a relocation of seismic-wave
energy relies on numerical simulations of seismic-wave forward
and backward propagation. When the subsurface media are
anisotropic, as are typical in complex geothermal exploration
fields (Gao and Huang, 2015), it is crucial to properly account
for the subsurface anisotropic properties to allow accurate
simulations of seismic wavefields. Anisotropic RTM can account
for anisotropy for high-resolution subsurface imaging of complex
structures with faults.

While RTMperforms wave-energy relocation non-iteratively, an
extension of RTM is termed least-squares RTM (LSRTM) (Nemeth
et al., 1999), which iteratively adjusts the subsurface reflectors so
that synthetic seismic data would maximally resemble (in the sense
of least-squares residue) real seismic data. Because of ambiguity in
the velocity model and limited numbers of sources and receivers,
the non-iterative RTM suffers frommigration artifacts. By contrast,
because of the feedback control mechanism in the iterative LSRTM,

the discrepancy between the imaged reflectors and the physical
reflectors is restrained.

We apply our anisotropic least-squares reverse-time migration
algorithm to the seismic data acquired at the Pirouette Mountain
and Eleven-Mile Canyon geothermal exploration areas for reliable
imaging of the complex subsurface structures with faults. First, we
use our wavenumber-adaptive bandpass filter to suppress the
ground-roll noise of the five 2D lines of surface seismic data
acquired at Pirouette Mountain and Eleven-Mile Canyon. Then
we apply our anisotropic LSRTM to the resulting data to obtain
high-resolution subsurface images, and compare the images with
industrial images and those obtained using anisotropic RTM.

We organize our paper as follows. We first introduce the
methodology of our wavenumber-adaptive bandpass filter and
anisotropic least-squares reverse-time migration, present results
of ground-roll suppression using our wavenumber-adaptive
bandpass filter, give anisotropic LSRTM images with comparison
with industrial images and those obtained using anisotropic RTM
images, and draw our findings in the Conclusion section.

METHODOLOGY

We present the methodology of our novel wavenumber-adaptive
bandpass filter for suppressing the ground-roll noise, and our
anisotropic least-squares reverse-time migration below.

Wavenumber-Adaptive Bandpass Filter
In a typical common-shot gather of surface seismic data, the
ground-roll noise appears to be coherent and energetic
(Figure 2). Figure 3 shows spectra of two temporal slices of the
reflection signals (blue line in Figure 2) and the ground-roll noise (red
dashed line in Figure 2). Although the ground-roll noise is of lower
frequency compared with the signal, it is evident that there is much
overlap between the frequency bands of the signal and the noise. Note

FIGURE 9 | Initial velocity models Vp and anisotropic waveform inversion results of Vp0 along five 2D lines at Pirouette Mountain and Eleven-Mile Canyon. (A) Initial
velocity Vp models. (B) Anisotropic waveform inversion results of Vp0.
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that the slice for the ground-roll noise (red dashed line inFigure 2)may
also contain signals. This explains the existence of the high-frequency
component (above 15Hz) in the red dashed curve in Figure 3. In the
low-frequency band, the signal spectrum (blue curve) encroaches on the
spectrum of the ground-roll noise. Therefore, a simple low-cut filtering
to suppress the ground-roll noise would also filter out some low-
frequency component of the signal, while low-frequency data are crucial
for full-waveform inversion.

If an input trace is the signal (e.g., of the blue spectral profile in
Figure 3), we would enforce a wide bandpass filter, e.g., of the
blue filtering profile in Figure 4. This filter is wide because the low
cut-off frequency f2 is small. On the other hand, if an input trace
is the ground-roll noise, we would enforce a narrow bandpass
filter, e.g., of the red filtering profile in Figure 3. This filter is
narrow because the low cut-off frequency f1 is large. In reality,
however, we do not know whether an input trace is signal or
ground-roll noise a priori. Fortunately, the wavenumbers in

common-shot gathers can indicate the likelihood whether an
input trace is the ground-roll noise.

Figure 2 shows that the wavenumber-magnitude |kx| of the
ground-roll noise is smaller than that of the reflection signal,
because the apparent horizontal wavelength λx of the ground-
roll noise is larger than that of the reflection signal.
Furthermore, the dipping angles of the narrow ‘wavefronts’
of the ground-roll noise within the red rectangles are
opposite to those of the signal within the cyan rectangle. One
can infer whether an input is the ground-roll noise using this
wavenumber information. We use this information to design an
f-k filter as shown in Figure 5 for suppressing the ground-
roll noise.

For seismic traces on the left side of the shot in a common-shot
gather, any vertical cross-section of Figure 5 is a bandpass filter,
similar to the profiles in Figure 4. When kx is large, the input should
be signal, and therefore, the bandpass filter would have a small low-cut
frequency f2 value. On the other hand, when signed kx is small, the
input should be the ground-roll noise, and therefore, the bandpass
filter would have a large low-cut frequencyf1. The k1 and k2 values in
Figure 5 define a transition zone between those two bandpass filters.
Since the bandpass filter’s parameterization changes with respect to
wavenumber kx, we name our filter “the wavenumber-adaptive
bandpass filter.” For seismic traces on the right side of a shot in a
common-shot gather, Figure 5 is mirror-reflected with respect to the
kx axis.

We use the following procedure to determine parameters of
the wavenumber-adaptive bandpass filter:

1) Pick f2, e.g., 5 Hz, and f1, e.g., 24 Hz (Figure 4).
2) Work on a few common-shot gathers. Enclose regions of

ground-roll (G) and reflections (R), e.g., Figure 2. Let the
objective function J � e(R) - e(G), where e is average energy.

3) Pick initial values of k1 � 0, k2 � 2π/λ2 where λ2 � 578 m.
Update k1 and k2 by maximizing J (Figure 5).

4) Construct the F-K filter (Figure 5).

Then we use the following procedure to attenuate the ground-
roll noise:

1) For a common-shot gather (CSG) with shot sx, pick the left
part where traces gx < sx + margin.

2) Apply the F-K filter (Figure 5) on this left part, to yield AGN1.
3) For this same CSG, pick the right part where traces gx > sx –

margin.
4) Mirror-reflect the F-K filter in Figure 5; namely kx ← -kx.
5) Apply this mirror-reflected F-K on the right part, to

yield AGN2.
6) Merge AGN1 and AGN2; use a cosine interpolation weight in

their overlapping regions.

Anisotropic Least-Squares Reverse-Time
Migration
Least-squares reverse-time migration (LSRTM) seeks to improve
a reflectivity model m over iterations, by minimizing a least-
squares data residue J defined as

FIGURE 10 | Subsurface migration images of Line 1 at Pirouette
Mountain produced using various migration methods: (A) Industrial Kirchhoff
migration, (B) Anisotropic RTM, (C) Anisotropic LSRTM. Two nearly-vertical
faults can be clearly identified within the ellipse region in (C).
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J � 1
2
‖ d − Lm‖22, (1)

where d represents observed seismic data, and operator L is the
Born modeling operator. The Born modeling operator is based on
the full-wavefield propagator. For 2D tilted transversely isotropic
(TTI) media, we adopt a decoupled qP-wave equation to describe
the qP-wave propagation (Zhan et al., 2012):

1
V2

p0

z2P

zt2
� ∇2

anisoP, (2)

where the spatial Laplacian ∇2
aniso for acoustic TTI media is

∇2
aniso � −

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

k2x + k2z

+(2ε cos4 θ + 2δ sin2 θ cos2 θ) k4x
k2x + k2z

+ (2ε sin4 θ + 2δ sin2 θ cos2 θ) k4z
k2x + k2z

+( − 4ε sin 2 θ cos2 θ + δ sin 4 θ) k3xkz
k2x + k2z

+ (3ε sin22θ − δ sin22θ + 2δ cos22θ) k2xk
2
z

k2x + k2z

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
(3)

where Vp0 is the qP-wave velocity along the TTI symmetry axis;
kx and kz are the spatial wavenumbers in the x and z directions,
respectively; ε and δ are the Thomsen parameters (Thomsen,
1986), where ε describes the difference between the qP-wave
velocities perpendicular to and parallel with the TTI symmetry

FIGURE 11 | Subsurface migration images of Line 2 at Pirouette Mountain produced using various migration methods: (A) Industrial Kirchhoff migration, (B)
Anisotropic RTM, (C) Anisotropic LSRTM. The images within the ellipse regions in (C) are much better than those in (B), and are not imaged in (A).
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axis (i.e., the long offset effect), δ describes the near-symmetry-
axis qP-wave velocity variation (i.e., the short offset effect), and θ
is the tilt angle of the TTI symmetry axis.

To minimize the misfit functional J, m is updated iteratively
through

m(k+1) � m(k) − α(k)∇mJ
� m(k) + α(k)LT(d − Lm(k)), (4)

where the superscripts (k) and (k + 1) denote the kth and
(k + 1)th iteration, respectively, and α(k) denotes the step

length at the kth iteration. Note that when m(k) � 0 at the
second line of Eq. (4), the line is proportional to LT0, which
is considered as the image of RTM. Therefore, RTM is
merely the first iteration of LSRTM when starting
from m(0) � 0.

The gradient term LT(d − Lm) is equivalent to computing an
imaging condition as in reverse-time migration by migrating the
data residue(d − Lm). To more accurately form this imaging
condition free of low-wavenumber artifacts, we implement this
step as below:

Gpp,down(x) � ∑
Ns,Nr

∫
T

0

[PsPr −Hz(Ps)Hz(Pr) − PsHz(Ht(Pr))
−Hz(Ps)Ht(Pr)]dt,

Gpp,left(x) � ∑
Ns,Nr

∫
T

0

[PsPr −Hx(Ps)Hx(Pr) + PsHx(Ht(Pr))

+Hx(Ps)Ht(Pr)]dt,

Gpp,right(x) � ∑
Ns,Nr

∫
T

0

[PsPr −Hx(Ps)Hx(Pr) − PsHx(Ht(Pr))

−Hx(Ps)Ht(Pr)]dt,
(5)

where Gpp,•’s are gradients associated with the directional PP
images; P is the pure qP-wavefield, and subscripts sand r
represent the source and receiver, respectively; and Hx, Hz

and Ht represent the Hilbert transforms in the horizontal
direction, vertical direction, and time domain, respectively.

To produce more reliable and high-resolution images
when the observed data are noisy, irregular, and sparse, we
employ a modified total-variation regularization scheme
(Gao et al., 2015; Lin and Huang, 2015) to improve the
convergence and imaging fidelity. The misfit function in
Eq. (1) becomes

J(m, u) � min
m

{min
u
{1
2
‖d − Lm‖22 + λ1‖m − u‖22 + λ2‖u‖11}},

(6)

where λ1 and λ2 are regularization parameters. We solve this
regularized minimization problem using an alternating-direction
minimization scheme (Lin and Huang, 2015).

Suppressing the Ground-Roll Noise of Land
Surface Seismic Data From Pirouette
Mountain and Eleven-Mile Canyon
We apply our novel wavenumber-adaptive bandpass filter to five
lines of 2-D seismic data acquired at Pirouette Mountain and
Eleven-Mile Canyon for geothermal exploration (Figure 1) to
suppress the ground-roll noise. As an example of ground-roll
noise suppression for the seismic data on Line 1, we depict the
results of three common-shot gathers in Figure 6. Comparing
the second and third columns in Figure 6, we find that the
ground-roll noise is mostly suppressed in the third column. The

FIGURE 12 | Subsurface migration images of Line 3 at Pirouette
Mountain produced using various migration methods: (A) Industrial Kirchhoff
migration, (B) Anisotropic RTM, (C) Anisotropic LSRTM. The image within the
ellipse region in (C) has higher resolution than that in (B), and is imaged
very poorly in (A).
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signals within the blue ellipses preserve the low-frequency
component.

Figure 7 shows a common-shot gather before and after
wavenumber-adaptive bandpass filtering. Some coherent
subsurface reflections can be identified on the processed
common-shot gather displayed on the right panel of Figure 7.

Note that the wavenumber-adaptive bandpass filters used are
the same for all common-shot gathers. However, in case the
nature of common-shot gathers differs a lot, then it is necessary to
determine different values for parameters f1, f2, and k2.

We use the processed data with the ground-roll noise removed
to produce subsurface complex structural images using
anisotropic RTM and anisotropic LSRTM.

Anisotropic Least-Squares Reverse-Time
Migration of Seismic Data From Pirouette
Mountain and Eleven-Mile Canyon
After suppressing the ground-roll noise in the surface seismic
data along five 2D lines (Figure 8) acquired at Pirouette

FIGURE 13 | Subsurface migration images of Line 4 at Eleven-Mile Canyon produced using various migration methods: (A) Industrial Kirchhoff migration, (B)
Anisotropic RTM, (C) Anisotropic LSRTM. The image within the ellipse region in (C) corresponds to the rupture region as shown in Figure 1. The image in this region has
higher resolution than that in (B), and is almost invisible in (A). The delineated faults in (C)may correspond to the faults identified in the U.S. Geological Survey Quaternary
fault and fold database as shown in Figure 1.

Frontiers in Earth Science | www.frontiersin.org November 2021 | Volume 9 | Article 78290110

Huang et al. Imaging Complex Subsurface Structures

127

https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles


Mountain and Eleven-Mile Canyon, we apply anisotropic
LSRTM to the resulting data, and compare our imaging results
with industrial Kirchhoff migration images and those of
anisotropic RTM. We carry out necessary preprocessing steps,
such as converting the phase of the seismic data from 3D to 2D
because we perform migration imaging in 2D, in addition to the
ground-roll noise removal. For anisotropic RTM and anisotropic
LSRTM, we first obtain a velocity model and anisotropic
parameters (VP0, ε, δ, θ) using multi-scale anisotropic full-
waveform inversion with total generalized p-variation

regularization (Gao and Huang 2019). Our full-waveform
inversion starts from a low-frequency band and an initial
velocity model obtained using refraction traveltime
tomography to produce reliable models of anisotropic
parameters. Figure 9 shows the initial velocity Vp models
along the five seismic survey lines at Pirouette Mountain and
Eleven-Mile Canyon obtained using refraction tomography, and
our anisotropic waveform inversion results of Vp0.

Figures 10–14 show images of the industrial Kirchnoff
migration, anisotropic RTM, and anisotropic LSRTM, for
seismic survey Lines 1–5. Both anisotropic RTM and
anisotropic LSRTM images outperform the industrial images,
and anisotropic LSRTM outperforms anisotropic RTM.
Kirchhoff migration generates poor images, and particularly in
the deep regions. Anisotropic LSRTM produces images with
higher resolution, particularly in the deep region and the
regions near both end of each line, than anisotropic RTM.

As shown within the ellipse regions in Figure 10 for Line 1,
two steeply-dipping faults can be clearly identified on the
anisotropic LSRTM image, which cannot be easily recognized
on the anisotropic RTM image, and are invisible on the Kirchhoff
migration image.

Figure 11 shows that anisotropic LSRTM reveals more
structures in the deep region along Line 2. For example, the
images within the ellipse regions in the anisotropic LSRTM image
depicted in Figure 11C are much better than those of anisotropic
RTM in Figure 11B, and are not imaged by Kirchhoff migration
in Figure 11A.

Along Line 3 as shown in Figure 12, the image within the
ellipse region of the anisotropic LSRTM result in Figure 12C has
higher resolution than that of anisotropic RTM in Figure 12B,
and is imaged very poorly by Kirchhoff migration in Figure 12A.

The image within the ellipse region in Figure 13C along Line 4
obtained using anisotropic LSRTM corresponds to the rupture
region as shown in Figure 1. The image in this region has higher
resolution than that of anisotropic RTM in Figure 13B, and is
almost invisible in the industrial Kirchhoff migration image in
Figure 13A. The delineated faults in Figure 13Cmay correspond
to the faults identified in the U.S. Geological Survey Quaternary
fault and fold database as shown in Figure 1.

Line 5 cuts through Lines 1-3 along the North-South direction.
The image within the ellipse region of the anisotropic LSRTM
image in Figure 14C shows high-resolution structures in the deep
region that are not well imaged in the other two methods shown
in Figures 14A,B.

Figure 15 displays a comparison between 3D views of
industrial Kirchhoff migration (left) and our anisotropic
LSRTM migration (right) for the five seismic survey lines at
Pirouette Mountain and Eleven-Mile Canyon. Anisotropic
LSRTM reveals high-resolution subsurface images along five
seismic survey lines that can be used to identify faults for
geothermal exploration.

The final data misfit of anisotropic LSRTM reduces to
approximately 50–60% of the initial data misfit after eight
iterations. Anisotropic RTM is the first iteration of anisotropic
LSRTM. Therefore, our anisotropic LSRTM images are more
reliable than those of anisotropic RTM for geothermal exploration.

FIGURE 14 | Subsurface migration images of Line 5 at Pirouette
Mountain produced using various migration methods: (A) Industrial Kirchhoff
migration, (B) Anisotropic RTM, (C) Anisotropic LSRTM. The image within the
ellipse region in (C) shows high-resolution structures in the deep region
that are not well imaged in (B) and (A).
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CONCLUSION

We have developed a novel wavenumber-adaptive bandpass filtering
method for suppressing the ground-roll noise in land seismic data
without filtering out seismic signals. This method employs the fact
that the frequency-wavenumber information of the ground-roll noise
differs from that of the signal. We have applied our new method to
five 2D lines of seismic data acquired at Pirouette Mountain and
Eleven-Mile Canyon inNevada for geothermal exploration, and have
successfully suppressed the strong and coherent ground-roll noise.
We have applied our anisotropic least-squares reverse-time
migration method to the processed seismic data and produced
high-resolution subsurface images. Compared with both industrial
Kirchhoff migration and anisotropic reverse-time migration, our
anisotropic least-squares reverse-time migration improves the
subsurface images significantly, both in image resolution and
image quality, particularly in the deep region. Our images reveal
faults more clearly, some of which are invisible on the other images.
This improvement is particularly evidenced by the subsurface images
of Line 4, where our image manifests faults consistent with the
geology. These results demonstrate that anisotropic least-squares
reverse-time migration is an advantageous addition to the state-of-
the-art anisotropic reverse-time migration for imaging complex
subsurface structures with various faults. Our high-resolution
subsurface images at Pirouette Mountain and Eleven-Mile
Canyon facilitate accurate fault interpretation for reliable
geothermal exploration.
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Least-Squares Reverse Time
Migration Using the Gradient
Preconditioning Based on Transmitted
Wave Energy
Chuang Xie1, Peng Song1,2,3*, Xishuang Li2,4, Jun Tan1,2,3, Shaowen Wang1 and Bo Zhao1,2,3

1College of Marine Geo-sciences, Ocean University of China, Qingdao, China, 2Laboratory for Marine Mineral Resources, Pilot
National Laboratory for Marine Science and Technology (Qingdao), Qingdao, China, 3Key Laboratory of Submarine Geosciences
and Prospecting Techniques Ministry of Education, Qingdao, China, 4The First Institute of Oceanography, Ministry of National
Resources, Qingdao, China

A gradient preconditioning approach based on transmitted wave energy for least-squares
reverse time migration (LSRTM) is proposed in this study. The gradient is preconditioned
by using the energy of “approximate transmission wavefield,”which is calculated based on
the non-reflecting acoustic equation. The proposed method can effectively avoid a huge
amount of calculation and storage required by the Hessian matrix or approximated
Hessian matrix and can overcome the influence of reflected waves, multiples, and
other wavefields on the gradient in gradient preconditioning based on seismic wave
energy (GPSWE). The numerical experiments, compared with that using GPSWE, show
that LSRTM using the gradient preconditioning based on transmitted wave energy
(GPTWE) can significantly improve the imaging accuracy of deep target and accelerate
the convergence rate without trivial increased calculation.

Keywords: least-squares reverse time migration, gradient preconditioning, transmitted wave, non-reflecting
acoustic wave equation, disproportioned illumination

INTRODUCTION

Compared with traditional migration techniques such as Kirchhoff integral migration, reverse time
migration (RTM) based on the two-way wave equation is widely favored by researchers (Baysal et al.,
1983; McMechan, 1983; Yoon and Marfurt, 2006; Symes, 2007; Fletcher et al., 2009; Liu et al., 2011;
Sun et al., 2016) because of its obvious advantages in accurate imaging of complex media (especially
high-steep structure and subsalt structure). However, RTM still belongs to the category of
conventional migration, and its migration operator is the conjugate transposition of the
forward-modeling operator, rather than the exact inverse operator (Claerbout, 1992). Therefore,
conventional RTM produces blurring imaging of underground media under the influence of factors
such as a complex structure, limited bandwidth, and under-sampled acquisition system, which is
difficult to satisfy the current needs of oil and gas exploration and development (Nemeth et al., 1999).

Dai et al. (2010) regarded the conventional RTM as an inversion problem under the framework of
least squares, used the iterative method to obtain the reflection coefficient model, and developed a
least-squares reverse time migration (LSRTM) method. Since the LSRTM can obtain the imaging
results with high precision, high-amplitude preservation, and high resolution, it has become a
research hotspot in the field of geophysics (Dai et al., 2012; Guo and Li, 2014; Huang et al., 2014; Yao
and Jakubowicz, 2016; Ren et al., 2017; Rocha and Sava, 2018; Gong et al., 2019; Yang et al., 2019;
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Yang and Zhu, 2019; Li et al., 2020). Dai et al. (2012) proposed
multisource LSRTM based on phase encoding, which improved
the computational efficiency of the algorithm. Guo and Li
(2014) implemented the true-amplitude imaging based on
LSRTM and obtained the imaging with high resolution and
true amplitude. Huang et al. (2014) achieved high-precision
imaging of near surfaces based on LSRTM. Wong et al. (2015)
proposed a joint LSRTM method by using primary and free-
surface multiples and attenuated crosstalk artifacts in the image.
Yao and Jakubowicz (2016) developed the LSRTM in a matrix-
based formulation, which could obtain the high-precision
section on the basis of effectively suppressing artifacts. Ren
et al. (2017) developed elastic LSRTM, which provided more
abundant and effective information for accurate imaging of
complex media. Rocha and Sava (2018) proposed elastic LSRTM
using the energy norm to improve imaging accuracy and speed
up the convergence. Gong et al. (2019) applied a sparsity-
promoting constraint to the LSRTM and obtained better
imaging, especially for the metallogenetic geological model
containing small-scale scatters. Yang et al. (2019) used a
high-order Born approximation algorithm to supplement the
information of prismatic waves in conventional LSRTM and
further enhanced the ability to finely characterize the steeply
dipping structure. Yang and Zhu (2019) implemented a
viscoacoustic LSRTM based on a time-domain complex-
valued wave equation, which could improve imaging
resolution and compensate attenuation effects effectively.
Moreover, there were also some researchers focusing on
computational efficiency (Dai and Schuster, 2013; Huang
et al., 2015; Zhang et al., 2015; Hu et al., 2016; Liu et al.,
2016; Li et al., 2018; Zhao and Sen, 2018; Gao et al., 2020)
and extended applications (Wu et al., 2016; Zhang et al., 2016;
Gu et al., 2017; Guo and McMechan, 2018; Fang et al., 2019; Liu
and Liu, 2019; Qu et al., 2019; Yang et al., 2020).

As the gradient of traditional LSRTM is affected by
geometric spreading and disproportioned illumination, the
update of reflection coefficient model in the shallow depth has
always been dominant, resulting in low imaging accuracy and
slow convergence rate. At present, the gradient
preconditioning algorithms such as the methods on the
Hessian matrix (Hessian matrix, approximated Hessian
matrix, and pseudo-Hessian) and gradient preconditioning
based on seismic wave energy (GPSWE) are usually applied to
improve the imaging accuracy of deep part. The algorithms
based on the Hessian matrix (Pratt et al., 1998) usually
require explicit calculation and storage of the Hessian
matrix, which will inevitably bring huge computation and
memory consumption. The algorithms based on the
approximated Hessian matrix are also necessary to
approximate the diagonal Hessian matrix to correct the
energy of amplitude, which are still difficult to be applied
to field data processing. The algorithms based on the pseudo-
Hessian matrix (Shin et al., 2001; Choi et al., 2008) are
popular preconditioning methods, and they are less
computationally expensive, but these approaches only
account for the geometrical spreading effect from the
sources. GPSWE had been first proposed by Zhang et al.

(2012) in full waveform inversion, which takes seismic wave
energy as the correction factor and effectively eliminates the
impact on gradient caused by geometric spreading and
disproportioned illumination. Tan and Huang (2014),
Zhang et al. (2016), and Gao et al. (2017) have applied this
method to the LSRTM, which have significantly improved the
imaging accuracy and convergence efficiency, especially for
deep strata. However, GPSWE used in LSRTM still has the
following problem. Seismic wavefield is divided into
“transmitted wavefield” and “reflected wavefield.”
Theoretically, it is more accurate to characterize the
geometric spreading and illumination effects of the
gradient by the information of “transmitted wavefield.”
However, when adopting the operator of gradient
preconditioning based on seismic wave energy (GPSWE),
we discovered that the wavefield used to calculate the
operator is simulated by the acoustic wave equation, which
contains a lot of reflected waves besides transmitted waves.
Therefore, the operator of GPSWE will be considerably
influenced by the strong reflected wave energy and not
accurate enough to estimate geometric spreading or
illumination distribution (Song et al., 2019).

To solve the previous problem, we developed an LSRTM
algorithm using the gradient preconditioning based on
transmitted wave energy (GPTWE), which obtains the forward-
and back-propagated “approximate transmission wavefield” based
on the non-reflecting acoustic equation and applies the energy of
“approximate transmission wavefield” to precondition the original
gradient. This method requires neither the calculation nor storage
of the Hessian matrix or the approximated Hessian matrix but can
effectively improve the imaging accuracy without significantly
increasing the amount of calculation.

In Principles of LSRTM, we introduce the principles and
processing steps of LSRTM. In LSRTM Using the GPTWE, we
expound the principles and procedures of LSRTM using GPTWE.
InMarmousi Model Test and Pluto Data Example, we display the
results of numerical simulation of the complex model. Finally, in
Conclusion and Prospect, we present a summary of conclusions
and the future research.

PRINCIPLES OF LSRTM

The two-dimensional scalar constant density acoustic wave
equation is expressed as follows:

( 1
v2

z2

zt2
− ∇2)P � S, (1)

where v represents the velocity model, P signifies the stress, S
represents the source, t denotes the time, and ∇2 stands for the
Laplacian operator. According to the perturbation theory and
principle of Born approximation, we can obtain the following
equation:

( 1
v20

z2

zt2
− ∇2)Ps � 2vs

v30

z2P0

zt2
, (2)
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where v0 is a background velocity model, vs is the perturbation in
the velocity model, P0 represents the background wavefield, and
Ps represents the perturbed wavefield. Here, reflection coefficient
model can be defined as follows (Dai and Schuster, 2013):

m � 2vs
v0

, (3)

where m is the reflection coefficient model. Therefore, the Born
modeling of acoustic LSRTM can be expressed as follows:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
( 1

v20

z2

zt2
− ∇2)P0 � S

( 1

v20

z2

zt2
− ∇2)Ps � m

v20

z2P0

zt2

. (4)

It can be seen from Eq. 4 that Born modeling can be calculated in
two steps. At the background velocity, the background wavefield is

calculated by using the seismic wavelet as the source first and then
the perturbed wavefield is calculated by using the background
wavefield and the reflection coefficient model as the perturbed
term. Eq. 4 is also written as the matrix form as follows:

d � Lm, (5)

where d refers to the matrix form of seismic record (P0+Ps)
obtained by Born modeling, m denotes the matrix form of the
reflection coefficient model, and L represents the Born modeling
operator. Since the Born modeling operator L is independent of
the reflection coefficient modelm, the Born modeling can also be
described as linearized modeling.

The L2 norm is used to construct the objective function of
LSRTM, which can be defined as follows:

J(m) � 1
2
||Lm − dobs||22, (6)

FIGURE 1 | Flowchart of the LSRTM using GPTWE.
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where dobs is the matrix form of observation seismic record. We
usually apply the gradient algorithms to implement the iterative
of the reflection coefficient model.

Here, we used the adjoint state method (Plessix, 2006) to
calculate the gradient and can obtain the following equation:

g � ∫
t

λ

v20

z2P0

zt2
dt, (7)

where g represents the gradient, and λ represents the adjoint
wavefield, which satisfies the adjoint equation as follows:

( 1
v20

z2

zt2
− ∇2)λ � d, (8)

where d refers to the difference between the simulated seismic
records obtained by Bornmodeling and observed seismic records.
Similarly, Eq. 7 can be described in the matrix form, which is
simplified as follows:

g � LT(Lm − dobs), (9)

where g denotes the matrix form of the gradient and the
superscript “T” represents the transpose of a matrix. The
conjugate gradient algorithm based on gradient
preconditioning is used to update the reflection coefficient
model; the model update process can be expressed as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

βk �
(Qgk)T(Qgk − Qgk−1)����Qgk−1����2

yk �
⎧⎨⎩ −Qgk k � 1

−Qgk + βkyk−1 k≥ 2

αk � (Lyk)T(Lmk − dobs)(Lyk)T(Lyk)
mk+1 � mk + αkyk

, (10)

where k represents the number of iterations, β is the correction
factor of conjugate gradient, y is the matrix form of conjugate
gradient, α denotes the step length, and Q stands for the gradient

preconditioning operator. And as we all know, an accurate and
easy-to-calculate gradient preconditioning operator can
significantly improve the imaging accuracy and accelerate the
convergence rate of LSRTM.

LSRTM USING THE GPTWE

The Hessian matrix can accurately reflect the geometric
spreading of wavefield and the degree of illumination
(Pratt et al., 1998). Theoretically, applying the Hessian
matrix to precondition, the original gradient is able to
eliminate the impact caused by geometric spreading and
disproportioned illumination on gradient. Therefore, the
imaging accuracy and convergence rate of LSRTM are
greatly improved. However, the storage and calculation
required by the method of conventional gradient
preconditioning based on the Hessian matrix are usually
unbearable for the LSRTM of massive data. GPSWE
(Zhang et al., 2012) can directly avoid the calculation and
storage of the Hessian matrix or approximated Hessian
matrix, which has received extensive attention from

FIGURE 2 | Marmousi velocity model.

FIGURE 3 | Wavefront snapshots of numeric modeling at 1.05 s: (A)
based on the acoustic wave equation; (B) based on the non-reflecting
acoustic wave equation.
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scholars.Ws(x) is the energy of forward-propagated wavefield
and is represented as follows:

Ws(x) � ∑
(s,t)

P2
s(x, t, xs), (11)

where Ps(x, t, xs) is the forward-propagated wavefield value at x,
which is obtained by the forward modeling based on the acoustic
wave equation (as shown in Eq. 1) with the source disturbance at
xs. x represents the one-dimensional space vector. Analogously,
Wr(x) is the energy of back-propagated wavefield and is defined
as follows:

Wr(x) � ∑
(s,r,t)

P2
r(x, t, xr), (12)

where Pr (x, t, xr) stands for the back-propagated wavefield value
at x, which is obtained by the reverse time extrapolation based on
the acoustic wave equation (inverse process of Eq. 1) with the
impulse disturbance at xr. Then we used the energy of forward-
and back-propagated wavefields to precondition the original
gradient and obtain the following equation:

FIGURE 4 | Background velocity model.

FIGURE 5 | Schematic description of the gradient preconditioning
operator: (A) GPSWE; (B) GPTWE.

FIGURE 6 | Imaging results of LSRTM after 60 iterations: (A) without
gradient preconditioning; (B) using GPSWE; and (C) using GPTWE.
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gp(x) �
g(x)

Ws(x)Wr(x)
√ , (13)

where gp is the operator of GPSWE.
In essence, this method is not a direct approximation of the

Hessian matrix but uses the distribution of the energy of
seismic wavefield to correct the geometric spreading and
proportioned illumination, which avoids the storage and
calculation of large matrix. The research of Song et al.
(2019) in full waveform inversion shows that only the
transmission wavefield contains accurate information of
geometric spreading and illumination. However, the
conventional seismic wavefield also contains a large number
of reflected waves, multiples, and other wavefields in addition
to the transmission wavefield, which makes the operator of
GPSWE not accurate enough. For this reason, this study
develops a highly efficient LSRTM algorithm using GPTWE.
The implementation steps of this method are described in detail
later, which are similar to the one of GPSWE.

First, the forward modeling based on the non-reflecting
acoustic wave equation (Baysal et al., 1984) (as shown in Eq.
14) is used to obtain the forward-propagated “approximate
transmission wavefield” with the seismic wavelet as the source.

( 1
v2

z2

zt2
− ∇2)U � 1

v
(zU
zx

zv

zx
+ zU

zz

zv

zz
) + S, (14)

where x and z denote the space coordinates, respectively, and U
stands for the “approximate transmission wavefield.” Es(x) is the
energy of forward-propagated “approximate transmission
wavefield” and is represented as follows:

Es(x) � ∑
(s,t)

U2
s(x, t, xs), (15)

where Us(x, t, xs) is the forward-propagated “approximate
transmission wavefield” value at x, which is obtained by the
forward modeling based on the non-reflecting acoustic wave
equation (as shown in Eq. 14) with the source disturbance at
xs. Similarly, Er(x) is the energy of back-propagated “approximate
transmission wavefield” and is defined as follows:

Er(x) � ∑
(s,r,t)

U2
r(x, t, xr), (16)

whereUr(x, t, xr) stands for the backward-propagated wavefield value
at x, which is obtained by the reverse time extrapolation based on the
non-reflecting acoustic wave equation (inverse process of Eq. 14)
with the impulse disturbance at xr. Then we used the energy of
forward- and back-propagated “approximate transmissionwavefield”
to precondition the original gradient and can obtain the following:

gt(x) �
g(x)

Es(x)Er(x)
√ , (17)

where gt is the operator of GPTWE. The flowchart of the LSRTM
using GPTWE is shown in Figure 1.

It should be noted that in the implementation process of
the LSRTM using GPTWE, all the steps are the same as the
LSRTM using GPSWE, except that the acoustic wave equation
in calculating preconditioning operator is replaced with the
non-reflecting acoustic wave equation, so the calculation of
the LSRTM using GPTWE is essentially in agreement with the
one using GPSWE. The LSRTM using GPSWE only needs to
add one additional forward modeling and one additional
reverse time continuation in the first iteration in
comparison with the conventional LSRTM without
gradient preconditioning. And the additional calculation is
negligible compared with the LSRTM itself, which often
needs hundreds of wavefield continuation. Therefore,
theoretically, the computational efficiency of the three

FIGURE 7 | Single-trace display of imaging results after 60 iterations.

FIGURE 8 | Normalized residual curves.

TABLE 1 | Calculation time of LSRTM with 60 iterations.

Without
gradient preconditioning

GPSWE GPTWE

Time/s 24,275 24,335 24,407
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methods including the conventional LSRTM without
gradient preconditioning, the LSRTM using GPSWE, and
the LSRTM using GPTWE are basically equivalent.

To test the suppressing effect of the non-reflecting acoustic wave
equation on reflected waves, the forward modeling experiment was
carried out based on the Marmousi model. The size of model is
4,600 m in length and 3,000 m in depth (as shown in Figure 2). The
grid interval in the x and z directions is 8 m. A Ricker wavelet with a
dominant frequency of 20 Hz is used as the source, which is excited
at (2,300 m, 0 m). The accuracy in finite difference wavefield
modeling is eighth order in space and second order in time. The
time sampling step is 0.5 ms, and themaximum recording time is 3 s.
The hybrid absorbing boundary condition (Xie et al., 2020) is used
for boundary processing. Figure 3 illustrates the wavefront
snapshots at 1.05 s simulated by the acoustic wave equation and
the non-reflecting acoustic wave equation.

From Figure 3, we can observe that the reflected waves in the
wavefield simulated by the non-reflecting acoustic wave equation have
been suppressed effectively, and the simulated wavefield is closer to a
pure transmitted wavefield than that simulated by the acoustic wave
equation. Therefore, in theory, it is more accurate to precondition the
gradient using “approximate transmission wavefield” information
simulated by the non-reflecting acoustic wave equation.

MARMOUSI MODEL TEST

TheMarmousi model in LSRTM Using the GPTWE is used to test
the feasibility and accuracy of the algorithm in complex media

conditions. The background velocity model used for LSRTM
imaging is shown in Figure 4, which is the result of Gaussian
smoothing of the original velocity model in Figure 2. A total of
116 shots are considered for imaging, and the shots are evenly
distributed on the surface with the interval of 40 m. A total of 451
receivers are allotted for each shot, and the receivers are evenly
distributed on both sides of each shot with 8-m interval. The
observation data are generated by the full-waveform modeling
(Eq. 1). The remaining experimental parameters are the same as
those in LSRTM Using the GPTWE.

Figure 5 shows the preconditioners using GPSWE and
GPTWE. In Figures 5A,B, we can observe that the
preconditioning operator of GPTWE is more related to the
model, and the deep illumination compensation is stronger.
Figure 6 illustrates the imaging result of LSRTM after 60
iterations. Through the compassion between Figures 6A–C
(marked by the dashed red circle), it can be seen that the
imaging results of LSRTM based on gradient preconditioning
are better than those without gradient preconditioning.
Specifically, after 60 iterations, the LSRTM using GPTWE has
the best amplitude preservation, the highest spatial resolution,
and the highest imaging accuracy of deep part, followed by the
LSRTM using GPSWE, and the LSRTM without gradient
preconditioning has the worst imaging result.

In order to compare the imaging effects of the previous three
methods more clearly, we extract the imaging curves at
x � 1960 m from the sections in Figure 6 and compare them
with theoretical reflection coefficient curve, which is calculated
using Eq. 3; Figure 7 is the single-trace display of imaging results

FIGURE 9 | Pluto velocity model: (A) real velocity model; (B) background velocity model.
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after 60 iterations, where blue, green, red, and black are the single-
trace curves of LSRTM without gradient preconditioning, using
GPSWE, using GPTWE, and theoretical reflection coefficient,

respectively. As observed from Figure 7, the imaging result of
LSRTM using GPTWE is closest to the theoretical reflection
coefficient curve, while the imaging result of LSRTM without
gradient preconditioning is the different from the theoretical
reflection coefficient curve at different imaging positions.
Therefore, the amplitude preservation of the LSRTM using
GPTWE is the highest, followed by the LSRTM using GPSWE,
and the lowest without gradient preconditioning.

The convergence curves are shown in Figure 8 for this
example, where blue, green, and red are the convergence
curves of LSRTM without gradient preconditioning, using
GPSWE, and using GPTWE, respectively. In Figure 8, it can
be seen that the LSRTM using GPTWE has the fastest
convergence rate and the smallest residual error, followed by
the LSRTM using GPSWE, while the LSRTM without gradient
preconditioning has the slowest convergence rate and converges
to the largest value after 60 iterations.

Furthermore, the computational efficiency of the previous
three methods is analyzed, as shown in Table 1. (The GPU
used in this experiment is GeForce RTX 2080 Ti.) Table 1 shows
that computational efficiency of those methods is basically the

FIGURE 10 | Imaging results of LSRTM after 60 iterations: (A) without gradient preconditioning; (B) using GPSWE; and (C) using GPTWE.

FIGURE 11 | Single-trace display of imaging results after 60 iterations.
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same. It is also consistent with the result of theoretical analysis in
LSRTM Using the GPTWE.

PLUTO DATA EXAMPLE

Due to the poor illumination beneath the salt bodies, the subsalt
imaging problem has always been a challenging issue. So, in the
second example, we performed LSRTM on the Pluto model to
check the ability of LSRTM using GPTWE in recovering the weak
events in the deep part and accelerating the convergence rate.
Figure 9A shows the Pluto model, which is 7.33 km in length and
2.5 km in depth with a 10-m grid interval in the horizontal and
vertical directions. And Figure 9B shows the smoothed
background velocity model. The line involves 147 shots, and a
total of 734 receivers are allotted for each shot. The observation
data are generated by the full-waveform modeling (Eq. 1). The
interval between shots is 50 m, and the interval between receivers
is 10 m. The depth of shots and receivers are both 0 m. A Ricker
wavelet with a 20 Hz dominant frequency is used to generate the
data. The time sampling step is 1 ms, and the maximum
recording time is 6 s. The accuracy in finite difference
wavefield modeling is tenth order in space and second order
in time. The hybrid absorbing boundary condition (Xie et al.,
2020) is used for boundary processing.

The inverted images after 60 iterations with three different
methods for the Pluto model are shown in Figure 10. As
shown in Figure 10 (marked by the dashed red circle), the
LSRTM without gradient preconditioning is difficult to image
the structure below the salt bodies because of the poor
illumination; the LSRTM using GPSWE is helpful for
imaging the subsalt structures, but the event is weak and

the horizontal balance is poor; the LSRTM using GPTWE can
effectively improve the imaging accuracy of deep target, and
the subsalt structures are clearer and more continuous than
those of other images.

Analogously, the imaging curves and theoretical reflection
coefficient curve at x � 3,500 m are displayed in Figure 11. As
observed from Figure 11, the imaging result of LSRTM using
GPTWE is closest to the theoretical reflection coefficient curve,
especially in the deep part.

The convergence curves are plotted in Figure 12. It can be seen
that after 60 iterations, the red curve for LSRTM using GPTWE
has the fastest convergence rate and converges to the
smallest value.

CONCLUSION AND PROSPECT

Based on the calculation characteristics of LSRTM, this study
proposes a gradient preconditioning approach using transmitted
wave energy for LSRTM. In comparison with conventional
methods, the imaging results of theoretical model tests show
that the LSRTM using GPTWE can improve the imaging
accuracy of deep target and speed up the convergence rate
without significantly increasing the amount of calculation. In
addition, this study only implements the two-dimensional
LSRTM using GPTWE, and further extending the algorithm to
three-dimensional migration will be the focus of subsequent
research.
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FIGURE 12 | Normalized residual curves.
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Source-Free P-SV Converted-Wave
Reverse-Time Migration Using
First-Order
Velocity-Dilatation-Rotation
Equations
Bingshou He1,2*, Xinru Yao1,2 and Xiangqi Shao1,2

1Key Lab of Submarine Geoscience and Prospecting Techniques, Ministry of Education, Ocean University of China, Qingdao,
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The cross-correlation imaging condition between source- and receiver-wavefields is often
used in the elastic wave reverse-time migration (RTM) to utilize P- and S-waves. However,
it cannot be applied in the absence of source information (e.g., source location, and source
wavelet), which is quite common in passive source exploration. We employ a source-free
P-SV converted-wave imaging condition, which only requires the back-propagating
receiver-wavefield to utilize the P-SV converted waves in imaging the subsurface
structures. The imaging condition is independent of source information, which can
avoid the extrapolation and reconstruction of the source-wavefield. As a result, the
computational cost is decreased to about one-third of conventional RTM that uses
source-wavefield reconstruction strategies, e.g., random boundaries. The memory
requirement could be also reduced by avoiding the calculation of source-wavefield.
Because our imaging condition uses the vector P-wavefield and vector S-wavefield to
utilize the P-SV waves, it is necessary to decouple P-wavefield and S-wavefield during the
reverse-time extrapolation of receiver-wavefield. We use the first-order velocity-dilatation-
rotation elastic wave equations to realize the reverse-time propagation of vector receiver-
wavefield, where the vector P-wavefield and vector S-wavefield can be obtained directly.
Based on the above methods, a source-free P-SV converted-wave RTM of multi-
component seismic data is realized. The model tests show that this method can
generate promising subsurface images and can be complementarily used when
conventional cross-correlation imaging conditions are not suitable.

Keywords: P-SV converted-wave, reverse-time migration (RTM), first-order velocity-dilatation-rotation equations,
source-free imaging condition, poynting vector

INTRODUCTION

Techniques based on reflected P-wave have played an important role in seismic exploration.
However, with the continued improvement of seismic exploration accuracy and the increased
complexity of exploration targeted structure and lithology in the oil and gas industry, seismic
exploration based solely on reflected P-wave is progressively restricted by its theoretical assumptions
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and single wavefield information. It has become challenging to
obtain satisfactory imaging results for exploring fractured
carbonate, coalbed methane, and shale gas reservoirs (Stewart
et al., 2003; Yang et al., 2006; Bian et al., 2017). Multi-component
seismic exploration based on the elastic wave theory can obtain
more subsurface imaging information. Compared with the
reflected P-wave exploration techniques, multi-component
seismic imaging methods require fewer theoretical
assumptions and take account of S-wave propagation in
complex media. In theory, multi-component seismic
exploration is more capable of fully characterizing the
subsurface using both P- and S-waves, which is more
conducive to improving the accuracy and resolution of imaging.

Prestack depth migration is a popular research topic of multi-
component seismic exploration. At present, there are two main ways
to achieve prestack migration using multi-component seismic data.
One is based on scalar wave theory (Whitemore, 1983; Sun and
McMechan, 2001; Sun et al., 2006; Chattopadhyay and McMechan,
2008; Liu et al., 2011) to first obtain the reflected P-wave and
converted S-wave recordings by decoupling P- and S-waves from
multi-component seismic data. Then, the existing acoustic RTM
operator is adopted to realize the migration imaging of P- and
S-waves data, respectively. It has the advantage of few calculations
and high efficiency, but it also has apparent issues in that ignoring the
vector properties of elastic waves and the accuracy of P-wave and
S-wave decoupling can seriously affect themigration results. The other
way is the elastic wave prestack depth migration based on vector
wavefield (Chang andMcMechan, 1994; He and Zhang, 2006), which
is mainly realized by elastic reverse-time migration (ERTM)
techniques. It regards multi-component seismic data as a vector
wavefield for processing. Generally, the method based on the
vector wavefield does not require the decoupling of P- and
S-waves in the data domain. By solving the elastic wave equations
and combining them with a proper imaging condition, e.g., the joint
migration of multi-component, the simultaneous imaging of reflected
P-wave and converted S-wave can be obtained. Therefore, the ERTM
techniques have attracted extensive attention in the industry.

A large number of studies have been conducted on ERTM in
recent years, and significant advancements have been made in
wavefield extrapolation (Dellinger and Etgen, 1990; Dong et al.,
2000b), imaging methods (He and Zhang, 2006; Du et al., 2012a;
Du et al., 2014), decoupling methods of P- and S-waves in the
migration process (Sun et al., 2004; Yan and Sava, 2009),
migration noise suppression (Yu et al., 2018; Zhang et al., 2021),
reverse-time reconstruction of the source-wavefield (Clapp, 2009; Wu
and Qin, 2014), and GPU parallelism (Bao et al., 2021; Shen, 2017),
respectively. These results are of great significance to promote the
development ofmulti-component seismic RTM techniques. However,
the existing ERTM techniques have two main issues. 1) The ERTM
techniques assume that each component in the multi-component
seismic data has the same seismic frequency spectrum. In fact, due to
the different absorption mechanisms of the P-wave and S-wave in the
subsurface media (Biot, 1956; Murphy, 1982; Wang et al., 2006), the
attenuation of the high-frequency components of the S-wave in the
actual recordings is greater than that of the P-wave, resulting in
P-wave often having a higher dominant frequency and a broader
bandwidth. The spectrum discrepancy of recorded P- and S-waves

introduces difficulty in setting the wavelet in ERTM. 2) It is
challenging to obtain accurate propagation directions of P- and
S-waves for wavefield separation. In the ERTM, cross-correlation
imaging condition (Claerbout, 1971) based on wavefield separation is
often used to utilize the P- and S-waves, and further suppress low-
wavenumber imaging artifacts. The prerequisite for accurate wavefield
separation is that the propagation directions of pure P-wavefield and
pure S-wavefield at all imaging grid points must be obtained for each
timestep. Based on the Poynting vector (Poynting, 1884), the
conventional methods for calculating wavefield propagation
directions can only get the propagation directions of the coupled
wavefield (Du et al., 2012b), rather than that of pure P-wavefield and
pure S-wavefield. The error in propagation direction will be
transferred to the migration results, reducing the accuracy of the
migration.

This paper demonstrates a converted-wave RTM method that
can avoid the two issues of existing traditional elastic techniques. The
first-order velocity-dilatation-rotation elastic wave equations in the
isotropic medium are used to implement the reverse-time
extrapolation of the receiver-wavefield. The P-wavefield and
S-wavefield can be automatically decoupled during the
propagation which we refer to as “wavefield decomposition”.
Then the decoupled receiver-wavefields are separated into the
pure P- and S-wavefields of different propagation directions
based on the Poynting vector which we refer to as “wavefield
separation”. This study utilizes the up-going pure P- and S-waves
derived from the Poynting vector to realize the converted-wave RTM
by using the source-free P-SV converted-wave imaging condition.

The advantages of the method proposed in this study are 1)
The first-order velocity-dilatation-rotation elastic wave equations
explicitly provide various parameters for calculating the vector
wavefield of pure P- and S-waves. Such decoupled vector
wavefields can be easily used to obtain the Poynting vector of
different wave types in the wavefield extrapolation. Thus, it
overcomes the issue that the conventional elastic wave
equations can only get the coupled wavefield propagation
directions in RTM. 2) A source-free converted-wave imaging
condition is applied for converted-wave imaging. The migration
process does not require the forward extrapolation of the source-
wavefield, which avoids the problem of wavelet setting. 3) The
vector wavefield is processed, and there is no need to decompose
the P- and S-waves from the measured multi-component seismic
recordings in data pre-processing. 4) The algorithm in this paper
is suitable for migration using both passive- and active-source
multi-component data. The calculation cost is typically one-third
of that of conventional ERTM techniques that use source-
wavefield reconstruction strategies, e.g., random boundaries.

THE EXTRAPOLATION AND SEPARATION
OF WAVEFIELD OF FIRST-ORDER
VELOCITY-DILATATION-ROTATION
ELASTIC WAVE EQUATIONS

The purpose of ERTM is to realize the depth-domain imaging of
pure P-wavefield and pure S-wavefield. As a result, it requires that
the pure P-wavefield and pure S-wavefield must be obtained
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before applying the imaging condition. To suppress the low
wavenumber imaging artifacts in RTM, it is necessary to
separate the different propagation directions of P- and
S-waves, and then only the wavefields with the opposite
propagation directions are used in cross-correlation imaging.
Wang and McMechan (2015) used the particle velocity and
stress tensor of the traditional stress-particle velocity wave
equations to calculate additional P-wave stress and obtain the
P-wave particle velocity by using the divergence operator. Then,
the S-wave particle velocity can be obtained by subtracting that of
the P-wave from the complete particle velocity. The Poynting
vector was used to obtain the propagation directions of the
P-wave and S-wave. Du et al. (2017) adopted a similar method
as Wang and McMechan (2015) to realize the imaging of various
reflected- and converted-wavefields, but their imaging condition
does not require polarity correction. Their works have improved
the accuracy of ERTM, but it still requires explicitly decoupling
the P-and S-waves during the migration process. In this study, we
use the first-order velocity-dilatation-rotation equations to
extrapolate the wavefield, which does not require explicit
decoupling.

Reverse-Time Extrapolation of First-Order
Velocity-Dilatation-Rotation Elastic Wave
Equations
The three-dimension first-order velocity-dilatation-rotation
equations in an isotropic medium are (Tang et al., 2016):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zvP
zt

� c2P∇θ

zvS
zt

� −c2S∇ × ω

v � vP + vS

zθ

zt
� ∇ · v

zω

zt
� ∇ × v

(1)

where cP and cS are the propagation velocity of P-wave and
S-wave, respectively, which are functions of the spatial
coordinates. v � (vx, vy, vz) is the particle vibration velocity
vector, vP � (vPx, vPy, vPz) is the velocity vector of particle
vibration caused by dilatation motion, vS � (vSx, vSy, vSz) is the
velocity vector of particle vibration caused by shear motion. θ �
∇ · u is the scalar P-wave, and ω � ∇ × u is the vector S-wave. ∇,
∇· and ∇× are the gradient, divergence, and curl, respectively.

The finite-difference scheme of the multi-component seismic
recording for reverse-time extrapolation can be obtained by using
a high-order finite-difference algorithm to discrete Eq. 1 in
staggered-grid space (Dong et al., 2000b). The derivation by
Dong et al. (2000a) is used to obtain the stability condition of
the finite-difference scheme, and the reverse-time extrapolation
of multi-component seismic recordings can be realized by using
the finite-difference scheme in combination with the stability

condition. Eq. 1 explicitly includes the scalar P-wave component
and the vector S-wave component, as well as the particle vibration
velocity vector caused by the dilatation and the shear motion. As
an example, we compute the wavefield for a two-layer horizontal
model based on Eq. 1. As shown in Figure 1, the model is of the
size of 1,000 m × 600 × 1,000 m, with the spatial grid size of 5 ×
5 × 5 m. The depth of the single interface is 500 m. The P source is
a Ricker wavelet with a dominant frequency of 35 Hz placed at
(500 m, 300 m, 0 m). The P-wave velocities for the upper and
lower layers are 2,300 and 2,800 m/s, respectively. The P-wave
and S-wave velocity ratio is fixed at 1.73. The perfectly-matched-
layer (PML) absorbing boundaries are set to 30 layers. Figure 1
shows the three-component wavefront snapshots of particle
velocity at 0.4 s, and it can be clearly observed that the P- and
S-waves can be obtained without explicit decoupling in the
wavefield extrapolation by applying Eq. 1, and the P- and
S-wave polarities are consistent with that of the mixed wavefield.

Obtaining the Poynting Vector of Pure P-
and S-Waves in the Reverse-Time
Extrapolation
According to the definition of the Poynting vector in seismic
wavefield (Yoon and Marfurt, 2006), the following equations can
be used to calculate the Poynting vector of pure P- and S-waves in
the wavefield extrapolation using Eq. 1 (Tang et al., 2016):

{ EP � −θvP
ES � −vS × ω

(2)

where EP and ES are P-wave and S-wave Poynting vectors,
respectively.

Since Eq. 1 explicitly contains parameters needed in Eq. 2, it is
convenient to obtain the Poynting vector of P-wave and S-wave in
the reverse-time extrapolation of the receiver-wavefield by
applying Eq. 1, and further obtain the propagation directions
of pure P- and S-waves at each imaging point for each timestep
(Tang et al., 2016). The wavefield can be separated into pure P-
and S-wavefields of different propagation directions
simultaneously during the imaging.

To verify the advantages mentioned above, we take the three-
layer model shown in Figure 2 to calculate the forward
extrapolated Poynting vector of source-wavefield based on
the first-order velocity-stress equations and the first-order
velocity-dilatation-rotation equations, respectively. The model
is the size of 2000 × 2000 m, and the grid size is 5 × 5 m. The
absorbing boundaries are implied by PML with 100 layers. The
P-wave velocitymodel is shown in Figure 2, and the corresponding
S-wave velocity model is computed from cP with a ratio of
cP
cS
� 1.73. The P-wave source is a Ricker wavelet with a

dominant frequency of 35 Hz located in the middle of the
surface (1,000m, 0 m). The time-stepping interval is 0.5 ms. In
Figure 3, we show the difference of the Poynting vectors obtained
from velocity-stress equations (Figure 3A) and velocity-dilatation-
rotation equations (Figure 3B for P-wave and Figure 3C for
S-wave). The first-order velocity-stress equations notably can
only get the Poynting vector of the mixed P- and S-wavefields
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as shown in Figure 3A. When P- and S-waves exist simultaneously
at a certain imaging point, the Poynting vector is neither that of
P-wave nor that of S-wave (for example, indicated by the black circle
in Figure 3A). Apparently, it is not easy to accurately distinguish the
propagation directions of pure P-wave and pure S-wave based on
this vector. In contrast, the Poynting vector of pure P-wave and pure
S-wave can be obtained by applying the velocity-dilatation-rotation
equations (Figure 3B,C), which can accurately describe the
propagation directions of a particular type of wave.

Once the Poynting vector of P-wave and S-wave are calculated in
wavefield extrapolation, the wavefield can be separated into wavefields
propagating in different directions. The formulas for separating
P-wave into waves of opposite propagation directions are given by:

P+(x, y, z, t) � { 0 Ei
P ≥ 0

P(x, y, z, t) Ei
P < 0

P−(x, y, z, t) � {P(x, y, z, t) Ei
P ≥ 0

0 Ei
P < 0

(3)

where P(x, y, z, t) is the vector P-wave at the position (x, y, z) at
time t, which represents the vP in the velocity-dilatation-rotation

equations. EP � ∑i�x,y,z Ei
p, where Ei

P is the i-component of

P-wave Poynting vector, and i represents the multi-component
of the P-wave. + and − represent the opposite directions of waves
in the i-component, respectively. When i � z , P+(x, y, z, t) and
P−(x, y, z, t) represent the up- and down-going waves in the
z-component of the P-wave, respectively. The formulas for
S-wave separation are analogous to Eq. 3, with the Poynting
vector of the P-wave replaced by that of the S-wave. And the other
two components are separated in the same way as the
z-component.

IMAGING CONDITION

The cross-correlation of source- and receiver-wavefields is
commonly used in the ERTM using P- and S-waves (Yan and
Sava, 2008; Du et al., 2012b) with the following basic ideas. 1)
Calculating the divergence of the source-wavefield to obtain the
pure P-wave (SP) component of the source-wavefield, and
calculating the divergence and curl of the receiver-wavefield to
obtain the pure P-wave (RP) and the pure vector S-wave (RS) of

FIGURE 1 | Three-component snapshots of particle velocity at 0.4 s computed based on Eq. 1. (A–C) The joint velocity components of P- and S-waves in x, y, z
directions, (D–F) The P-wave components in x, y, z directions computed by applying Eq. 1, (G–I) The S-wave components in x, y, z directions computed by applying Eq. 1.
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the receiver-wavefield (Dellinger and Etgen, 1990). 2) Applying
RP and SP to perform zero-time-delay cross-correlation and stack
to get the reflected wave migration image. 3) Realizing the
scalarization of RS (Du et al., 2014) and performing zero-time-
delay cross-correlation with SP to obtain the converted-wave
migration image. The above imaging methods are robust to noise
existence (Xue, 2013) and with clear physical meanings of the
imaging results. However, the scalarization of the vector S-wave
will lose its vector properties. In addition, many challenging
problems in the vector S-wave scalarization technique are still
not resolved. For example, when the structure is complex, the
polarity of the S-wave is challenging to obtain accurately. The
inaccurate polarity correction will cause local fragmentation in
the migration image.

To overcome the above problems, Wang and He (2017)
proposed the cross-correlation imaging condition of vector
wavefield dot product based on the separation of traveling
waves. It first calculates the gradient and curl of the scalar
P-wave and the vector S-wave respectively by the divergence
and curl operators to obtain the P- and S-waves of the vector
potential. Then, it uses the Poynting vector to separate P- and
S-waves of the vector potential to acquire waves of the different
propagation directions. Finally, the cross-correlation imaging is
carried out by using the source- and receiver-wavefields of the
opposite propagation directions to obtain P- and S-waves
migration results. Their method does not require the
scalarization of the vector S-wave, and the vector properties of
the S-wave remain during the imaging process. Moreover, it is not
necessary to employ polarity correction for the converted-wave
migration result.

Although the imaging conditions mentioned above can often
achieve promising imaging results for active source multi-
component seismic data, they are not suitable for passive
source data that lack accurate source information and cannot
enable the extrapolation of the source-wavefield. Furthermore, it
is difficult for the active source data to provide an accurate
source wavelet for the wavefield extrapolation when the spectra
of the multi-component seismic recording are inconsistent. The
incorrect source wavelet will often result in large position errors
in migration results. Xiao and Schuster (2009) proposed the
passive source imaging condition for VSP imaging. The source-
free imaging condition helps avoid the overburden effects and
results in a better image of the salt flank by the receiver data.
Shang et al. (2012) and Shabelansky et al. (2015) argued that
passive seismic without location information can be used to
achieve the source-free subsurface image. Based on the
relationship between the P-wavefield and converted
S-wavefield in the receiver extrapolation, Shabelansky et al.
(2017) demonstrated a source-free converted-wave RTM
imaging condition, which only uses the back-propagation P-
and S-waves to perform cross-correlation imaging. As a result, it
does not require source extrapolation, thereby saving

FIGURE 2 | The three-layer horizontal P-wave velocity model. The
P-wave velocities of the three layers from top to bottom are 2,500, 3,000, and
3,500 m/s, respectively. The depths of the two interfaces are 750 and
1,150 m, respectively.

FIGURE 3 | Comparisons of Poynting vector snapshots for the velocity-stress equations and velocity-dilatation-rotation equations at 0.495 s. Blue represents the
up-going wave and pink represents the down-going wave, respectively. (A) A snapshot of the z-component of the Poynting vector using the velocity-stress equations.
The black ellipse indicates locations that P- and S-waves exist simultaneously. (B) A snapshot of the z-component of the Poynting vector of the P-wave using the
velocity-dilatation-rotation equations. (C) A snapshot of the z-component of the Poynting vector of the S-wave using the velocity-dilatation-rotation equations.
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calculation time and storage resources for source-wavefield
reconstruction.

In this study, we apply the vector imaging condition to the
RTM of the first-order velocity-dilatation-rotation elastic wave
equations. First, we take advantage of velocity-dilatation-
rotation equations to obtain the P-wave and S-wave with
different propagation directions. There is no need for the
explicit decomposition of the P- and S-waves. We can
accurately obtain the propagation directions of pure P- and
S-waves, assuming that there is only one set of P-wave and
S-wave on the same imaging point at the same time. Then, based
on the idea of vector dot product cross-correlation, we present a

more precise source-free P-SV converted-wave imaging
condition.

Shabelansky et al. (2017) gave a source-free converted-wave
imaging condition:

IPS(x,y,z) �
∑tmax

0
PR(x, y, z, t)SR(x, y, z, t)
∑tmax

0
P2
R(x, y, z, t) (4)

where IPS is the converted-wave migration result, PR and SR are
the P-wavefield and the converted S-wavefield of the receiver,
respectively. t represents time, and tmax is the maximum
recording length, and x, y, z are the three spatial coordinates
of the rectangular coordinate system.

To improve the stability and amplitude fidelity of Eq. 4,
Shabelansky et al. (2017) further modified it as follows:

IPS(x,y,z) �
∑tmax

0
4PR(x,y,z, t)SR(x,y,z, t)

∑tmax

0
(P2

R(x,y,z, t)+2∣∣∣∣PR(x,y,z, t)SR(x,y,z, t)∣∣∣∣+S2R(x,y,z, t))
(5)

Eq. 5 represents a source-free imaging condition, which does
not need to calculate, store, and reconstruct the source-wavefield,
know the source position, and set the source wavelet.

When there is only one subsurface reflection interface, the
imaging result of Eq. 5 represents the ratio of the S-wave reflection
coefficient to the P-wave reflection coefficient in the case of P-wave
incidence. However, when there are multiple subsurface reflection
interfaces, due to the influence of the interlayer multiple reflections
or conversions, the imaging result of Eq. 5 fails to indicate the
reflection coefficient ratio of S-wave and P-wave accurately.
Therefore, if only the up-going waves in the receiver-wavefield
are used for the cross-correlation operation during the imaging
process, the influence of the multiple reflections and conversions
on the imaging results can be reduced, and the migration accuracy
can be improved. Consequently, we modified Eq. 5 as follows:

IPS(x,y,z) �
∑tmax

0 4Pu
R(x, y, z, t)SuR(x, y, z, t)∑tmax

0
(Pu

R(x, y, z, t)Pu
R(x, y, z, t) + 2

∣∣∣∣Pu
R(x, y, z, t)SuR(x, y, z, t)∣∣∣∣

+ SuR(x, y, z, t)SuR(x, y, z, t))
(6)

where the superscript u represents the up-going wavefield of the
receiver.

NUMERICAL TESTS

Two-Dimensional Marmousi2 Elastic Model
To demonstrate the effectiveness of our method, we test it with
the synthetic multi-component seismic data of the partial
Marmousi2 model (Martin et al., 2006). The model is of the
size of 6,500 × 3,505 m with a spatial grid of Δx � Δz � 5 m. It
was stimulated by the finite-difference method with the 100-layer
PML absorbing boundaries. We generate 100 P-wave sources
located at a depth of 5 m below the sea surface with a
horizontal interval of 65 m using a Ricker wavelet with a
dominant frequency of 35 Hz. We compute the synthetic

FIGURE 4 | (A) The migration image of the cross-correlation imaging
conditions without wavefield decomposition and wavefield separation, using
the first-order velocity-stress equations. (B) The migration image of the cross-
correlation imaging condition with wavefield separation, using the first-
order velocity-stress equations. (C) The migration image uses the imaging
condition of Eq. 6 and the elastic wave equations of Eq. 1.
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seismogram up to 4 s length with the time-stepping interval of
0.5 ms. The receiver array is located on the seafloor at 455 m
depth, with a total of 1,300 traces and an interval of 5 m. The first
shot is at the coordinate of x � 0 m. The receiver array is fixed,
and the shots roll one by one. Consequently, we can obtain the
multi-component synthetic seismogram of 100 shots.

Figure 4 shows the RTM images obtained by using different
equations and imaging conditions. Figure 4A and Figure 4B both
use the first-order velocity-stress equations with the cross-
correlation imaging condition of the source- and receiver-
wavefields applied. The difference between the two is that
Figure 4B performs wavefield separation according to the
propagation directions of P- and S-wavefields before cross-
correlation imaging, and then only wavefields with opposite
propagation directions are involved in imaging, while
Figure 4A allows all wavefields of the same or different
propagation directions in P- or S-wavefields to be used in
imaging. Figure 4A does not separate the directions of P-and
S-wavefields, resulting in stronger low-wavenumber imaging
artifacts than Figure 4B. The migration image of Figure 4C is
obtained by decomposing the wavefield into the P-wavefield and
S-wavefield, and separating the propagation directions of the
P-wavefield and S-wavefield based on the velocity-dilatation-
rotation equations, and applying the source-free imaging
condition. There is no impact of source extrapolation, and the
method we proposed shows a high imaging accuracy and a larger
imaging range (Figure 4C).

Since the first-order velocity-stress elastic wave equations can
only obtain the Poynting vector of the mixed wavefield, the
vector can only acquire the propagation directions of the mixed
wavefield, rather than that of the pure P-wave or the pure
S-wave. However, the propagation directions of mixed
wavefield are not consistent with that of pure P-wave or pure
S-wave. Therefore, using mixed wavefield propagation
directions to correct the S-wave polarity may result in
incorrect polarity, lower quality of migration images, unclear
structure, and destruction of the event continuity in the
migration image. On the contrary, the Poynting vector of
P-wave and S-wave obtained by the first-order velocity-
dilatation-rotation equations can accurately represent P- and
S-wave propagation directions, respectively. In turn, more
accurate P-SV converted-wave migration results can be obtained.

In terms of computational efficiency, the source-free
converted-wave imaging condition does not need source-
wavefield extrapolation, storage, and reconstruction, which
dramatically decreases the calculation cost and temporary file
storage amount. Using one-shot migration of the model shown in
Figure 5 as an example, the calculation time of source-free
converted-wave imaging condition is more than 2.5 times
faster than that of conventional cross-correlation imaging
condition under the same hardware condition.

Three-Dimensional SEG/EAEG Salt Model
We also test our method on a 3D SEG/EAEG salt model as shown
in Figure 6. The model is of the size of 3,000 × 3,000 × 2,010 m,
with the spatial grid of Δx � Δy � Δz � 10 m. The PML
absorbing boundaries are set to 30 layers. The time-stepping
interval is 0.35 ms. We generate P-wave sources located at 10 m
depth, using the Ricker wavelet with a dominant frequency of
35 Hz. A total of seven shot lines are set up with a line interval of
400 m. Each shot line is generated from the left of the model with
a shot interval of 100 m. There are 30 shots in each shot line, for a
total of 210 shots. The data is recorded by 151 multi-component
receiver lines located on the ground with the receiver line interval
of 20 m. There are 301 traces at the group interval of 10 m on each
receiver line. During the data acquisition process, the shot is
moved while the receiver array remains fixed.

The converted-wave migration image that uses the imaging
condition proposed in this study (Figure 7B) is clearer and
more accurate than the vector field dot product cross-
correlation (Wang and He, 2017) migration image
(Figure 7A) in the three-dimensional case. Figure 7B can
accurately utilize subsurface media with no obvious low-
wavenumber imaging artifacts in the migration image. The
interfaces in the migration image are continuous. The correct
subsurface structure and the geological interface can be
observed. The improvements both in the accuracy and
resolution of the image further demonstrate the imaging
ability of our method.

Advantage Analysis
The first-order velocity-dilatation-rotation elastic wave
equations can realize the automatic decoupling of the P- and
S-waves, accurately indicate the propagation directions of

FIGURE 5 | Partial Marmousi2 velocity models of (A) P-wave and (B) S-wave.
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the P-wave and S-wave, and further suppress the low-
wavenumber imaging artifacts. The migration image obtained
by source-free converted-wave imaging condition shows less
low-wavenumber imaging artifacts and more continuous
horizons, and therefore potentially more accurate images of
the subsurface.

The method proposed in this study also has obvious
advantages in computing efficiency. Taking the three-
dimensional SEG/EAEG salt model shown in Figure 6 as
an example, the calculation and storage cost required to
migrate one-shot are shown in Table 1. Under the model

shown in Figure 6, the computational cost of our method is
reduced to about one-third of that of the traditional
algorithm.

DISCUSSION

The converted-wave imaging method in this paper relies on an
assumption: the source of multi-component exploration only
excites the P-wave, while all the S-wave in multi-component
recordings is converted from the P-wave. When the measured

FIGURE 6 | Partial SEG/EAEG salt velocity models of (A) P-wave and (B) S-wave.

FIGURE 7 | (A) The migration image using the vector field dot product cross-correlation imaging condition by Wang and He (2017). (B) The migration image using
the imaging condition of Eq. 6. Both two migration images use the first-order velocity-dilatation-rotation equations.
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data does not meet this assumption (i.e., the excitation source
excites P-wave and S-wave at the same time), it is necessary to
develop a new approach to utilize the reflected S-wave and
converted S-wave, and this method is no longer suitable. This
algorithm also relies on the assumption that there is only one set
of P-wave or S-wave at one imaging point at the same time,
therefore when multiple sets of the P-wave or the S-wave are
present at a certain imaging point at the same time, potential
errors would be generated by our method.

The method in this paper can only be used for the P-SV
converted-wave RTM, but the process of multi-component
seismic data includes the imaging of both converted-wave and
reflected P-wave. Therefore, the imaging results can be further
improved by combining our method with the application of the
acoustic RTM method for reflected P-waves.

CONCLUSION

We present a P-SV converted-wave RTM method based on the
first-order velocity-dilatation-rotation elastic wave equations
and the source-free imaging condition. It has the following
advantages. 1) It is suitable for multi-component data imaging
of both active- and passive-sources. 2) The ERTM
computational cost is reduced to one-third of the
conventional algorithm as it is no longer necessary to
calculate, store and reconstruct the source-wavefield. 3) The

first-order velocity-dilatation-rotation elastic wave equations
include both a scalar P-wave parameter and a parameter for
particle vibration velocity vector caused by dilatation motion.
Therefore, the proposed algorithm can handle both pressure
and three-component particle velocity data.
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