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Editorial on the Research Topic

Pathological hyperactivity and hyperexcitability in the central

nervous system

The brain contains a delicate and precise balance between excitatory and inhibitory

neurons, which have different roles in the formation, development, and homeostasis

of brain circuits. The balance between these populations is maintained by a number

of local control mechanisms, regulating presynaptic efficacy as well as postsynaptic

excitability. In pathology, an abnormal excitation-to-inhibition (E/I) ratio leads to

neuronal hyperexcitability and network hyperactivity, constituting the basis for epilepsy

and subsequent cognitive dysfunction, and is associated with many neurodevelopmental,

neurodegenerative, and psychiatric diseases. Epileptic seizures can be induced by

blocking GABAergic inhibition and repressed by enhancing inhibition, illustrating the

role of E/I-ratio imbalance in neuronal pathology (Smolarz et al., 2021; Vlachou, 2022).

In this Topic, the contributing studies showcase the centrality of hyperexcitability and

hyperactivity in five different pathologies with diverse etiologies and symptoms.

Fragile X syndrome

In recent years, much attention has been focused on neurodevelopmental

disorders including autism spectrum disorders, Rett syndrome, and Angelman

syndrome which are accompanied by epileptic seizures, sensory hypersensitivity,

repetitive behavior, and attention deficits; each symptom potentially caused

by independent mechanisms (Antoine). These diseases all share phenotypic

traits with the archetype of developmental disorders, fragile X syndrome

(FXS) (Telias, 2019), a monogenic X-linked disorder. For example, neuronal

hyperexcitability can explain sensory hypersensitivity in FXS patients.

Here, Deng et al. propose that reduced expression and activation of HCN
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channels contributes to hyperexcitability of dorsal root ganglia

in the fmr1−/− mouse; while the study by Avraham et al. shows a

role in FXS-hypersensitivity for altered neuron-glia interactions,

in which fmr1−/− satellite glial cells fail to properly contact

and cover the dorsal root ganglia. Beyond sensory processing,

other cognitive functions are affected by hyperactivity in FXS.

The in-depth review by Liu et al. provides an excellent analysis

of the latest research on the subject, with an emphasis on

molecular and physiological mechanisms, overall suggesting

that excitability and homeostatic plasticity are both impaired in

FXS, in a region-selective manner.

Hearing loss

In hearing loss, as the hair cells in the cochlea die, the

auditory nerve becomes hyperactive, giving rise to tinnitus

(Shore et al., 2016). This increase in firing has repercussions

in the downstream brain nuclei that receive cochlear inputs,

and understanding them is essential to improve hearing

restoration strategies. Downstream to the cochlea, circuits cross

into the contralateral hemisphere, forming the main auditory

pathway. Interneurons in the brain stem carry signals from

the terminals of spiral ganglion cells to the contralateral

superior olive nucleus, and from there the fibers ascend to

the inferior colliculus. Yet, evidence for the existence of

ipsilateral pathways and their roles is emerging. Hsiao and

Galazyuk demonstrate that the pathological hyperactivity that

results from unilateral sound exposure affects both the ipsi-

and the contralateral pathways, but the largest effect was

measured in the ipsilateral inferior colliculus, an unexpected

result that challenges existing paradigms, as most studies using

unilateral acoustic damage focus almost exclusively on the

nuclei of the contralateral side. Further downstream effects

of cochlear damage and subsequent hyperactivity can affect

sensory gating in the auditory system. De Vis et al. show

that acoustic damage to the cochlea in guinea pigs affects

signal transmission between the pre-frontal cortex and the

medial geniculate nucleus, essential for gating of sensory

input, providing a physical substrate for tinnitus. Since the

prefrontal cortex is involved in sensory gating for many different

pathways other than audition, their results could have far-

reaching consequences.

Alzheimer’s disease

Neuronal hyperexcitability and network hyperactivity are

intrinsically related to Alzheimer’s Disease (AD) progression,

in both sporadic and familial AD (Palop and Mucke, 2016;

Kazim et al., 2021). Hypersynchrony in the brains of AD patients

can be observed long before clinical symptom manifestations,

increasing the risk for epilepsy and faster cognitive decline, while

hyperexcitability has been linked to activation and accumulation

of β-amyloid and tau. The source of the hyperactivity in AD

remains unknown, as animal models show defects in both

inhibition and excitation. In an age-dependent rat model of

AD, enhanced excitability is partially caused by increased

activity of β-adrenergic receptors (Goodman et al., 2021). Now,

Smith et al. show that hippocampal neurons in AD become

hyperexcitable due to intrinsic changes in membrane properties,

independent of changes in pre-synaptic input. The study

shows that affected neurons have increased input resistance,

deceased rheobase, and lower firing thresholds, together with

a decrease in sag associated with functional upregulation of

HCN channels, providing new insights into the mechanisms of

hyperexcitability in AD.

Hyperexcitability and hyperactivity in
pain and psychomotor behavior

The study by Kearns et al. demonstrates that hypersensitivity

to pain (hyperalgesia), induced by chronic exposure to

opioids, is mediated by specific alternations in excitatory and

inhibitory spinal neurons. Chronic treatment with morphine

was associated with both enhanced excitation of excitatory

neurons, as well as with reduced excitation of inhibitory

neurons. The effect seems to be mediated by changes in

neurotransmitter-dependent mechanisms, as treatment with

morphine did not alter most passive membrane properties

in any of the tested cell populations. The study by Zhang

et al. discusses hyperactivity in the context of locomotion

and psychomotor behavior. Inhibition of 14-3-3 protein in

the hippocampus induces locomotor hyperactivity that is

mitigated by pharmacological blockade of dopamine and by

inhibition of firing of dopamine neurons in the ventral

tegmental area. This work also identifies the lateral septum

as a relay station between the ventral tegmental area and

the hippocampus.

Afterword

This Frontiers Topic highlights the versatility of

hyperactivity and hyperexcitability in neurological disease,

observed in neurodevelopmental and neurodegenerative

disorders; as a consequence of intrinsic changes in neuronal

properties or due to circuit-wide changes affecting excitation

and/or inhibition. The mechanisms underlying each case might

differ, but the phenotypic outcome remains the same. Most

importantly, for each individual case, it is still unclear whether

hyperactivity is just a consequence of an imbalanced system, or
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is in itself the source of further dysfunctionality by amplifying

the defects associated with the disease.
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Effect of Unilateral Acoustic Trauma
on Neuronal Firing Activity in the
Inferior Colliculus of Mice
Chun-Jen Hsiao and Alexander V. Galazyuk*

Department of Anatomy and Neurobiology, Northeast Ohio Medical University, Rootstown, OH, United States

Neural hyperactivity induced by sound exposure often correlates with the development
of hyperacusis and/or tinnitus. In laboratory animals, hyperactivity is typically induced by
unilateral sound exposure to preserve one ear for further testing of hearing performance.
Most ascending fibers in the auditory system cross into the superior olivary complex
and then ascend contralaterally. Therefore, unilateral exposure should be expected
to mostly affect the contralateral side above the auditory brain stem. On the other
hand, it is well known that a significant number of neurons have crossing fibers at
every level of the auditory pathway, which may spread the effect of unilateral exposure
onto the ipsilateral side. Here we demonstrate that unilateral sound exposure causes
development of hyperactivity in both the contra and ipsilateral inferior colliculus in mice.
We found that both the spontaneous firing rate and bursting activity were increased
significantly compared to unexposed mice. The neurons with characteristic frequencies
at or above the center frequency of exposure showed the greatest increase. Surprisingly,
this increase was more pronounced in the ipsilateral inferior colliculus. This study
highlights the importance of considering both ipsi- and contralateral effects in future
studies utilizing unilateral sound exposure.

Keywords: hyperactivity, bursting, sound exposure, binaural effect, unanesthetized mice

INTRODUCTION

Neuronal hyperactivity is present in many brain diseases. In the auditory system it is believed
that hyperactivity may underlie both hyperacusis (exaggerated sensitivity to sound) and tinnitus
(a phantom sound without an external stimulus) (Gerken, 1996; Salvi et al., 2000; Eggermont
and Roberts, 2004; Roberts et al., 2010; Galazyuk et al., 2012; Salloum et al., 2016; Shore
et al., 2016). One of the most common causes for the development of hyperactivity in the
auditory system is acoustic trauma after sound exposure. It has been shown that sound
exposure leads to cochlear damage and subsequent threshold shifts (Liberman and Kiang,
1978; Kujawa and Liberman, 2009). In response to this damage, the central auditory system
increases its gain to compensate for the reduced sensorineural input from the cochlea (Salvi
et al., 2000; Schaette and McAlpine, 2011; Galazyuk et al., 2012; Auerbach et al., 2014).
As a result of this change in gain, hyperactivity develops in the auditory system as well
as in non-auditory brain structures. Noise-induced hyperactivity has been described for the
cochlear nucleus (Kaltenbach and Afman, 2000; Brozoski and Bauer, 2005), inferior colliculus
(Ma et al., 2006; Bauer et al., 2008; Mulders and Robertson, 2013; Ropp et al., 2014),
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medial geniculate nucleus (Kalappa et al., 2014), and auditory
cortex (Syka and Rybalko, 2000), but not necessarily in auditory
nerve fibers (Eggermont and Roberts, 2004).

Hyperactivity in the auditory system has been defined as
elevated spontaneous firing, increased bursting, and synchronous
firing of auditory neurons. These maladaptive changes have
been observed at most levels of the central auditory system (for
review see Shore et al., 2016). In the dorsal cochlear nucleus
(DCN), sound exposure leads to elevated spontaneous activity,
increased neural synchrony, and bursting in fusiform neurons
(Wu et al., 2016). Similarly, in addition to increased spontaneous
firing, abnormally high neural synchrony and bursting were
also reported for non-lemniscal regions of the inferior colliculus
(Bauer et al., 2008; Mulders and Robertson, 2013) and elevated
bursting was reported for the auditory thalamus (Kalappa et al.,
2014). Increased spontaneous firing and synchrony were also
found in the auditory cortex following sound overexposure
(Robertson and Irvine, 1989; Noreña and Eggermont, 2003).
Since hyperactivity often links to hyperacusis and tinnitus, deep
knowledge about its development is vital to uncover brain
mechanisms underlying these disorders.

Development of hyperactivity in the auditory system in
general and in particular in the IC following sound exposure
is a complex, long lasting, and dynamic process (for review
see Zhao et al., 2016). Immediately after exposure, spontaneous
firing rates are elevated in DCN and VCN, whereas IC activity
remains unchanged. Two weeks later, increased IC activity begins
to be detected, along with continuous hyperexcitation in the
DCN (Gröschel et al., 2014). At this stage, ablation of the
DCN results in major reductions of IC hyperactivity (Manzoor
et al., 2012). However, approximately 8 weeks after exposure
the hyperactivity in the IC becomes more prominent, stable,
and does not change much after cochlear ablation (Mulders and
Robertson, 2009, 2011; Robertson et al., 2013). Nevertheless, this
does not mean that the hyperactivity in the IC is intrinsic and
completely independent of ascending inputs. Even after the 2-
month period the cochlear nucleus has been found to continue
to convey hyperexcitation to the IC (Manzoor et al., 2012, 2013).

The vast majority of animals’ studies utilize unilateral sound
exposure to induce tinnitus in order to preserve one ear for
further behavioral hearing and/or tinnitus assessments (for
review see Galazyuk and Hébert, 2015). In the auditory system,
the majority of ascending fibers cross into the superior olivary
complex and then ascend via the contralateral side of the
brainstem to the auditory cortex. Therefore, unilateral exposure
is expected to induce hyperactivity predominantly on the
contralateral side of the auditory neuroaxis above the level of the
auditory brainstem. On the other hand, it is well known that a
significant number of neurons within the auditory system have
crossing fibers at every level of the auditory pathway (Schofield
and Cant, 1996a,b). Therefore, all levels of the central auditory
system receive and process information from both the ipsilateral
and contralateral sides. Indeed, it has been clearly demonstrated
that after ablation of the unilateral auditory nerve, such changes
are evident not only in the ipsilateral cochlear nucleus where the
auditory nerve fibers are terminated, but also in the contralateral
cochlear nucleus, which receives normal input from the cochlea

(Rubio, 2006; Whiting et al., 2009). These findings challenge the
expectation that the most profound changes in neuronal activity
should occur in the contralateral side after unilateral exposure.
Our recent work provided some evidence that auditory neurons
in the ipsilateral IC show a dramatic increase in bursting after
a unilateral sound exposure (Longenecker and Galazyuk, 2016).
Therefore, it is important to determine and compare the changes
in neural firing of contra- and ipsilateral auditory pathways after
unilateral sound exposure.

In the present study we exposed mice unilaterally and
recorded changes in the spontaneous firing rate and bursting
in neurons of the inferior colliculus in unanesthetized mice.
These changes were assessed and compared in contralateral
and ipsilateral ICs. We found that all exposed mice developed
hyperactivity in the IC and this hyperactivity was the most
pronounced in the IC region linked to the frequency range of
the sound exposure. Although the hyperactivity was present at
both the contra- and ipsilateral IC, the most robust changes were
observed in the ipsilateral IC. Our findings strongly suggest that
future studies on hyperactivity should pay close attention to the
side of recording.

MATERIALS AND METHODS

Subjects
A total of 12 CBA/CAJ mice were used in this study (5 mice in
the control group and 7 mice in the sound exposed (SE) group).
All animals were between 6 and 12 months of age. Mice were
housed in pairs within a colony room, with a 12 h light-dark cycle,
at 25◦C. Animal procedures in this study were approved by the
Institutional Animal Care and Use Committee at Northeast Ohio
Medical University.

Sound Exposure
Animals were at least 5 months old at the time of sound exposure.
The procedure of exposure was performed under general
anesthesia with intraperitoneal injection of a ketamine/xylazine
mixture (100/10 mg/kg). Additional injections (50% of the initial
dose) were given to mice intramuscularly 30 min after the initial
injection to maintain an appropriate level of anesthesia. One
octave narrowband noise centered at 12.5 kHz (8–17 kHz) was
presented to mice unilaterally for 1 h. The noise was generated
by a wave form generator (Wavetek model 395), amplified
(Sherwood RX-4109) to 116 dB Sound Pressure Level (SPL),
and then played through an open field loudspeaker (Fostex
FT17H) in a soundproof camber. The open field loudspeaker was
calibrated with a 0.25 inch microphone (Brüel and Kjaer,4135).
Before exposure, the left external ear canal of exposed mice was
blocked with a foam earplug (3M classic earplugs, 3M company)
followed by a Kwik-Sil silicone elastomer plug (World Precision
Instruments). This manipulation typically reduces sound level by
30–50 dB SPL (Turner et al., 2006; Ropp et al., 2014).

Auditory Brainstem Responses (ABR)
Mice were anesthetized with ketamine/xylazine (100 and
10 mg/kg, respectively). ABRs were recorded in response to

Frontiers in Synaptic Neuroscience | www.frontiersin.org 2 June 2021 | Volume 13 | Article 6841418

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-13-684141 June 16, 2021 Time: 16:8 # 3

Hsiao and Galazyuk Hyperactivity in the Inferior Colliculus

5 ms tone bursts (0.5 ms rise/fall time) presented at frequencies
of 4, 12.5, 20, 30, and 40 kHz with the sound level ranged
from 80 to 10 dB SPL in 10 dB steps using an RZ6 multi-
I/O processor (Tucker-Davis Technologies). Tone bursts were
delivered at the rate of 50/s through a speaker (LCY K-100
Ribbon Tweeter, Madisound), which was placed 10 cm in front
of the animal’s head. ABR thresholds were measured before,
directly following, and 1 month after sound exposure. Stainless-
steel electrodes (disposable subdermal needle electrode, LifeSync
Neuro) were placed subdermally at the vertex (active), the
ipsilateral and contralateral mastoids (references), and at the base
of animal’s tail (ground). The evoked potentials were amplified
(RA4PA MEDUSA Preamp, Tucker-Davis Technologies), filtered
(100–3,000 Hz bandpass), and averaged across 300 repetitions.
Thresholds were determined by visual examination of the
averaged ABR waveforms in response to each frequency and
sound level combination.

Surgery
A total of 8 mice were used for extracellular recordings. Each
mouse was anesthetized during surgery by using 1.5–2.0%
isoflurane. A midline incision of the scalp was made and the tissue
overlying the cranium was removed. Then a small metal rod
was glued to the cranium using dental cement (C&B Metabond,
Japan). Following at least 2 days recovery, each animal was
trained to stay in a holding device in a single-walled sound
attenuating room. The holding device consisted of a custom-
made small plastic tube and a small metal holder. During
electrophysiological recordings, animals’ ears were unobstructed
for free-field acoustic stimulation.

Extracellular Recordings
Recordings were made from both the ipsi- and contra-lateral
inferior colliculus relative to the side of exposure in awake mice
inside a single-walled sound attenuating chamber (Industrial
Acoustics Company, Inc.). Throughout the recording session (3–
4 h), the animal was offered water periodically and monitored
for signs of discomfort. After a recording session, the exposed
skull was covered with a Kwik-Sil silicone elastomer plug (World
Precision Instruments) and the animal was returned to its
holding cage. Experiments were conducted at least 2 months post
exposure in the SE group and recordings were performed every
other day for up to 2 weeks, after which the animal was sacrificed
with an IP injection of Fatal-Plus. No sedative drugs were used
during recording sessions. If the animal showed any signs of
discomfort, the recording session was terminated, and the mouse
was returned to its cage.

Recording electrodes were inserted through a small hole
drilled in the skull and dura overlying the IC. Extracellular
single-unit recordings were made with quartz glass micropipettes
(10–20 M� impedance, 2–3 µm tip) filled with 0.5 M sodium
chloride. Electrodes were fabricated using a P2000 horizontal
micropipette puller (Sutter Instrument). The electrode was
positioned into the drilled hole by means of a precision
(1 µm) digital micromanipulator MP285 (Sutter Instrument)
using a surgical microscope (Leica MZ9.5). The relative
position of each electrode was monitored from the readouts

of digital micrometers using a common reference point on
the brain surface.

Extracellular recordings were limited to the central nucleus of
the IC based on the depth of recordings. Vertical advancement
of the electrode was made by a precision piezoelectric
microdrive (Model 660, KOPF Instr.) from outside the sound-
attenuating chamber. Recorded action potentials were amplified
(Dagan 2400A preamplifier), monitored audio-visually on a
digital oscilloscope (DL3024, YOKOGAWA), digitized and
then stored on a computer hard drive using EPC-10 digital
interface and PULSE software from HEKA Elektronik at a
bandwidth of 100 kHz.

The search stimulus consisted of a frequency modulated 3–
60 kHz sweep (150 ms duration, 65 dB SPL) presented once per
second. This train was repeated while the recording electrode
was advanced in 2–4 µm steps. The characteristic frequency of
recorded neurons was assessed manually by presenting tone pips
100 ms in duration using a wide range of sound frequencies (3-
53 kHz, 2 kHz step) and sound levels (20, 30, 40, and 55 dB
SPL). The spontaneous firing rate (SFR) was assessed during
a 30 s recording window in which no stimulus was presented.
The stimulus system contained a free-field loudspeaker (LCY-
K100 Ribbon Tweeter, Madisound), an amplifier (HCA-750A,
PARASOUND) and a Tucker-Davis Technologies system 3
(RX6 multifunction processor, PA5 programmable attenuator,
SigGenRP software, Tucker-Davis Technologies).

Data Analysis
All statistical analyses were accomplished using GraphPad Prism
8 (version 8.4.3., GraphPad). In ABR data, a two-way ANOVA
with a Tukey post-test was used to compare thresholds at the
three experimental time points. For the extracellular recording
data, a Mann-Whitney test was used to compare the Control and
Sound Exposure groups. For multiple comparisons, a Kruskal-
Wallis test was used with a Dunn’s post hoc test. A simple linear
regression was utilized to determine the relationship between the
characteristic frequency and recording depth. Data are presented
as mean with standard deviation (SD) or standard error of
the mean (SEM) and p < 0.05 criteria was used to determine
statistical significance.

RESULTS

The ABR Thresholds Were Temporary
Shift in the Exposed Ear After Unilateral
Acoustic Trauma
To assess the effect of unilateral acoustic trauma on hearing, the
ABR thresholds were determined in four mice before, directly
following, and 1 month post-exposure in both ears. We found
a temporary threshold increase at 12.5, 20, 30, and 40 kHz
right after sound exposure in the exposed ear which recovered
to control levels 1 month later (Figure 1A). In contrast, ABR
thresholds in the unexposed (blocked) ear were not affected by
sound exposure (Figure 1B).
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FIGURE 1 | ABR thresholds in SE group. (A) ABR thresholds were temporary increased immediately following sound exposure in the exposed ear and recovered
back to the control level 1 month post-exposure. (B) ABR thresholds showed no difference after sound exposure in the unexposed ear. Mean ± SD. Significant
changes indicated with (**) at p = 0.001 level or (***) at p = 0.0001 level.

Unilateral Acoustic Trauma Increases
Spontaneous Firing Rate of IC Neurons
To determine the effect of unilateral acoustic trauma on SFR,
extracellular single unit responses of 371 neurons were recorded
in control (unexposed) and sound exposed mice in contra- and
ipsilateral ICs relative to the side of exposure (Figures 2A,B).
We found that the mean SFRs of IC neurons in the control
group was 8.9 ± 1.3 spikes/s and was no different between
right and left ICs (right, 8.9 ± 2.2 spikes/s; left, 8.5 ± 1.5
spikes/s, p = 0.61). The average SFR, however, was significantly
increased in the SE group compared to control (Figure 2C,
control, 8.9 ± 1.3 spikes/s; SE, 16.78 ± 1.66 spikes/s). These
changes were not uniformly distributed across neurons with
different characteristic frequencies (CFs; compare Figures 2A,B).
To determine whether IC neurons within the CF range showed
more pronounced increase in SFR, we divided neurons with
different CFs into 4 roughly equal frequency ranges (n = 48, 79,
73, and 60, respectively). In our study mice were exposed to one
octave narrow-band noise (8–17 kHz) with a center frequency of
12.5 kHz. Previous research demonstrated that the neurons most
affected by exposure have CFs at or above the center frequency
of exposure (Mulders and Robertson, 2009; Longenecker and
Galazyuk, 2011; Turner et al., 2012; Coomber et al., 2014; Ropp
et al., 2014). Therefore, the frequency range from 0 to 12.5 kHz
(all CFs below the center frequency of exposure) defined the size
of the frequency step to partition the four ranges (<12.5, 12.5–25,
25–37.5, and >37.5 kHz). In agreement with previous studies, the
IC neurons having CFs within the range of sound exposure (12.5–
25 kHz) showed the most robust increase in SFR (Figure 2D,
Control, 12.59 ± 3.77 spikes/s; SE, 25.49 ± 4.72 spikes/s).

Previous research reveals a tonotopic map in the IC
with a spatial gradient of CFs oriented in a dorsolateral
(low frequencies) to ventromedial (high frequencies) direction.
Consistent with this organization, we found a linear relationship
between the CF and recording depth of IC neurons in the SE

group (Figure 2E, Y = 17.37∗X + 338.7, R2 = 0.55). These
regressions allowed us to identify the depth (550–780 µm) within
the IC where the neurons with more pronounced SFR increase
were found following a narrow-band (8–17 kHz) noise exposure.

After Unilateral Sound Exposure
Ipsilateral IC Neurons Demonstrate
Higher SFR Compared to
Contralateral IC
To determine whether one side of IC was more affected than
the other, we separated and compared neurons recorded in
contra- (130 neurons) (Figure 3A) and ipsilateral (93 neurons)
(Figure 3B) IC. Although SFR was increased in both contra-
and ipsilateral IC neurons, the ipsilateral IC was more affected
by exposure (Figure 3C, Control, 8.9 ± 1.3 spikes/s; Contra-,
15.41 ± 2.1 spikes/s; Ipsi-, 18.7 ± 2.69 spikes/s). The SFR increase
was most evident in the CF range 12.5–25 kHz of both contra-
and ipsilateral IC. This change was statistically significant in
ipsilateral (33.01 ± 8.45 spikes/s) but not in contralateral IC
(22.48 ± 3.77 spikes/s) compared to controls (Figure 3D).

Acoustic Trauma Increases Spontaneous
Bursting Activity of IC Neurons
To assess the effect of unilateral acoustic trauma on spontaneous
bursting activity in IC neurons, we adopted the burst definition
from Bauer et al. (2008). To be defined as a bursting event, each
burst needed to satisfy the following 6 criteria: (1) maximum
allowable burst duration: 310 ms; (2) maximum ISI at burst start:
500 ms; (3) maximum within-burst ISI: 10 ms; (4) minimum
interval between bursts: 50 ms; (5) minimum burst duration:
5 ms; (6) minimum number of spikes in a burst: 2. In addition,
the present data was arbitrarily divided into three bursting
levels: no bursting (NB), low bursting (LB) (< 20%) and high
bursting (HB) (≥20%) (Figure 4A). In the control group (147
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FIGURE 2 | Sound exposure increases SFRs in IC neurons with CFs at or above the center frequency of exposure. (A,B) The SFR is plotted against the CF of each
neuron in the control (n = 107) and SE groups (n = 153). (C) Mean SFR in the control (8.9 ± 1.3 spikes/s) and SE group (16.78 ± 1.66 spikes/s). (D) Mean SFR in
the four frequency ranges of control and SE groups. (E) The relationship between CF and recording depth of IC neurons in SE group. Mean ± SEM. Significant SFR
changes indicated with (*) at p = 0.05 level or (**) at p = 0.001 level.

neurons), 66.67% of neurons showed bursting activity (47.62%
LB, 19.05% HB), whereas 33.33% of neurons did not (Figure 4A).
In the sound exposed group (224 neurons), 72.0% of IC neurons
were classified as bursting while 28.0% of neurons showed no
bursting. The bursting neurons (72%) were then divided into
low bursting and high bursting groups (38.67 and 33.33%,
respectively) (Figure 4A). We found that after sound exposure,
the proportion of high bursting neurons was increased while
low bursting decreased compared to controls. Further, the mean
bursting level was elevated only in the neurons having CFs
in the range of 12.5–25 kHz (Figure 4B). Regarding bursting
parameters, the SE group showed significant increases in both
bursting duration and mean spikes in a burst compared to the
control group (Figures 4C,E, control, 8.76 ± 0.2 ms, 2.47 ± 0.06
spikes; SE, 9.75 ± 0.21 ms, 2.66 ± 0.05 spikes). Again, these
changes were most evident and significant within the CF range
of 12.5–25 kHz (Figures 4D,F).

Unilateral Acoustic Trauma Differentially
Affects Spontaneous Bursting Activity in
Contralateral and Ipsilateral IC Neurons
The proportion of no bursting (control: 49 neurons; contra: 44
neurons; Ipsi: 19 neurons), low bursting (control: 70 neurons;
contra: 47 neurons; ipsi: 40 neurons), and high bursting neurons
(control:28 neurons; contra: 40 neurons; ipsi: 34 neurons) was
differentially altered by unilateral sound exposure (Figure 5A).

The percentage of NB neurons in the contralateral IC was similar
to controls after exposure, but decreased in the ipsilateral IC
(control—33.33%, contralateral—33.59% ipsilateral—20.21%).
The proportion of LB neurons was decreased in both ICs in SE
mice compared to control mice. However, this decrease was more
pronounced in the contralateral IC (control—47.62%; contra–
35.88%; ipsi—42.55%). In contrast, the percent of HB neurons
increased in both ICs with a larger change in ipsilateral IC
(control–19.05%; contra–30.53%; ipsi—37.24%). Although the
mean bursting level tended to increase in both contra and
ipsilateral ICs in neurons with a wide range of CFs, this increase
was most evident in the range of 12.5–25 kHz in the ipsilateral IC
(Figure 5B). Similarly, the bursting duration increased in both
ICs (Figure 5C), whereas this increase was most noticeable in
the range of 12.5–25 kHz in the ipsilateral IC (Figure 5D). The
mean number spikes per burst was also slightly elevated in both
ICs after sound exposure but was significant in the ipsilateral IC
(Figure 5E). In accordance with other parameters of bursting
this increase was significant in the ipsilateral IC in the range of
12.5–25 kHz (Figure 5F).

DISCUSSION

The main goal of this research was to determine changes in firing
activity of the auditory midbrain neurons of mice following a
unilateral sound overexposure. Changes in spontaneous firing
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FIGURE 3 | The effect of sound exposure on SFR is more robust in the ipsilateral IC. (A,B) The SFR against the CF in neurons of contralateral (n = 97) and ipsilateral
IC (n = 56). (C) Mean SFR in IC neurons of the control (8.9 ± 1.3 spikes/s), contralateral SE (15.41 ± 2.1 spikes/s) and ipsilateral SE (18.7 ± 2.69 spikes/s) groups.
(D) Mean SFR in control, contra- and ipsilateral SE IC at four frequency ranges (<12.5 kHz; 12.5–25 kHz; 25–37.5 kHz; and > 37.5 kHz). Mean ± SEM. (∗) p = 0.05
level or (∗∗) at p = 0.001 level.

rate and bursting were assessed in contralateral and ipsilateral ICs
relative to the side of exposure and then compared. In accordance
with previous reports the spontaneous firing rate and bursting
were increased in IC neurons by exposure (Ma et al., 2006; Bauer
et al., 2008; Mulders and Robertson, 2013; Ropp et al., 2014;
Ma et al., 2020). Remarkably, this increase was evident in both
the contralateral and ipsilateral ICs, with a more robust effect in
the ipsilateral IC.

ABR Threshold Were Temporary Increase
and Recovery in the Exposed Ear
The main goals of ABR testing were to confirm three expected
outcomes of sound exposure. First, that our unilateral exposure
affected the exposed ear only, with little or no effect on the
unexposed ear. Second, that our exposure caused an ABR
threshold shift, indicating that the sound exposure was effective
in inducing an acoustic trauma. Third, that this threshold

shift was temporary, which after several weeks returned to
the level before exposure. Therefore, we tested ABR thresholds
in the ipsilateral and contralateral ears relative to the side of
exposure independently before, immediately after, and 1 month
following sound exposure. Our data indicate that all expected
outcomes were confirmed.

Sound Exposure Induces Hyperactivity in
the IC
At present, there is an agreement in the field of tinnitus research
that hyperactivity in the auditory system is an underlying
mechanism of tinnitus. On the other hand, some laboratory
animals or human subjects exhibiting hyperactivity do not show
tinnitus. Thus, hyperactivity is a necessary, but not a sufficient,
condition for a phantom sound percept or tinnitus.

Studies utilizing both tinnitus animal models and human
research advocate that hyperactivity in the auditory system often
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FIGURE 4 | Bursting activity was elevated in the SE group especially within the CF frequency range of 12.5–25 kHz. (A) The percentage of no bursting, low bursting
and high bursting neurons in control and SE groups. (B) Mean bursting level vs. four CF ranges in control and SE groups. (C) Bursting duration and (E) mean spikes
in a burst in control (8.76 ± 0.2 ms; 2.47 ± 0.06 spikes) and SE groups (9.75 ± 0.21 ms; 2.66 ± 0.05 spikes). (D) Bursting duration and (F) mean spikes in a burst
vs. four CF ranges in control and SE groups. Mean ± SEM. (*) p = 0.05 level or (**) at p = 0.001 level.

correlates with tinnitus. Although such hyperactivity has been
demonstrated for all levels of the central auditory pathway, the
most affected specific nuclei differ between studies. Research
from multiple labs using different animal models found that
hyperactivity in the cochlear nucleus correlates with behavioral

evidence of tinnitus (see review Wu et al., 2016). Tinnitus-related
hyperactivity in the dorsal cochlear nucleus (DCN) has been
associated with reduced inhibition as well as increased excitation
from the non-auditory circuitry following cochlear injury (Wang
et al., 2009; Middleton et al., 2011; Dehmel et al., 2012;
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FIGURE 5 | The ipsilateral IC contributed to the changes in bursting activity after unilateral acoustic trauma. (A) The percentage of no bursting, low bursting and high
bursting neurons in control, contra- and ipsilateral SE ICs. (B) Mean bursting level vs. CF range in control, contra- and ipsilateral SE ICs. (C) Bursting duration in all
recorded neurons in control (both ICs), contra and ipsilateral SE ICs. (D) Bursting duration in four different CF frequency ranges. (E) Mean spikes in a burst in control
(both ICs), contra and ipsilateral SE ICs. (F) Mean spikes in a burst in four different CF frequency ranges. Mean ± SEM. (∗) p = 0.05 level or (∗∗) at p = 0.001 level.

Koehler and Shore, 2013). The presence of hyperactivity in sound
exposed animals in the IC is still debated. On one hand, several
studies showed that increased SFR occurred in neurons with
best frequencies (BFs) overlapping the regions of hearing loss

(Ma et al., 2006; Mulders and Robertson, 2009; Longenecker and
Galazyuk, 2011; Manzoor et al., 2013) or widespread increases in
SFR without frequency specificity (Bauer et al., 2008; Berger et al.,
2014; Ropp et al., 2014). On the other hand, one study failed to
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find a significant change in SFR of IC neurons following a sound
exposure in mice (Shaheen and Liberman, 2018).

Our results reveal that hyperactivity is present in the
exposed mice. After unilateral exposure, both the SFR and
bursting were increased in both the contra and ipsilateral
ICs (Figures 2C, 4C,E) and these changes were linked
to the frequency range of exposure (Figures 2D, 4D,F).
However, the elevation in SFR and bursting was significant
only in the ipsilateral IC compared to controls (Figures 3C,
5E). Although not significant, the presence of consistent
increases in SFR and bursting in the contralateral IC suggests
that these effects would reach statistical significance with a
substantial increase in the sample size of recorded neurons.
It is possible that the absence of significant changes in
hyperactivity in several studies might also be explained by
a small sample size and/or the focus on data from the
contralateral IC relative to the side of exposure. The fact
that we observed this hyperactivity several months after
exposure makes us confident that this is a chronic sign of an
acoustic trauma.

The Ipsilateral Dominance in
Hyperactivity
The most unexpected finding of this study is that both
the contralateral and ipsilateral ICs showed clear signs of
hyperactivity, and that the ipsilateral IC was more affected
following a unilateral sound exposure. Consistent with these
results, an ipsilateral dominance has been reported for elevation
of bursting firing in IC neurons after unilateral exposure
(Longenecker and Galazyuk, 2016). Despite the consistent trend
of ipsilateral dominance in the present study, the difference
between ipsilateral and contralateral IC was not statistically
significant. These findings are surprising, because unilateral
sound exposure is expected to cause damage mostly in the
affected ear, as was confirmed by a temporary ABR threshold
shift immediately following sound exposure (Figure 1). As
a result, the sensorineural hearing loss induced by exposure
should lead to a reduction of the sensory input from the
cochlea to the central auditory system. To compensate for
the loss, the neurons in the cochlear nucleus on the exposed
side should increase their activity. This compensatory increase
in the central auditory activity in response to the loss of
sensory input is referred to as central gain enhancement
(see review by Auerbach et al., 2014). Enhanced central
gain is hypothesized to give rise to hyperactivity in the
central auditory system which is believed to be responsible
for development of hyperacusis and/or tinnitus. Hyperactivity
has been well characterized for the fusiform neurons of
the dorsal cochlear nucleus after sound exposure (Brozoski
et al., 2002; Shore et al., 2008; Finlayson and Kaltenbach,
2009; Pilati et al., 2012; Wu et al., 2016). DCN neurons
mainly project to the contralateral IC (see review of Cant
and Benson, 2003). An ipsilateral projection is described by
most authors, although it appears to be small. Therefore,
after unilateral sound exposure we should expect hyperactivity
mainly to be present in the contralateral IC. In contrast,

in the present study we observe hyperactivity in both ICs
with ipsilateral dominance. Thus, bilateral projection from
affected cochlear nucleus to both ICs after unilateral exposure
cannot explain our findings. A possible explanation for this
result is that unilateral exposure leads to maladaptive changes
in neuronal firing or hyperactivity in both the ipsilateral
and contralateral cochlear nuclei, which then project this
hyperactivity to both ICs.

Unilateral Exposure Induces
Hyperactivity in Both Cochlear Nuclei
and Therefore in Both ICs
In our study there were bilateral changes in the SFR and
bursting firing properties of IC neurons. Such changes might
be inherited from ascending projections from both ipsilateral
and contralateral cochlear nuclei. Unilateral sound exposure
could directly alter firing properties of neurons in the ipsilateral
cochlear nucleus, one of the main inputs to IC, and also
indirectly affect the contralateral cochlear nucleus via crossed
connections between the cochlear nuclei (Cant and Benson,
2003). Previous research reveal the likelihood of crossed
inhibitory connections between the cochlear nuclei (Cant and
Gaston, 1982; Wenthold, 1987; Schofield and Cant, 1996b;
Alibardi, 2000). Cant and Gaston (1982) reported connections
between the dorsal and ventral cochlear nuclei projecting to
the contralateral, anteroventral, and posteroventral cochlear
nucleus, as well as to the dorsal cochlear nucleus fusiform cell
layer. Schofield and Cant (1996a) described labeled boutons
that made contacts in the contralateral fusiform neurons and
deep layers of the dorsal cochlear nucleus. Potashner et al.
(2000) found that unilateral manipulation of peripheral input
altered glycine neurotransmission in both the contralateral and
ipsilateral dorsal cochlear nuclei. Therefore, plastic changes
in one cochlear nucleus are likely to cause either direct
or indirect changes in the contralateral cochlear nucleus.
More direct evidence for plastic changes in the contralateral
cochlear nucleus to unilateral auditory depravation comes
from two studies where changes in glutamatergic synapses
were identified in both the affected and unaffected cochlear
nuclei (Rubio, 2006; Whiting et al., 2009). In an earlier
study the AMPA receptors were found to be redistributed
in DCN neurons receiving direct contact from the auditory
nerve on the side of the auditory nerve lesion and also
in the neurons of the contralateral DCN which receives an
intact auditory nerve synaptic input (Rubio, 2006). In a
following study, similar bilateral changes were observed in
response to a mild (∼20 dB) conductive unilateral hearing
loss in rats (Whiting et al., 2009). They detected that
auditory nerve synapses on bushy and fusiform neurons
of the ventral and dorsal cochlear nucleus, respectively,
upregulated the GLU3 AMPA receptor subunit, whereas
inhibitory synapses showed decreased expression of the GlyRa1
subunit. These changes, however, were fully reversible once
the earplug causing conductive hearing loss was removed.
Hence, multiple studies provide evidence for the mechanism
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by which unilateral acoustic trauma can cause bilateral changes
in firing activity of auditory neurons throughout the central
auditory system. On the other hand, it is still unclear why in the
present study such changes were more evident in the ipsilateral
IC. Future research is needed to shed light on this phenomenon.

In summary, the present study has demonstrated that a
unilateral acoustic trauma leads to development of hyperactivity
in both contralateral and ipsilateral ICs with a greater
ipsilateral effect several months after exposure. In both ICs,
an increase in SFR and bursting is linked to the frequency
range of exposure. These results confirm that an acoustic
trauma reliably induces chronic hyperactivity in the auditory
midbrain. They also highlight the importance for research
on hyperactivity to evaluate the side of recording within the
auditory pathway.
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Opioids are widely used for pain relief; however, chronic opioid use causes a paradoxical
state of enhanced pain sensitivity, termed “Opioid-induced hyperalgesia (OIH).” Despite
the clinical importance of OIH, the detailed mechanism by which it enhances pain
sensitivity remains unclear. In this study, we tested whether repeated morphine induces
a neuronal circuit polarization in the mouse spinal dorsal horn (SDH). Transgenic
mice expressing GFP to neurokinin 1 receptor-expressing neurons (sNK1Rn) and
GABAergic interneurons (sGABAn) that received morphine [20 mg/kg, once daily for
four consecutive days (i.p.)] developed mechanical hypersensitivity. Repeated morphine
altered synaptic strengths in the SDH as a specific cell-type but not in a gender-
dependent manner. In sNK1Rn and non-tonic firing neurons, repeated morphine
treatment significantly increased frequency of spontaneous excitatory postsynaptic
current (sEPSC) and evoked EPSC (eEPSC). In addition, repeated morphine treatment
significantly decreased evoked inhibitory postsynaptic current (eIPSC) in sNK1Rn.
Conversely, in sGABAn and tonic firing neurons, repeated morphine treatment
significantly decreased sEPSC frequency and eEPSC, but had no change of eIPSC
in sGABAn. Interestingly, repeated morphine treatment significantly decreased neuronal
rheobase of sNK1Rn but had no effect on sGABAn. These findings suggest that spinal
neuronal circuit polarization maybe the mechanism of OIH and identify a potential
therapeutic mechanism to prevent or treat opioid-induced pain.

Keywords: opioid-induced hyperalgesia, spinal cord dorsal horn, neurokinin 1 receptor, GABAergic interneurons,
central sensitization, morphine, pain, neuronal circuit polarization

INTRODUCTION

Chronic pain is a significant health problem. Globally, 1 in 5 adults suffer from pain, and 1 in
10 adults are diagnosed with chronic pain each year (Goldberg and McGee, 2011). Paradoxically,
patients who are repeatedly treated with opioids are routinely diagnosed with enhanced acute
and/or chronic pain, an exacerbated pain condition known as opioid-induced hyperalgesia (OIH;
Angst and Clark, 2006; Chu et al., 2006). OIH is clinically prevalent and patients who receive
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repeated opioid treatment experience significant hyperalgesia
(Cohen et al., 2008; Chen et al., 2009; Hay et al., 2009). However,
the underlying mechanism of OIH remains to be elucidated.

Recently, synaptic at excitatory and inhibitory synapses have
been characterized as a prime mechanism of chronic pain
(Luo et al., 2014). In neuropathic pain conditions, synaptic
plasticity in the spinal dorsal horn (SDH) is present in the
long-term potentiation (LTP) of spinothalamic tract projection
plasticity neurons (Ikeda et al., 2009) and long-term depression
(LTD) of GABAergic neurons (GABAn; Bittar et al., 2017). Our
recent studies revealed differential synaptic plasticity between
spinothalamic tract projection neurons and GABAn in SDH of
spinal nerve ligation mouse model (Kim et al., 2015; Bittar et al.,
2017). Recent studies revealed that ablation of spinal neurokinin-
1 receptor neuron (NK1Rn) prevents the development of
hyperalgesia (Mantyh et al., 1997; Nichols et al., 1999), and OIH
(Vera-Portocarrero et al., 2007), and spinal administration of an
NK1R antagonist reverses OIH (King et al., 2005). In addition,
synaptic response of spinal NK1Rn to afferent inputs increases
with disinhibition (Torsney and MacDermott, 2006).

Due to the critical role of spinal NK1Rn and GABAn in
chronic pain including OIH, we hypothesized that repeated
morphine use may alter neuron type-dependent synaptic
strengths in the SDH, thus leading to OIH. To test this
hypothesis, we performed mechanical behavior test and ex vivo
electrophysiological recording on SDH neurons. We found that
in the OIH mouse model, excitatory synaptic strength increased
in excitatory neurons but decreased in inhibitory neurons,
while inhibitory synaptic strength and neuronal rheobase were
depressed in only excitatory neurons. These findings suggest
that neuronal type-dependent central sensitization may be a
mechanism of OIH.

MATERIALS AND METHODS

Animals
All mice were maintained in Association for Assessment
and Accreditation of Laboratory Animal Care International-
accredited UTMB animal facility. The mice were housed in
a plastic cage with standard bedding and free access to food
and water on a 12/12-h light/dark cycle. Six to 8-week-old
transgenic mice tagged with GFP to neurokinin 1 receptor-
expressing neurons (sNK1Rn) (NK1R-GFP) (Green et al., 2019)
and GABAergic interneurons (sGABAn) (FVB-Tg(GAD67-GFP)
45704Swn/J, Jackson Laboratory) in the SDH were used for
behavior tests and electrophysiological recordings. For the
morphine-treated groups, morphine was administered (i.p.) at
a dose of 20 mg/kg by a single injection each day for four
consecutive days (Figure 1A, blue arrow).

Behavioral Testing
Mechanical nociceptive hypersensitivity in mice was measured
as previously described (Callahan et al., 2008). The hind paw
between the third and fourth toe in a resting state was stimulated
with calibrated von Frey filaments (Stoelting, Wood Dale, IL,
United States), and paw withdrawal threshold (PWT) was

determined using the Dixon up and down paradigm. For thermal
nociceptive sensitivity testing, paw withdrawal latency to a 52◦C
stimulus was measured using the hot plate test as previously
described (Espejo and Mir, 1993). The latency to hind paw licking
and/or shaking or jumping were determined. All tests were
conducted 2 h prior to drug administration in order to avoid the
antinociceptive effect of morphine. The experimenter was blind
to the treatments received by individual animals (Figure 1A,
black arrow). Given that sex is an important factor in pain studies
and analgesia, we measured PWT in both male and female mice
(Melchior et al., 2016; Roeckel et al., 2017).

Spinal Cord Slice Preparation and
Electrophysiological Recording of Dorsal
Horn Neurons
Spinal cord slices were taken from OIH mouse model 1 day
after the last morphine injection (Figure 1A, red arrow) and
prepared as previously described (Bae et al., 2018). Briefly, the
spinal cord was sliced transversely at a thickness of 350 µm using
a vibratome (Leica VT1200S, Buffalo Grove, IL, United States)
in cold (∼4◦C) NMDG (N-methyl-D-glucamine) solution (in
mM: 93 NMDG, 2.5 KCl, 1.2 NaH2PO4, 30 NaHCO3, 20 HEPES,
25 glucose, 5 sodium ascorbate, 2 thiourea, 3 sodium pyruvate,
10 MgSO4 and 0.5 CaCl2, pH 7.4), saturated with 95% O2 and
5% CO2. Whole-cell patch clamp recordings were made on
random or GFP fluorescently identified neurons in lamina II in
artificial cerebrospinal fluid (ACSF in mM: 124 NaCl, 2.5 KCl, 1.2
NaH2PO4, 24 NaHCO3, 5 HEPES, 12.5 glucose, 2 MgSO4, and 2
CaCl2, pH 7.4) using Multiclamp 700B amplifier, DigiDATA, and
pClamp software (version 10.6 Molecular Device, Sunnyvale, CA,
United States) at a 10 kHz sampling rate and a 2 kHz filtering rate.
The patch-pipettes (4 – 8 M�) were filled with internal solution
(in mM: 120 K-gluconate, 10 KCl, 2 Mg-ATP, 0.5 Na-GTP, 0.5
EGTA, 20 HEPES, and 10 phosphocreatine, pH 7.3).

Spinal dorsal horn neurons were identified by their action
potential (AP) firing patterns upon depolarizing current
injections (Lee et al., 2020) or using transgenic mice. After
making whole-cell recording configuration, step currents (10 pA
step, 300 ms duration, and 5-s intervals) were injected through
the patch electrode to determine rheobase and AP firing patterns.
We recorded the whole cell membrane capacitance, membrane
resistance, access resistance, and resting membrane potential
(Table 1). The spontaneous excitatory postsynaptic currents
(sEPSC) were recorded for 60 s at −65 mV in ACSF (Bae et al.,
2018; Lee et al., 2020). To minimize the contamination of IPSC
by outward EPSC through ionotropic glutamate receptors, we
recorded the IPSC at the reported reversal potential (0 mV) of
EPSC through those receptors. EPSCs and IPSCs were evoked by
focal electrical stimulation in the vicinity of recorded neurons
with a metal bipolar electrode (MicroProbes, Gaithersburg,
MD, United States). Test pulses were given for 0.5 ms at 5-s
intervals and stimulation intensities ranging from 20 to 200 µA
(20 µA step). Monosynaptic evoked EPSCs (eEPSC) and IPSC
(eIPSC) were determined based on three criteria: constant short
latency, a smooth waveform with a single peak (without jitter),
and consistent responses without failure to repeated stimuli
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FIGURE 1 | Repeated morphine treatment induced mechanical hypersensitivity in NK1R-GFP and GAD67-GFP transgenic mice. (A) Temporal diagram of drug
administration and experiments. Morphine (blue arrow, 20 mg/kg) were administrated by intraperitoneal injection. At day 4, the mice were euthanized for
electrophysiological recordings (red arrow). Pain behavioral test was performed 2 h post-morphine injection. Paw withdrawal threshold (PWT) was measured by von
Frey tests (black arrow) using (B) NK1R-GFP mice for sNK1Rn (N = 6 for each group) and (C) GAD67-GFP mice for sGABAn (N = 6 for each group). (D) No gender
effect on the repeated morphine induced mechanical hypersensitivity (Male,Vehicle (N = 3); Male, Morphine (N = 3); Female, Vehicle (N = 3); Female, Morphine
(N = 3). ns: not significant, ∗∗p < 0.01 vs. vehicle by Sidak’s multiple comparison test following multilevel analysis.

TABLE 1 | Comparison of the principal passive electrophysiological properties of
vehicle and morphine treatments in sNK1Rn and sGABAn.

sNK1Rn sGABAn

Vehicle Morphine Vehicle Morphine

Membrane
capacitance (pF)

30.1 ± 1.5 29.8 ± 2.6 28.9 ± 1.4 27.2 ± 1.3

Membrane
resistance (M�)

376.7 ± 35.0 394.7 ± 47.6 420.2 ± 25.3 446.4 ± 30.7

Access resistance
(M�)

15.0 ± 1.6 17.3 ± 1.7 14.5 ± 0.8 14.3 ± 0.9

Resting membrane
potential (mV)

−64.8 ± 1.8 −64.5 ± 1.7 −61.9 ± 1.1 −60.7 ± 1.3

Number of mice
(N), cells (n)

N:5, n:27 N:4, n:24 N:7, n:65 N:8,n:48

Values of membrane capacitance, membrane resistance, access resistance, and
resting membrane potential for vehicle and morphine treatments are reported as
mean ± SEM and were statistically compared by Mann–Whitney t test.

(Kim et al., 2015; Bittar et al., 2017). All recordings showing
polysynaptic responses were disregarded.

Statistical Analysis
All data were expressed as the mean ± standard error of the
mean (SEM) with n, the number of cells and N, the number
of mice. For electrophysiology data, all neurons from each
individual mice were averaged and considered as a single data
point. Means of vehicle and morphine-treated sEPSC frequency
and amplitude were compared by Welch’s t test. The behavioral

and eEPSC/eIPSC data were analyzed with Sidak’s multiple
comparison test following multilevel analysis. Rheobase data
were analyzed using Welch’s t test and ordinary one-way ANOVA
with Tukey’s multiple comparisons test. Results were considered
statistically significant when p < 0.05. We used Hedges’ g as a
measure of effect size. Hedges’ g is Cohen’s d multiplied by a
correction factor and takes each sample size into consideration.

RESULTS

Repeated Morphine Treatment Induced
Mechanical Hypersensitivity
For OIH mouse model, we modeled the systemic administration
of morphine in patients by i.p. injection (Cai et al., 2016).
We first tested whether repeated morphine treatment induced
mechanical hypersensitivity in our transgenic mice for allowing
identification of sNK1Rn and sGABAn. After the fourth daily
injection of morphine (Figure 1A, blue arrows), OIH was
successfully established in both strains (Figures 1B,C). PWTs
were significantly reduced by repeated morphine in the mice for
sNKR1n (Figure 1B) (F(1,5.67) = 61.85, p < 0.001, N = 6 for each
group) and for sGABAn (Figure 1C) (F(1,10) = 106.55, p < 0.001,
N = 6 for each group) in comparison to vehicle. Behavioral
tests were performed on male and female from both strains
and showed no significant difference (Figure 1D) [Morphine:
F(1,10) = 0.36, p = 0.561, Male (N = 6), Female (N = 6)]
[Vehicle: (F(1, 10) = 0.07, p = 0.800, Male (N = 6), Female
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FIGURE 2 | Repeated morphine treatment increased excitatory synaptic strength in non-tonic firing (Initial bursting and Delayed) neurons in the SDH.
(A) Representative trace of initial bursting neurons. (B) (top) Representative traces of spontaneous excitatory postsynaptic current (sEPSC) and (bottom) sEPSC
frequency in initial bursting neurons (effect size: 1.47, p = 0.063; Vehicle: N = 3, n = 16; Morphine: N = 5, n = 36). (C) (top) Representative traces of eEPSC in initial
bursting neurons and (bottom) stimulus-responsive curve of eEPSC (F(1,29.13) = 211.78, p < 0.001; Vehicle: N = 3, n = 13; Morphine: N = 3, n = 8). ∗∗p < 0.01 vs.
vehicle by Sidak’s multiple comparison test following multilevel analysis. (D) Representative trace of delayed firing neurons. (E) (top) Representative traces of sEPSC
and (bottom) sEPSC frequency in delayed firing neurons (effect size: 2.50, p = 0.020; Vehicle: N = 3, n = 7; Morphine: N = 4, n = 11). ∗p < 0.05 by Welch’s t test.
(F) (top) Representative traces of eEPSC in delayed firing neurons and (bottom) stimulus-responsive curve of eEPSC (F(1,5.84) = 82.81, p < 0.001). ∗∗p < 0.01 vs.
vehicle by Sidak’s multiple comparison test following multilevel analysis (Vehicle: N = 3, n = 9; Morphine: N = 3, n = 7).

(N = 6)]. Thus, all ex vivo electrophysiological recordings were
performed on any gender.

Repeated Morphine Treatment Increased
Excitatory Synaptic Strength in
Non-tonic Firing Neurons in the Spinal
Dorsal Horn
To determine whether repeated morphine alters
synaptic strengths as a cell-type manner, we performed
electrophysiological recordings on non-tonic firing neurons
(presumably excitatory neurons) in the laminae II of the SDH
(Lee et al., 2020). In initial bursting neurons (Figure 2A), the
frequency of sEPSC was increased, but not significantly, by
repeated morphine when compared to vehicle (Figure 2B) [effect
size: 1.47, p = 0.063; Vehicle: 2.15 ± 0.85 Hz (N = 3, n = 16);
Morphine: 5.29 ± 1.08 Hz (N = 5, n = 36)]. However, eEPSC in
initial bursting neurons was significantly increased by morphine
when compared to vehicle (Figure 2C) [F(1,29.13) = 211.78,

p < 0.001; Vehicle (N = 3, n = 13); Morphine (N = 3, n = 8)].
The stimulus-response curve was left shifted by repeated
morphine. In delayed firing neurons (Figure 2D), the frequency
of sEPSC was significantly increased by repeated morphine when
compared to vehicle (Figure 2E) [effect size: 2.50, p = 0.020;
Vehicle: 2.68 ± 0.59 Hz (N = 3, n = 7); Morphine: 8.24 ± 1.57 Hz
(N = 4, n = 11)]. eEPSC in delayed firing neurons was also
significantly increased by morphine when compared to vehicle
(Figure 2F) [F(1,5.84) = 82.81, p < 0.001; Vehicle (N = 3, n = 9);
Morphine (N = 3, n = 7)].

Repeated Morphine Treatment Increased
Excitatory Synaptic Strength in sNK1Rn
To confirm whether repeated morphine alters synaptic
strengths as neuronal type-specific manner, we performed
electrophysiological recordings on fluorescently identified
sNK1Rn (Figure 3). sEPSC frequency in sNK1Rn was
significantly increased by repeated morphine when compared
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FIGURE 3 | Repeated morphine treatment increased excitatory synaptic strength in sNK1Rn. (A) Fluorescent identification of sNK1Rn. (B) (top) Representative
traces of sEPSC and (bottom) sEPSC frequency (effect size: 2.38, p = 0.016; Vehicle: N = 4, n = 27; Morphine: N = 4, n = 35). ∗p < 0.05 by Welch’s t test (C)
sEPSC amplitude (effect size: 0.09, p = 0.891; Vehicle: N = 3, n = 24; Morphine: N = 5, n = 41). (D) (top) Representative traces of eEPSC and (bottom)
stimulus-response curve of eEPSC [F(1,5.56) = 9.37, p = 0.024; Vehicle (N = 4, n = 24), Morphine (N = 4, n = 26)]. ∗p < 0.05 vs. vehicle by Sidak’s multiple
comparison test following multilevel analysis.

to vehicle (Figure 3B) [effect size: 2.38, p = 0.016; Vehicle:
2.90 ± 0.39 Hz (N = 4, n = 27); Morphine: 4.99 ± 0.48 Hz
(N = 4, n = 35)] but showed no significant difference in sEPSC
amplitude (Figure 3C) [effect size:0.09, p = 0.891; Vehicle:
−16.72 ± 0.46 pA (N = 3, n = 24); Morphine: −16.58 ± 0.88
pA (N = 5, n = 41)]. eEPSC in sNK1Rn was also significantly
increased by morphine when compared to vehicle (Figure 3D)
[F(1,5.56) = 9.37, p = 0.024; Vehicle (N = 4, n = 24); Morphine
(N = 4, n = 26)]. The stimulus-response curve was left shifted
by repeated morphine. Together, results from non-tonic firing
neurons and sNK1Rn suggest that repeated morphine increases
excitatory synaptic strength to excitatory neurons in SDH.

Repeated Morphine Treatment
Decreased Excitatory Synaptic Strength
in Tonic Firing Neurons in Spinal Dorsal
Horn
To ensure that repeated morphine alters synaptic strengths as
neuron type-manner, we repeated the above experiments using
tonic firing neurons (presumably inhibitory neurons) in the

laminae II of the SDH (Figure 4) (Lee et al., 2020). The frequency
of sEPSC in tonic firing neurons was significantly decreased by
repeated morphine when compared to vehicle (Figure 4B) [effect
size:−3.44, p = 0.018; Vehicle: 1.34 ± 0.20 Hz (N = 3, n = 12);
Morphine: 0.34 ± 0.12 Hz (N = 5, n = 16)]. eEPSC in tonic
firing neurons was also significantly decreased by morphine when
compared to vehicle (Figure 4C) [F(1,5.92) = 25.56, p = 0.002;
Vehicle (N = 4, n = 9); Morphine (N = 3, n = 7)]. The stimulus-
response curve was right shifted by repeated morphine.

Repeated Morphine Treatment
Decreased Excitatory Synaptic Strength
in GABAergic Interneurons
To confirm whether repeated morphine alters synaptic
strengths in inhibitory neurons in the SDH, we performed
electrophysiological recordings on fluorescently identified
sGABAn (Figure 5). sEPSC frequency in sGABAn was
significantly decreased by repeated morphine when compared
to vehicle (Figure 5A) [effect size:−1.46, p = 0.012; Vehicle:
1.2 ± 0.2 Hz (N = 9, n = 143); Morphine: 0.7 ± 0.1 Hz (N = 10,
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FIGURE 4 | Repeated morphine treatment decreases excitatory synaptic strength in tonic firing neurons in SDH. (A) Representative trace of tonic firing neurons.
(B) (top) Representative traces of sEPSC and (bottom) sEPSC frequency (effect size:–3.44, p = 0.018; Vehicle: N = 3, n = 12; Morphine: N = 5, n = 16). ∗p < 0.05 by
Welch’s t test. (C) (top) Representative traces of eEPSC and (bottom) Stimulus-responsive curve of eEPSC [F(1,5.92) = 25.56, p = 0.002; Vehicle (N = 4, n = 9);
Morphine (N = 3, n = 7)]. ∗∗p < 0.01 vs. vehicle by Sidak’s multiple comparison test following multilevel analysis.

FIGURE 5 | Repeated morphine treatment decreased excitatory synaptic strength in sGABAn. (A) (top) Representative traces of sEPSC and (bottom) sEPSC
frequency (effect size:–1.46, p = 0.012; Vehicle: N = 9, n = 143; Morphine: N = 10, n = 123). ∗p < 0.05 by Welch’s t test. (B) sEPSC amplitude (effect size:–0.71,
p = 0.214; Vehicle: N = 7, n = 104; Morphine: N = 7, n = 102). (C) (top) Representative traces of eEPSC and (bottom) stimulus-response curve of eEPSC
(Figure 5C) [F(1,17.47) = 4.96, p = 0.039; Vehicle (N = 9, n = 32); Morphine (N = 10, n = 87)]. ∗p < 0.05 vs. vehicle by Sidak’s multiple comparison test following
multilevel analysis.

n = 123)] but showed no significant difference in sEPSC
amplitude (Figure 5B) [effect size:−0.71, p = 0.214; Vehicle:
−15.98 ± 0.64 pA (N = 7, n = 104); Morphine: −17.81 ± 1.20
pA (N = 7, n = 102)]. eEPSC in sGABAn was also significantly
decreased by morphine when compared to vehicle (Figure 5C)
[F(1,17.47) = 4.96, p = 0.039; Vehicle (N = 9, n = 32); Morphine
(N = 10, n = 87)]. The stimulus-response curve was right
shifted by repeated morphine. Together, results from tonic firing
neurons and sGABAn suggest that repeated morphine decreases
excitatory synaptic strength to inhibitory neurons in SDH.

Gender Did Not Affect Repeated
Morphine-Induced Changes of Synaptic
Strength in Spinal Dorsal Horn
We examined whether neuron-type dependent synaptic strength
changes in SDH is gender dependent (Figure 6). Even though

morphine significantly affected sEPSC frequency and eEPSC in
each gender, there was no significant difference between both
genders in either vehicle or morphine treated group. In non-
tonic firing neurons, vehicle treated mice had sEPSC frequency of
2.36 ± 0.72 Hz in male mice (N = 3, n = 20) and 2.67 ± 0.38 Hz
in female mice (N = 3, n = 9) (effect size: 0.31, p = 0.728)
(Figure 6A). Morphine treated mice had sEPSC frequency of
5.57 ± 0.47 Hz in male mice (N = 3, n = 25) and 5.62 ± 0.19 Hz
in female mice (N = 3, n = 29) (effect size: 0.08, p = 0.930). eEPSC
also showed no gender difference in vehicle group and morphine
treated group (Figure 6B). In sGABAn, vehicle treated mice had
sEPSC frequency of 1.43 ± 0.43 Hz in male mice (N = 6, n = 97)
and 1.45 ± 0.17 Hz in female mice (N = 3, n = 46) (effect size:
0.05, p = 0.929). Morphine treated mice had sEPSC frequency of
0.67 ± 0.14 Hz in male mice (N = 5, n = 50) and 0.57 ± 0.14 Hz
in female mice (N = 5, n = 71) (effect size:−0.67 p = 0.465)
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FIGURE 6 | No gender effect on the repeated morphine-induced synaptic strength in SDH. (A) sEPSC frequency [effect size: 0.31, p = 0.728; Veh: Male (N = 3,
n = 20) vs. Female (N = 3, n = 9) and effect size: 0.08, p = 0.930; Mor: Male (N = 3, n = 25) vs. Female (N = 3, n = 29)] and (B) eEPSC (Veh: Male (N = 3, n = 15) vs.
Female (N = 3, n = 7); Mor: Male (N = 3, n = 8) vs. Female (N = 3, n = 13) in non-tonic firing neurons. (C) sEPSC frequency (Veh: Male (N = 6, n = 97) vs. Female
(N = 3, n = 46); effect size: 0.05, p = 0.929 and Mor: Male (N = 7, n = 66) vs. Female (N = 3, n = 53); effect size: –0.02, p = 0.874) and (D) eEPSC (Veh: Male (N = 3,
n = 19) vs. Female (N = 3, n = 13), F(1, 6.09) = 0.41, p = 0.544. Mor: Male (N = 3, n = 19) vs. Female (N = 3, n = 13), F(1,6.09) = 0.41, p = 0.544) in sGABAn.
∗p < 0.05 or ∗∗p < 0.01; Welch’s t test. ns: not significant. Sidak’s multiple comparison test following multilevel analysis. Veh: Vehicle, Mor: Morphine.

(Figure 6C). In addition, eEPSC showed no gender difference in
vehicle group and morphine treated group (Figure 6D) (Vehicle:
Male (N = 3, n = 19) vs. Female (N = 3, n = 13), F(1,6.09) = 0.41,
p = 0.544; Morphine: Male (N = 3, n = 23) vs. Female (N = 3,
n = 22), F(1,9.01) = 0.95, p = 0.355).

Repeated Morphine Treatment
Decreased Inhibitory Synaptic Strength
in sNK1Rn
To determine whether repeated morphine alters inhibitory
synaptic strengths, we measured eIPSC on sNK1Rn and sGABAn
(Figure 7). eIPSC in sNK1Rn was significantly reduced by
morphine compared to vehicle (Figures 7A,B) [F(1,3.23) = 19.84,
p = 0.018; Vehicle (N = 4, n = 9); Morphine (N = 4, n = 19)] and
showed a right shift in the stimulus-response curve. However,
eIPSC in sGABAn showed no significant difference by morphine
(Figure 7C) [F(1,11.32) = 0.10, p = 0.757; Vehicle (N = 7,
n = 48); Morphine (N = 6, n = 26)]. Interestingly, in vehicle
groups, eIPSC at 140 µA stimulation was significantly larger

in sNK1Rn in comparison to sGABAn (Figure 7D) [effect size:
−6.73, p = 0.002; sNK1Rn (425.68 ± 48.08 pA, N = 4, n = 9);
sGABAn (15.48 ± 11.67 pA, N = 7, n = 48)].

Repeated Morphine Treatment
Decreased Rheobase of sNK1Rn
To determine whether the altered synaptic strengths can change
neuronal excitability, we measured rheobase of sNK1Rn and
sGABAn (Figure 8). Rheobase of sNK1Rn was significantly
reduced by morphine compared to vehicle [effect size: −2.48,
p = 0.022; Vehicle: 48.68 ± 7.30 µA (N = 4, n = 21); Morphine:
20.21 ± 3.54 µA (N = 4, n = 17)]. However, rheobase of sGABAn
showed no significant difference by morphine [effect size: 0.15,
p = 0.812; Vehicle: 20.69 ± 2.28 µA (N = 4, n = 45); Morphine:
22.29 ± 5.98 µA (N = 5, n = 28)]. Interestingly, in vehicle groups,
rheobase of sGABAn was significantly smaller in comparison
to sNK1Rn (effect size: −2.55, p = 0.026). These results
suggest that repeated morphine preferentially sensitizes sNK1Rn
excitability. Throughout the experiments we recorded the passive
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FIGURE 7 | Repeated morphine treatment decreases inhibitory synaptic strength in sNK1Rn. (A) Representative traces of evoked inhibitory postsynaptic current
(eIPSC) from sNK1Rn. Stimulus-response curve of eIPSC from panel (B) sNK1Rn (Vehicle: N = 4, n = 9; Morphine: N = 4, n = 19) and (C) sGABAn (Vehicle: N = 7,
n = 48; Morphine: N = 6, n = 26). ns: not significant, ∗p < 0.05 vs. vehicle by Sidak’s multiple comparison test following multilevel analysis. (D) eIPSC (at 140 µA) of
sNK1Rn and sGABAn from panels (B,C), respectively. Effect size: –3.34, p = 0.0037 for sNK1Rn: Vehicle vs. Morphine. Effect size: 0.37, p = 0.5718 for sGABAn:
Vehicle vs. Morphine. Effect size: –6.73, p = 0.002 between Veh:sNK1Rn and Veh:sGABAn. Effect size: –0.27, p = 0.734 between Mor:sNK1Rn and Mor:sGABAn.
∗∗p < 0.01; Welch’s t test.

electrophysiological properties (cell membrane resistance and
capacitance, access resistance, and resting membrane potential)
and found that there were no difference in neurons from different
groups (Table 1).

DISCUSSION

In this study, we determined whether repeated morphine
treatment changes synaptic strength in the SDH. An OIH mouse
model was developed through repeated morphine injection and
confirmed using mechanical hypersensitivity testing (Figure 1).
We performed ex vivo whole-cell recordings on the SDH neurons
identified by their firing patterns and fluorescently identified
excitatory and inhibitory neurons (sNK1Rn and sGABAn). We
found that changes in synaptic strength were dependent on
neuron type in the OIH mouse model. Results obtained using
sNK1Rn and sGABAn were congruous with the results obtained
using identification by neuronal firing patterns.

The laminae II in the SDH is a major terminal region
for primary afferent fibers that are important for transmitting
information related to pain (Todd, 2010). It has been proven
that the SDH contains neurons that selectively respond to
noxious stimuli (Grudt and Perl, 2002). However, at present, we
have a limited understanding about their functional relationship
featuring interconnections and morphological types of neurons
from the SDH region (Todd, 2017). The Laminae II neurons
have been broadly accepted into morphological classification of
four main types: islet, vertical, radial and central cells (Grudt
and Perl, 2002; Heinke et al., 2004; Yasaka et al., 2007). Islet
cells are inhibitory, while radial and vertical cells are excitatory.
Nevertheless, certain morphological types have been found
in each group (Yasaka et al., 2010). Previous investigations
have reported electrophysiological heterogeneity in the laminae
II. Rodent SDH neurons were classified according to their
depolarization-induced AP firing patterns (Grudt and Perl, 2002;
Lu and Perl, 2003) and identified their cell types based on
monosynaptic evoked EPSCs and eIPSCs responses, which is in
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FIGURE 8 | Rheobase of sNK1Rn and sGABAn. Repeated morphine
treatment decreased sNK1Rn rheobase (Effect size: –2.48, p = 0.022; Vehicle:
N = 4, n = 21, Morphine: N = 4, n = 17) but had no significant effect on
sGABAn rheobase (Effect size: 0.15, p = 0.812; Vehicle: N = 4, n = 45,
Morphine: N = 5, n = 28) ∗p < 0.05 vs. vehicle by Welch’s t test. ns: not
significant. In vehicle groups, rheobase of sGABAn was significantly smaller in
comparison to sNK1Rn (Effect size: –2.55, p = 0.026). ∗p < 0.05 vs. vehicle of
sNK1Rn by ordinary one-way ANOVA with Tukey’s multiple comparisons test.

FIGURE 9 | Proposed synaptic mechanism of opioid-induced hyperalgesia
(OIH). Repeated morphine causes hyperalgesia (pain) by increasing excitatory
input and decreasing inhibitory input to excitatory neurons but disinhibition of
inhibitory neurons in the spinal dorsal horn (SDH), leading to differential effects
on cell excitability.

accordance with our findings. Moreover, Yasaka et al. grouped
neurons based on their discharge patterns and reported that 82%
(18 of 22) of non-tonic neurons were excitatory neurons (Yasaka
et al., 2010). In this OIH study, based on AP firing pattern results
from electrophysiological recordings, 90% (35 of 39 neurons)
of sNK1Rn were non-tonic firing neurons [49% initial bursting
(17 of 35) and 51% of delayed firing (18 of 35)] and 88% (52
of 59 neurons) of sGABAn were tonic firing neurons. Our OIH
model confirmed that sNK1Rn and sGABAn were in accord
with our non-tonic and tonic firing neurons results based on
their firing patterns. Interestingly, it has been suggested that
noxious stimulation leads to the production of phosphorylated
ERK in excitatory neurons, resulting in Kv4.2 phosphorylation
and changes increased excitability patterns from delayed to tonic

firing in the lamina II (Yasaka et al., 2010). Likely, it is possible
that morphine may alter firing patterns. Thus, we examined the
firing patterns of sNK1Rn and sGABAn treated with vehicle or
morphine. We found that sNK1Rn had 50% initial bursting (9
of 18) and 50% delayed firing (9 of 18) in vehicle group and
47% initial bursting (8 of 17) and 53% delayed firing (9 of 17) in
morphine group. 96% of sGABAn showed tonic firing in vehicle
group and 83% in morphine group, indicating that morphine did
not alter the firing patterns.

Opioid-induced hyperalgesia has been suggested to develop
differently for various types of pain (Chu et al., 2008). It is
important to note that only mechanical, not thermal (data not
shown), hypersensitivity was induced after multiple morphine
injections in this experiment. In HIV-associated pain, repeated
morphine injections in the gp120 mouse pain model induced
mechanical hypersensitivity that was present for 18 days (Shi
et al., 2019). Other studies also have reported that repeated
morphine treatments induced mechanical hypersensitivity but
showed no effect on thermal hypersensitivity in mouse model
(Roeckel et al., 2017; Fisher et al., 2019; Sasaki et al., 2021). In
addition, an opioid related study in healthy human volunteers
failed to induce hypersensitivity to noxious heat following
the use of remifentanil, whereas mechanical hyperalgesia was
progressively enlarged (Angst et al., 2003; Hood et al., 2003). Our
results are in line with these previous studies suggesting that the
strength of synapses involved in mechanical sensory processing
may be more affected by repeated exposure to morphine.
However, it has been noted that heat hypersensitivity occurred
after 8 days of repeated opioid administration in a study by Mao
et al. (1994). Moreover, hyperalgesia associated with withdrawal
of opioid has been shown to induce thermal hypersensitivity in
rodents (Cabanero et al., 2013).

Spontaneous and evoked EPSC have been used to measure
synaptic activity changes. sEPSC frequency is indicative of
spontaneous synaptic vesicle transmission (Taylor et al., 1995;
Rosenmund and Stevens, 1996; Grabner and Moser, 2018) and of
synaptic status in pain conditions including spinal nerve ligation
(Gao et al., 2009), painful diabetic neuropathy (Chen et al., 2011),
central and peripheral inflammatory pain from TNF-α (Zhang
et al., 2011), and chemotherapy-induced peripheral neuropathy
(Sisignano et al., 2016). Similarly, eEPSC is a measure of synaptic
strength that correspond with the number of presynaptic vesicles
and/or post-synaptic receptors for excitatory neurotransmitters
(Atasoy et al., 2008). In our previous studies, changes of eEPSC
were used as a marker of LTP and LTD in neuropathic pain
models (Kim et al., 2015; Bittar et al., 2017). In neuropathic pain
conditions, eEPSC was increased in randomly patched neurons
in lamina II of the SDH (Chen et al., 2011) and excitatory
spinothalamic tract neurons in the SDH (Bittar et al., 2017)
but was decreased in GABAergic neurons (Leitner et al., 2013).
Our results are in line with these findings. sEPSC frequency
and eEPSC increased in sNK1Rn (Figure 3) and decreased
in sGABAn (Figure 5) by repeated morphine indicating that
changes of neuron type-dependent synaptic strength correlates
with hypersensitivity in the OIH mouse model.

Evoked IPSC is a measure of inhibitory synaptic strength in
which stimulus-evoked binding of inhibitory neurotransmitters
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opens chloride channels, hyperpolarizing the cell and decreasing
the likelihood of AP propagation. eIPSC was decreased in studies
of various neuropathic conditions. eIPSC was decreased in
randomly patched lamina II neurons in spared nerve injury and
chronic constriction injury models (Moore et al., 2002). eIPSC
was also decreased in excitatory neurons located in the lamina
II of SDH in the partial sciatic nerve ligation model (Imlach
et al., 2016). These findings indicate that decreased inhibition
of excitatory neurons can be a mechanism of neuropathic
pain. In addition, the synaptic response of sNK1Rn to afferent
inputs increased when inhibition was suppressed (Torsney and
MacDermott, 2006). In rats, excitatory neurons were more
disinhibited than inhibitory neurons in SDH (Stikova et al.,
2019). In accordance with these findings, our results showed that
repeated morphine decreased eIPSC preferentially in sNK1Rn
(Figures 7A,B). Although pharmacological inhibition was not
implemented in this study, sNK1Rn had strong excitatory inputs
but significant loss of inhibitory inputs (Figure 7B) causing
a right-shift in the eIPSC dose-response curve by repeated
morphine when recorded at the reversal potential (0 mV),
indicating that eIPSC was well isolated. This finding suggests
that augmenting synaptic sensitization in excitatory neurons
and disinhibition of inhibitory neurons may be an underlying
mechanism of OIH.

Rheobase is an indicator of neuronal excitability which
represents the threshold current for eliciting neural AP discharge
(Li et al., 2009). In neuropathic pain, rheobase was decreased
in injured DRG neurons (Kim et al., 1998) and in spared nerve
injury model SDH neurons treated with TNF-alpha (Li et al.,
2009). In our OIH mouse model, decreased sNK1Rn rheobase
(Figure 8) indicates increased neural excitability. These findings
are in accord with the results of our sEPSC, eEPSC, and eIPSC
experiments, indicating the increase in sNK1Rn excitability may
be due to the synaptic strength changes. After repeated morphine
treatment, sGABAn rheobase showed no significant change but
appeared to trend toward depression. Nevertheless, a decrease
in sNK1Rn rheobase relative to sGABAn rheobase strongly
indicates a net increase in excitability of spinal nociceptive
circuits after repeated morphine treatment.

It has been reported that neuron type-dependent synaptic
changes are involved in pain. Studies investigating neuropathic
pain (Chen et al., 2011; Bittar et al., 2017), inflammatory pain
(Park et al., 2011; Zhang et al., 2011), and chemotherapy-induced
pain (Sisignano et al., 2016) found that sEPSC frequency and/or
eEPSC amplitude were increased in excitatory or randomly
patched neurons (Chen et al., 2011; Zhang et al., 2011).
Specifically, GABAn and spinothalamic track neurons synaptic
plasticity in mouse SDH has been observed in neuropathic
pain (Bittar et al., 2017) which is known as an indicator of
central sensitization (Kim et al., 2015; Bittar et al., 2017), a
phenomenon in which increased membrane excitability and
decreased inhibition sensitize nociceptive circuits and contribute
to the development of hyperalgesia (Woolf, 2011). Nearly all
chronic pain conditions show aspects of central sensitization
(Harte et al., 2018), and central sensitization of nociceptive
pathways is thought to be an important mechanism in a plethora

of pain conditions. Important mechanisms of action of OIH
are thought to involve changes in spinal plasticity (Chu et al.,
2008; Lee et al., 2011), the central glutaminergic system (Chu
et al., 2008), spinal dynorphins (Lee et al., 2011), mu opioid
receptor signaling pathways (Roeckel et al., 2016), descending
pain facilitation (Vera-Portocarrero et al., 2007; Chu et al., 2008;
Roeckel et al., 2016), and decreased neurotransmitter reuptake
with enhanced nociceptive response (Lee et al., 2011). Previous
studies determined whether NK1Rn is involved in OIH. However,
the detailed mechanism of how this NK1Rn is involved in OIH
is unknown. Our findings on sNK1Rn and sGABAn indicate
that central sensitization caused by neuron type-dependent
synaptic activity changes is the underlying mechanism behind
hyperalgesia in OIH, and a common and convergent mechanism
across many chronic pain conditions.

Interestingly, studies have reported that astrocytes (Sasaki
et al., 2021) and reactive oxygen species (ROS) (Shi et al., 2021)
in the SDH are critical for OIH. It would be very interesting
to test how they may influence neuron type-dependent synaptic
activities. For future studies, it is important to also consider
studying whether neuron type-dependent synaptic activities are
regulated in withdrawal-induced hyperalgesia mouse model.

In conclusion, we investigated the effects of repeated
morphine use on mechanical sensitivity and synaptic strength in
SDH neurons of OIH mouse model. Our findings suggest that
the proposed mechanism of OIH (Figure 9) is caused by altered
synaptic strengths in the SDH as a cell-type manner, increase of
excitatory input and decrease of inhibitory input to excitatory
neurons but disinhibition to inhibitory neurons, thus leading to
differential effects on cell excitability.
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Sensory hypersensitivity and somatosensory deficits represent the core symptoms
of Fragile X syndrome (FXS). These alterations are believed to arise from changes
in cortical sensory processing, while potential deficits in the function of peripheral
sensory neurons residing in dorsal root ganglia remain unexplored. We found that
peripheral sensory neurons exhibit pronounced hyperexcitability in Fmr1 KO mice,
manifested by markedly increased action potential (AP) firing rate and decreased
threshold. Unlike excitability changes found in many central neurons, no significant
changes were observed in AP rising and falling time, peak potential, amplitude, or
duration. Sensory neuron hyperexcitability was caused primarily by increased input
resistance, without changes in cell capacitance or resting membrane potential. Analyses
of the underlying mechanisms revealed reduced activity of HCN channels and reduced
expression of HCN1 and HCN4 in Fmr1 KO compared to WT. A selective HCN channel
blocker abolished differences in all measures of sensory neuron excitability between
WT and Fmr1 KO neurons. These results reveal a hyperexcitable state of peripheral
sensory neurons in Fmr1 KO mice caused by dysfunction of HCN channels. In addition
to the intrinsic neuronal dysfunction, the accompanying paper examines deficits in
sensory neuron association/communication with their enveloping satellite glial cells,
suggesting contributions from both neuronal intrinsic and extrinsic mechanisms to
sensory dysfunction in the FXS mouse model.

Keywords: hyperexcitability, Fragile X syndrome, action potential, sensory neuron, HCN channel

INTRODUCTION

Fragile X syndrome (FXS) is the leading monogenetic cause of intellectual disability (ID) and
autism. This disorder most commonly results from transcriptional silencing of the Fmr1 gene
causing loss of expression of Fragile X Mental Retardation Protein (FMRP) (Penagarikano et al.,
2007). Individuals with FXS typically present with cognitive dysfunction, learning deficits, social
and behavioral problems, neurological deficits, and morphological abnormalities. Among most
prevalent FXS deficits is hypersensitivity to sensory stimuli, including auditory, visual, and
tactile stimuli. Increasing evidence suggests that sensory hypersensitivity may lead to behavioral
alterations such as poor eye contact, anxiety, and impaired social interactions (Rais et al., 2018).

Individuals with FXS commonly exhibit somatosensory deficits, such as hypersensitivity
to touch (Cascio, 2010), Self-injurious behaviors in Fragile X individuals (Arron et al., 2011;
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Crawford et al., 2019) are also indicative of abnormal pain
perception. Impaired pain induction and perception are
also observed in the FXS mouse model, including reduced
induction of neuropathic pain (Ramirez-Lopez et al., 2021),
and insensitivity to visceral pain (Yang et al., 2020). These and
other sensory deficits have been largely attributed to alterations
in cortical sensory processing with a wide range of excitability
deficits identified in somatosensory cortex of FXS models at
neuronal, circuit, and network levels (Contractor et al., 2015).
For example, Fmr1 KO mice have abnormal encoding of tactile
stimulation frequency and enlarged receptive fields in the
somatosensory cortex (Juczewski et al., 2016). However, recent
studies in other monogenetic models of autism suggest that
many core cognitive and sensory deficits may arise from an
earlier abnormality in sensory inputs that drive subsequent
abnormal development of cortical circuits (Orefice et al., 2016,
2019). A hyperexcitable state of somatosensory neurons has been
suggested to be a part of the core developmental pathology in
autism models, leading to region-specific brain abnormalities
during the critical period (Orefice et al., 2019). Indeed, the
formation of the cortical receptive fields depends on sensory
experience (Allen et al., 2003). The enlarged receptive fields in
Fmr1 KO mice and altered perception of sensory information
may be a consequence, in part, of altered sensory inputs
during development. Yet little is known about alterations in
the peripheral neural system that receives the primary sensory
inputs. Research in Fragile X field has almost exclusively focused
on central defects in processing of somatosensory information
and dysfunction of the central neurons and circuits. Whether
dysfunction of peripheral sensory neurons is present and
contributes to FXS pathophysiology remains largely unexplored.

Peripheral sensory neurons in the dorsal root ganglia (DRG)
play critical roles in receiving direct sensory information from
the environment and conveying it to the central nervous
system (CNS). Structurally, these are pseudo-unipolar neurons
with one axon projecting into peripheral nerve and the other
axon ascending in the dorsal root and spinal cord. Sensory
neurons express FMRP, which localize to the soma and axons
(Price et al., 2006). While the gross development of DRG is
normal in the absence of FMRP (Price and Melemedjian, 2012),
there is evidence for functional defects in sensory neurons
including an increased surface expression of voltage-gated
calcium channels leading to increased somatic glutamate release
(Ferron et al., 2014, 2020). However, whether and how excitability
of peripheral sensory neurons is altered by the loss of FMRP
remains unexplored.

In this study we performed recordings from the DRG neurons
isolated from adolescent mice in a short-term culture to examine
changes in sensory neuron excitability caused by loss of FMRP.

RESULTS

Hyperexcitable State of Sensory Neurons
in Fmr1 KO Mice
Firing patterns of sensory neurons situated in the DRG convey
information from external and internal environment of the body

to the CNS. Thus, these neurons play a critical role in transducing
sensory information to neuronal signals. Accordingly, we first
asked how excitability of sensory neurons is affected in Fmr1
KO mice. Whole-cell recordings were performed in short-
term cultures of sensory neurons, as described (Avraham
et al., 2020). Neurons were separated for analysis by size
into two groups with a cutoff at 30 µm diameter (Yousuf
et al., 2019) into small/medium vs. large diameter neurons.
We found that most of the small/medium diameter neurons
[mean diameter: 19.14 ± 0.53 µm (WT), 19.84 ± 0.54 µm
(KO)] in the short-term DRG cultures exhibit tonic action
potential (AP) firing (multiple APs fired in a stimulus intensity-
dependent manner, Figure 1A), whereas all tested large neurons
(>30 µm) show phasic AP firing (a single AP fired regardless
of stimulus intensity, data not shown). To better understand
how and to what extent the excitability of somatosensory
neurons is affected in Fmr1 KO mice, we therefore used the
small/medium diameter sensory neurons as a model neuron. In
our culture conditions, the majority of the cells we recorded
from are small/medium diameter IB4-positive neurons (Avraham
et al., 2020). IB4 positive neurons represent non-peptidergic
C- and Aδ-nociceptive neurons and some Aδ-low threshold
mechanoreceptors (Wang et al., 1998; Li et al., 2011; Olson et al.,
2016), a subset of which detect gentle touch (Liu et al., 2007;
Olson et al., 2016).

Action potentials were evoked by multi-step current injections
(from 25 to 150 pA with a step size of 25 pA, Figure 1A). Only
the first APs were used to determine AP latency, threshold, and
rheobase to avoid AP parameters being affected by cumulative
Na+ channel inactivation during subsequent APs. We found
that excitability of sensory neurons was markedly increased in
the absence of FMRP, as evident by decreased latency to the
first AP (p < 0.01, Figure 1B, all values here and throughout
are summarized in Supplementary Table 1), lower voltage
threshold (p < 0.01, Figure 1D), and reduced rheobase charge
transfer (p < 0.01, Figure 1C) which represents a measure
of current threshold. Sensory neurons in Fmr1 KO mice also
fired more APs at lower stimulus intensity steps (p < 0.01,
Figure 1E), and had a shortened inter-AP interval (p < 0.05,
Figure 1F). Unlike excitability changes observed in many central
neurons (Contractor et al., 2015) we observed no significant
changes in AP rising and falling time, AP peak potential,
and AP amplitude, as well as in AP duration (Figure 2). It
is noteworthy that the threshold and rheobase values were
largely independent of step current intensities within genotypes,
indicating that these are reliable parameters for evaluating
neuronal excitability.

We further confirmed the increased excitability of sensory
neurons in Fmr1 KO mice by examining AP parameters in
a ramp-current evoked AP traces, using a previously reported
approach (Deng and Klyachko, 2016a,b; Deng et al., 2019). As
expected, we found that excitability of DRG neurons was indeed
increased in Fmr1 KO mice, as evident by a significantly larger
number of APs fired in KO neurons (p = 0.014; Figures 3A,C);
a large hyperpolarizing shift of threshold potential (p = 0.0015;
Figures 3A–C), and reduced AP rheobase (p < 0.0001;
Figure 3C).
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FIGURE 1 | Increased excitability of sensory neurons in Fmr1 KO mice. (A) Sample AP traces evoked by step-current injection. Note, that for a 25-pA step, there
was no AP observed in any of tested WT neurons, and in ∼50% of KO neurons. Thus, in the following panels we analyzed AP parameters starting from 50 pA step.
(B–F) Analysis of AP parameters in measurements from panel (A). Latency to the first AP (B), rheobase charge transfer (C), threshold (D), number of AP fired (E),
and first inter-AP interval (F) in WT and Fmr1 KO neurons. T-test; *p < 0.05; **p < 0.01; ns, not significant.

Together, these observations demonstrate a state of marked
hyperexcitability of peripheral sensory neurons in the absence
of FMRP.

Hyperexcitability of Sensory Neurons in
Fmr1 KO Mice Is Associated With
Increased Input Resistance, but Is Not
Due to Kv7 Channel Deficits
Because the intrinsic membrane properties play a major role in
setting neuronal excitability, we examined the resting membrane
potential (RMP), cell size, membrane capacitance, and input
resistance of sensory neurons in Fmr1 KO and WT animals.
While no significant differences were observed in cell size,

capacitance, and RMP between genotypes (Figure 3D), we found
a significant increase in input resistance in Fmr1 KO neurons
(p = 0.0097; Figure 3D). Increased input resistance is consistent
with the reduced rheobase in the absence of FMRP and may thus
be a direct cause of hyperexcitability of KO neurons.

To understand the mechanisms of these excitability defects,
we first considered that absence of significant changes in RMP
or AP waveform suggests that the voltage-gated Na+ and K+
channels active near RMP or above threshold are unlikely to be
strongly affected in sensory neurons of Fmr1 KO mice. Thus,
the changes in input resistance may result from alterations in
some voltage-dependent sub-threshold conductance, such as M
current (carried by Kv7 channels) and/or h current (carried
by HCN channels) that are abundantly expressed in sensory
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FIGURE 2 | No changes in AP rising and falling time, duration, and amplitude in Fmr1 KO neurons. (A–F) Loss of FMRP did not affect AP rising speed (A), 10–90%
rising time (B), AP peak potential (C), AP amplitude (D), AP duration (E), and 90–10% AP falling time (F). T-test; ns, not significant.

neurons (de Moraes et al., 2017). We examined contributions
from Kv7 channels and found that the Kv7 channel blocker XE991
(10 µM) failed to abolish the differences between genotypes
in either the voltage threshold (p = 0.012, Supplementary
Figure 1A), or in the rheobase charge transfer (p < 0.0001;
Supplementary Figure 1B). This observation suggests that Kv7
channels are unlikely to underlie excitability changes observed in
Fmr1 KO neurons.

HCN Channel Dysfunction Causes
Hyperexcitability of Sensory Neurons in
Fmr1 KO Mice
Next, we examined the HCN channel activity in sensory neurons.
HCN channels are activated by a membrane hyperpolarization,

and cells with active HCN channels are characterized by
voltage sag in current clamp recordings in response to a
hyperpolarizing current. As expected, negative current injection
produced marked voltage sags in WT neurons (Figure 4A).
Most importantly, the voltage sag in Fmr1 KO neurons was
significantly decreased compared to WT in all tested steps
for both absolute values and sag ratios (p < 0.01 for all
steps; Figures 4A–C). These differences were not due to
the basal RMP differences between genotypes (p = 0.52,
Supplementary Table 1).

Given that the HCN channels contribute significantly to input
resistance, these results suggest that the reduced HCN channel
function might be the major cause of hyperexcitability in sensory
neurons of Fmr1 KO mice. If this is the case, inhibition of HCN
channels should eliminate the differences in input resistance and
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FIGURE 3 | Hyperexcitability of sensory neurons in Fmr1 KO mice is associated with increased input resistance. (A) Sample traces of ramp-evoked APs. Note the
differences in number of APs and threshold (a) between WT and KO neurons. Short dot-lines indicate the threshold levels of WT (black) and KO (red) neurons. Long
dot-line is the resting membrane potential (RMP) level. (B) The first APs from panel (A) and their corresponding phase plots, indicating decreased AP threshold in
Fmr1 KO mice (a). Cyan line is the membrane depolarizing speed of 5 mV/ms, the corresponding voltages of its intersections with phase plot were thresholds for WT
(gray arrow) and KO (pink arrow) neurons. (C) Summarized data for the number of APs, threshold, rheobase, and membrane capacitance-normalized rheobase for
the measurements in panel (A). (D) Summarized data for cell size, membrane capacitance, RMP, and membrane input resistance for the measurements in panel (A).
T-test; *p < 0.05; **p < 0.01; ns, not significant.

in excitability of sensory neurons between genotypes. In line
with this prediction, the HCN channel blocker ZD7288 (10 µM),
which potently blocks all HCN channels without preference

for a specific HCN subunit, abolished the difference in input
resistance between WT and KO neurons (p = 0.73; Figure 4D).
Most importantly, ZD7288 also abolished differences in sensory
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FIGURE 4 | HCN channel dysfunction causes hyperexcitability of sensory neurons in Fmr1 KO mice. (A) Example traces of hyperpolarization-induced voltage sag in
sensory neurons. Iin is the injected hyperpolarizing current with intensities indicated in the lower panel. (B,C) Quantification of voltage sag in WT and KO neurons in
absolute values (B) and as a sag ratio (C) for all tested hyperpolarizing current levels. (D) A selective HCN channel blocker ZD7288 abolished the differences in input
resistance between genotypes. (E–G) HCN channel blocker ZD7288 abolished the differences in the number of APs fired (E), threshold (F), and rheobase (G)
between genotypes. (H) qPCR analysis of the relative mRNA expression of Hcn1–4 in Fmr1 KO compared to WT DRGs. N = 3 biologically independent animals.
T-test; **p < 0.01; ns, not significant.

neuron excitability between WT and KO neurons, including the
number of AP fired (p= 0.78; Figure 4E), AP threshold (p= 0.94;
Figure 4F), as well as rheobase (p = 0.50; Figures 4G,H).
Together, these results confirmed that reduced HCN channel

function causes increased input resistance, which in turn leads
to hyperexcitability of sensory neurons in Fmr1 KO mice.

Fragile X mental retardation protein regulates expression and
activity of multiple ion channels (Deng and Klyachko, 2021)
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and HCN channels are a known target of FMRP translational
control (Darnell et al., 2011; Brager et al., 2012; Zhang et al., 2014;
Orefice et al., 2016, 2019). We thus examined by quantitative
PCR (qPCR) if Hcn channel expression was altered in sensory
neurons of Fmr1 KO mice. We used whole DRG for these
experiments, since HCN channels are selectively expressed in
neurons in the DRG (Moosmang et al., 2001; Biel et al., 2009),
with HCN1, HCN2, and to a lesser extent HCN4 being most
abundant (Moosmang et al., 2001; Chaplan et al., 2003). We
found that mRNA levels of Hcn1 and Hcn4 were significantly
reduced in Fmr1 KO DRG (Hcn1, p = 0.0018; Hcn4, p = 0.0004)
(Figure 4H) while levels of Hcn2 and Hcn3 were not strongly
affected (Hcn2, p = 0.78; Hcn3, p = 0.32) (Figure 4H). Together
with the above results, this observation suggests that neuronal
hyperexcitability in the absence of FMRP is caused by reduced
HCN channel expression in sensory neurons.

DISCUSSION

Sensory hypersensitivity in FXS has thus far been largely
attributed to sensory processing abnormalities in the brain
circuits (Contractor et al., 2015). Our results revealed a
contribution to sensory abnormalities from peripheral deficits
in the FXS mouse model. We found a hyperexcitable state of
peripheral sensory neurons characterized by markedly increased
AP frequency and reduced threshold caused by loss of FMRP.
Altered sensory neuron excitability in Fmr1 KO mice arises,
at least in part, from intrinsic neuronal mechanisms involving
increased input resistance caused by HCN channel dysfunction.

HCN channels are active at rest and play a crucial role in
controlling input resistance, and thus neuronal excitability (Shah,
2014). Voltage dependence of HCN channels is regulated by
a number of intracellular factors. Other voltage-gated channels
have a strong influence on HCN channel activity. The resulting
action of HCN channels on membrane excitability in a given
cell type is thus determined by a delicate balance of these
factors. For example, in the CA1 neurons, through interaction
with Kv7 channels, HCN channels can enhance AP firing in
response to an EPSP when AP threshold is low and can inhibit
AP firing when AP threshold is high (George et al., 2009).
The AP threshold of DRG neurons is comparatively high, thus
reduction of HCN channel activity in Fmr1 KO neurons is
consistent with increased firing. Also, HCN channels have two
separate influences on membrane excitability: one is the channel-
mediated inward current (i.e., excitatory influence), the second
one is a shunting effect (inhibitory influence). The overall effect
might be complicated or even “paradoxical” (George et al.,
2009). Given that the input resistance is a direct determinant
of AP rheobase, our observations of reduced rheobase in
Fmr1 KO neurons support the notion that HCN channels in
sensory neurons function through the shunting effect to reduce
input resistance.

Cell-type specific HCN channel defects have been previously
implicated in excitability alterations of central neurons in the FXS
models. For example, the elevated HCN1 subunit expression and
increased Ih current were found in dendrites of CA1 pyramidal

cells from Fmr1 KO mice leading to decreased input resistance
and reduced temporal summation (Brager et al., 2012), while
the opposite changes in HCN1 expression, Ih and excitability
were observed in the layer 5 pyramidal cells of somatosensory
cortex (Zhang et al., 2014) or layer 4 stellate cells of Fmr1
KO mice (Booker et al., 2019). Reduced HCN1 expression and
decreased Ih were also found in large (mechanosensory) but
not small diameter DRG neurons in Shank3 deletion model of
Phelan–McDermid syndrome often associated with ASD (Orefice
et al., 2016, 2019). Here we observed that Hcn1 and Hcn4
expression is strongly reduced in the DRG of Fmr1 KO mice.
Together with the observations that a selective HCN channel
blocker abolished differences in all measures of excitability
between Fmr1 KO and WT mice, these observations suggest
that reduced HCN channel expression is the major cause of
hyperexcitability of sensory DRG neurons caused by FMRP
loss. Notably, in central neurons, FMRP is also known to
exert powerful control over ion channel activity via protein–
protein interactions (Brown et al., 2010; Deng et al., 2013, 2019;
Deng and Klyachko, 2021). In the case of HCN channels, FMRP
can regulate the channel’s surface levels in a tissue-specific
manner via protein–protein interactions with the HCN-TRIP8b
complexes (Brandalise et al., 2020). Whether this interaction
is present in sensory neurons and contribute to neuronal
excitability defects remains to be determined.

Interestingly, HCN channel expression and Ih current show
age-dependent increase in thalamic neurons (Kanyshkova et al.,
2009) which dampens their excitability as these neurons
mature. Furthermore, there is evidence of maturation-dependent
regulation of HCN channels in spiral ganglia in the auditory
pathway (Shen et al., 2018) and immature neurons are known
to exhibit higher intrinsic excitability and plasticity (Schmidt-
Hieber et al., 2004; Oh et al., 2010). Can hyperexcitability
of peripheral sensory neurons be a consequence, in part, of
the delayed neuronal maturation in Fmr1 KO mice? The age-
dependent changes in excitability have been reported in central
neurons of Fmr1 KO mice: the CA3 pyramidal neurons show
increased excitability in young Fmr1 KO mice (3–4 weeks)
(Deng et al., 2019; Dwivedi et al., 2019), but this was not
seen in the older animals (6–8 weeks) (Dwivedi et al., 2019).
Further, a delay in neuronal maturation and immature state
of dendritic spines is widely documented in central neurons
of Fmr1 KO mice (Comery et al., 1997; Harlow et al., 2010;
Guo et al., 2015; Moskalyuk et al., 2020), resulting in delayed
maturation of local networks (Vislay et al., 2013; Nomura
et al., 2017) and a developmental delay in somatosensory map
formation (Till et al., 2012). This is also consistent with abnormal
neurogenesis and altered differentiation of neural stem cells
in Fmr1 KOs, leading to poor neuronal maturation and high
gliogenic development (Castren et al., 2005; Telias et al., 2013,
2015). Our single-cell RNA-seq analyses described in detail in
the accompanying paper indeed suggest that maturation of
sensory neurons in the DRG is delayed/aberrant, as evident
in upregulation of progenitor markers and downregulation of
neuronal differentiation/neuronal identity markers. Thus, the
delayed maturation of sensory neurons in the DRG could be an
underlying or contributing factor driving their hyperexcitability.
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The increased intrinsic excitability of sensory neurons is
only one of complex multifaceted changes that occur in the
peripheral sensory system in the absence of FMRP. For example,
the excitability changes we observed here will combine with the
increased glutamate release from the soma and terminals of these
neurons, which occurs independently due to excessive surface
expression of N-type calcium channels (Ferron et al., 2014, 2020),
further multiplying the excessive output from sensory neurons.
Moreover, morphological changes of neuronal processes, such
as axon structure or axon initial segment length, which are
affected centrally in Fmr1 KO mice (Booker et al., 2020), can
also contribute to sensory neuron excitability. Given the long-
range projections of the sensory neurons of the DRG, future
central and peripheral projection tracing will be needed to define
the precise morphological changes in sensory neuron processes.
In addition to these intrinsic mechanisms, in the accompanying
paper, we describe extrinsic mechanisms that may contribute
to sensory deficits due to disruption of the peripheral neurons’
association/communication with their enveloping satellite glial
cells. Thus, an interplay of multiple peripheral deficits needs
to be considered to fully understand sensory deficits caused by
FMRP loss. Notably, our measurements of neuronal excitability
are limited to short-term cultures in which neurons do not
develop full length long-range projections and do not get
enveloped by the satellite glia cells. Thus how the complex
interplay between the intrinsic and extrinsic changes influences
sensory processing in vivo remains to be elucidated. This includes
defining how sensory transduction is affected in the intact
DRG and whether distorted cortical maps in Fmr1 KOs (Till
et al., 2012) are a consequence of altered sensory receptive
fields. Moreover, in vivo measurements will also be needed to
define the extent to which peripheral deficits contribute to the
abnormal processing of repeating sensory stimuli (Domanski
et al., 2019). Such measurements will present a technical
challenge because sensory DRG neurons in more intact settings
(ex vivo slices or in vivo) are entirely surrounded by the
satellite glia coat.

What is the relevance of sensory neuron hyperexcitability
to clinical FXS phenotypes? The majority of cells analyzed
in our experiments were small/medium diameter IB4-positive
nociceptors (Avraham et al., 2020). A previous study showed
that loss of FMRP decreases nociceptive sensitization in adult
mice, even though the basal nociceptive thresholds were
intact (Price et al., 2007). Recent evidence also indicates
impaired pain induction and perception in the FXS mouse
model, including reduced neuropathic pain (Ramirez-Lopez
et al., 2021), and visceral pain (Yang et al., 2020). Future
in vivo studies will be needed to determine whether and
how increased excitability of nociceptive neurons in adolescent
mice we observed here is linked to abnormal pain induction
or perception in FXS mice. Notably, IB4-positive sensory
neurons also include a subset of mechanoreceptors that detect
gentle touch (Liu et al., 2007). Thus, our observations could
be relevant to the clinical FXS phenotypes beyond the pain
induction/perception, since individuals with Fragile X are known
to experience hypersensitivity to touch (Arnett et al., 2014;
He et al., 2017).

MATERIALS AND METHODS

Animals and Dorsal Root Ganglia
Neuronal Culture
Fmr1 KO (FVB.129P2-Pde6b+Tyrc−chFmr1tm1Cgr/J; stock
#004624) and WT control (FVB.129P2-Pde6b+Tyrc−ch/AntJ;
stock #004828) mice on FVB background were obtained from
The Jackson Laboratory. Male mice (28- to 30-day old) were used
for DRG cultures since male FXS individuals typically have more
severe symptoms than do female individuals (Hagerman et al.,
2009). Lumbar DRG (L1–L5) were dissected from Fmr1 KO
and WT control mice and collected into cold Hank’s balanced
salt solution (HBSS) with 5% Hepes, then transferred to warm
papain solution and incubated for 20 min in 37◦C. DRG’s were
washed in HBSS and incubated with collagenase for 20 min in
37◦C. Ganglia were then mechanically dissociated to a single
cell suspension by triturating in culture medium (Neurobasal
medium), with Glutamax, PenStrep, and B-27. Cells were then
cultured on 100 µg/ml poly-D-lysine coated cover slips and used
for electrophysiological recording 24 h after plating. All animal
procedures were in compliance with the NIH Guide for the Care
and Use of Laboratory Animals and conformed to Washington
University Animal Studies Committee guidelines.

Electrophysiology
Action Potential Recording and Analysis
Whole-cell patch-clamp recordings in a current-clamp mode
were performed using a MultiClamp 700B amplifier (Molecular
Devices) from short-term cultures (24 h after plating) of isolated
DRG neurons, visually identified with infrared video microscopy
and differential interference contrast optics (Olympus BX51WI).
Current-clamp recordings were made with pipette capacitance
compensation and bridge-balance compensation. Recordings
were conducted at near-physiological temperature (33–34◦C).
In these conditions, the majority of cells analyzed were
small/medium diameter IB4-positive neurons (Avraham et al.,
2020). The recording electrodes were filled with the following
(in mM): 130 K-gluconate, 10 KCl, 0.1 EGTA, 2 MgCl2, 2
ATPNa2, 0.4 GTPNa, and 10 HEPES, pH 7.3. The extracellular
solution contained (in mM): 145 NaCl, 3 KCl, 10 HEPES, 2.5
CaCl2, 1.2 MgCl2, and 7 glucose, pH 7.4 (saturated with 95%
O2 and 5% CO2). APs were evoked either by multiple-step-
current injection (from 25 to 150 pA with step duration of
600 ms and step size 25 pA) or by a ramp-current injection
(0.1 pA/ms) with a hyperpolarizing onset. To determine the
number of APs, all APs for each step were counted (step-
evoked APs), but for the ramp-evoked APs, only APs within
the first 2 s from beginning of the ramp were counted. AP
threshold was defined as voltage where the AP rise speed reaches
5 mV/ms. The AP threshold was determined only from the
first APs in the trace. For ramp-evoked APs, AP rheobase was
determined as current amplitude difference from baseline to
threshold point. Rheobase charge transfer was the integration
of the current over the time interval, which was from the
beginning of the steps (or ramp cross baseline) to the first AP
threshold point. AP latency was defined as the time duration
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from the beginning of step-current to the first AP threshold
point. AP duration was defined as the time interval between AP
rising and falling parts at a membrane potential of +15 mV
level. When the number of APs was more than 2, the first
inter-AP interval was defined as the time duration between the
peaks of first and second APs. All data were averaged over 5–
8 trials for each cell. All chemicals for internal solution and
bath solution were from Sigma-Aldrich. The channel blockers
ZD7288 and XE991 were from Tocris. Different cells were used
to test the effect of blockers (ZD7288 or XE991) to minimize the
influence from “washout effect” due to recording time limitations
(recordings in DRG cultures have a fast rundown during whole
cell recordings).

Determination of Resting Membrane Potential,
Capacitance, and Input Resistance
Resting membrane potential was measured immediately after
whole-cell formation. Cell capacitance was determined by the
amplifier’s auto whole-cell compensation function with slight
manual adjustment to optimize the measurement if needed.
Under current-clamp mode, a negative current (−50 pA for
500 ms) was injected every 5 s to assess the input resistance. The
voltage difference between baseline and steady state was used to
calculate input resistance.

Measurements of HCN Channel Activity
For evaluation of HCN channel activity, hyperpolarization-
evoked voltage sag was determined by step-current injection
(from −50 to −100 pA with step size −10 pA and duration
600 ms). Sag amplitude was defined as the voltage difference
between the lowest point of voltage trace and steady-state part
(average 50 ms) immediate before the end of step. Sag ratio
was calculated as 100% × (sag amplitude) ÷ (voltage difference
between baseline and the lowest point of voltage trace).

RNA Isolation and Quantitative PCR
Dorsal root ganglia were lysed and total RNA was extracted
using Trizol reagent (Thermo Fisher, Cat# 15596026). Next,
RNA concentration was determined using a NanoDrop 2000
(Thermo Fisher Scientific). First strand synthesis was then
performed using the High Capacity cDNA Reverse Transcription
kit (Applied Biosystems). qPCR was performed using PowerUp
SYBR Green master mix (Thermo Fisher, Cat# a25742) using
5 ng of cDNA per reaction. Plates were run on a QuantStudio
6 Flex system. Quantification of relative gene expression was
performed using an automated software package (QuantStudio,
ThermoFisher Scientific) following a standard 2−11Ct method
as described (Rao et al., 2013). Briefly, the cycle threshold (Ct)
information generated by the qPCR system is directly used
to determine relative gene expression in target and reference
samples, using a reference gene as the normalizing factor (Rao
et al., 2013). The Ct for the mRNA of a housekeeping gene
(Rpl13a) was first subtracted from the Ct for the mRNA of
the different Hcn isoforms in the same sample to normalize
for variation in the amount and quality of mRNA between
different samples. This normalization procedure (1Ct) permits
comparison of expression of a gene of interest among different

samples. The average 1Ct value from three technical replicates
was calculated for each of the biological replicates (n = 3). The
final outcome of this quantification was calculated as the fold
change of Hcn isoforms expression in the KO samples relative
to their expression in the WT samples (11Ct). The relative gene
expression is usually set to 1 for reference samples (WT) because
11Ct is equal to 0 and therefore 20 is equal to 1 (Rao et al.,
2013).

Primer sequences were obtained from PrimerBank or
published literature and product size validated using agarose gel
electrophoresis.

Rpl13a (PrimerBank ID 334688867c2) Forward Primer
AGCCTACCAGAAAGTTTGCTTAC Reverse Primer
GCTTCTTCTTCCGATAGTGCATC.

Hcn1 Forward Primer ACATGCTGTGCATTGGTTATGGCG,
Reverse PrimerAACAAACATTGCGTAGCAGGTGGC.

Hcn2 Forward Primer ACTTCCGCACCGGCATTGTTATTG,
Reverse Primer TCGATTCCCTTCTCCACTATG AGG.

Hcn3 Forward Primer TGGGAACCACTGGTGCACG,
Reverse Primer TGAGCGTCTAGCAGATCGAG.

Hcn4 Forward Primer GCATGATGCTTCTGCTGTGTCACT,
Reverse Primer TTCACCATGCCATTGATGGACACC.

Statistical Analysis
Data are presented as mean ± SEM. Student’s T-test was used
for statistical analysis as appropriate. Significance was set as
p < 0.05. The n was number of cells tested. All statistical values
and tests used in each experiment are given in Supplementary
Table 1 for each panel.
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Among most prevalent deficits in individuals with Fragile X syndrome (FXS) is
hypersensitivity to sensory stimuli and somatosensory alterations. Whether dysfunction
in peripheral sensory system contributes to these deficits remains poorly understood.
Satellite glial cells (SGCs), which envelop sensory neuron soma, play critical roles in
regulating neuronal function and excitability. The potential contributions of SGCs to
sensory deficits in FXS remain unexplored. Here we found major structural defects
in sensory neuron-SGC association in the dorsal root ganglia (DRG), manifested by
aberrant covering of the neuron and gaps between SGCs and the neuron along their
contact surface. Single-cell RNAseq analyses demonstrated transcriptional changes
in both neurons and SGCs, indicative of defects in neuronal maturation and altered
SGC vesicular secretion. We validated these changes using fluorescence microscopy,
qPCR, and high-resolution transmission electron microscopy (TEM) in combination
with computational analyses using deep learning networks. These results revealed a
disrupted neuron-glia association at the structural and functional levels. Given the well-
established role for SGCs in regulating sensory neuron function, altered neuron-glia
association may contribute to sensory deficits in FXS.

Keywords: satellite glial cells, fragile X syndrome, sensory neuron, neuron-glia communication, hyperexcitability

INTRODUCTION

Fragile X syndrome (FXS) is the most common heritable cause of intellectual disability and the
leading monogenetic cause of autism spectrum disorders (ASD). This condition stems from loss of
fragile X mental retardation protein (FMRP), which regulates a wide range of neuronal functions
via translational control and protein-protein interactions. Some of the most prevalent symptoms of
FXS include hypersensitivity to a wide range of sensory stimuli, such as tactile, auditory, and visual
stimuli (Cascio, 2010). Sensory hypersensitivity may contribute or even cause behavioral deficits
such as anxiety and impaired social interactions (Rais et al., 2018). These sensory deficits have
been thus far largely attributed to alterations in sensory processing abnormalities in brain circuits
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(Contractor et al., 2015). Yet the mechanisms of sensory deficits
in FXS and ASD remain elusive. Recent studies suggest that many
core cognitive deficits in ASD may arise from earlier deficits in
sensory inputs that subsequently drive abnormal development of
cortical circuits (Orefice et al., 2016, 2019). Whether and how
dysfunction of peripheral sensory system that receive and convey
primary sensory information contribute to FXS pathophysiology
remains largely unexplored.

In the accompanying manuscript we described a state of
profound hyperexcitability of primary sensory neurons in the
dorsal root ganglia (DRG) driven, at least in part, by intrinsic
neuronal deficits in HCN channels. In addition to neuronal
intrinsic mechanisms, glial cells can modulate neuronal structure
and function, and are implicated in many neurodevelopmental
diseases (Kim et al., 2020). In the brain, astrocytes express FMRP
and accumulating evidence suggests widespread alterations in
astrocyte-neuronal communication in FXS models (Pacey and
Doering, 2007; Jacobs and Doering, 2010; Jacobs et al., 2012,
2016; Yang et al., 2012; Pacey et al., 2015; Cheng et al.,
2016; Sourial and Doering, 2016; Wallingford et al., 2017;
Krasovska and Doering, 2018). Moreover, astrocyte-selective
loss of FMRP contributes to cortical synaptic deficits in FXS
through the dysregulated astroglial glutamate transporter GLT1
and impaired glutamate uptake (Higashimori et al., 2016). In the
peripheral sensory circuit, satellite glial cells (SGCs) share many
functional similarities with astrocytes despite a great diversity in
morphology (Avraham et al., 2020, 2021b; Hanani and Spray,
2020; Hanani and Verkhratsky, 2021). As many as 8–10 SGCs
completely envelop each DRG neuron (Pannese, 1964). SGCs
contribute to abnormal neuronal hyperexcitability in many pain
syndromes (Hanani and Spray, 2020) and we recently showed
that these cells also contribute to promote peripheral axon
regeneration (Avraham et al., 2020, 2021b). While contribution
of astrocytes to synaptic and neuronal dysfunction in the brain of
FXS models has received a lot of recent attention, the potential
contributions of SGCs in FXS remains unexplored.

In this study we combined ultrastructural analyses and single-
cell RNAseq to examine changes in sensory neuron association
with their enveloping SGCs caused by FMRP loss.

RESULTS

Structural Changes in Sensory
Neuron-Satellite Glial Cell Association in
Fmr1 KO Mice
In adult animals, SGCs tightly enwrap the soma of each sensory
neuron (Pannese, 1964). The gap between the two cell surfaces
can often be as small as ∼20–50 nm. This close association
between the two cell types is essential for efficient mutual
neuron–SGC interactions (Hanani and Spray, 2020), although
the mechanisms regulating and maintaining this close association
remain poorly understood. We thus determined the impact of
FMRP loss on the structural organization of SGCs surrounding
sensory neurons. Transmission Electron Microscopy (TEM)
demonstrated the tight contact between SGCs and neurons

in WT control mice, whereas the Fmr1 KOs presented an
aberrant covering of the neuron with multiple large gaps
between the glia and the neuron along their contact surface
(Figure 1A, all values and statistical information is provided
in Supplementary Table 1). We found a significant increase
in the number of neurons with large gaps along neuron-
glia contact surface in the Fmr1 KO mice compared to WT
(Figure 1B). Quantification of the distance between each neuron
and the SGC coat further revealed significant defects in the Fmr1
KO mice with a marked increase in the neuron-glia distances
(Figure 1C). However, other aspects of neuronal morphology
were similar between Fmr1 KO and WT mice, with no detectable
changes in neuronal diameter, area, and shape (Figures 1D–F).
Additionally, immunostaining of sections of DRG from Fmr1
KO and WT mice for the apoptotic marker cleaved caspase
3 revealed no change in apoptotic cell death in Fmr1 KO
compared to WT mice (Figures 1G–I), indicating that loss of
FMRP does not cause excessive neuronal apoptotic cell death.
These observations suggest that loss of FMRP results in a
failure of SGCs to envelop the neurons tightly. Such a major
structural defect might disrupt the neuron-SGC communication.
Whether all sensory neurons or only specific subtypes present
this aberrant interaction with their surrounding SGC remains
to be determined.

Transcriptional Changes in Dorsal Root
Ganglia Cells Caused by Loss of
Fragile X Mental Retardation Protein
To begin to define the changes in the molecular profile of
sensory neurons and SGCs in Fmr1 KO mice associated with the
structural alterations we observed above, we performed single-
cell RNA-seq (scRNAseq) from the DRGs of Fmr1 KO and WT,
using the Chromium Single Cell Gene Expression Solution (10x
Genomics). This method allows characterization of DRG cells at
the molecular level, as described previously (Avraham et al., 2020,
2021b). While scRNAseq captures transcriptional events, changes
in RNA stability may also contribute to the different profiles
obtained, and the depth of sequencing obtained in scRNAseq
analyses might not allow to capture low level transcripts. The
number of sequenced cells in Fmr1 KO mice was 11,060 from
2 biological replicates with an average of 105,076 mean reads
per cell, 2,141 mean genes per cell and a total of 20,219 genes
detected. The number of sequenced cells from WT mice was
10,856 from 2 biological replicates with an average of 94,139
mean reads per cell, 2,239 mean genes per cell, and a total
of 20,066 genes detected. Low quality cells with less than 600
genes per cell and doublets were filtered out from downstream
analysis (see filtering criteria in the section “Materials and
Methods”). To identify cluster-specific genes, we calculated the
expression difference of each gene between that cluster and
the average in the rest of the clusters (ANOVA fold change
threshold > 1.5). Examination of the cluster-specific marker
genes in t-distributed stochastic neighbor embedding (t-SNE)
plot, revealed major cellular subtypes including medium/small
neurons (Trpv1), large neurons (Nefh/Nf200), SGCs (Kcnj10,
Fabp7), Schwann cells (Ncmap), pericytes (Kcnj8), endothelial
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FIGURE 1 | Structural alterations in neuron-SGC association in Fmr1 KO DRGs with no changes in neuronal morphology. (A) Representative TEM images of a
neuron-SGC unit in DRG sections from WT and Fmr1 KO. In total, 4 biologically independent animals. Scale bar: 10 µm (left panel), 2 µm (right panel). The SGCs
surrounding sensory neurons are pseudo-colored in green. (B) Quantification of percentage of neurons which have gaps between the neuron membrane and the
covering SGC, out of the total number of neurons imaged. n = 4 biologically independent animals. (C) Measurements of the distance between the neuron membrane
and the covering SGC membrane (µm). In total, 3 measurements were taken from each neuron. n = 4 biologically independent animals. (D–F) Measurements of
neuronal diameter (D), neuronal area (E), and neuronal circularity (F) [ratio between major axis (X) and minor axis (Y). 1 = circular, 1 > elliptic]. n = 4 biologically
independent animals. (G) Representative images of DRG sections co-stained with TUJ1 (magenta) and the apoptotic marker Cleaved Caspase3 (green). n = 3
biologically independent animals. Scale bar: 100 µm. (H) Quantification of percentage of Cleaved Caspase 3 fluorescence intensity normalized to TUJ1 intensity.
n = 3 biologically independent animals. (I) Quantification of the percentage of cleaved caspase 3 positive neurons out of all neurons per section. n = 3 biologically
independent animals.

cells (Pecam/Cd31), macrophages (Cd68), and mesenchymal
cells (Pdgfra) (Figures 2A,B and Supplementary Table 2). An
unbiased (Graph-based) clustering identified 17 distinct cell
clusters (Figure 2C). We then compared the cell clustering
between WT and Fmr1 KO DRGs and found that unique
cell clusters were not altered by loss of FMRP (Figure 2D),
with similarity in cell cluster distribution between samples and
genotypes (Figures 2E,F). To uncover the transcriptional changes
that occur within DRG cell clusters in Fmr1 KO compared to WT
control, we calculated the differentially expressed (DE) genes for

every cluster (FDR≤ 0.05, FC≥ 1.5) and found that loss of FMRP
induced substantial gene expression changes in many cell types in
the DRG (Figure 2G and Supplementary Tables 3–13).

Delayed/Aberrant Sensory Neuron
Maturation Caused by Loss of Fragile X
Mental Retardation Protein
The number of neurons recovered in our scRNAseq analysis
was ∼3%, whereas neurons represent ∼12% of cells in the
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FIGURE 2 | Cluster analysis from scRNAseq of DRGs. (A) t-SNE overlay for expression of marker genes for different cell populations in all cells from WT and
Fmr1 KO including Trpv1 for small/medium neurons, Nefh for large neurons, Fabp7 for SGCs, Ncmap for Schwann cells, Kcnj8 for pericytes, Pecam for endothelial
cells, CD68 for Macrophages and Pdgfra for mesenchymal cells. The relative levels of expression are presented as a blue color gradient on the left. n = 3 biologically
independent animals. (B) t-SNE plot of 18,000 cells from Fmr1 KO and WT dissociated DRG. Classifications were assigned based on known marker genes. Low
quality cells (3,916 cells from a total of 21,916) with less than 600 genes per cell and doublets were filtered out from analysis (see filtering criteria in the section
“Materials and Methods”). In total, 11 distinct cell clusters were assigned based on known marker genes. (C) Unbiased, Graph based clustering with 17 distinct cell
clusters. (D) t-SNE plot colored by genotype. (E) t-SNE plots separated by biological sample in WT and KO, colored by cell type. (F) Fraction of each cell type within
WT (8,970 cells), and Fmr1 KO (9,038 cells) conditions. (G) Plot of the number of differentially regulated genes in each cell type in Fmr1 KO compared to WT
(FDR ≤ 0.05, fold-change ≥ 1.5).
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DRG (Avraham et al., 2021b). The relatively low number of
neurons recovered might be due to the fact that sensory
neurons are relatively large cells, which might be destroyed
when passed through microfluidic device and to the potential
neuronal damage during tissue dissociation process (Avraham
et al., 2020). However, we collected a sufficient number of
neurons (248 in WT and 659 in KO) that allowed comparison
between genotypes. Since in the accompanying paper we found
significant changes in excitability of small/medium Fmr1 KO
neurons, we pooled all cells classified as small/medium neurons
(cluster 16; 139 cells in WT and 304 in KO). According to
the classification of adult DRG neurons at the single cell level
(Sharma et al., 2020), small/medium neurons in our data set
included CGRP-α neurons (Avpr1a, Slc6a7), CGRP-γ neurons
(Ctcflos, Greb1l), C-LTMR (Cacna1i), Trmp8 neurons (Trm8),
and excluded proprioceptors (CGRPθ, ζ and ε), Aβ LTMR and
Aδ LTMR neurons (Supplementary Table 2).

We found 155 differentially expressed (DE) genes in
the Fmr1 KO small/medium neurons compared to WT

(Figure 2G). In total, 61 genes were upregulated and 94 genes
were downregulated (FDR ≤ 0.05 FC ≥ 1.5) (Figure 3A
and Supplementary Table 3). We next performed pathway
enrichment analysis to reveal the biological function underlying
the molecular changes in the Fmr1 KO neurons (Figure 3B,
GO biological process). The upregulated genes were related
to nervous system development, cell proliferation, glial cell
differentiation and mRNA metabolism (Figure 3B and Table 1).
Downregulated genes were related to neuronal differentiation,
microtubule and intermediate filament cytoskeleton, axonal
transport, neurotransmitter secretion and cholesterol and steroid
biosynthesis (Figure 3B and Table 1). Among the transcriptional
changes associated with FMRP loss are notable alterations
in genes regulating neuronal differentiation and elaboration.
Both peripheral neurons and glia arise from neural crest cells.
Upon differentiation, sensory neurons acquire neuronal identity
by upregulating neuronal markers. Neuronal differentiation
markers such as Ntrk1; Ndrg4; Avil; Stmn2and markers of
axonal/dendritic elaboration such as Nefl, Prph, Tubb3/TUJ1, and

FIGURE 3 | Molecular changes in Fmr1 KO small/medium sensory neurons indicate delayed differentiation. (A) Volcano plot of DE genes in small/medium neurons
from Fmr1 KO compared to WT. (B) Enriched pathways in Fmr1 KO compared to WT (GO Biological Process) for up-regulated (red) and down-regulated (blue)
genes. (C) Mean expression of the neuronal markers Nefl, Prph, Tubb3, and Calca in WT (black) and Fmr1 KO (red). (D) qPCR analysis of the relative mRNA
expression of Tubb3, Nefl, and Stmn2 in Fmr1 KO compared to WT DRGs. n = 3 biologically independent animals.
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TABLE 1 | Enriched biological processes (GO 2018) for differentially up and down regulated genes in Fmr1 KO small/medium neurons.

GO biological process term Genes

Up regulated

Glial cell differentiation (GO:0010001) RELN; ERBB3; SOX10

Nervous system development (GO:0007399) EDNRB; RELN; ERBB3; B3GNT5; FABP7; NAB2; VLDLR; P OU3F2

mRNA metabolic process (GO:0016071) SON; ZFP36L2; HSPA1B; HSPA1A

Positive regulation of Ras protein signal transduction (GO:0046579) COL3A1; NOTCH1; LPAR1

Response to unfolded protein (GO:0006986) DNAJA1; HSPA1B; HSPA1A

Regulation of cell proliferation (GO:0042127) TCF7L2; CXCL10; NOTCH1; CDK6; ERBB3; FABP7; POU3 F2; HSPA1B; HSPA1A

Negative regulation of apoptotic process (GO:0043066) DNAJA1; NOTCH1; SON; ERBB3; ANGPTL4; HSPA1B; HS PA1A

Down regulated

Cholesterol biosynthetic process (GO:0006695) FDPS; SQLE; MVD; ACAT2; FDFT1

Intermediate filament bundle assembly (GO:0045110) NEFL; NEFM; NEFH

Anterograde axonal transport (GO:0008089) FMR1; HSPB1; NEFL; AP3B2

Regulation of steroid biosynthetic process (GO:0050810) FDPS; SQLE; MVD; FDFT1

Positive regulation of neuron projection development (GO:0010976) RIMS2; NTRK1; NDRG4; AVIL; STMN2

Microtubule polymerization or depolymerization (GO:0031109) TPPP3; STMN2; STMN3

Regulation of neurotransmitter secretion (GO:0046928) RIMS2; FMR1; CPLX1

Axonal transport (GO:0098930) FMR1; NEFL; AP3B2

Positive regulation of neuron differentiation (GO:0045666) NTRK1; NDRG4; AVIL; STMN2

Calca/CGRP were down regulated in Fmr1 KO small/medium
neurons (Figures 3A,C). We validated these findings by qPCR
experiments, which confirmed that the neuronal markers Tubb3,
Stmn2, and Nefl were downregulated in Fmr1 KO DRG compared
to WT DRG (Figure 3D).

Upon differentiation, sensory neurons also normally
downregulate glial and progenitor markers. We found that
progenitor markers such as Sox10, Fabp7, Foxd3, and Notch1
were abnormally upregulated in the Fmr1 KO neurons compared
to WT (Figure 4A). We previously showed that Fabp7 is
highly expressed in all SGCs in adult mice (Avraham et al.,
2020, 2021b). However, Fabp7 is also expressed in radial
glial cells as well as neuronal progenitors and is critical for
neurogenesis in the CNS (Feng et al., 1994; Matsumata et al.,
2012). We thus examined by immunofluorescence if FABP7 was
upregulated in neurons of Fmr1 KO DRG compared to WT.
As expected, there was minimal spatial overlap of FABP7 and
TUJ1 staining in WT, confirming very low neuronal expression
of FABP7 in developed sensory neurons (Figures 4B–D). In
contrast, overlap of FABP7 and TUJ1 staining was clearly
evident in Fmr1 KO, highlighting a greatly increased number
of neurons expressing FABP7 (Figures 4B–D), and validating
the scRNAseq data.

To further explore changes in neuronal maturation caused
by FMRP loss, we compared the lineage profiles of neurons in
Fmr1 KO and WT, using a differential trajectory map based on
“Monocle2.” This analysis can order a set of individual cells
along a path/trajectory/lineage, and assign a pseudo-time value
to each cell that represents where the cell is along that path. This
trajectory analysis further revealed the different developmental
stage of neurons in WT vs. Fmr1 KO (Figure 4E). These results
suggest a delayed or aberrant sensory neuronal development
process resulting from the loss of FMRP. These observations
are consistent with developmental delays suggested in mouse

cortical neurons (Tervonen et al., 2009; Saffary and Xie, 2011;
Edens et al., 2019), as well as in human neurons and forebrain
organoids (Sunamura et al., 2018; Kang et al., 2021).

Transcriptional Changes in Satellite Glial
Cells Caused by Loss of Fragile X Mental
Retardation Protein Are Related to
Vesicle Organization and Secretion
We next examined the transcriptional profile of SGCs in
Fmr1 KO and WT mice. We pooled all cells classified as
SGCs (9,917 cells, 5,173 in WT and 4,744 in Fmr1 KO) and
compared the gene expression in Fmr1 KO and WT SGCs
(FDR ≤ 0.05 FC ≥ 1.5). We found 111 genes that were
differentially upregulated in Fmr1 KO SGCs and 19 genes that
were downregulated (Figure 5A and Supplementary Table 4).
Pathway enrichment analysis (GO biological process) revealed
that the upregulated genes were related to calcium signaling,
vesicle organization and chemical synaptic transmission
(Figure 5B and Table 2). Downregulated pathways were related
to response to cytokine stimulus and inflammatory response
(Figure 5B and Table 2). These downregulated pathways are
consistent with the reduced serum levels of pro-inflammatory
chemokines in FXS individuals (Van Dijck et al., 2020).
Interestingly, the chemokine Ccl2 was downregulated in both
SGC and macrophages in Fmr1 KO mice compared to WT
(Supplementary Tables 4, 6), and is also reduced in the serum of
FXS patients (Van Dijck et al., 2020).

We then determine if the SGC subtypes and their similarity
to astrocytes we previously characterized (Avraham et al., 2021b)
were affected by FMRP loss. Trajectory analysis revealed major
differences between WT and Fmr1 KO SGCs (Figure 5C), that
might be indicative of a different developmental process in SGC
in the absence of FMRP. Despite these major differences in
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FIGURE 4 | Dysregulated neuronal maturation in Fmr1 KO DRG. (A) Mean expression of the progenitor markers Sox10, Fabp7, Notch1, and Foxd3 in WT (black)
and Fmr1 KO (red). (B) Representative immunofluorescence images of DRG sections from WT and Fmr1 KO mice co-stained with TUJ1 (magenta) and the SGC
marker FABP7 (green). n = 3 biologically independent animals. Scale bar: 50 µm. (C) Representative images of fluorescence intensity of FABP7/TUJ1 measured
across neuron-SGC units (white line in inset image). (D) Percentage of neurons with detectable FABP7 expression in WT and Fmr1 KO. n = 3 biologically
independent animals, 10–15 cells from each animal were used for measurements. (E) Trajectory analysis of small/medium neurons colored by genotype.

trajectories, an unbiased clustering of SGCs in WT and Fmr1
KO revealed similarity in SGC subtype distribution (Figure 5D).
Overlay of top marker genes for each SGC cluster paralleled
our previous findings of SGC subtypes (Avraham et al., 2021b;
Figure 5E), with the exception for an additional cluster 5 in
both Fmr1 KO and WT, which was enriched in proliferation
markers such as Top2a, Cdk1, and Mki67 (Figure 5E and
Supplementary Table 14) and could result from the mice being
younger in the current study (4-weeks old), compared to our
previous studies using more mature mice (8–12 weeks old).
A differential expression analysis between Fmr1 KO and WT
for each SGC cluster revealed larger changes in clusters 2 and
5, moderate changes in clusters 3 and 4 and minor in cluster
1 (FDR ≤ 0.05 FC ≥ 1.5) (Figure 5F). We examined the
SGC cluster 3 in more details, since cluster 3 shared the most
genes with astrocytes (Figure 5G), consistent with our previous
findings (Avraham et al., 2021b). Loss of FMRP in astrocytes
induces developmental delays in maturation and elaboration
of neuronal dendrites and altered synaptic protein expression
(Jacobs et al., 2010; Yang et al., 2012; Wang et al., 2016). Enriched
pathways of the differentially expressed genes in cluster 3 in Fmr1
KO compared to WT suggested a role in neuronal growth and
differentiation as well as stress-activated responses (Figure 5H).

These results thus further support the notion that SGCs’ role in
supporting sensory neuron development might be impaired in
Fmr1 KO.

Fragile X Mental Retardation Protein
Loss Leads to Altered Vesicle
Organization in Satellite Glial Cells
How SGCs communicate with sensory neurons remains poorly
understood. There is evidence that SGCs can secrete factors
such as TNFα, ATP, and GABA in certain conditions (Bowery
et al., 1976; Hosli and Hosli, 1978; Hanani and Spray, 2020),
but whether glial secretion occurs through vesicular release is
not well-studied. The transcriptome analysis of SGCs indicated
enrichment for genes related to vesicle organization and secretion
as one of the most predominant changes in Fmr1 KO SGCs
(Figure 5B). Thus, we sought to verify this observation using
ultrastructural measurements. We used TEM to image the SGC
cytoplasm at high-resolution and observed multiple vesicular
profiles of ∼50 nm diameter in both WT and Fmr1 KO
SGCs (Figures 6A,B). We then applied deep learning network
algorithms (Selvaraju et al., 2020) to quantify the number of
vesicular profiles in the SGC cytoplasm (Figures 6A,B; see section
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FIGURE 5 | Molecular changes in Fmr1 KO SGCs are related to vesicle organization and secretion. (A) Volcano plot of DE genes in SGCs from Fmr1 KO compared
to WT. (B) Enriched pathways in Fmr1 KO (GO Biological Process) for up-regulated (red) and down-regulated (blue) genes. (C) Trajectory analysis of SGCs colored
by genotype. (D) t-SNE plot of SGC cluster colored by subclusters (unbiased, Graph based clustering) with quantification of the fraction of cells in the different SGC
subclusters out of total number of SGC. (E) t-SNE overlay with SGC cluster specific genes. (F) Quantification of the number of differentially expressed genes in each
SGC subcluster in Fmr1 KO compared to WT (FDR ≤ 0.05, fold-change ≥ 1.5). (G) Venn diagram comparing signature genes in SGC subclusters and astrocytes.
(H) Enriched pathways (GO Biological process) for top differentially upregulated genes in subcluster3 in Fmr1 KO compared to WT (FDR ≤ 0.05, fold-change ≥ 1.5).

“Materials and Methods” for details). This analysis revealed
a significant increase in the number of vesicles in Fmr1 KO
SGCs cytoplasm compared to WT (Figures 6C,D), validating
the scRNAseq data. These results suggest that loss of FMRP
causes SGCs to upregulate pathways related to vesicular secretion
and thus communication with neurons, which could be a
compensation for the disrupted glia-neuron association at the
structural level.

DISCUSSION

Our results revealed major ultra-structural and transcriptional
changes caused by loss of FMRP in the peripheral sensory system,
including sensory neurons and their enveloping SGCs. Our
analyses suggest structural disruption of sensory neuron-SGC
association in the absence of FMRP, which is accompanied by
aberrant transcriptional changes in pathways involved in vesicle
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TABLE 2 | Enriched biological processes (GO 2018) for differentially up and down
regulated genes in Fmr1 KO SGCs.

GO biological process term Genes

Up regulated

Response to calcium ion (GO:0051592) TRPC3; SYT1; DPEP1; KCNH1

Negative regulation of neuron death
(GO:1901215)

CHGA; UNC5B; VSTM2L; ISL1

Neurotransmitter transport (GO:0006836) SLC17A6; SLC17A7

Vesicle organization (GO:0016050) RPH3A; SYT1; VAMP1; DNM1

Chemical synaptic transmission (GO:0007268) GABBR2; SYT1; PLP1;
SLC17A6; SLC17A7; GABRG2

Down regulated

Cellular response to cytokine stimulus
(GO:0071345)

MYC; LCN2; CCL2; IRF8;
CXCL1

Inflammatory response (GO:0006954) CYBB; CCL2; CXCL1

secretion and neuron-glia communication. These abnormalities
are also accompanied by transcriptional changes indicative of
delayed/altered maturation of neurons and SGCs. Given the well-
established role for SGCs in regulating sensory neurons functions
(Hanani and Spray, 2020), and the similarity between human
and mouse SGCs (Avraham et al., 2021a), the structural and
functional disruption of neuron-SGC communication may have
important contribution to sensory dysfunctions in FXS.

Many aspects of neuronal function in the DRG are regulated
by neuron-SGC interactions (Hanani and Spray, 2020). Thus,
the disruption of neuron-glia association and altered vesicular
communication could contribute to sensory defects via several
mechanisms. First, SGC share functional similarities with
astrocytes (Avraham et al., 2020; Hanani and Spray, 2020;
Hanani and Verkhratsky, 2021) and loss of FMRP in astrocytes
induces developmental delays in maturation and elaboration
of hippocampal neuron dendrites and altered synaptic protein
expression (Jacobs et al., 2010; Yang et al., 2012; Wang et al.,
2016). Our results reveal that, similarly to central neurons,
peripheral sensory neurons in Fmr1 KO have a markedly delayed
developmental trajectory. Interestingly, we observed that SGC
cluster 3, which shares the most similarities with astrocytes, is
altered by the loss of FMRP, with enriched pathways related to
neuronal differentiation and development. Disruption of SGCs-
neuron association and communication, if present during early
development, could thus contribute to the developmental delay in
maturation of sensory neurons in the absence of FMRP. Whether
all sensory neuron subtypes present aberrant interaction with
their surrounding SGC in the Fmr1 KO mouse model, or specific
subtypes are preferentially affected remains to be elucidated. This
will be interesting to pursue in future studies, as various subtypes
of sensory neurons encode different sensory modalities, such as
pain and touch, that are affected in FXS individuals.

Second, SGCs are well-known to regulate neural excitability
in normal conditions and to lead to pathological neuronal
hyperexcitability in many pain syndromes (Hanani and Spray,
2020). SGCs can regulate neuronal excitability via ATP release
(Du et al., 2011; Yousuf et al., 2011). Also, both sensory
neurons and SGCs express glutamate receptors (Kung et al.,
2013), although whether SGCs release glutamate has not been

established definitively. Interestingly, it has long been known
that SGCs can uptake and release GABA in a calcium-dependent
manner (Minchin and Iversen, 1974; Minchin, 1975; Bowery
et al., 1976; Hosli and Hosli, 1978) and that sensory neurons
express GABAA and GABAB receptors (Labrakakis et al., 2003;
Du et al., 2017). A recent study found that a subpopulation
of SGCs in the DRG express GABA, the Bestrophin-1 (Best1),
a Ca2+ dependent chloride channel, and enzymes of the
putrescine pathway responsible for an alternative route of
GABA biosynthesis, suggesting that SGCs may be the source of
endogenous GABA released in the DRG (Vargas-Parada et al.,
2021). Importantly, SGC-mediated inhibition is dependent on
a close association between neurons and SGCs (Shoji et al.,
2010; Vargas-Parada et al., 2021). Thus, structural disruption of
neuron-SGCs association, as we observed in Fmr1 KO mice,
can contribute to sensory neuron hyperexcitability, in part, by
reducing effects of GABA release from SGCs. Future studies will
be needed to define the complex secretome of SGCs, which may
include ATP, GABA, and glutamate.

Third, signaling pathways which are down-regulated in SGCs
of Fmr1 KO mice are primarily linked to inflammatory and
cytokine response. This is consistent with findings of cytokine
imbalance in FXS individuals (Van Dijck et al., 2020), children
with autism (Yu et al., 2020) and the growing evidence
that neuro-inflammatory mechanisms may contribute to the
pathogenesis of FXS as well as other autism-associated disorders
(Di Marco et al., 2016; Yu et al., 2020). This observation
is particularly intriguing in a view of a growing number of
reports that cytokines may specifically interact with neuronal
ion channels regulating excitability (Viviani et al., 2007; Schafers
and Sorkin, 2008). Pro-inflammatory cytokines are known to
modulates L- and N-type Ca2+channels, Na+-channels, and
GABAA receptors, and to regulate trafficking of AMPA and
GABAA receptors in central neurons as well as glutamate uptake
by glial transporters (Viviani et al., 2007; Schafers and Sorkin,
2008). Thus, dysregulation of the inflammatory and cytokine
response in SGCs in Fmr1 KO mice could contribute to sensory
neuronal dysfunction via multiple mechanisms.

In summary, our results uncover major defects in neuron-
SGCs association and communication, suggesting that
manipulation of SGCs function maybe a viable new strategy to
normalize function of peripheral sensory neurons in FXS.

MATERIALS AND METHODS

Animals
Fmr1 KO and WT control mice on FVB background were
obtained from The Jackson Laboratory. Male mice (28–30-day
old) were used. All animal procedures were in compliance
with the NIH Guide for the Care and Use of Laboratory
Animals and conformed to Washington University Animal
Studies Committee guidelines.

Transmission Electron Microscopy
Mice were perfused with 2.5% glutaraldehyde and 4%
paraformaldehyde in 0.1 M Cacodylate buffer, followed by
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FIGURE 6 | Increased vesicle number in Fmr1 KO SGC cytoplasm. (A) Example of SGC cytoplasmic area next to the SGC nucleus from WT mice (top left) with a
boxed area zoomed-in (top, right). The area of interest (bottom left, same area as top right) with the heat-map showing the probability to identify an area with vesicles
determined with a gradient-weighted class activation mapping approach. Boxed area is zoomed-in showing segmentation of vesicles using a separate deep learning
network (bottom, right). (B) The same as panel (A), but for Fmr1 KO SGCs. (C) The proportion of SGCs with detectable vesicles (P = 0.0021, Chi-square test). n = 4
biologically independent animals. (D) Average vesicle density in SGC (P = 0.014, KS test). n = 4 biologically independent animals.

post fix. A secondary fix was done with 1% osmium tetroxide.
For TEM, tissue was dehydrated with ethanol and embedded with
spurr’s resin. Thin sections (70 nm) were mounted on mesh grids
and stained with 8% uranyl acetate followed by Sato’s lead stain.
Sections were imaged on a Jeol (JEM-1400) electron microscope
and acquired with an AMT V601 digital camera (Washington
University Center for Cellular Imaging). For measurements of
the number of neurons with distant glia, neurons were counted
as 0 (no distant glia) or 1 (obvious distant glia). To quantify the
distance between the neuron outer membrane and the SGC,
we performed 3 measurements per neuron, where we detected
the largest visible gaps between the neuron membrane and
the SGC membrane. Neuron’s diameter was measured at the
neuron’s largest point across. Neuron circularity was measured

as a ratio between major axis (X) and minor axis (Y) (1 = circular,
1 < elliptic). Neuronal area was measured by manually tracing
the neuron outer membrane. For all measurements ImageJ
software was used.

Vesicle Detection in Transmission
Electron Microscopy Sections With Deep
Learning Neural Networks
Customized two-step deep learning algorithm utilizing
GoogLeNet network was developed to detect and count SGC
vesicles in TEM sections. First, we used the gradient-weighted
class activation mapping (Grad-CAM) technique to scan the
images to produce a localization map identifying regions of
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interest with vesicles in the image. We then used a second trained
network to identify and segment individual vesicles (Selvaraju
et al., 2020). The first network was trained with 2,671 pre-label
images, 20% of the data was randomly assigned to the validation
group. Network was trained using a mini-batch of 25 and a
maximum epoch of 500, obtaining an accuracy of over 99% in
the validation group. In order to prevent over fitting, we perform
data augmentation by randomly resizing by 10% and reflecting
the image. The second network was trained with 4,425 pre-label
images, 20% of the data was randomly assigned to the validation
group. This network was trained using a mini-batch of 100 and a
maximum epoch of 1,000 obtaining an accuracy of 98.2% in the
validation group. Given the small number of pixels that define a
vesicle, data augmentation was prone to generate image artifacts
that reduce the performance of the network. To overcome this
problem, we limited the data augmentation to 5% resizing and
used reflection and pixel shift in addition. The vesicle density
was determined using a clustering algorithm and the area was
defined as the smallest convex set that contains all the vesicles
(convex hull area).

Single Cell RNAseq
DRG collected from 3 mice from each genotype for two biological
replicates were dissociated into single cell suspension as describe
(Avraham et al., 2020, 2021b). Cells were then washed in
HBSS + Hepes + 0.1%BSA solution, passed through a 70-
micron cell strainer. Hoechst dye was added to distinguish
live cells from debris and cells were FACS sorted using MoFlo
HTS with Cyclone (Beckman Coulter, Indianapolis, IN). Sorted
cells were washed in HBSS + Hepes + 0.1%BSA solution and
manually counted using hemocytometer. Solution was adjusted
to a concentration of 500 cell/microliter and loaded on the 10X
Chromium system. Single-cell RNA-Seq libraries were prepared
using GemCode Single-Cell 3’ Gel Bead and Library Kit (10x
Genomics). A digital expression matrix was obtained using
10X’s CellRanger pipeline (Build version 2.1.0) (Washington
University Genome Technology Access Center). Quantification
and statistical analysis were done with Partek Flow package (Build
version 9.0.20.0417).

Filtering Criteria
Low quality cells and potential doublets were filtered out from
analysis using the following parameters; total reads per cell:
600–15,000, expressed genes per cell: 500–4,000, mitochondrial
reads < 10%. A noise reduction was applied to remove low
expressing genes = 1 count. Counts were normalized and
presented in logarithmic scale in CPM (count per million)
approach. An unbiased clustering (graph based clustering) was
done and presented as t-SNE (t-distributed stochastic neighbor
embedding) plot, using a dimensional reduction algorithm that
shows groups of similar cells as clusters on a scatter plot.
Differential gene expression analysis performed using an ANOVA
model; a gene is considered differentially expressed (DE) if it has
a false discovery rate (FDR) step-up (p-value adjusted). p ≤ 0.05
and a fold-change ≥±1.5. Lowering the cutoff of fold-change
down to ≥± 1.3, result in similar gene sets and pathway analysis.
The data was subsequently analyzed for enrichment of GO terms

using Partek flow pathway analysis. Partek was also used to
generate figures for t-SNE plots using a statistical method for
visualizing high-dimensional data by giving each data point a
location in a two-dimensional map.

Trajectory Analysis
We performed a differential trajectory mapping using
“Monocle2” with standard settings. The algorithm orders a
set of individual cells along a path/trajectory/lineage, and assigns
a pseudo-time value to each cell that represents where the cell
is along that path. This method identifies intermediate states
during a biological process as well as bifurcation between two
alternative cellular fates.

Immunohistochemistry
After isolation of DRG, tissue was fixed using 4%
paraformaldehyde for 1 h at room temperature. Tissue was then
washed in PBS and cryoprotected using 30% sucrose solution at
4◦C overnight. Next, the tissue was embedded in O.C.T., frozen,
and mounted for cryosectioning. All frozen sections were cut to
a width of 12 µm for subsequent staining. Slides were washed
3× in PBS and then blocked for in solution containing 10% goat
serum in 0.2% Triton-PBS for 1 h. Next, sections were incubated
overnight in blocking solution containing primary antibody. The
next day, sections were washed 3× with PBS and then incubated
in blocking solution containing a secondary antibody for 1 h
at room temperature. Finally, sections were washed 3× with
PBS and mounted using ProLong Gold antifade (Thermo Fisher
Scientific). For immunofluorescence on cultured cells, DRG
cells were cultured on 100 µg/ml poly-D-lysine coated cover
slips for 4 days in neurobasal media. Cells were then fixed using
4% paraformaldehyde for 20 min at room temperature. Cover
slips were incubated for 1 h in 0.1% Triton-PBS containing
primary antibody washed 3× with PBS and then incubated in
0.1% Triton-PBS solution containing a secondary antibody for
1 h at room temperature followed by 3 washes in PBS. Images
were acquired at 10× or 20× using a Nikon TE2000E inverted
microscope and images were analyzed using Nikon Elements.
To determine the cleaved caspase staining area, a binary was
generated to fit the positive signal, and positive staining area was
measured. We noticed that the cleaved caspase signal was mainly
in neuronal cells, therefore that area was internally normalized
to TUJ1 positive staining area (ImageJ). To measure the number
of cleaved caspase 3 positive neurons we manually selected all
neurons (TUJ1 positive cells) with signal of cleaved caspase-3
above background (ImageJ). To measure the intensity of FABP7
signal in neurons, a 60 µm line was drawn across the neuron.
Fluorescence intensity for FABP7 and TUJ1 was measured along
the line (Nikon Elements).

Antibodies were as follow: Tubb3 (TUJ1) antibody
(BioLegend catalog #802001, RRID:AB_291637), FABP7
(Thermo Fisher Scientific Cat# PA5-24949, RRID:AB_2542449),
cleaved caspase 3 (CST Cat# 9664, RRID:AB_2070042).

RNA Isolation and Quantitative PCR
DRG and nerves were lysed and total RNA was extracted
using Trizol reagent (Thermo Fisher Scientific, Cat# 15596026).).
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Next, RNA concentration was determined using a NanoDrop
2000 (Thermo Fisher Scientific). First strand synthesis was then
performed using the High Capacity cDNA Reverse Transcription
kit (Applied Biosystems). Quantitative PCR was performed using
PowerUp SYBR Green master mix (Thermo Fisher Scientific,
Cat# a25742) using 5 ng of cDNA per reaction. Plates were run
on a QuantStudio 6 Flex and analyzed in Microsoft Excel. The
average Ct value from three technical replicates was averaged and
normalized to the internal control Rpl13a. All primer sequences
were obtained from PrimerBank and product size validated using
agarose gel electrophoresis.

Rpl13a (PrimerBank ID 334688867c2) Forward Primer
AGCCTACCAGAAAGTTTGCTTAC Reverse Primer
GCTTCTTCTTCCGATAGTGCATC

Tubb3 (PrimerBank ID12963615a1) Forward Primer
TAGACCCCAGCGGCAACTA

Reverse Primer GTTCCAGGTTCCAAGTCCACC
Nefl1 (PrimerBank ID 200038a1) Forward Primer

CCGTACTTTTCGACCTCCTACA
Reverse Primer CTTGTGTGCGGATAGACTTGAG
Stmn2 (PrimerBank ID 118130361c1) Forward Primer

CAGAGGAGCGAAGAAAGTCTCA
Reverse Primer CTAGATTAGCCTCACGGTTTTCC

Statistical Analysis
Data are presented as means± SEM. Student’s paired or unpaired
t-test, KS test or Chi-square test were used for statistical analysis
as appropriate; significance was set as p < 0.05. The n was number
of cells tested, unless otherwise stated. All statistical values and
tests used in each experiment are given in Supplementary Table 1
for each panel, as well as in each figure legend.
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Fragile X Syndrome (FXS) is a leading inherited cause of autism and intellectual
disability, resulting from a mutation in the FMR1 gene and subsequent loss of its
protein product FMRP. Despite this simple genetic origin, FXS is a phenotypically
complex disorder with a range of physical and neurocognitive disruptions. While
numerous molecular and cellular pathways are affected by FMRP loss, there is growing
evidence that circuit hyperexcitability may be a common convergence point that can
account for many of the wide-ranging phenotypes seen in FXS. The mechanisms
for hyperexcitability in FXS include alterations to excitatory synaptic function and
connectivity, reduced inhibitory neuron activity, as well as changes to ion channel
expression and conductance. However, understanding the impact of FMR1 mutation
on circuit function is complicated by the inherent plasticity in neural circuits, which
display an array of homeostatic mechanisms to maintain activity near set levels. FMRP
is also an important regulator of activity-dependent plasticity in the brain, meaning
that dysregulated plasticity can be both a cause and consequence of hyperexcitable
networks in FXS. This makes it difficult to separate the direct effects of FMR1 mutation
from the myriad and pleiotropic compensatory changes associated with it, both of
which are likely to contribute to FXS pathophysiology. Here we will: (1) review evidence
for hyperexcitability and homeostatic plasticity phenotypes in FXS models, focusing
on similarities/differences across brain regions, cell-types, and developmental time
points; (2) examine how excitability and plasticity disruptions interact with each other
to ultimately contribute to circuit dysfunction in FXS; and (3) discuss how these synaptic
and circuit deficits contribute to disease-relevant behavioral phenotypes like epilepsy and
sensory hypersensitivity. Through this discussion of where the current field stands, we
aim to introduce perspectives moving forward in FXS research.

Keywords: fragile X syndrome, circuit hyperexcitability, homeostatic plasticity, E/I balance, sensory
hypersensitivity, epilepsy

INTRODUCTION

Fragile X syndrome (FXS) is the most common inherited form of intellectual disability (ID) and one
of the leading known genetic causes of autism spectrum disorders (ASD; Hagerman et al., 2017).
FXS is most commonly caused by the expansion and hyper-methylation of CGG-repeats around
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the FMR1 gene, leading to its transcriptional silencing and
the subsequent loss of its protein product, Fragile x mental
retardation protein (FMRP; Bhakar et al., 2012). In rare cases,
FXS can also arise from point mutations or deletions in the
FMR1 gene (Hammond et al., 1997; Myrick et al., 2014, 2015;
Suhl and Warren, 2015). FMRP is a well-conserved neuronal
RNA-binding protein involved in the transport and translational
regulation of a large number of mRNA in the brain (Ashley
et al., 1993; Siomi et al., 1993; Stefani et al., 2004; Santoro
et al., 2012). The known genetics of FXS and the evolutionarily
conserved nature of FMRP have allowed for the development
of well-validated animals models of the disorder (Bhogal and
Jongens, 2010; Schroeder et al., 2017). FXS has thus emerged as a
prototype for amolecularmedicine approach to neuropsychiatric
disorders, i.e., treating diseases with complex pathophysiology by
targeting underlying molecular and cellular alterations identified
in pre-clinical models (Krueger and Bear, 2011). However,
recent clinical trial failures in FXS have also underscored the
potential pitfalls of attempting to translate therapies developed
from molecular pathology identified in animal models into
suitable clinical treatments (Berry-Kravis et al., 2018). These
setbacks highlight the need for further understanding of how
cellular and molecular perturbations caused by loss of FMRP
contribute to neural circuit dysfunction in FXS, as these circuit
abnormalities are most relevant to understanding how the
behavioral phenotypes associated with FXS arise. Elucidating the
consequences of FMR1 mutation at the circuit and behavioral
level is complicated by the wide-ranging, multifunctional role of
FMRP as well as the vast compensatory mechanisms utilized by
the brain to maintain neuronal function within an optimal range.

FMRP is highly enriched in neurons and expressed across
various cell compartments, cell-types, and brain regions (Abitbol
et al., 1993; Devys et al., 1993; Verheij et al., 1995; Feng et al.,
1997; Christie et al., 2009; Olmos-Serrano et al., 2010). FMRP
expression is also developmentally regulated in both humans
(Abitbol et al., 1993) and mice (Saffary and Xie, 2011), with
expression starting at early embryonic stages, peaking during
early post-natal developmental critical periods, but remaining at
sustained levels throughout adulthood (Till, 2010; Bonaccorso
et al., 2015; Gholizadeh et al., 2015). Most evidence indicates
that FMRP is a translation repressor, with the ability to inhibit
both translation initiation (Napoli et al., 2008) and elongation
(Ceman et al., 2003). Indeed, a majority of FMRP is associated
with stalled polyribosomes (Feng et al., 1997; Stefani et al., 2004;
Darnell et al., 2011) and loss of FMRP often results in increased
cerebral protein synthesis rate (Osterweil et al., 2010; Qin
et al., 2013; Jacquemont et al., 2018). Several high-throughput
approaches have indicated that FMRP associates with thousands
of mRNA targets (approximately 4–8% of all brain mRNA) with
wide-ranging effects on neuronal function (Brown et al., 2001;
Darnell et al., 2011; Ascano et al., 2012). Targets include a large
fraction of the synaptic proteome in both pre- and post-synaptic
compartments, ion channels important for regulation of cellular
excitability, as well as transcription factors and chromatin-
modifying proteins that can broadly affect the genetic and
proteomic content of cells. FMRP can also influence cell
excitability through direct protein–protein interactions with

voltage- and ligand-gated ion channels (Deng and Klyachko,
2021).

Because of its ubiquitous expression and ability to regulate
a large portion of the neuronal proteome, it is perhaps not
surprising that loss of FMRP has far-reaching consequences on
neuronal function. However, accumulating evidence suggests
that neuronal hyperexcitability and network hyperactivity are
important points of convergence for FXS pathophysiology
(Contractor et al., 2015). In many instances, neuronal
hyperexcitability is likely the direct result of loss of FMRP and
its canonical role in regulating mRNA translation or ion channel
function. However, a number of studies have also indicated
that hyperexcitability in FXS can occur as a result of aberrant
activity-dependent and/or homeostatic plasticity mechanisms,
especially in early post-natal weeks when the neuronal circuits
undergo immense changes owing to sensory experiences. In
yet other cases, synaptic and cellular alterations that appear
to promote hyperexcitability in FXS models may actually be
compensatory changes that act to stabilize network activity.
Loss of FMRP function is therefore likely to have multiple
and sometimes even contradictory effects on circuit function,
and interpreting these circuit level complexities requires an
understanding of both the pleiotropic effects of FMR1 mutation
as well as the adaptive and maladaptive homeostatic responses to
these primary changes. This balancing act is not unique to FXS
either, as altered network and cellular homeostasis are thought
to contribute to the pathogenesis of genetically-diverse forms
of ASD (Bourgeron, 2015; Nelson and Valakh, 2015) as well as
other neurodevelopmental and neurocognitive disorders (Frere
and Slutsky, 2018; Kavalali and Monteggia, 2020). Thus, the
goal of this review is to use FXS as a model for understanding
the dynamic and varied processes that contribute to emergent
circuit dysfunction in neuropsychiatric disorders. Below we will
examine the evidence for altered excitability and plasticity in FXS
models, primarily focusing on the Fmr1 KO mouse. We will pay
particular attention to the complex interplay between excitability
and plasticity phenotypes, and discuss how these synaptic
and circuit deficits contribute to disease-relevant behavioral
phenotypes like epilepsy and sensory hypersensitivity.

HYPEREXCITABLE NEURONS AND
NETWORKS IN FRAGILE X SYNDROME

Many FXS phenotypes can be understood through the lens
of neuronal hyperexcitability, with the prevalence of sensory
hypersensitivity, hyperactive/aggressive behavior, epileptic
seizures, and abnormal EEGs in FXS individuals and FMR1 KO
animal models confirming neuronal network hyperexcitability
as a characteristic defect owing to FMRP deficiency (Musumeci
et al., 2000; Berry-Kravis, 2002; Lozano et al., 2014). While
hyperexcitability is observed across many cortical and subcortical
brain regions, the exact mechanisms generating this phenotype
appear to vary by brain region and this may have important
implications for the treatment of the disorder. A wide range
of studies have pointed out that the loss of FMRP disrupts
innumerable signaling pathways essential for the maintenance
of normal synaptic function and neuronal network stability
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(Bhakar et al., 2012). Hyperexcitability in FXS can be explained
as a function of a number of changes, including: (1) abnormal
activity-dependent refinement of synaptic connectivity leading
to elevated numbers of excitatory synapses in certain neuronal
populations; (2) impaired inhibitory neuron function and/or
synaptic properties leading to an altered balance between
excitatory and inhibitory strength (E/I imbalance); and
(3) disruption in ion channel function or expression, leading to
increased intrinsic excitability and altered dendritic integration.
Indeed, there is evidence for changes in all of these processes in
the FMR1 deficient brain (Figure 1) and that they interact with
one another in a complex fashion.

Altered Excitatory Synaptic Function and
Plasticity in FXS
One of the earliest synaptic phenotypes identified in FXS was
the presence of abnormal dendritic spines, where the majority
of excitatory synapses are formed in the brain. Golgi stain studies
have found an overabundance of immature spines in both FMR1
KO mice (Comery et al., 1997; Galvez and Greenough, 2005;
Mckinney et al., 2005) and FXS human tissue (Hinton et al.,
1991; Wisniewski et al., 1991; Irwin et al., 2001). Subsequent
live-imaging experiments using two-photon microscopy have
found spine density and/or shape phenotypes to be more
variably expressed in FXSmodels, being sensitive to brain region,
developmental age, and genetic background (Nimchinsky et al.,
2001; Meredith et al., 2007; Cruz-Martín et al., 2010; Harlow
et al., 2010; Pan et al., 2010; He and Portera-Cailliau, 2013).
However, these live-imaging studies also highlighted the fact
that, regardless of overall number or shape differences, dendritic
spines in FMR1 KO animals exhibit atypical dynamics and
were much less sensitive to changes in activity levels or sensory
experience (Wisniewski et al., 1991; Antar et al., 2006; Goel et al.,
2006; Pan et al., 2010). Thus, loss of FMRP leads to impaired
activity-dependent changes to spine structure and number,
resulting in abnormal synaptic maturation, stabilization, and/or
elimination (Comery et al., 1997; Cruz-Martín et al., 2010;
Pfeiffer et al., 2010).

Consistent with anatomical studies of spine dynamics,
electrophysiological experiments have found differences in
excitatory synaptic function in FMR1 KO models, once again
with an emphasis on disrupted activity-dependent modifications
(Sidorov et al., 2013). Early studies found no alteration to basal
synaptic transmission or long-term potentiation (LTP) in the
hippocampus of FMR1 KOmice (Godfraind et al., 1996; Paradee
et al., 1999), although subsequent studies have found subtle
LTP deficits in the hippocampus (Lauterborn et al., 2007; Hu
et al., 2008) and other brain regions (Meredith et al., 2007;
Koga et al., 2015). The most prominent synaptic plasticity
phenotype observed in FMR1 KO models is excessive group
1 metabotropic glutamate receptor (mGluR1/5)-dependent
long-term depression (LTD) at excitatory synapses (Huber et al.,
2002; Koekkoek et al., 2005; Hou et al., 2006; Till et al., 2015).
Expression of mGluR-LTD in the mature brain is mediated
via post-synaptic internalization of AMPA receptors (Snyder
et al., 2001; Gladding et al., 2009), which is stabilized by rapid
de novo synthesis of proteins from pre-existing, dendritically-

localized mRNA (Huber et al., 2000). Interestingly, FMRP itself
is one of the proteins synthesized by mGluR 1/5 activation
(Weiler et al., 1997; Antar et al., 2004; Hou et al., 2006).
These findings, coupled with FMRP’s role in repressing activity-
dependent protein synthesis, have led to the idea that FMRP
acts as a negative feedback regulator to limit mGluR-mediated
protein synthesis (Bear et al., 2004). Consistent with this notion,
basal protein synthesis rates are elevated in the hippocampus
of FMR1 KO mice and mGluR5-mediated increases in protein
synthesis are occluded in slices from FMR1 animals (Todd
et al., 2003; Osterweil et al., 2010). Similarly, mGluR-LTD is
not only exaggerated in FMR1 KO animals but it no longer
requires new protein translation (Hou et al., 2006; Nosyreva and
Huber, 2006). Importantly, post-natal re-expression of FMRP
in FMR1 KO slices can restore normal levels of mGluR-LTD
(Zeier et al., 2009). It is unclear how exaggerated mGluR-LTD
contributes to neuronal hyperexcitability in FXS, as enhanced
synaptic depression at excitatory synapses would likely act to
decrease excitatory drive onto neurons. However, it may be
more informative to view mGluR-LTD as a sensitive functional
read-out of mGluR-stimulated protein synthesis in dendrites,
which has a number of consequences in addition to LTD that
could directly contribute to neuronal hyperexcitability, such
as facilitating the persistence of LTP (LTP priming; Raymond
et al., 2000) and inducing prolonged epileptiform discharges
(Bianchi et al., 2009). Indeed, mGluR-mediated priming of LTP
(Auerbach and Bear, 2010) and mGluR-induced epileptiform
activity (Chuang et al., 2005; Zhao et al., 2011) are enhanced
and/or uncoupled from activity-dependent protein synthesis in
the hippocampus of FMR1 KO mice, both of which would act to
increase circuit excitability.

Disrupted Critical Period Plasticity and Synaptic
Refinement
Activity-dependent synaptic modification is a crucial step in
normal development (Faust et al., 2021). As FMRP is highly
expressed during early life critical periods (Till, 2010; Bonaccorso
et al., 2015; Gholizadeh et al., 2015), loss of FMRP may
lead to altered excitatory synaptic development, which in turn
could contribute to hyperexcitability phenotypes in FX. There
is indeed evidence for deficient or disrupted critical period
plasticity in FMR1 KO mice. Whole cell recordings from layer
4 stellate cells in barrel cortex slices from juvenile FMR1
KO mice have found increased persistence of silent synapses,
those containing NMDAR but not AMPAR currents, at later
developmental time points compared to wild-type (WT) animals,
which corresponded with a shift in the temporal window for LTP
induction at these synapses (Harlow et al., 2010). Intracortical
connections in the barrel cortex of FMR1 KO mice were
also shown to exhibit abnormal development in a temporally
restricted manner (Bureau et al., 2008). In the auditory system,
passive exposure to tones during the auditory critical period
results in shifts to the tonotopic map of sound frequency
representation in the auditory cortex (Zhang L. I. et al., 2001).
This critical period auditory plasticity was absent in FMR1 KO
mice (Kim et al., 2013), potential due to impaired stabilization
of LTP at auditory thalamocortical synapses at this development
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FIGURE 1 | Neuronal and circuit hyperexcitability in Fragile X Syndrome (FXS). Hyperexcitability owing to loss of function of the FMR1 gene and its protein product
FMRP manifests across levels of the CNS via a variety of mechanisms. (A) Several lines of evidence indicate that disrupted excitatory/inhibitory synaptic balance due
to altered activity-dependent refinement of synaptic connectivity and impaired synaptic transmission and plasticity contribute to circuit hyperexcitability in FXS. In
particular, there is evidence for a reduction in inhibitory synaptic transmission in several brain regions of FMR1 KO animals which, in addition to excessive excitatory
connectivity in some cases, can result in increased E/I ratio and circuit hyperexcitability. (B) FMRP deficiency is also associated with dysregulated ion channel
function and expression, resulting in changes to intrinsic excitability, action potential (AP) slope and duration, and increased the axon initial segment (AIS) length in
some brain areas. AIS is enriched in many of the ion channels that are directly or indirectly regulated by FMRP. (C) Hyperexcitability in FXS can also arise from
impaired homeostatic plasticity, which is an essential mechanism for maintaining basal network activity and preventing circuit hypo- or hyperexcitability. For instance,
FMR1 KO neurons exhibit dysregulated homeostatic changes to intrinsic excitability in response to activity blockade, resulting in increased AP slope and cellular
hyperexcitability compared to WT neurons.

time-point (Yang et al., 2014). It is also important to note that
FMRP’s role in circuit development is not restricted to the
cortex, as post-synaptic reduction of FMRP in chick auditory
brainstem via in utero electroporation leads to a delay in dendrite
branch retraction and the prevention of presynaptic endbulb
development (Wang et al., 2018). These studies indicate that
FMRP is important for defining the critical window for neuronal
circuit refinement during development.

How might dysregulated critical period plasticity result in
hyperexcitable circuits? A central mechanism for developmental
refinement of neural circuits is synaptic pruning, i.e., the
activity-dependent elimination of synapses (Sakai, 2020; Faust
et al., 2021). Several studies have indicated that synapse
elimination is disrupted in FMR1 KO animals. In drosophila,
loss of FMRP has been shown to alter dendritic complexity
and synapse growth at glutamatergic neuromuscular junctions
(Zhang Y. Q. et al., 2001) and in the central nervous
system (Pan et al., 2004; Kennedy et al., 2020). Dual patch
experiments have found evidence for overconnectivity of
excitatory neurons in acute slices from the somatosensory
cortex of FMR1 KO mice (Patel et al., 2014). Interestingly,
this hyperconnectivity phenotype was not due to increased
development of synaptic connections in FMR1 KO mice but
rather to a failure in activity-dependent synaptic elimination

between 3 and 5 weeks postnatal. Similar synaptic pruning
deficits have been observed in hippocampal slice cultures, where
it was shown that synapse elimination via the activity-dependent
transcription factor MEF2 is absent in slices from FMR1 KO
mice (Pfeiffer et al., 2010). Importantly, acute post-synaptic
re-expression of FMRP was able to restore MEF2-dependent
synapse elimination in KO slices, suggesting FMRP regulates
excitatory synapse elimination in a cell-autonomous manner.
FMRP was subsequently shown to regulate MEF2-dependent
synapse elimination via PP2A-mediated dephosphorylation of
the ubiquitin E3 ligase murine double minute-2 (Mdm2), which
promotes the degradation of the synaptic scaffolding protein
PSD-95 (Tsai et al., 2017). Most recently, post-synaptic loss
of FMRP in the somatosensory cortex has been shown to
result in impaired activity-dependent development of callosal
inputs, resulting in increased local intracortical connectivity but
impaired long-range cortical-cortical connections (Zhang et al.,
2021).

FMRP is also expressed in pre-synaptic terminals (Christie
et al., 2009), and pre-synaptic loss of FMRP may regulate
excitatory post-synaptic development as well (Antar et al., 2006).
Indeed, studies using mosaic deletion of Fmr1 in hippocampal
slice culture found that pre-synaptic loss of FMRP was
sufficient to increase synaptic connectivity while postsynaptic
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deletion did not alter connection probability (Hanson and
Madison, 2007). While the mechanisms governing abnormal
pre-synaptic development with FMR1 deletion remain to be
fully elucidated, there is intriguing evidence that FMRP can
regulate pre-synaptic transmitter release via direct modulation
of ion channel function independent of its role in translation
regulation (see Section ‘‘Ion Channel Dysregulation and Altered
Intrinsic Excitability in FXS’’; Ferron et al., 2014; Myrick et al.,
2015). Whether pre- or post-synaptic in nature, deficient synapse
elimination has the potential to lead to hyperexcitability in
mature circuits. For instance, in vivo recordings from the lateral
superior olive (LSO), an auditory brainstem area important
for sound localization, found evidence for increased sound-
evoked activity and hyperexcitability at the population level
in FMR1 KO mice (Garcia-Pino et al., 2017). Parallel whole
cell slice recordings found no difference in the properties of
individual excitatory or inhibitory synapses in this region, but
rather that hyperexcitability was the result of an increased
number of excitatory connections converging onto individual
LSO neurons. Ultrastructure analysis in the somatosensory
cortex shows that loss of FMRP results in a three-fold increase
in multiply-innervated spines, leading to increased single-spine
excitation that promotes circuit hyperexcitability (Booker et al.,
2019). Thus, hyperexcitable circuits in FXS could be due in
part to failures of synaptic pruning during development as a
consequence of dysregulated experience-dependent plasticity.

Altered Inhibitory Neuron Function in FXS
Efficient information processing in neural circuits requires a
tightly regulated balance between excitatory and inhibitory
activity (E/I balance; Haider et al., 2006; Shew et al., 2011;
Yizhar et al., 2011). As discussed above, loss of FMRP alters the
development and function of excitatory synapses in a number
of ways that could affect neuronal excitability. FMRP is also
broadly expressed in GABAergic neurons (Feng et al., 1997;
Olmos-Serrano et al., 2010) and many lines of evidence point to
altered inhibitory neuronal function in FXS as well. FMR1 KO
mice have reduced levels of several GABAA receptor subunits,
the major fast-acting inhibitory ionotropic receptor in the brain,
at both the mRNA (D’hulst et al., 2006; Gantois et al., 2006) and
protein levels (El Idrissi et al., 2005; Gantois et al., 2006; Curia
et al., 2009). Pre-synaptically, expression of the rate-limiting
GABA synthesizing enzyme glutamic acid decarboxylase (GAD)
has been shown to be reduced in FMR1 KO mice (Olmos-
Serrano et al., 2010), although other studies have found increased
GAD65/67 expression in some brain regions (El Idrissi et al.,
2005). Down-regulation of GABAA receptors and GAD have
also been observed in the drosophila fly model of FXS (Gatto
et al., 2014). Anatomical defects in GABAergic and/or glycinergic
neurons have been observed in the cortex (Selby et al., 2007) and
brainstem (Mccullagh et al., 2017) of FMR1 KO mice. In vivo
imaging studies have found impaired sensory-evoked activity in
inhibitory neuron populations in the cortex of FMR1 KOmice as
well (Goel et al., 2018). Human PET imaging studies have found
evidence for diminished GABAA receptor binding in the brains
of FXS individuals (D’hulst et al., 2015). Electroencephalography
(EEG; Ethridge et al., 2017; Wang et al., 2017) and transcranial

magnetic stimulation studies (TMS; Morin-Parent et al., 2019)
have found indirect evidence for reduced inhibition in humans
with FXS in the form of altered neuronal oscillations and reduced
short-interval suppression of TMS-evoked potentials, which both
depend on local intracortical inhibition (Kujirai et al., 1993; Chen
et al., 2008; Cardin et al., 2009; Sohal et al., 2009). Thus, there
is general agreement that FMR1 mutation results in a broad
dampening of GABAergic inhibition in the brain which could
lead to hyperexcitable networks (Figure 1A). However, it is also
clear that the concept of a single E/I balance is overly simplistic,
as there are different sources of inhibition within a single
microcircuit that target distinct cellular compartments and affect
different aspects of neuronal function (O’donnell et al., 2017).
It is also likely that disruptions to excitatory synaptic function
in FXS can evoke changes to inhibitory transmission and vice
versa. Thus, it is important to understand the precise manner in
which inhibitory synaptic and circuit function are altered in FXS
in order to fully understand the consequences of these changes
on network excitability and information processing.

Deficient GABAergic Transmission in FMR1 KO
Models
Electrophysiological studies have found evidence for reduced
GABAergic inhibition onto excitatory principal cells in FMR1
KO animals in a variety of brain areas, albeit with region-
specific differences. Consistent with evidence for changes to the
pre- and post-synaptic machinery for GABAergic signaling in
FXS, both the frequency and amplitude of spontaneous and
miniature inhibitory post-synaptic potentials (sIPSCs, mIPSCs)
are reduced in the amygdala of adult (Olmos-Serrano et al.,
2010) and juvenile (Vislay et al., 2013) FMR1 KO mice.
Conversely, GABAergic inhibition was found to be enhanced
in the striatum of adult FMR1 mice via increased pre-synaptic
transmitter release (Centonze et al., 2008). Basal GABAergic
transmission was not altered in layer 2/3 pyramidal neurons
in the somatosensory cortex of FMR1 KO mice, but mGluR-
mediated activation of low-threshold spiking (LTS) interneurons
was deficient, resulting in reduced activity-dependent inhibition
(Paluszkiewicz et al., 2011). mGluR-dependent decreases in
inhibitory function via retrograde endocannabinoid signaling
have also been observed in the hippocampus (Zhang and
Alger, 2010), striatum (Maccarrone et al., 2010), and cortex
(Rio et al., 2018) of FMR1 KO mice, once again highlighting
the role of FMRP in mGluR-dependent plasticity. Action
potential evoked feed-forward inhibitory input to the CA1 region
of the hippocampus is reduced in FMR1 KO mice in
an input-specific manner (Wahlstrom-Helgren and Klyachko,
2015, 2016). Decreased feed-forward inhibition onto excitatory
neurons has also been observed in the lateral amygdala (Svalina
et al., 2021) and the somatosensory cortex (Antoine et al.,
2019; Domanski et al., 2019) of FMR1 KO mice. Loss of
feedforward inhibition is associated with marked changes in
E/I balance, increased spike probability, and reduced spike
precision, all of which are likely to contribute to circuit
hyperexcitability and impaired information processing in these
areas. However, it should also be noted that, in some cases,
decreased inhibitory synaptic transmission and enhanced E/I
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ratio in FMR1 KO mice may actually act to stabilize circuit
excitability. For instance, Antoine and colleagues found that
FMR1 KO mice exhibited reduced feedforward inhibition onto
layer 2/3 pyramidal neurons in the somatosensory cortex but
that this reduction in inhibitory conductance was not associated
with increased whisker-evoked spiking activity in these neurons
(Antoine et al., 2019). Instead, modeling experiments suggested
that rather than promoting network hyperexcitability, altered E/I
balance in layer 2/3 neurons may actually reflect a homeostatic
process to maintain stable synaptic drive.

GABAA receptors not only mediate fast-acting, synapse-
specific phasic inhibition but in some brain areas can
also mediate slower, sustained tonic inhibition involving
extrasynaptic GABAA receptors (Farrant and Nusser, 2005).
Both phasic and tonic inhibition were shown to be deficient
in the amygdala of FMR1 KO animals (Olmos-Serrano et al.,
2010; Martin et al., 2014), while tonic but not phasic inhibition
was disrupted in the subiculum (Curia et al., 2009). Increased
tonic inhibition did not alter overall synaptic conductance
or E/I balance in FMR1 KO animals, but it impaired the
timing between feedforward excitation and inhibition, and this
disruption in the temporal precision of stimulus-evoked E/I
balance may contribute to hyperexcitability (Martin et al., 2014).
Acute treatment of FMR1 KO mice with gaboxadol, a GABAA
receptor agonist selective for extrasynaptic receptors mediating
tonic currents, rescues hyperexcitability of amygdala principal
neurons and rescued certain behavioral phenotypes in FMR1
KO mice, suggesting reduced tonic GABAergic inhibition in
the amygdala contributes to hyperexcitability phenotypes in FXS
(Olmos-Serrano et al., 2010, 2011). In fact, recently completed
phase 2 clinical trials investigating the use of gaboxadol to
treat FXS have shown promising results (Budimirovic et al.,
2021). Thus, circuit hyperexcitability in many brain regions
of FMR1 KO animals is likely due in part to decreased
basal GABAergic transmission and/or altered activity-dependent
changes to inhibitory drive onto excitatory neurons.

GABAB receptors are metabotropic receptors that can
regulate cellular excitability both pre- and post-synaptically by
hyperpolarizing neurons and limiting neurotransmitter release
via activation of inwardly-rectifying K+ channels and inhibition
of voltage-gated Ca2+ channels (Pinard et al., 2010). Due to
their broad regulation of pre- and post-synaptic excitability,
and specifically, their potential to reduce glutamate release
and subsequent downstream activation of mGluR5, GABAB
agonists like arbaclofen have been explored as a potential FXS
therapy (Berry-Kravis et al., 2012, 2017). Arbaclofen has indeed
been shown to normalize protein synthesis rates as well as a
variety of physiological and behavioral phenotypes in FMR1
KO mice (Henderson et al., 2012; Silverman et al., 2015;
Sinclair et al., 2017a). However, clinical trials with arbaclofen
have proved unsuccessful (Berry-Kravis et al., 2017) and recent
animal studies found that chronic baclofen treatment can
actually result in exacerbation of FXS phenotypes, potentially
due to drug tolerance development (Zeidler et al., 2018). Drug
tolerance development may also limit the effectiveness of other
potential FXS therapies, like mGluR5 inhibitors (Stoppel et al.,
2021). It is also important to note that GABAB receptors are

also expressed at pre-synaptic inhibitory terminals. Indeed,
decreased feedforward inhibition in the hippocampus on FMR1
KO mice was shown to be driven by increased pre-synaptic
GABAB receptor signaling, leading to reduced GABA release
(Wahlstrom-Helgren and Klyachko, 2015). Thus, treatments
that enhance GABAB signaling may act to promote FXS
hyperexcitability phenotypes in some cases as well.

Finally, in addition to changes in GABAergic synaptic
transmission, altered excitatory drive onto inhibitory neurons
has been observed in FMR1 KO animals. Dual patch clamp
recordings from directly coupled excitatory and inhibitory
neurons in the somatosensory cortex of juvenile FMR1 KO mice
have shown that there is reduced feedforward excitatory input
onto layer 4 fast-spiking (FS) inhibitory neurons (Gibson et al.,
2008). This decrease in feedforward excitation was also associated
with an increase in persistent UP states in both in slice (Gibson
et al., 2008) and in vivo (Hays et al., 2011), which are brief
periods of persistent depolarized firing states in neurons that are
indicative of increased network excitability. Transient increases
in UP states were also observed in layer 2/3 somatosensory
cortical neurons of FMR1 KO mice during the critical period
(Goncalves et al., 2013). Prolonged UP states in FMR1 KO mice
were rescued by genetic reduction or pharmacological inhibition
of mGluR5, suggesting this hyperexcitability phenotype may
be related to altered glutamatergic signaling (Hays et al.,
2011). Interestingly, reduced excitatory input onto FS inhibitory
neurons appears to be due to pre-synaptic loss of FMRP,
as selective deletion of Fmr1 in excitatory neurons resulted
in prolonged UP states while selective deletion in inhibitory
neurons had no effect (Hays et al., 2011). Indeed, mosaic
deletion of Fmr1 demonstrated that pre-synaptic loss of FMRP
in the somatosensory cortex resulted in a specific reduction
in presynaptic glutamate release onto post-synaptic inhibitory
neurons without affecting excitatory-excitatory connections,
indicative of target-specific function for presynaptic FMRP (Patel
et al., 2013). Coupled with the evidence for deficits in pruning
at excitatory-excitatory connections discussed above (Hanson
and Madison, 2007; Pfeiffer et al., 2010; Patel et al., 2014),
these studies indicate that pre- vs. post-synaptic loss of FMRP
may differentially regulate excitatory and inhibitory synaptic
connectivity, resulting in an imbalance to E/I connectivity and
network hyperexcitability.

Cell-Type-Specific Changes in Inhibitory Neuron
Function
Inhibitory interneurons consist of genetically and anatomically
diverse cell populations that subserve distinct roles in circuit
function. Thus, understanding the consequences of altered
inhibitory function in FXS requires understanding the cell-type
specific effects of inhibitory neuron sub-populations. The
three most common genetically-defined interneuron classes
in the cortex are parvalbumin positive (PV), somatostatin
positive (SST), and vasoactive intestinal peptide positive (VIP)
interneurons (Defelipe et al., 2013). PV neurons largely overlap
with FS basket cells that provide strong perisomatic inhibition
to regulate excitatory neuron output. Anatomical studies have
found a pronounced decrease in PV neuron density in the cortex
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of FMR1 KO animals (Selby et al., 2007), and in vivo Ca2+

imaging from genetically-identified PV neurons found reduced
sensory-evoked activity in PV neuron populations in the visual
cortex of FMR1 KO mice, which corresponded with impaired
perceptual learning (Goel et al., 2018).

Fast-spiking PV neurons play an integral role in regulating
the synchronization of cortical circuits, particularly in the high
frequency gamma range (Cardin et al., 2009; Sohal et al., 2009).
Interestingly, EEG studies have observed increased cortical
gamma oscillation in FXS individuals (Ethridge et al., 2017;
Wang et al., 2017) as well as FMR1 KO mice (Lovelace
et al., 2018) and rats (Kozono et al., 2020). Similar changes in
gamma power are observed in acute cortical slices from FMR1
KO animals as well, suggesting observed EEG abnormalities
are driven in part by local alterations in neocortical circuits
(Goswami et al., 2019). Interestingly, EEG alterations in
FMR1 KO mice can be rescued by genetic reduction of
matrix metallopeptidase 9 (MMP9), an enzyme involved in the
degradation of perineuronal nets (PPNs) which preferentially
stabilize synaptic connections with PV neurons (Lovelace
et al., 2016; Wen et al., 2018) and whose mRNA has
been shown to be a target of FMRP (Janusz et al., 2013).
As PV neurons strongly overlap with electrophysiologically
characterized FS interneurons, reduction in sensory-evoked PV
activity and altered EEG oscillations may be due to deficient
intracortical excitatory input onto FS interneurons described
above (Gibson et al., 2008), potentially as a consequence of
altered MMP9 activity (Wen et al., 2018). Consistent with this
notion, forebrain deletion of FMR1 specifically in excitatory
neurons recapitulates increased MMP9 activity and a majority of
EEG deficits seen in global FMR1KOmice (Lovelace et al., 2020).
Recent studies have demonstrated that minocycline treatment,
an FDA-approved antibiotic that can inhibit MMP9 activity,
reverses electrophysiological and/or behavioral disturbances in
FMR1 KO mice (Bilousova et al., 2009; Lovelace et al., 2020),
drosophila FXS models (Siller and Broadie, 2011), and FXS
individuals (Leigh et al., 2013).

Beyond PV neurons, the function of other inhibitory
interneuron subtypes in FXS has been less well-characterized.
Slice recordings from the somatosensory cortex found impaired
mGluR-dependent activation of SST-expressing LTS neurons
that target distal dendrites to regulate the integration of
synaptic input. This reduced activity-dependent inhibition onto
excitatory neurons resulted in altered cortical synchronization
in the form of elevated low-frequency theta oscillations
(Paluszkiewicz et al., 2011). Thus, loss of FMRP can have distinct
effects on network function via differential regulation of distinct
inhibitory interneurons subtypes. VIP interneurons are less
numerous than PV and SST neurons but can have a broad impact
on cortical circuit function via targeting of other interneuron
subtypes, forming a disinhibitory circuit (Pfeffer et al., 2013). To
our knowledge, no studies have directly assessed VIP interneuron
function in FXS models to date.

Altered GABAergic System Development in FXS
The above studies suggest that abnormal inhibitory neuron
function in FMR1 KO animals results from a combination of

decreased inhibitory drive onto excitatory neurons and decreased
excitatory drive onto inhibitory neurons. These changes are
associated with marked changes in E/I balance and neuronal
processing in diverse brain regions. As discussed in section
‘‘Altered Excitatory Synaptic Function and Plasticity’’, FMRP
is an important regulator of activity-dependent refinement of
excitatory synaptic function. GABAergic transmission also plays
a critical role during early brain development, where it acts
via paracrine, non-synaptic signaling to depolarize neurons due
to high intracellular Cl- concentration at this developmental
time point (Represa and Ben-Ari, 2005). Recent studies have
demonstrated that Fmr1 deletion delays the developmental
switch in GABA polarity from depolarizing to hyperpolarizing
in the cortex (He et al., 2014) and hippocampus (Tyzio et al.,
2014) due to the developmentally elongated expression of the
juvenile Cl- transporter NKCC1. No differences in the expression
level of the adult Cl- transported KCC2 were observed at
any post-natal timepoint in FMR1 KO mice (He et al., 2014).
This delayed maturation of GABAergic signaling is likely to
have a profound impact on synaptic and circuit development,
similar to altered critical period plasticity of excitatory synaptic
function observed in FMR1 KO animals. Indeed, it was recently
shown that inhibiting NKCC1 with the FDA-approved drug
bumetanide during the somatosensory critical period corrects the
development of thalamocortical excitatory synapses and altered
whisker-evoked receptive fields in adult FMR1 KO mice (He
et al., 2018).

Inhibitory synapse formation is also developmentally
regulated, characterized by a rapid increase in synapse number
and maturation around the end of the 4th postnatal week
(Micheva and Beaulieu, 1996; Oh and Smith, 2019). This
maturation of cortical GABAergic neurons, particularly
PV interneurons, is thought to contribute to the closure of
developmental critical periods (Pizzorusso et al., 2002; Balmer
et al., 2009). Intriguingly, this inhibitory maturation and critical
period closure also coincide with the formation of PNNs. Indeed,
there is evidence that PNN-dependent stabilization of PV neuron
function directly contributes to the closure of critical period
plasticity windows (Lee et al., 2017; Lensjo et al., 2017; Murase
et al., 2017). Thus, it is possible that the abnormal development
of PNNs and PV cells observed in the cortex of FMR1 KO
animals (Selby et al., 2007; Wen et al., 2018) may underly delayed
or impaired critical period plasticity seen at excitatory synapses
in these animals (Harlow et al., 2010; Kim et al., 2013), although
this hypothesis remains to be explicitly tested. Taken together,
these studies indicate that altered excitatory circuit development
in FXS may be due in part to GABAergic defects.

Ion Channel Dysregulation and Altered
Intrinsic Excitability in FXS
FMRP acts through a variety of direct and indirect mechanisms
to regulate the expression and function of multiple ion
channels in the brain, including: voltage-gated Na+, K+, and
Ca2+ channels; hyperpolarization-activated cyclic nucleotide-
gated (HCN) channels; and small- and big- conductance Ca2+-
activated (SK, BK) K+ channels (Deng and Klyachko, 2021;
Figure 1B). Several ion channels have been identified as FMRP
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targets (Darnell et al., 2011), suggesting that FMR1 deletion
can influence cellular excitability through its canonical role as
a translation regulator. These include Kv3.1 (Strumbos et al.,
2010), Kv4.2 (Lee et al., 2011), and HCN1 channels (Brager
et al., 2012). Interestingly, FMRP can also modulate the function
of several ion channels via direct protein-protein interactions,
including the Na+-activated K+ channel Slack (Brown et al.,
2010), BK (Deng et al., 2013; Myrick et al., 2015), and SK (Deng
et al., 2019) channels. Finally, loss of FMRP can influence cellular
excitability indirectly through dysregulation of cell signaling
pathways (Chuang et al., 2005; Zhao et al., 2011; Deng and
Klyachko, 2016a). Thus, ion channel function is altered through
a variety of mechanisms in FXS and this is likely to influence a
wide-range of neuronal processes, including intrinsic excitability,
neurotransmitter release, and dendritic integration.

Increased Intrinsic Excitability in Fmr1 KO
Models
Several studies have demonstrated increased intrinsic excitability
across brain regions in FMR1KO animals, although as in the case
of synaptic disturbances, the effects vary across brain regions. In
addition to reduced feedforward excitation onto FS interneurons,
a modest increase in the excitability of layer 4 principal neurons
in the somatosensory cortex is observed in FMR1 KO mice
as a result of increased membrane capacitance and input
resistance (Gibson et al., 2008; Domanski et al., 2019). Several
studies have observed increased stimulus-evoked action potential
(AP) generation in layer 5 cortical pyramidal neurons, which
appears to depend on altered mGluR activity and downstream
signaling components (Hays et al., 2011; Osterweil et al., 2013;
McCamphill et al., 2020). However, whole-cell recordings from
layer 5 pyramidal cells in entorhinal (Deng et al., 2013) and
somatosensory (Zhang et al., 2014) cortex found no difference in
intrinsic parameters in these neurons, suggesting this stimulus-
evoked hyperexcitability may be synaptically generated. Intrinsic
hyperexcitability in the entorhinal (Deng and Klyachko, 2016a)
and prefrontal (Routh et al., 2017) cortex of FMR1 KO mice
was shown to depend on increased non-inactivating persistent
Na+ current (INaP). Interestingly, increased INaP current in the
entorhinal cortex was not due to direct modulation of ion
channel expression or function by FMRP, but rather through
exaggerated mGluR5 signaling (Deng and Klyachko, 2016a).
Few studies have directly assessed the intrinsic properties of
inhibitory neurons in FMR1 KO models, but those that have
found no differences (Gibson et al., 2008).

FMRP has been shown to directly regulate the expression
of the voltage-gated K+ channel Kv3.1 (Darnell et al., 2011),
whose experience-dependent expression gradients are altered in
the medial nucleus of the trapezoid body (MNTB) of FMR1
KO mice (Strumbos et al., 2010). Abnormal expression of
Kv3.1 in the MNTB leads to faster repolarization and higher
firing rates, indicative of hyperexcitability (El-Hassar et al.,
2019). The MNTB is an essential component of the sound
localization circuitry of the auditory brainstem, which requires
rapid temporal processing of incoming sound information to
compute interaural cue differences (Grothe et al., 2010). Thus,
tight regulation of neuronal excitability is essential for allowing

MNTB principal cells to fire at high rates with high temporal
fidelity. Slack channels account for a major component of the
total K+ current in principal neurons of MNTB and some of
the first evidence for direct FMRP-ion channel interactions
was observed for Slack channels in the MNTB (Brown et al.,
2010). Loss of FMRP reduces Slack currents, thereby increasing
neuronal excitability and reducing temporal precision of spiking.
MNTB principal neurons send glycinergic projections to the
LSO, which uses a precise comparison of inhibitory inputs from
the MNTB and excitatory inputs from the cochlear nucleus
to compute interaural level differences (Park et al., 1996).
Interestingly, hyperexcitability is also observed in principal cells
of LSO in FMR1 KO mice, but in the absence of intrinsic
property differences (Garcia-Pino et al., 2017). Rather, LSO
hyperexcitability was found to be caused by increased excitatory
synaptic connectivity from cochlear nucleus afferents, while
inhibitory inputs from the MNTB were unchanged. As tightly
regulated E/I balance is essential in this sound localization circuit,
it is tempting to speculate that altered excitatory connectivity in
the LSO may arise to compensate for hyperexcitable inhibitory
inputs from the MTNB or vice versa.

Effect of Ion Channel Dysregulation on Synaptic
Function in FXS
Ion channels are not only involved in setting AP threshold
and firing rate but can affect a variety of synaptic processes
as well. For instance, BK channels play a critical role not only
in regulating neuronal excitability but also in modulating AP
duration and neurotransmitter release (Salkoff et al., 2006).
FMRP has been shown to regulate BK channel conductance and
expression and loss of this regulation in FMR1 KO mice leads
to decreased BK activity, resulting in AP broadening, which
in turn leads to elevated presynaptic Ca2+ influx, increased
glutamate release, and alterations to short-term pre-synaptic
plasticity (Deng et al., 2013; Zhang et al., 2014; Myrick
et al., 2015). Genetic upregulation of the BK β4 subunit
rescues the observed excitability and synaptic defects (Deng
and Klyachko, 2016b). Moreover, treatment of FMR1 KO mice
with the BK channel open BMS-204351 corrected a variety
of hyperexcitability and behavioral phenotypes, suggesting BK
channels may be a valuable therapeutic target to treat FXS (Zhang
et al., 2014; Carreno-Munoz et al., 2018). FMRP-dependent
AP broadening is observed in both hippocampal and cortical
pyramidal neurons and has a cell-autonomous pre-synaptic
origin (Deng et al., 2013). Future work must determine how
FMRP-BK channel interaction may contribute to alterations in
excitatory-excitatory and/or excitatory-inhibitory connectivity
observed in the hippocampus and cortex of FMR1 KO mice
that has been shown to depend on pre-synaptic loss of
FMRP as well (Hanson and Madison, 2007; Patel et al.,
2013). FMRP has also been shown to regulate pre-synaptic
GABA release in cerebellar basket cells via modulation of
the expression and activity of Kv1.2 (Yang et al., 2020). Loss
of FMRP-mediated regulation of Kv1.2 leads to enhanced
pre-synaptic Ca2+ influx and excessive GABA release onto
Purkinje neurons. While these changes would appear to
counteract hyperexcitability, Purkinje cells themselves are
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inhibitory, so the net effect of these changes would be
disinhibition of Purkinje targets and thus still promote circuit
hyperexcitability.

Ion channel regulation is not only important for pre-synaptic
transmitter release, but also for the dendritic integration of
post-synaptic signals (Stuart and Spruston, 2015). One of the
first channels identified as a target of FMRP was the voltage-
gated K+ channel Kv4.2, whose expression was shown to be
elevated in the hippocampus FMR1 KO mice (Lee et al., 2011).
Kv4.2 is a dendritic localized channel that mediates A-type
currents that act to suppress AP-backpropagation into dendrites,
which is important for modulating LTP induction (Chen et al.,
2006). Thus, increased Kv4.2 expression may contribute to
elevated thresholds for LTP induction in FMR1 KO animals
(Lauterborn et al., 2007; Meredith et al., 2007). However, other
studies have found evidence for reduced Kv4.2 levels in FMR1
KO mice (Gross et al., 2011) and dendritic recordings from
hippocampal pyramidal neurons found decreased A-current
in FMR1 KO mice, which was associated with enhanced
rather than impaired LTP induction (Routh et al., 2013). The
discrepancies between these studies remain unclear, as similar
biochemical techniques and LTP induction protocols were used.
One potential explanation is a difference in the properties of
more proximal synapses near the soma compared to distal
dendritic synapses examined by Routh and colleagues. It will
be important for future studies to examine both somatic and
dendritic excitability in FMR1 KO animals in combination with
plasticity levels. A recent study has added another element
to these contrary findings by demonstrating that FMRP can
also directly interact with Kv4 channels to change their gating
properties, resulting in reduced cellular excitability and increased
LTP thresholds in cerebellar granule cells (Zhan et al., 2020).
Importantly, reintroduction of an FMRP fragment that can bind
Kv4 into FMR1 KO mice restored deficits in mossy fiber LTP
induction and behavioral hyperactivity assessed via open field
test (Zhan et al., 2020).

HCN channels are cation permeable channels that underly
the hyperpolarization-activated inward current (Ih) that plays
a crucial role in setting resting membrane potential and
dendritic excitability (Shah, 2014). HCN1-subunit expression
and dendritic Ih are elevated in CA1 pyramidal neurons of FMR1
KO mice, resulting in decreased input resistance and reduced
temporal summation (Brager et al., 2012). Conversely, in layer
4 stellate and layer 5 pyramidal cells, HCN1 expression and
dendritic Ih are reduced, leading to increased dendritic gain and
sensory hyperexcitability (Zhang et al., 2014). Interestingly, this
cell-type-specific bidirectional regulation of HCN channels may
be the result of a cell-autonomous protein-protein interaction
between FMRP and HCN, providing a potential mechanism
for cell-type-specific differences in FMR1 deletion (Brandalise
et al., 2020). L-type voltage-gated Ca2+ channels (VGCCs) are
another class of ion channels important for dendritic excitability
and the mRNA for several VGCCs have been shown to be
targets of FMRP (Chen et al., 2003; Darnell et al., 2011).
Interestingly, despite being an FMRP target, expression of
Cav1.3 is downregulated in the cortex and cerebellum of FMR1
KO mice (Chen et al., 2003), and reduced expression of L-type

VGCCs is associated with impaired spike-timing-dependent-
plasticity (Meredith et al., 2007). While FMRP has been shown
to predominantly suppress mRNA translation, there is evidence
that FMRP can promote the translation of certain mRNA
transcripts (Bechara et al., 2009; Fahling et al., 2009; Gross et al.,
2011). Alternatively, reduced VGCC expression in juvenile and
adult FMR1 KO animals could be a compensatory change, as it
has been shown that there is increased Ca2+ influx through L-type
VGCCs in neural progenitor cells from FMR1 KO mice and FXS
human-derived pluripotent stem (iPS) cells (Danesi et al., 2018).
Together, these studies indicate the wide-ranging effects that
dysregulated ion channel function can have on cellular, synaptic,
and circuit properties in FXS models.

HOMEOSTATIC PLASTICITY IN FXS

A confluence of molecular, synaptic, and cellular perturbations
contribute to the generation of circuit hyperexcitability in FXS.
Some of these disruptions are likely due to abnormal embryonic
and early post-natal development of brain circuits, while others
appear to be due to persistent loss of FMRP function in
adulthood. Because FMRP is involved in a variety of neuronal
processes across developmental time-points, it is also important
to consider the array of compensatory mechanisms utilized
by the brain to maintain optimal activity ranges and circuit
stability when attempting to elucidate the consequences of FMR1
deletion. This is complicated by the fact that FMRP is important
for many forms of activity-dependent plasticity as well, and
recent evidence has highlighted the role of FMRP in regulating
homeostatic plasticity both during development and in the
mature brain. In this section, we will review recent findings of
how FMRP contributes to homeostatic plasticity and how the
loss of this regulation contributes to hyperexcitability phenotypes
in FXS.

Homeostatic Mechanisms for Maintaining
Circuit Stability
Sensory acquisition in the brain begins as early as the fetal
stage and occurs throughout the life of an individual (Partanen
et al., 2013). Sensory experience and learning process tend to
destabilize the associated neuronal circuit, which is part of
a normal plasticity mechanism (Beston et al., 2010; Morgan
et al., 2019). However, in order to regain circuit stability, such
destabilizing forces need to be balanced by a counteracting
process such as homeostatic plasticity. Information storage in
neural circuits relies on Hebbian forms of synaptic plasticity,
which involve activity-dependent changes in synaptic strength
owing to LTP and LTD. These activity-dependent changes in
synaptic strength depend on the precisely correlated firing of pre-
and post-synaptic neurons. After the onset of LTP induction, the
potentiated synapses enter a positive feedback loop, leading to
continuous synaptic strengthening and circuit hyperexcitability
(Turrigiano and Nelson, 2000; Turrigiano, 2008; Vitureira and
Goda, 2013). On the other hand, induction of LTD enforces
activity-dependent weakening of synapses and continuous LTD
would lead to eventual silencing of synapses (Collingridge
et al., 2010). Therefore, in the absence of mechanisms that can
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attenuate the hypo- or hyperexcitability owing to uncontrolled
LTD or LTP, respectively, robust destabilizing forces in a
circuit could pose devastating consequences on network activity
(Abbott and Nelson, 2000). Because Hebbian plasticity requires
FMRP-dependent protein synthesis (Shang et al., 2009; Sidorov
et al., 2013; Guo et al., 2016), homeostatic plasticity may also
require FMRP and a deficit of homeostatic plasticity may
contribute to imbalanced network activity seen in FMR1 KO
mice (Jewett et al., 2018).

The main purpose of homeostatic plasticity is to sense and
regulate network excitability to a set-point value to prevent
instability and optimize information processing. Studies have
shown that neural network stability can be achieved in a
number of ways, such as: (1) maintaining E/I balance in the
network (Maffei et al., 2004; Gonzalez-Islas and Wenner, 2006;
Landau et al., 2016; Keck et al., 2017); (2) regulating intrinsic
neuronal firing rates in an activity-dependent manner (Desai
et al., 1999; Marder and Prinz, 2003; Zhang and Linden, 2003;
Joseph and Turrigiano, 2017); and (3) synaptic scaling, which
up- or down-regulates excitatory synapses to modulate overall
synaptic activity while maintaining the balance between synaptic
weights (Turrigiano and Nelson, 2004; Davis, 2006). One of
the most well-studied forms of homeostatic plasticity operating
in CNS excitatory synapses is synaptic scaling. Turrigiano and
colleagues were the first to demonstrate the presence of synaptic
scaling in cortical neuronal culture, where they showed that
tetrodotoxin (TTX)-mediated chronic blockade of neural activity
caused upscaling of the strength of individual synapses. On
the contrary, chronically inhibiting GABAergic transmission
through the use of bicuculline or picrotoxin to promote neural
activity causes a homeostatic reduction in the strength of
individual excitatory synapses, with firing rates returning to
baseline values following an initial elevation (Turrigiano et al.,
1998). Moreover, selective activity blockade of a neuron using
TTX microperfusion in its soma caused proportionate upscaling
of synaptic transmission, suggesting that synaptic scaling is a
cell-autonomous phenomenon (Ibata et al., 2008).

Studies investigating the signaling pathway of synaptic
scaling have revealed the involvement of both N-Methyl-
D-aspartate (NMDA) and α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid (AMPA) receptors (AMPARs)
in mediating homeostatic synaptic scaling at excitatory
synapses (Watt et al., 2000; Maffei et al., 2004; Wierenga
et al., 2005; Rodriguez et al., 2019). Synaptic upscaling in
response to blocking postsynaptic transmission was shown to
be achieved by increased surface expression of AMPARs and
it involves the insertion of both GluA1 and GluA2 AMPAR
subunits. Activity blockade in cultured neurons by TTX has
been shown to enhance phosphorylation of GluA1 at the
Ser845 residue. GluA1–Ser845 phosphorylation subsequently
led to increased GluA1 surface accumulation in the postsynaptic
compartment (Diering et al., 2014). A similar increase in
GluA1–Ser845 phosphorylation was also shown to be responsible
for synaptic upscaling via increased AMPAR–mEPSC in the
visual cortex following visual deprivation (Goel et al., 2006,
2011). Apart from GluA1, the C-terminus of GluA2 alone
can regulate synaptic scaling following TTX-induced synaptic

upscaling in vivo (Gainey et al., 2009). Additionally, many other
signaling molecules or postsynaptic proteins, such as brain-
derived neurotrophic factor (BDNF), Arc (activity-regulated
cytoskeleton-associated protein), TNFα (tumor necrosis factor
α), MHC1 (major histocompatibility complex class 1), PICK1
(protein interacting with C kinase 1), β3 integrins, PSD93
(postsynaptic density protein 93), and PSD95 (postsynaptic
density protein 95), also play important roles in synaptic scaling
(Rutherford et al., 1998; Shepherd et al., 2006; Stellwagen and
Malenka, 2006; Goddard et al., 2007; Sun and Turrigiano, 2011;
Elmer and Mcallister, 2012). Compelling evidence suggests the
existence of different forms of homeostatic plasticity in order
to operate either as a global mechanism for all synapse types or
local and specific to a certain neuronal subtype. In a nutshell,
homeostatic plasticity ensures the stability of neural circuits
essential for normal brain function. Because many of the genes
that encode the aforementioned molecules for homeostatic
plasticity are direct targets of FMRP (Niere et al., 2012; Tsai
et al., 2012), it is logical to speculate that FMR1 KO neurons may
exhibit altered homeostatic plasticity. Next, we will discuss the
discovery and significance of impaired homeostatic plasticity
in FXS.

Homeostatic Synaptic Plasticity Is Altered
in FXS
As discussed in the previous section, loss of FMRP results
in a number of changes to excitatory and inhibitory synaptic
function and connectivity. There is also a plethora of studies
showing that FMR1 KO neurons fail to adjust their synaptic
strength to a basal set point in response to both unconstrained
network activity and activity blockade, indicative of impaired
homeostatic synaptic plasticity mechanisms in FXS. In particular,
there is evidence for altered regulation of AMPARs during
synaptic scaling in FMR1 KO animals (Soden and Chen, 2010;
Lee et al., 2018). The surface expression of GluA1-containing
AMPARs, in addition to being mediated by phosphorylation
of GluA1 at the Ser845 residue as mentioned above, is also
known to be regulated by the ubiquitination of multiple lysine
residues in the intracellular C-terminus of GluA1 (Schwarz
et al., 2010; Lin et al., 2011). Ubiquitination of GluA1 via
the E3 ubiquitin ligase named neural precursor cell expressed
developmentally down-regulated gene 4-like (Nedd4l, or Nedd4-
2) leads to a reduction of surface AMPARs and this has
been observed to occur during synaptic downscaling (Jewett
et al., 2015). In cortical neuron cultures of FMR1 KO mice,
such Nedd4-2-mediated ubiquitination is deficient, leading to
impaired synaptic downscaling (Lee et al., 2018).Mechanistically,
Lee and colleagues found that dephosphorylation of Nedd4-
2 following the chronic blockade of GABAergic transmission is
responsible for the defect, as ectopically expressing a phospho-
mimetic Nedd4-2 can restore GluA1 ubiquitination and synaptic
downscaling in cultured FMR1 KO cortical neurons.

Another reported mechanism concerning the regulation of
surface AMPARs during synaptic scaling is through retinoic
acid (RA) and retinoic acid receptor α (RARα) signaling in
visual cortical circuits. RA regulates local homeostatic plasticity
at the level of individual dendritic spines. In the case of
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activity blockade, a drop in Ca2+ levels stimulates RA synthesis,
which in turn enhances local protein synthesis, increases surface
insertion of GluA1-containing AMPARs, and ultimately restores
Ca2+ levels (Aoto et al., 2008). This entire cascade of events
leads to synaptic upscaling at excitatory synapses. This form
of synaptic upscaling was absent in FMR1 KO mice and could
be restored by post-synaptic re-expression of FMRP (Soden
and Chen, 2010). Research from the same group suggests
that, apart from synaptic scaling-up at excitatory synapses
(Chen et al., 2014), RA/RARα signaling also mediates inhibitory
homeostatic plasticity in the mouse primary visual cortex (Zhong
et al., 2018). Treatment with RA causes reduced inhibitory
drive onto layer 2/3 pyramidal neurons and similar effects are
triggered by visual deprivation. This RA-dependent reduction in
inhibition was due to reduced inhibitory synaptic transmission
from PV interneurons. Interesting, visual deprivation- and
RA-dependent downregulation of inhibition was absent in the
visual cortex of FMR1 KO mice and selective deletion of
Fmr1 in PV neurons recapitulated these deficits in inhibitory
synaptic downscaling. Thus, loss of FMRP in excitatory neurons
impairs homeostatic up-scaling of excitatory synapses while
loss of FMRP in PV inhibitory neurons impairs down-scaling
of inhibitory synapses. Similar impairments in RA-dependent
homeostatic plasticity were observed in FMR1 deficient human
pluripotent stem cells (Zhang et al., 2018). In addition, a
recent study surprisingly revealed a physical interaction between
FMRP and RARα, and such interaction mediates transcription-
independent RA signaling and homeostatic plasticity (Park et al.,
2021). Altogether, these findings suggest that FMRP is crucial
for homeostatic synaptic plasticity, and the inability of FMR1
deficient neurons to regulate E/I balance in the face of changes
to overall activity levels may contribute to altered synaptic
development and synaptic hyperexcitability in FXS.

Homeostatic Intrinsic Plasticity Is Altered
in FXS
Homeostatic synaptic plasticity is essential for preventing
network hyperexcitability, particularly during early
developmental periods when neuronal networks are undergoing
immense modification and refinement. What other homeostatic
mechanisms could be responsible for the hyperexcitability of
neuronal networks in adult brains, especially in the case of FXS?
One possibility lies in the homeostatic control of the intrinsic
excitability of the neurons. Many studies have shown basally
altered intrinsic excitability in FMR1 KO mice, as discussed
above in ‘‘Ion Channel Dysregulation and Altered Intrinsic
Excitability in FXS’’ section. Interestingly, in line with these
findings on the intrinsic properties of FMR1 KO neurons, a
recent study indicated that FMR1 KO neurons show a significant
increase in input resistance along with distinct alterations in
homeostatic intrinsic plasticity in different subsets of cortical
neurons. Bülow et al. (2019) found that, depending on the
pattern of spikes following steps of current injections, FMR1
KO cortical neurons exhibit strikingly different intrinsic scaling
phenotypes. In comparison to WT neurons, single-spiking
FMR1 KO neurons show impaired intrinsic upscaling, whereas
multispiking FMR1 KO neurons show exaggerated intrinsic

upscaling. Furthermore, Bülow and colleagues demonstrated
that activity blockade in FMR1 KO neurons alters action
potential parameters, with an increase in the maximum slope of
the AP rising phase (Figure 1C). This change in AP parameter
in FMR1 KO neurons may be due to increased activity of Na+

channels, contributing to abnormal intrinsic excitability. While
the molecular mechanism underlying the differences between
single-spiking and multispiking neurons during intrinsic
upscaling is unclear, the study introduced the first evidence for
homeostatic intrinsic plasticity deficits in FMR1 KOmice.

Although it remains unknown how the altered homeostatic
intrinsic plasticity at the single-cell level ultimately affects
network stability as a whole, a recent study looking at
homeostatic network plasticity may give us a clue. Jewett and
colleagues demonstrated that FXS cortical neuron cultures fail
to achieve homeostatic network synchronization in response
to chronic activity stimulation in a multielectrode array
recording (Jewett et al., 2018). This deficit was described
by a novel signaling pathway, suggesting the involvement of
FMRP-dependent ubiquitination of tumor suppressor p53 by
the E3 ligase Mdm2 in response to chronic activity stimulation
of cortical neurons. In FMR1 KO neurons, this signaling is
hampered, likely due to basally altered activity of Mdm2 (Tsai
et al., 2017), and thus the homeostatic reduction in the amplitude
of neuronal network spikes is absent (Jewett et al., 2018).
This study, together with other studies using single-neuron
recordings, suggests that the cortical neurons and networks in
FMR1 KO mice exhibit impaired homeostatic plasticity which
could be responsible, at least in part, for circuit hyperexcitability
and associated behavioral defects in FXS. It is likely that
homeostatic plasticity disruptions are occurring in other brain
areas as well. For example, Svalina and colleagues reported that
principal cells in the lateral amygdala show enhanced excitability
owing to reduced feed-forward inhibition, indicating a potential
deficit in homeostatic plasticity in the amygdala (Svalina et al.,
2021), which could be relevant to the anxiety issues in FXS.

Finally, others studies have revealed that some forms
of homeostatic plasticity are intact in FMR1 KO animals.
For instance, homeostatic changes at the circuit level are
normal ex vivo in auditory cortical slice cultures following
chronic stimulation (Motanis and Buonomano, 2020).
Homeostatic changes to axon initial segment (AIS) length,
which plays a crucial role in neuronal excitability, are intact in
CA1 hippocampal neurons of FMR1 KO animals as well (Booker
et al., 2020). However, this study also found that AIS length was
increased in FMR1KO neurons (Figure 1B), leading to increased
cellular excitability. Interestingly, these neurons had reduced
functional input from the entorhinal cortex, suggesting that
AIS-dependent hyperexcitability in FMR1 KOmice may actually
be an adaptive homeostatic change to compensate for reduced
synaptic input. Thus, in some cases, cellular hyperexcitability
observed in FXmodels may act to stabilize rather than destabilize
circuit function, as has been suggested for changes to E/I balance
in the somatosensory cortex (Antoine et al., 2019). It should
be noted that decreased feed-forward inhibition (Wahlstrom-
Helgren and Klyachko, 2015) and altered post-synaptic dendritic
integration (Brager et al., 2012) are also observed in this
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entorhinal-CA1 circuit in FMR1 KO mice, and future work
must delineate the relationship between these changes to
synaptic function, intrinsic properties, and AIS length. In
other cases, it appears that intact homeostatic mechanisms fail
to correct hyperexcitability in FMR1 KO animals, as seen in
the amygdala, where homeostatic upregulation of inhibitory
synaptic transmission during critical stages of development
cannot be maintained in the mature brain (Vislay et al.,
2013). Therefore, while compelling evidence from the growing
body of studies strongly suggests that hyperexcitability in
FXS can be partially attributed to impairment in homeostatic
plasticity, the contradictory results reiterate the complexity
of brain hyperexcitability in FXS. More in vivo studies using
physiological simulations would be needed to further consolidate
the observations about homeostatic plasticity in FXS animal
models.

BEHAVIORAL CONSEQUENCES OF
HYPEREXCITABLE CIRCUITS IN FXS

The studies highlighted in the previous sections demonstrate
that hyperexcitable networks are a common outcome of loss
of FMRP, but that the mechanisms leading to this phenotype
involve complex changes to synaptic and circuit function and
plasticity that are highly region-specific. An important question
is how does hyperexcitability ultimately contribute to the
neurocognitive phenotypes of FXS, and how can we parse the
influence of different cellular and molecular mechanisms across
brain regions, as this will have important consequences for
clinical treatment. The clinical features of FXS are also quite
complex with multiple physical and neuropsychiatric symptoms,
including intellectual disability, autistic behavior, social anxiety,
perseverative behaviors, hyperactivity/impulsivity/aggression,
language deficits, and disrupted sleep (Lozano et al., 2014). In a
majority of cases, FX individuals exhibit sensory alterations that
range from hypersensitivity to sensory stimuli and hyperarousal
to seizures. These last symptoms are particularly relevant for
this review, as they may provide a tractable window for
understanding how hyperexcitability and homeostatic plasticity
in different brain regions may relate to core behavioral
impairments in FX.

Elevated Seizure Susceptibility in FXS
Hyperexcitability has been linked to elevated susceptibility to
seizures in FXS individuals. Some of the earliest works looking at
epilepsy in FXS revealed that 10–20% of FXS individuals become
epileptic early in childhood (Musumeci et al., 1999; Berry-Kravis,
2002). Despite an apparent epileptiform abnormality on EEG,
studies suggest that the abnormal EEG pattern in FXS patients
appear to resemble that of a benign focal epilepsy of childhood
(BFEC; Berry-Kravis, 2002; Qiu et al., 2008) in which the patients
rarely develop status epilepticus (SE; Gauthey et al., 2010).
In addition, the patients usually respond well to anti-epilepsy
medicine, and most of the patients enter seizure remission before
adulthood (Musumeci et al., 1999; Berry-Kravis, 2002). Although
seizures and epilepsy are easily controlled for most patients, these
seizures are still considered one of the serious comorbidities

of FXS, and the EEG pattern in FXS is used as one of the
endophenotypes to guide personalized treatment (Cowley et al.,
2016).

Elevated seizure susceptibility has been documented in
FMR1 KO mice as well, with the increased preponderance of
audiogenic seizures (AGSs) being one of the most reliable and
consistent approaches to assessing hyperexcitability in vivo. In
AGS experiments, mice are presented with a 110–120 dB siren
or alarm sound for a duration of 1–3 min. The mice are then
scored for behavioral seizures with SE and death as a common
final end point for the FMR1 KO mice (Musumeci et al.,
2000). Interestingly, conditional deletion of FMR1 in subcortical
glutamatergic neurons reproduces the AGS phenotype, while
re-expression of FMRP selectively in the inferior colliculus of
global FMR1 KO mice eliminates AGSs (Gonzalez et al., 2019).
Thus, while auditory EEG abnormalities that contribute to
auditory processing deficits in FMR1 KO mice appear to depend
on altered cortical function (Goswami et al., 2019; Lovelace
et al., 2020), AGSs are generated subcortically, likely within the
auditory midbrain. It is also worth noting that FMR1 KO rats
did not exhibit AGSs as compared to FMR1 KO mice (Wong
et al., 2020), suggesting that AGS is likely a mouse-specific
phenotype. In the model of kindling-induced seizures, despite a
similar electrographic seizure threshold between FMR1 KOmice
and their WT littermates, FMR1 KO mice displayed accelerated
seizure progression both behaviorally and electrographically
(Qiu et al., 2009). Despite similar susceptibility between FMR1
KO mice and their WT littermates following systemic injections
of kainic acid in the model of chemically-induced seizures, FMR1
KO mice did not exhibit homeostatic response triggers by the
seizures (Liu et al., 2021), suggesting the possibility that the
FMR1 KO mice might exhibit higher susceptibility to multiple
or sequential seizures. This finding requires future investigation
to validate it.

In summary, elevated seizure susceptibility is common in
patients and animal models of FXS. While the seizures are
usually not spontaneous, they do indicate a hyperexcitable
brain circuit in FXS and provide a means for evaluating
excitability imbalance in research models and testing therapeutic
interventions for FXS.

Sensory Hypersensitivity in FXS
Atypical sensory processing is a common and debilitating
feature of FXS and ASD (Sinclair et al., 2017b). Sensory
abnormalities are present early in development and are predictive
of disease phenotypes that emerge later in life, such as
increased anxiety and abnormal social behavior (Baranek et al.,
2008, 2013). Sensory phenotypes in FXS can be complex,
typically manifesting across sensory domains and characterized
by both over- and under-responsiveness to sensory stimuli
as well as avoidance and/or sensory seeking behavior (Rais
et al., 2018). However, hypersensitivity to sensory stimuli is
often the most common and most disruptive symptom, and
this may be directly related to neuronal hyperexcitability in
sensory areas. Evidence for heightened sensory sensitivity in
FXS comes from validated scales and parental questionnaires,
such as the Short Sensory Profile (Rogers et al., 2003;
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Baranek et al., 2008), as well objective measures, including
increased electrodermal response to stimuli (Miller et al.,
1999) and altered event-related brain potentials (ERPs; Sinclair
et al., 2017b). In addition to being a clinically important
aspect of the FXS phenotype, sensory dysregulation affords
an opportunity to link underlying disease mechanisms to
behavioral symptoms in animal models of FXS, as sensory
systems are relatively well-conserved across species and there are
well-characterized behavioral and electrophysiological read-outs
of sensory processing.

Some of the first evidence for sensory hypersensitivity in
FXS animal models came from examination of the acoustic
startle response (ASR), with FMR1 KO mice exhibiting an
increase in this full body reflexive response to loud sound
stimuli (Chen and Toth, 2001). More recently, the BK channel
opener BMS-204352 was shown to reverse ASR increases
in FMR1 KO mice, providing a link between altered ion
channel regulation, neuronal hyperexcitability, and sensory
hypersensitivity (Zhang et al., 2014). However, other studies
have observed a decrease (Frankland et al., 2004; Paylor
et al., 2008) or no change (Mccullagh et al., 2020) in
ASR in FMR1 KO mice. The cause of these discrepancies
is unclear but may be due in part to background strain
effects (Errijgers et al., 2008) and methodological differences
(Lauer et al., 2017). Despite the inherent variability in ASR
phenotype, studies have shown that the ASR is directly
related to FMRP expression (Yun et al., 2006) and ASR
phenotypes in FMR1 KO animals can be rescued with the
reintroduction of the Fmr1 gene (Paylor et al., 2008), indicating
that some aspects of the ASR are directly related to loss
of FMRP.

Examination of ASR in FXS humans has found no change in
baseline startle responses but impaired pre-pulse inhibition of
the ASR (PPI), a modification of the paradigm where a startle-
eliciting sound is preceded by a lower level auditory or tactile
cue that reflexively reduces ASR magnitude (Frankland et al.,
2004; Hessl et al., 2009). PPI alterations are also commonly
observed in FMR1 KO mice, however often in the opposite
direction as seen in humans, with enhanced rather than reduced
PPI magnitude (Chen and Toth, 2001; Nielsen et al., 2002;
Frankland et al., 2004; Paylor et al., 2008; Orefice et al., 2016;
Kokash et al., 2019). These discrepancies may once again be
due to methodological details (Hessl et al., 2009). A recent
study using different PPI cues, such as gaps in sound or
different spatial locations of sound sources, found decreased
PPI in FMR1 KO mice (Mccullagh et al., 2020) while no PPI
alterations were observed in FMR1 KO rats using a novel,
robust methodological approach (Miller et al., 2021). Despite
differences from the human phenotype, PPI alterations in FMR1
KO animals are sensitive to treatments that also reverse auditory
hyperexcitability phenotypes, such as mGluR5 inhibitors (de Vrij
et al., 2008) or genetic reduction of MMP9 (Kokash et al., 2019).
However, the variability in results across studies using these
reflexive assays has limited their utility for understanding sensory
processing issues in FX.

Operant perceptual decision-making tasks, where animals are
conditioned to respond to specific stimuli, allow for quantitative

assessment of sensory processing in a manner that can be
directly translated to human studies. A recent study assessed
sound hypersensitivity in FMR1 KO rats using an operant sound
detection task (Auerbach et al., 2021). FMR1 KO rats learned
the task at the same rate as WT counterparts and reached
similar peak performance for detection of near threshold sounds.
However, FMR1 KO rats exhibited significantly faster auditory
reaction times (RT) at suprathreshold intensities, suggestive
of increased perceptual sensitivity. Indeed, RT-intensity
functions have been shown to be a reliable psychoacoustic
measure of loudness growth in both humans (Marshall and
Brandt, 1980) and animal models (Radziwon and Salvi, 2020).
FMR1 KO rats also displayed abnormal integration of sound
duration and bandwidth in a manner consistent with altered
loudness perception. These results provide evidence for aberrant
low-level auditory processing and excessive loudness growth
in FMR1 KO animals using a task design with potential for
clinical translation. RT differences were also sensitive to
mGluR5 inhibition, demonstrating this phenotype is related to
a core molecular pathology in FXS. Future work must determine
the neurophysiological correlates of this behavioral phenotype,
but multiple studies have found evidence of sound-evoked
hyperactivity and circuit hyperexcitability in the auditory cortex
of FMR1 KO mice (Rotschafer and Razak, 2013; Lovelace et al.,
2018; Goswami et al., 2019) and FXS individuals (Van der
Molen et al., 2012; Ethridge et al., 2016). In particular, increased
event-related potentials (ERPs) and reduced synchronization
to auditory chirp stimuli, an amplitude modulated sound
that is modulated by a sinusoid with increasing or decreasing
frequency, are observed in FMR1 KO mice and FX individuals
(Ethridge et al., 2017; Lovelace et al., 2018; Jonak et al.,
2020). These processing deficits could underly the observed
behavioral impairments in loudness perception and temporal
integration.

A recent study by Goel and colleagues has provided some of
the most complete evidence linking circuit hyperexcitability
to sensory processing issues in FXS (Goel et al., 2018).
By combining in vivo Ca2+ imaging from genetically-
identified PV interneurons and putative excitatory neurons
in the visual cortex of mice performing an orientation
discrimination task, they found delayed perceptual learning
and impaired fine-tuned discrimination in FMR1 KO
mice that correlated with deficits in orientation tuning of
principal cells and reduced stimulus-evoked activity in PV
neurons. Chemogenetic activation of PV neurons rescued
the behavioral impairments in FMR1 KO mice, suggesting a
causal relationship between disrupted E/I balance and impaired
sensory processing. Furthermore, parallel human psychophysics
studies using an analogous paradigm to one used in mice
found similar visual discrimination impairments in FXS
individuals.

Similar hypersensitivity (He et al., 2017) and perceptual
learning deficits (Arnett et al., 2014) have been observed
in the tactile domain of FMR1 KO mice. Using a novel
assay for tactile defensiveness, He and colleagues found
that head-fixed FMR1 KO mice exhibited an exaggerated
motor response in attempts to avoid whisker stimulation.
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While numerous ex vivo studies have found evidence for
hyperexcitability in the somatosensory cortex of FMR1 KO
animals (see Section ‘‘Hyperexcitable Neurons and Networks
in Fragile X Syndrome’’), no differences in overall whisker-
evoked activity were seen in FMR1 KO mice in this study,
as assessed by two-photon Ca2+ imaging of layer 2/3 neurons
(He et al., 2017). This is consistent with in vivo cell-attached
recordings showing no difference in whisker-evoked spiking
activity from this same neuronal population (Antoine et al.,
2019). However, He and colleagues did find a pronounced
deficit in neuronal adaption to repetitive stimulation in FMR1
KO animals, suggesting that tactile hypersensitivity may be
driven in part by impaired habituation to sensory input. Similar
habituation deficits have been observed in the auditory (Lovelace
et al., 2016) and visual (Pak et al., 2021) domains of FMR1
KO mice as well. Interestingly, auditory habituation measured
behaviorally using ASR has been shown to depend on intact BK
channel function (Typlt et al., 2013). Loss of FMRP-mediated
regulation of BK channel conductance (Deng et al., 2013;
Deng and Klyachko, 2016b) could therefore conceivably account
for impaired habituation in FMR1 KO animals, although this
has not been directly tested yet. While less characterized,
there is evidence for altered olfaction in FXS models as well
(Bodaleo et al., 2019). Interestingly, studies in FMR1 KO mice
(Schilit Nitenson et al., 2015) and a FXS drosophila model
(Franco et al., 2017) both found that FXS animals exhibited
decreased odor sensitivity, contrary to findings from other
sensory domains.

Animal model studies have highlighted several promising
molecular targets for the treatment of FXS and, as discussed
above, recent studies have uncovered novel treatment targets
aimed at circuit-level disruptions that may work in parallel or
perhaps even synergistically with existing molecular therapies.
However, an important lesson learned from recent clinical
trials in FXS is the need for quantitative, objective behavioral
read-outs that translate between pre-clinical animal models and
clinical trials (Berry-Kravis et al., 2018). Sensory processing
disruptions may provide a unique behavioral platform for
pre-clinical drug screening using disease-relevant phenotypes
that are relatively well-conserved between humans and animal
models.

CONCLUSION

Here we have highlighted the number of ways in which loss
of FMRP can lead to neuronal hyperexcitability, and how these
cellular and circuit changes contribute to the FXS phenotype.
Because FMRP regulates multiple activity-dependent processes
and is regulated in an activity-dependent manner itself, it
is difficult to disentangle the direct effects of FMRP loss
from secondary consequences. While some of the phenotypes
described above are likely to be compensatory adaptions rather
than direct pathologies related to FMR1 deletion, it is possible
that both these primary and compensatory changes contribute
to hyperexcitability phenotypes in FXS. The exact consequence
of FMR1 deletion at the synaptic, cellular, and circuit level
also depends greatly on the brain region and developmental

time point being examined. However, some general themes
have emerged regarding the role of FMRP in neuronal and
circuit excitability: (1) FMRP is important for activity-dependent
development and refinement of synaptic connectivity and
loss of FMRP during early life critical periods can lead
to abnormal excitatory and inhibitory synaptic connectivity,
resulting in altered E/I balance that is likely to contribute
to circuit hyperexcitability; (2) FMRP is required for ongoing
activity-dependent plasticity in the mature brain and seems
particularly important for regulating mGluR-dependent changes
to excitatory synaptic function, inhibitory transmitter release,
and cellular excitability; (3) FMRP regulates the expression
and function of multiple ion channels through a variety
of direct and indirect mechanisms. Changes to ion channel
function with loss of FMRP not only directly affect intrinsic
excitability in a manner to promote hyperactivity, but can
lead to profound changes in pre-synaptic release properties
and post-synaptic dendritic integration, which in turn will
influence synaptic function and plasticity in a variety of
ways; and (4) FMRP is an important regulator of homeostatic
plasticity, which is essential for stabilizing activity levels in
the brain, and impairments to this stabilization mechanism
are likely to contribute to circuit hyperexcitability in FXS. The
wide-ranging consequences of FMR1 deletion underscore the
importance of examining multiple aspects of neuronal function
(e.g., cellular excitability, synaptic plasticity, and network
activity) in FMR1 KO models under the same experimental
conditions, ideally using approaches that span from single
neurons to intact circuits to behavior. Future studies must
also continue to make use of spatial and temporally restricted
deletion of FMR1 to parse the contribution of different
cell-types, brain regions, and developmental timepoints to
FXS phenotypes. The development of FMRP-tat peptides to
reintroduce different FMRP segments to FMR1 KO neurons is a
powerful tool for dissociating FMRPs function via direct protein-
protein interactions from its canonical role in translational
regulation (Zhan et al., 2020; Park et al., 2021). Finally,
the development of novel FXS models—such as the FMR1
KO rat (Till et al., 2015; Golden et al., 2019; Auerbach
et al., 2021) and FXS human derived iPS cells (Telias et al.,
2013; Bhattacharyya and Zhao, 2016) and organoids (Kang
et al., 2021), will help identify which phenotypes are most
highly conserved across species and highlight new treatment
strategies.
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While hippocampal hyperactivity is implicated in psychosis by both human and animal
studies, whether it induces a hyperdopaminergic state and the underlying neural
circuitry remains elusive. Previous studies established that region-specific inhibition of
14-3-3 proteins in the dorsal hippocampus CA1 (dCA1) induces schizophrenia-like
behaviors in mice, including a novelty-induced locomotor hyperactivity. In this study,
we showed that 14-3-3 dysfunction in the dCA1 over-activates ventral tegmental
area (VTA) dopaminergic neurons, and such over-activation is necessary for eliciting
psychomotor behavior in mice. We demonstrated that such hippocampal dysregulation
of the VTA during psychomotor behavior is dependent on an over-activation of
the lateral septum (LS), given that inhibition of the LS attenuates over-activation of
dopaminergic neurons and psychomotor behavior induced by 14-3-3 inhibition in the
dCA1. Moreover, 14-3-3 inhibition-induced neuronal activations within the dCA1-LS-
VTA pathway and psychomotor behavior can be reproduced by direct chemogenetic
activation of LS-projecting dCA1 neurons. Collectively, these results suggest that 14-
3-3 dysfunction in the dCA1 results in hippocampal hyperactivation which leads to
psychomotor behavior via a dCA1-LS-VTA pathway.

Keywords: 14-3-3, dorsal hippocampus CA1, hippocampal hyperactivity, lateral septum (LS), ventral tegmental
area (VTA), psychomotor behavior, chemogenetics, dopamine

INTRODUCTION

The heterogeneity of psychiatric disorders poses major difficulties in deciphering their underlying
etiology. Thus, unraveling the circuitry basis of psychiatric symptoms holds promise for identifying
novel circuit-level targets for future treatment development. It is well recognized that the
mesolimbic dopamine (DA) system, which originates from DA neurons in the ventral tegmental
area (VTA), is critical for salience attribution, which is impaired in patients experiencing psychosis
(Laruelle et al., 1999; Abi-Dargham et al., 2009; Howes and Nour, 2016). As the DA system is
tightly modulated by excitatory and inhibitory inputs from the cortical and subcortical regions in
response to both internal and external stimuli, a pathological DAergic hyperactivation is thought
to be secondary to dysfunction in susceptible brain regions that regulate the VTA (Lodge and
Grace, 2011; Howes et al., 2015; Howes and Nour, 2016). In particular, cortical and hippocampal
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anomalies are highly implicated in psychiatric disorders, which
may explain why the brain’s failures in processing sensory
information could give rise to psychosis.

Alterations in structure and physiology of the hippocampus
(HP) have been consistently linked to schizophrenia (Medoff
et al., 2001; Schobel et al., 2009a; Talati et al., 2014; McHugo
et al., 2019). Specifically, human imaging studies identified
hippocampal hyperactivity associated with psychosis (Talati
et al., 2014; Dugré et al., 2019; McHugo et al., 2019). Consistent
with this, studies using transgenic or developmental rodent
models of schizophrenia associate a loss of hippocampal
GABAergic interneurons activity (Belforte et al., 2010;
Gilani et al., 2014) or increased hippocampal neuronal
activity (higher firing rate, increased c-Fos, etc.) with
psychomotor behavior (Lodge and Grace, 2007; Procaccini
et al., 2011). Additionally, such behavioral abnormality
can be rescued by restoring hippocampal GABAergic
interneurons (Marissal et al., 2018) or by pharmacological
or chemogenetic inhibition of hippocampal excitatory neurons
(Maksimovic et al., 2014; Aitta-Aho et al., 2019). Collectively,
these findings support a hypothesis in which psychosis is
a consequence of hippocampal excitation/inhibition (E/I)
imbalance.

In individual neurons, synaptic inputs are highly regulated to
ensure proper excitatory or inhibitory activity across dendritic
segments (Gao and Penzes, 2015). Numerous genes derived from
linkage and association studies of psychiatric disorders encode
proteins involved with synaptic processes (Kirov et al., 2012;
Fromer et al., 2014). Among them are several genes that encode
members of the 14-3-3 family of proteins which are particularly
enriched at synapses (Bell et al., 2000; Jia et al., 2004; Middleton
et al., 2005; Wong et al., 2005; Ikeda et al., 2008). Accumulating
evidence reveals that 14-3-3 proteins are important modulators
of synaptic transmission and plasticity (Zhang and Zhou, 2018),
thus making them potential therapeutic targets. Transgenic
mouse models with 14-3-3 deficiency exhibit synaptic, network
activity, and behavioral alterations that correspond to core
schizophrenia phenotypes (Ramshaw et al., 2013; Qiao et al.,
2014; Foote et al., 2015; Jaehne et al., 2015; Xu et al., 2015;
Jones et al., 2021). Most interestingly, recent work reveals
that adeno-associated virus (AAV) mediated 14-3-3 isoform-
independent inhibition specifically in the dHP CA1 (dCA1)
pyramidal neurons induces psychomotor behavior in wild type
(WT) mice provoked by novel environment (Graham et al.,
2019). However, the circuitry mechanism underlying such
hippocampal dysfunction-induced psychomotor behavior and
how 14-3-3 deficiency in the dCA1 alters hippocampal E/I
balance and disturbs downstream neural activities remain to be
determined.

In this study, we demonstrate that 14-3-3 dysfunction in the
dCA1 induces psychomotor behavior in mice via over-activation
of the lateral septum (LS) neurons, which results in increased
VTADA neuronal activity.We also reveal that 14-3-3 inhibition-
induced alterations in neuronal activity and behavior are
likely due to an increased dCA1 neuronal activation, and
provided evidence showing that direct chemogenetic activation
of the dCA1-LS pathway is sufficient to induce locomotor

hyperactivity in mice. Together, these findings demonstrate how
the loss of function of one pivotal family of proteins in the
hippocampus may contribute to a shift in E/I balance and
induces psychotic-like behavioral abnormality in mice through
dysregulation of the downstream pathway.

MATERIALS AND METHODS

Experimental Animals
Both male and female adult (3–6 months old) wildtype
(C57BL/6J), DAT-cre [B6.SJL-Slc6a3tm1.1(cre)Bkmn/J, Jackson
Laboratory], and CaMKIIa-cre [B6.Cg-Tg(Camk2a-cre)T29-
1Stl/J, Jackson Laboratory] mice were included in this study.
Mice were housed on a 12 h light/dark cycle and provided
ad libitum access to water and food. Prior to stereotaxic
surgical injection, mice were housed in groups (2–4 per cage).
Littermates were randomly assigned to experimental groups or
control groups. Following the surgical procedure, mice were
subsequently single caged until all experimental procedures
were finished. Mice were handled daily for 2 weeks prior to
behavioral tests, which were conducted during the light cycle.
All experiments were carried out in accordance with Florida
State University’s laboratory animal care and use guidelines and
approved by the Florida State University Animal Care and Use
Committee.

Viral Vectors
The AAV2/9-CaMKIIa-YFP-difopein (titer at 7.82 × 1012

v.g./ml), AAV2-CaMKIIa-tdTomato (titer at 4.42 × 1012

v.g./ml), and AAV2/9-CMV-DIO-EGFP (titer at 9.05 × 1012

v.g./ml) were constructed and produced by OBiO Technology
(Shanghai) Corp., Ltd. Briefly, cDNA encoding YFP-difopein,
tdTomato, or DIO-EGFP was subcloned into a rAAV vector. The
viral vectors were then produced using the triple transfection
method in HEK 293 cells and AAV titers were determined
by real-time PCR. Control vector (AAV2-CaMKIIa-YFP, titer
at 5.1 × 1012 v.g./ml) was purchased from the UNC viral
core facility. For chemogenetic manipulations, AAV5-hSyn-
hM4D(Gi)-mCherry (Addgene #50475, titer at 1.2 × 1013

v.g./ml), AAV5-hSyn-DIO-hM4D(Gi)-mCherry (Addgene
#44362, titer at 8 × 1012 v.g./ml), AAV5-hSyn-mCherry
(Addgene #114472, titer at 2.8 × 1013 v.g./ml), AAV5-hSyn-
hM3D(Gq)-mCherry (Addgene #50474, titer at 1× 1013 v.g./ml),
AAV5-hSyn-DIO-hM3D(Gq)-mCherry (Addgene #44361, titer
at 1 × 1013 v.g./ml), and AAVretro-hSyn-Cre-WPRE-hGH
(Addgene #105553, titer at 2.1 × 1013 v.g./ml) were purchased
from Addgene. Upon arrival, all viral vectors were aliquoted and
stored at −80◦C prior to stereotaxic injections.

Stereotaxic Viral Injections
Mice were anesthetized with intraperitoneal (i.p.) injections of
a mixture of ketamine (100 mg/kg)/xylazine (10 mg/kg) and
placed in a stereotaxic frame (David Kopf Instruments, Tujunga,
CA). The animal’s skull was exposed via a small incision on
the scalp. Small burr holes were made directly above the viral
injection sites unilaterally or bilaterally using a micro-precision
drill. For micro-injections, Hamilton syringes (10 µl, 33-gauge)
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loaded with AAV virus or tracer were slowly lowered into the
target area according to the corresponding coordinates: dCA1
(AP: − 2.0 mm, ML: ± 1.5 mm, DV: − 1.1 mm from dura);
LS (AP: + 0.6 mm, ML: ± 0.7 mm, DV: − 2.25 mm from
dura with a 10◦ coronal rotation angle); VTA (AP: − 3.0 mm,
ML:± 0.5 mm, DV:− 4.25 mm from dura); NAc (AP: + 1.3 mm,
ML: ± 0.8 mm, DV: − 4.3 mm from dura); MM (AP: − 2.9 mm,
ML: ± 0.5 mm, DV: − 4.9 mm from dura). Virus or tracer
(0.5–1 ul) was slowly injected at 75 nl/min. Injection needles were
left in place for an additional 10 min to assure adequate viral
delivery before slowly being withdrawn. The scalp incision was
then closed and treated with topical neomycin. For postoperative
care, ketoprofen (5 mg/kg in 0.05 ml saline) was used for pain
relief immediately following surgery. Mice were allowed 2 weeks
for expression of viral proteins and recovery from surgery before
beginning behavioral testing.

Pharmacology
The stock solution of clozapine (1mg/ml, TOCRIS) was prepared
in 0.1 N HCl and diluted in saline. On the day of the experiment,
2 mg/kg clozapine in 0.2 ml saline was prepared for injections.
Compound 21 dihydrochloride (C21) was purchased from
Hello Bio. For hM4D(Gi)-mediated inhibition and hM3D(Gq)-
mediated excitation, 1–2 mg/kg C21 in 0.2 ml saline was used.
Diluted pharmacological agents (or saline as control) were
intraperitoneally (i.p.) given to each testing subject 30 min prior
to open field testing.

Open Field Testing
All mice were habituated in the behavioral room for a
minimum of 30 min prior to beginning experimental sessions.
To assess locomotive behavior, mice were placed into a
square open field arena (Med Associates Open Field Arena,
43.2 cm × 43.2 cm × 30.5 cm, with IR photo-beam sensors) and
the total distance traveled in 30 min was measured using Med
Associates Activity Monitor software.

Immunofluorescence and Imaging
Mice were anesthetized with ketamine/xylazine and perfused
with 0.1 M phosphate-buffered saline (PBS), followed by 4%
paraformaldehyde (PFA) in 0.1MPBS. Brains were extracted and
post-fixed overnight at 4◦C in 4% PFA before transferring to PBS
solution. A vibratome (Leica Microsystems) was used for brain
sectioning at 40 µm. Brain slices were collected and stored in
PBS with 0.1% sodium azide. For immunohistochemistry, brain
sections were blocked in a PBS solution (PBST) containing 10%
goat serum and 0.7% Triton-X for 1 h at room temperature.
The brain sections were then incubated overnight (two nights
for c-Fos) at 4◦C with primary antibodies. Then after three
PBST washes, the brain sections were incubated with secondary
antibodies at room temperature for 2 h (4 h for c-Fos).
The sections were rinsed three times with PBST, followed by
one PBS wash. If DAPI counterstaining was needed, brain
sections were then incubated in PBS with 300 nM DAPI
(Invitrogen, P3571) for 10 min before being mounted using
an antifade mounting medium (VECTASHIELD). Keyence and
Zeiss confocal microscopes were used for imaging.

Primary antibodies including rabbit anti-c-Fos (abcam,
ab190289); mouse anti-TH (Millipore, MAB318); rabbit
anti-Alexa Fluor 488 IgG (Invitrogen, Cat#A11094); mouse
anti-GAD67 (Millipore, MAB5406); rabbit anti-GABA (Sigma-
Aldrich, A2052); mouse anti-beta subunit Cholera Toxin
(abcam, ab62429); mouse anti-cre recombinase (Millipore,
MAB3120); and secondary antibodies including Alexa Fluor
647 donkey anti-rabbit IgG(H + L; Invitrogen, A31573); mouse
IgG F(c) Antibody DyLightTM 405 Conjugated (Rockland, Cat#
610-146-003); anti-rabbit IgG(H + L) FITC (SouthernBiotech,
4050-02); and Alexa Fluor 647 donkey anti-mouse IgG(H + L;
Invitrogen, A31571) were used in this study.

Anterograde and Retrograde Tracing
For dual anterograde and retrograde tracing, 0.8 ul recombinant
cholera toxin-b conjugated to Alexa Fluor 488 (CTB488,
Invitrogen Cat#C34775) in PBS was unilaterally injected into
the VTA of WT mice, followed by 0.5 ul AAV2-CaMKIIa-
tdTomato (OBiO Technology) injected into the dCA1 ipsilateral
to the CTB-injected VTA. For retrograde tracing from the LS,
0.5 ul CTB488 was unilaterally injected into the targeted LS
region. Mice (n = 4 each tracing experiment) were perfused
on day 14 following the surgery. Coronal brain slices (40 µm)
were sectioned and immunohistochemistry against Alexa Fluor
488 IgG was performed to enhance CTB signals. LS sections
containing CTB-labeled VTA-projecting cells were further
co-stained with anti-GAD67 or anti-GABA for identification of
cell type. Tracing results were examined under a Zeiss confocal
microscope with 10×, 20×, and 60× objectives.

c-Fos Induction and Quantifications
To minimize unrelated c-Fos expression, all virally transduced
mice were habituated in the behavioral room for at least 4 h prior
to testing. For experiments aiming to assess c-Fos expression
associated with difopein-induced locomotive hyperactivity,
four groups of mice were used: difopein-OFT, YFP-OFT,
difopein-handled only, and YFP-handled only. After habituation,
difopein-OFTmice and YFP-OFTmice were put through 30-min
OFT, returned to home cages, and then perfused 60 min
following the end of OFT. Difopein- and YFP-handled only mice
were briefly handled and perfused 90 min after returning to their
home cages. Each mouse brain was sectioned into six sets of
40 µm coronal slices. For whole brain c-Fos analysis, one set
of slices from each brain was used for immunohistochemistry
against c-Fos (Alexa Fluor 647 donkey anti-mouse IgG(H +
L) was used as a secondary antibody). A Keyence microscope
(20× objective) was used to collect images for brain-wide c-Fos
quantification in 28 brain nuclei selected based on three criteria:
(1) c-Fos expression in the region was previously found to be
associated with open field exposure (Badiani et al., 1998; Hale
et al., 2008); (2) the region showed c-Fos activity in any of the four
groups following OFT or handling; (3) the region was identified
as having efferent projections to the VTA and/or receive input
from the dHP (Strange et al., 2014; Beier et al., 2015). The regions
selected were: nucleus accumbens core (NAcore), nucleus
accumbens shell (lateral part, NAsh L), nucleus accumbens shell
(medial part, NAsh M), cingulate cortex (Cg), secondary motor
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cortex (M2), primary motor cortex (M1), agranular insular
cortex (AI), claustrum (Cl), dorsal endopiriform nucleus (DEn),
piriform cortex (Pir), lateral septum (rostral part, LSr), lateral
septum (caudal, LSc), bed nucleus of the stria terminalis (BST),
paraventricular thalamic nucleus (PVT), central amygdaloid
nucleus (Ce), lateral amygdaloid nucleus (LA), basolateral
amygdaloid nucleus (BLA), medial amygdaloid nucleus (Me),
basomedial amygdaloid nucleus (BMA), lateral hypothalamus
(LH), reticular thalamic nucleus (RT), dHP CA1 (dCA1), dHP
CA3 (dCA3), dentate gyrus (DG), lateral entorhinal cortex
(LEnt), ventral hippocampus CA1 (vCA1), subiculum (Sub), and
mammillary body (MM). The number of c-Fos-ir cells in each
image was programmatically counted using ImageJ.

For VTA cell-type specific c-Fos analysis, VTA-containing
coronal sections from another set of slices were used. Brain
slices were co-stained with primary antibodies against
c-Fos and tyrosine hydroxylase, followed by secondary
antibodies Alexa Fluor 647 donkey anti-mouse IgG(H + L)
and 405 conjugated anti-mouse IgG. Fluorescent images were
collected using a Zeiss confocal microscope. All images were
taken under the same settings and processed identically to
avoid artificial representations of data. Z-stack images of the
VTA from four slices (200 µm apart, correspond roughly to
Bregma − 3.1 mm, − 3.3 mm, − 3.5 mm, and − 3.7 mm in
the mouse brain atlas) per animal were collected using the
20× objective, and neurons expressing c-Fos and/or TH were
manually counted. TH-ir cells in the VTA were considered
c-Fos-positive if the c-Fos signal clearly overlapped with the
neuronal soma of the TH-ir cells. The sum of cells counted from
four sections on one hemisphere of each mouse was used for
statistical analysis.

For the experiment analyzing c-Fos expression in
VTA-projecting LS cells, virally transduced mice were put
through 30-min OFT 14 days after the surgery and then perfused
60 min following the end of the test. LS-containing sections
from one set of slices were used for immunohistochemistry co-
staining of c-Fos and CTB. Alexa Fluor 647 donkey anti-mouse
IgG(H + L) and 405 conjugated anti-mouse IgG were used
as secondary antibodies. Z-stack images of the LS from six
slices (200 µm apart) per mouse were collected using Zeiss
confocal with a 10× objective. Neurons expressing c-Fos and/or
CTB were manually counted. CTB-ir cells in the LS were
considered c-Fos-positive if the c-Fos signal clearly overlapped
with neuronal soma of the CTB-ir cells. The total cell numbers
counted from six sections on one hemisphere per mouse were
used for statistical analysis.

Chemogenetic Manipulations
To validate the effect of C21-mediated chemogenetic activation
or inhibition, saline or C21 was administered to hM3D- or
hM4D-injected mice 30 min prior to OFT. Animals were then
perfused 60 min after 30 min OFT. Brain sections containing
hM3D or hM4D injection sites from one set of slices per brain
were used for immunohistochemistry against c-Fos. Z-stack
images were taken using a Zeiss confocal microscope with
a 20× objective. Neurons expressing hM3D or hM4D were
considered c-Fos-positive if the c-Fos signal clearly overlapped

with neuronal soma of themCherry-positive cells. The number of
cells expressing mCherry and/or c-Fos were manually counted.

For experiments using hM4D, one set of virally transduced
mice from each group was first put through 30-min OFT with i.p.
injections of saline 30 min prior to the first trial. Two weeks later,
these mice were given i.p. injections of C21 prior to the second
trial. Mice were perfused 60 min after the end of the second trial
for c-Fos analysis. To assess the effect of repeat testing, a separate
set of virally transducedmice was given C21 administration prior
to the first trial and was given saline injections prior to the second
trial.

Statistical Analysis
Power analysis was performed to ensure the appropriately
minimal number of mice is used in each experimental context.
Our considerations are based on a significant level (alpha
set at 0.05), power set at 80%, and effective size which was
established through our published and preliminary studies.
Following post-hoc histological confirmation of viral infections,
only mice with accurate viral infections were included in data
analysis. All data were analyzed using Prism 7.01 (GraphPad
software). Statistical analyses were performed using two-tailed
unpaired Student’s t-tests, paired Student’s t-tests, or two-way
ANOVA when appropriate. When homogeneity of variance was
violated, a Welch test was used as a correction. Values are
reported as mean ± standard error of the mean (SEM). The
cutoff value of significance was P = 0.05. Symbols used: *p< 0.05;
**p< 0.01; ***p< 0.001; ns, not significant.

RESULTS

Locomotor Hyperactivity Induced by
14-3-3 Dysfunction in the dCA1 Is
Attenuated by Clozapine Administration
Novelty-induced locomotor hyperactivity in rodents are thought
to share the underlying neurobiology of psychosis due to
their similar pharmacological responses to antipsychotics
and psychostimulants (van den Buuse, 2010). Therefore,
novel open field exposure is commonly used to evaluate
psychosis-like behavior in rodents. We previously demonstrated
that AAV-mediated 14-3-3 inhibition in the dCA1 alone
induces locomotor hyperactivity (Graham et al., 2019).
Here, we examined the effect of clozapine, a DA receptor-
targeting antipsychotic drug, on attenuating this behavioral
abnormality. 14-3-3 inhibition in the dCA1 subregion was
achieved by utilizing a previously established AAV to drive
regional expression of a YFP-fused isoform-independent
dimeric fourteen-three-three peptide inhibitor (difopein) under
CaMKIIa promotor (AAV-difopein; Figure 1A; Masters and Fu,
2001). Consistent with previous findings, the difopein-injected
WT mice exhibited significantly increased novelty-induced
locomotor activity during 30-min open field testing (OFT;
Figure 1B). Interestingly, administration of clozapine at a
non-sedative dose (2 mg/kg) was sufficient to normalize the
locomotor activity of the difopein-injected mice (Figure 1B).
Given the preferential, although not selective, effect of clozapine

Frontiers in Molecular Neuroscience | www.frontiersin.org 4 February 2022 | Volume 15 | Article 81722780

https://www.frontiersin.org/journals/molecular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/molecular-neuroscience#articles


Zhang et al. CA1-LS-VTA Pathway in Psychomotor Behavior

FIGURE 1 | Systemic clozapine administration attenuates locomotor
hyperactivity induced by 14-3-3 dysfunction in the dCA1. (A) Schematic
depiction illustrating viral transduction of the dHP CA1 of WT mice with
AAV-CaMKIIa-YFP-difopein or AAV-CaMKIIa-YFP. (B) Novelty-induced
locomotor activity (distance traveled) of difopein- or YFP-injected mice during
OFT following saline or clozapine (2 mg/kg) administration [n = 6 (3 males and
3 females)/group; two-way ANOVA, Drug × Virus interaction F (1,20) = 8.214,
**p = 0.0096, post hoc multiple Student’s unpaired two-tailed t-tests;
difopein, ***p < 0.0001; YFP, p = 0.2239]. All data are presented as
mean ± SEM. Data points from male and female mice are shown as black
and red symbols, respectively. ns, not significant.

on antagonizing DA transmission (Kapur and Seeman, 2001),
these results suggest that a hyperactive DA system may underlie
the locomotor hyperactivity induced by 14-3-3 inhibition
in the dCA1.

14-3-3 Dysfunction in dCA1 Triggers
Robust C-Fos Expression in VTA DA
Neurons During OFT
Having established that difopein-induced locomotor
hyperactivity is sensitive to clozapine administration, we
then sought to directly evaluate whether DA neuronal activity
was altered during such behavior. Specifically, we focused on
DAergic activity in the VTA, given that a hyperactive mesolimbic
DA pathway is thought to give rise to psychosis (Boekhoudt

et al., 2016). We injected AAV-difopein or AAV-YFP into the
dCA1 of WT mice (Figure 2A) and examined the expression of
c-Fos protein in the VTA following OFT. This protocol induced
significantly increased numbers of total c-Fos-immunoreactive
(ir) cells in the VTA of both difopein- and YFP-injected mice
compared with their handled-only controls (Figures 2B,C),
which is consistent with a previous report (Bourgeois et al., 2012)
and suggests that the OFT induced neuronal activation in the
VTA. Furthermore, among the mice that were exposed to the
open field arena, we found a significantly higher total number of
c-Fos-ir cells in the VTA of difopein-injected mice (Figure 2C).
This indicates that 14-3-3 inhibition in the dCA1 further
increases VTA neuronal activation in OFT.

It is known that the VTA comprises DAergic, GABAergic,
glutamatergic, and co-releasing neurons (Yoo et al., 2016;
Kim et al., 2019). To specifically identify the activation
of DA neurons in virus-injected mice, we performed dual
immunohistochemistry against tyrosine hydroxylase (TH) and
c-Fos on VTA-containing brain sections. A significantly higher
number of double-labeled neurons was found in the VTA of
difopein-injected mice compared to control, indicating increased
activation of DA neurons induced by 14-3-3 inhibition in
the dCA1 during OFT (Figure 2D). Interestingly, we did not
observe any statistically significant differences in either total
or TH co-labeled c-Fos-ir cell numbers between difopein- and
YFP-injected groups that were handled only (Figures 2C,D).
This might suggest that inhibition of 14-3-3 disrupts the function
of dCA1 in processing novel environmental stimuli and thus
results in over-activation of the VTA DA neurons during OFT.

Chemogenetic Inhibition of VTA DA
Neurons Attenuates Difopein-Induced
Locomotor Hyperactivity
Next, we directly tested whether over-activation of VTA DA
neurons is necessary for 14-3-3 dysfunction-induced locomotor
hyperactivity. We employed a chemogenetic DREADD
(Designer Receptors Exclusively Activated by Designer Drugs)
approach, which allows us to regulate neuronal activity with
spatiotemporal precision. To selectively manipulate DA neurons,
we injected an AAV expressing a Cre-recombinase-dependent
inhibitory DREADD (AAV-hSyn-DIO-hM4D(Gi)-mCherry)
bilaterally into the VTA of DAT-cre mice in addition to
bilateral AAV-difopein injections into the dCA1 (Figure 3A).
To circumvent potential off-target effects of clozapine-N-oxide
on locomotion, we used an alternative DREADD agonist,
Compound 21 (C21), for acute activation of designer receptors
in this study (Manvich et al., 2018; Thompson et al., 2018).
C21 administration (2 mg/kg) significantly reduced the number
of c-Fos-expressing hM4D-positive neurons (Figure 3B),
demonstrating an effective C21-mediated inactivation of DA
neurons. Interestingly, we found that C21-mediated inhibition
of VTA DA neurons is sufficient in attenuating locomotor
hyperactivity in difopein-injected mice (Figure 3C), suggesting
that DA activation is necessary for difopein-induced locomotor
hyperactivity. Together, these findings demonstrate that
activation of VTA DA neurons plays a significant role in the
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FIGURE 2 | Inhibition of 14-3-3 in the dCA1 increases the number of c-Fos-ir cells in the VTA during OFT. (A) Schematic depiction illustrating viral transduction of
the dHP CA1 of WT mice with AAV-CaMKIIa-YFP-difopein or AAV-CaMKIIa-YFP. (B) Top, representative confocal images of c-Fos and TH co-staining revealing
activation of neurons in the VTA of difopein- or YFP-injected mice following either 30-min OFT or gentle handling. Scale bar = 100 µm. Bottom, magnified
representative image. Blue arrowheads point to examples of c-Fos and TH co-labeled cells (putative c-Fos-ir DA neurons). Orange arrowheads point to examples of
c-Fos-ir only cells (putative c-Fos-ir non-DA neurons). Scale bar = 20 µm. (C) Total numbers of c-Fos-ir cells in the VTA of difopein- [n = 7 (3 males and
4 females)/group] or YFP-injected mice [n = 8 (4 males and 4 females)/group] following OFT or handling (multiple Student’s unpaired two-tailed t-tests; difopein-OFT
vs. YFP-OFT, **p = 0.0059; difopein-handled vs. YFP-handled, p = 0.2070; difopein-OFT vs. difopein-handled, ***p < 0.001; YFP-OFT vs. YFP-handled,
***p < 0.001). (D) Numbers of c-Fos and TH co-labeled cells (putative c-Fos-ir DA neurons) in the VTA of difopein- or YFP-injected mice following OFT or handling
(multiple Student’s unpaired two-tailed t-tests; OFT, **p = 0.0049; handled, p = 0.1968). All data are presented as mean ± SEM. Data points from male and female
mice are shown as black and red symbols, respectively. ns, not significant.

locomotor hyperactivity induced by 14-3-3 inhibition in the
dCA1.

14-3-3 Inhibition in the dCA1 Induces
Robust C-Fos Expression in the LS, a
Relay Between the dCA1 and VTA
As the dCA1 does not directly project to the VTA, we
sought to identify the intermediary brain nuclei through which
14-3-3 dysfunction in the dCA1 indirectly modulates VTA

activity during OFT. Previous work has established that OFT
induces c-Fos expression in several brain regions (Hale et al.,
2008; Bourgeois et al., 2012). As the difopein expression in
the dCA1 induces locomotor hyperactivity in WT mice, the
resulting c-Fos level alterations in specific brain nuclei likely
reflect their involvement in the dCA1-VTA pathway. Therefore,
we assessed the differences in c-Fos expression between difopein-
and YFP-injected mice in response to OFT. Specifically, we
examined 28 brain regions previously reported to be associated
with either OFT or DA-associated hyperlocomotive behaviors
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FIGURE 3 | Chemogenetic inhibition of VTA DA neurons attenuates locomotor hyperactivity induced by 14-3-3 inhibition in the dCA1. (A) Schematic depiction
illustrating (top) DAT-cre mice transduced with AAV-CaMKIIa-YFP-difopein in the dHP CA1 and cre-dependent hM4D in the VTA, and (bottom) experimental timeline.
(B) Ratio of c-Fos/hM4D co-labeled DA cells to total hM4D-expressing DA cells in the VTA following OFT with saline or C21 administration (n = 16 sections from
2 male and 2 female mice/treatment, Student’s unpaired two-tailed t-test with Welch’s correction, ***p < 0.0001), indicating an effective reduction of VTA DA
neuronal activity using chemogenetic manipulation. (C) Distance traveled for virally transduced DAT-cre mice during OFT following either saline or C21 administration
[n = 9 (4 males and 5 females), Student’s paired two-tailed t-test, **p = 0.0021]. All data are presented as mean ± SEM. Data points from male and female mice are
shown as black and red symbols, respectively.

(Badiani et al., 1998; Hale et al., 2008; Strange et al., 2014;
Beier et al., 2015; Figures 4A,B). Interestingly, we found
that AAV-mediated difopein expression in the dCA1 results
in robust c-Fos expression in the dCA1 (Figure 4C and
Supplementary Figure 1), suggesting that 14-3-3 dysfunction
may lead to over-excitation of the dCA1 neurons during OFT.
Of note, significantly higher numbers of c-Fos-ir cells were
also identified in the cingulate cortex (Cg), LS, bed nucleus of
the stria terminalis (BST), lateral hypothalamus (LH), reticular
thalamic nucleus (RT), and other subregions of the hippocampus
in difopein-injected mice compared to control (Figure 4C
and Supplementary Figure 2). Among these identified brain
regions, difopein-expressing dCA1 efferent projections were
particularly evident in the medial part of the caudal LS (LSc)
and the dorsomedial part of the rostral LS (LSr; Supplementary
Figure 2).

The LS is predominantly composed of GABAergic neurons
and is involved in motivated behavior, addiction, anxiety, and
affect by integrating multiple sensory inputs and adjusting
behaviors in response to environmental stimuli (Sheehan et al.,
2004; Luo et al., 2011; Jiang et al., 2018; Leroy et al., 2018).
Additionally, several lines of evidence support the involvement
of the LS in psychiatric disorders, while its precise role remains
unclear (Sheehan et al., 2004). To verify the role of the
LS in connecting the dCA1 and the VTA, we unilaterally
injected an anterograde virus (AAV-CaMKIIa-tdTomato) into
the dCA1 and a retrograde tracer (CTB488) into the ipsilateral
VTA of WT mice (Figure 4D). We found that tdTomato-filled
dCA1 axons innervate the medial parts of the LSc and the
LSr (Figure 4D), which is identical to the projection patterns
observed in the LS of difopein-injected mice (Supplementary
Figure 2). CTB-labeled VTA-projecting cells were found in
both the LSc and LSr, including the regions where dHP
axons innervate (Figure 4D). Using immunohistochemistry
against GAD67 or GABA, these VTA-projecting LS cells were
identified to be GABAergic (Figures 4E,F). Finally, we injected
CTB488 into the LS and observed retrogradely labeled cells in

the dHP CA1, suggesting that the dCA1 makes monosynaptic
connection with the LS (Figure 4G). Together, these results
demonstrate that the LS is over-activated during difopein-
induced locomotor hyperactivity and anatomically connected
with both the dCA1 and the VTA.

14-3-3 Inhibition in dCA1 Increases the
Number of C-Fos-Expressing
VTA-Projecting LS Neurons Following
Open Field Exposure
Having observed that difopein expression in the dCA1 leads
to increased numbers of c-Fos-ir cells in the LS during
locomotor hyperactivity, we next sought to determine whether
the activities of the VTA-projecting LS neurons are altered as
a result of 14-3-3 inhibition in the dCA1. In this experiment,
AAV-difopein (or AAV-YFP as control) and CTB488 were
bilaterally injected into the dCA1 and VTA of WT mice,
respectively (Figures 5A,B and Supplementary Figure 3). In
response to OFT, a significantly higher number of c-Fos-ir/CTB-
ir co-labeled cells were found in the LS of difopein-injected mice
compared to control (Figures 5C–E), indicating an increased
activation of VTA-projecting LS neurons. As the LS is populated
by GABAergic neurons (Figures 4E,F; Onténiente et al., 1987;
Risold and Swanson, 1997), this result suggests that an increased
activation of inhibitory projection from the LS to the VTA is
associated with difopein-induced locomotor hyperactivity.

Chemogenetic Inhibition of the LS
Attenuates Difopein-Induced Locomotor
Hyperactivity and DA Neuron
Over-Activation
We then asked whether activation of the LS is necessary
for difopein-induce locomotor hyperactivity. To address this
question, we bilaterally injected AAV-hSyn-hM4D(Gi)-mCherry
(or AAV-hSyn-mCherry as control) into the LS of WT mice
in addition to AAV-difopein (or AAV-YFP) into the dCA1
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FIGURE 4 | Inhibition of 14-3-3 in the dCA1 increases c-Fos expression in the LS, an anatomical relay between the dCA1 and VTA. (A) Schematic depiction
illustrating viral transduction of WT mice dHP CA1 with AAV-CaMKIIa-YFP-difopein or AAV-CaMKIIa-YFP. (B) Line drawings (adapted from Paxinos and Franklin,
2001) showing the 28 brain nuclei where c-Fos-ir cells were quantified. Number below each diagram indicates the distance from Bregma. (C) Numbers of c-Fos-ir
cells in 28 brain nuclei of difopein- [n = 9 (5 males and 4 females)] or YFP-injected [n = 7 (4 males and 3 females)] mice following OFT (Student’s unpaired two-tailed
t-tests; Cg, *p = 0.0133; LSr, *p = 0.0102; LSc, **p = 0.0069; BST, *p = 0.0466; LH, *p = 0.0255; RT, *p = 0.0115; dCA1, ***p < 0.0001; dCA3, *p = 0.0286; DG,
*p = 0.0189; Sub, ***p = 0.0003). (D) Left, schematic illustration of dual anterograde and retrograde tracing strategy. Right, representative confocal images of
CTB-labeled VTA-projecting cells (green) and dHP efferent projections (red) overlapping the LS. Scale bar = 200 µm (100 µm for zoom in image). (E,F)
Representative confocal images of VTA-projecting CTB-labeled cells in the LS colocalized with GAD67-ir (E) or GABA-ir cells (F). Scale bar = 10 µm. (G) Left,
schematic illustration of retrograde tracer CTB488 unilaterally injected into the LS. Right, representative confocal image of CTB-labeled LS-projecting cells in the
dCA1. Scale bar = 200 µm. All data are presented as mean ± SEM. Data points from male and female mice are shown as black and red symbols, respectively.
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FIGURE 5 | Inhibition of 14-3-3 in the dCA1 activates VTA-projecting LS cells. (A) Schematic illustration of AAV-CaMKIIa-YFP-difopein (or AAV-CaMKIIa-YFP) and
CTB488 bilaterally injected into the dHP CA1 and VTA of WT mice, respectively. (B) Representative confocal image of c-Fos-ir cells (white) and VTA-projecting CTB-ir
cells (purple) in the LS of a difopein-injected mouse. Scale bar = 200 µm. (C–E) Comparison of the numbers of c-Fos/CTB co-labeled cells (C) (Student’s unpaired
two-tailed t-test, *p = 0.0237); the ratio of c-Fos/CTB co-labeled cells to total CTB-ir cells (D) (Student’s unpaired two-tailed t-test with Welch’s correction,
**p = 0.0049); and the total number of CTB-ir cells (E) (Student’s unpaired two-tailed t-test, p = 0.8270) in the LS of difopein-CTB [n = 8 (4 males and 4 females)] or
YFP-CTB [n = 7 (4 males and 3 female)] injected mice following OFT, indicating an elevated LS-VTA projection associated with 14-3-3 inhibition in the dHP during
OFT. All data are presented as mean ± SEM. Data points from male and female mice are shown as black and red symbols, respectively. ns, not significant.

(Figures 6A–D and Supplementary Figure 4). Administration
of C21 (2 mg/kg) significantly lowered the ratio of c-Fos-ir
hM4D(Gi)-expressing neurons to total hM4D(Gi)-expressing
cells in the LS (Figure 6E and Supplementary Figure 4),
indicating an effective suppression of LS neuronal activity.
When assessed with an open field assay, we found that LS
inhibition is sufficient to attenuate locomotor hyperactivity
(Figure 6F). These results suggest that LS activation is necessary
for locomotor hyperactivity induced by 14-3-3 inhibition
in the dCA1.

To determine whether LS inhibition attenuates difopein-
induced locomotor hyperactivity by modulating VTA DA
neuronal activation, we analyzed the number of c-Fos-expressing
cells in the VTA of C21 injected mice from each viral
group following OFT. C21-induced LS inhibition significantly
reduced the total number of c-Fos-ir cells in the VTA of
difopein-hM4D mice compared to difopein-mCherry mice
(Figure 6G and Supplementary Figure 5). Further cell-type-
specific analysis showed that inhibition of the LS leads to

a significantly lower number of c-Fos-ir DA neurons in
difopein-hM4D mice compare with difopein-mCherry mice
(Figure 6H). Collectively, these results indicate that LS activation
is required for the increased activation of VTA DA neurons
during locomotor hyperactivity induced by 14-3-3 inhibition in
the dCA1.

Chemogenetic Activation of dCA1 Imitates
Difopein-Induced Behavioral and Neuronal
Activity Alterations
Having observed a robust c-Fos expression in dCA1 neurons
during difopein-induced hyperlocomotive behavior (Figure 4C
and Supplementary Figure 1), we hypothesized that 14-
3-3 inhibition leads to increased neuronal activation in
difopein-expressing dCA1 cells, which results in locomotor
hyperactivity via the dCA1-LS-VTA pathway. If so, direct
chemogenetic activation of the dCA1 should be sufficient
to elicit the behavioral and molecular alterations seen in
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FIGURE 6 | Chemogenetic inhibition of the LS attenuates 14-3-3 inhibition induced locomotor hyperactivity and DA neuron over-activation. (A) Schematic
illustration of viral transductions and experimental timeline. (B–D) Representative images of difopein and hM4D expression in the dCA1 (B) and the LS (C), as well as
efferent projections from mCherry-infected LS neurons in the VTA (D). Scale bar = 100 µm. (E) Ratio of c-Fos/hM4D co-labeled cells to total hM4D-expressing cells
in the LS during OFT following saline or C21 treatment (n = 11 sections from 2 male and 2 female mice/group, Student’s unpaired two-tailed t-test, ***p = 0.0004),
indicating an effective chemogenetic inhibition of LS neural activity. (F) Distance traveled of injected mice in OFT following either saline or C21 administration.
Student’s paired two-tailed t-test: difopein-mCherry [n = 12 (5 males and 7 females), p = 0.9711]; difopein-hM4D (n = 13 (7 males and 6 females), ***p = 0.0001);
YFP-mCherry [n = 11 (6 males and 5 females), p = 0.3457]; and YFP-hM4D [n = 12 (6 males and 6 females), ***p = 0.0004]. (G,H) Number of total c-Fos-ir (G) and
c-Fos-ir DA cells (H) in the VTA of injected mice during OFT following C21 administration: difopein-mCherry (n = 3 males and 2 females), difopein-hM4D (n = 3 males
and 3 females), YFP-mCherry (n = 3 males and 3 females), and YFP-hM4D (n = 4 males and 3 females). Student’s unpaired two-tailed t-tests. (G) difopein-mCherry
vs. difopein-hM4D, *p = 0.0176; difopein-mCherry vs. YFP-mCherry, **p = 0.0017; difopein-hM4D vs. YFP-hM4D, p = 0.0544; YFP-mCherry vs. YFP-hM4D,
p = 0.9532. (H) difopein-mCherry vs. difopein-hM4D, **p = 0.0075; difopein-mCherry vs. YFP-mCherry, **p = 0.0019; difopein-hM4D vs. YFP-hM4D, p = 0.4051;
YFP-mCherry vs. YFP-hM4D, p = 0.9634. All data are presented as mean ± SEM. Data points from male and female mice are shown as black and red symbols,
respectively. ns, not significant.
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the difopein-injected mice. To selectively activate pyramidal
neurons in the dCA1, we bilaterally injected AAV-hSyn-
DIO-hM3D(Gq)-mCherry (or AAV-CMV-DIO-EGFP as
control) into the dCA1 of CaMKIIa-cre mice (Figure 7A).
Compared with saline administration, C21 (1 mg/kg) injection
sufficiently induced robust c-Fos expression in hM3D-infected
dCA1 pyramidal neurons (Figure 7B). With this approach, we
assessed the locomotive activity of injected mice under saline or
C21 administration, as well as c-Fos expression in the LS and
the VTA following OFT with C21. We found that activation
of the dCA1 significantly increased the locomotive activity
of CaMKIIa-cre mice during OFT (Figure 7C). Furthermore,
dCA1 activation induced significantly higher numbers of c-Fos-
ir cells in both the LS (Figure 7D) and the VTA (Figure 7E).
Specifically, we found an increased number of c-Fos-ir DA
neurons in the VTA due to dCA1 activation (Figure 7F).
Collectively, these results demonstrate that direct activation
of the dCA1 is sufficient to reproduce behavioral as well as
neuronal activity alterations in the dCA1-LS-VTA pathway
which have been observed in mice with 14-3-3 inhibition in
the dCA1. This suggests that 14-3-3 dysfunction might lead
to over-activation of the affected pyramidal neurons, which
in turn disrupt the neuronal activity within the downstream
pathway.

Chemogenetic Activation of LS-Projecting
dCA1 Neurons Induces Locomotor
Hyperactivity and Increases Neuronal
Activation in the LS and VTA
As dCA1 neurons project to several brain nuclei, we sought
to determine whether activation of the dCA1-LS projection is
sufficient to induce locomotor hyperactivity as well as neuronal
activity alterations in the dCA1-LS-VTA pathway. To selectively
activate dCA1-LS neurons, we bilaterally injected AAV-
hSyn-DIO-hM3D(Gq)-mCherry (or AAV-CMV-DIO-EGFP as
control) into the dCA1 of WT mice and a retrogradely
propagating AAV encoding Cre-recombinase into the LS
(Figures 8A,B). We found that activation of LS-projecting
dCA1 neurons was sufficient to induce locomotor hyperactivity
(Figure 8C), increased the number of c-Fos-ir cells in the LS
(Figure 8D) and the VTA (Figure 8E), as well as increased
the number of c-Fos-ir DA neurons in WT mice (Figure 8F).
While the dCA1-LS pathway was specifically targeted to
express hM3D, we found that LS-projecting dCA1 neurons
also send collateral projections to the NAc and mammillary
body (MM) to a lesser degree. As hippocampal bundles
projecting to the NAc and MM pass through the LS, it is
technically challenging to selectively activate dCA1 terminals
in the LS without affecting the projections to other brain
regions. Nonetheless, we investigated whether DREADD-
mediated activation of NAc- or MM-projecting dCA1 neurons
is sufficient to induce locomotor hyperactivity and found
no significant changes in novelty-induced locomotor activity
when either NAc- or MM-projecting dCA1 neurons were
activated (Supplementary Figure 6). Considering that c-Fos
expressions in either the NAc or MM were not different between

difopein- and YFP-injected mice during OFT (Figure 4C),
these results suggest that dCA1-LS projection is likely the
primary pathway critical for psychomotor behavior induced by
dCA1 hyperactivation.

Together, the results of this study support a model in which
14-3-3 loss of function results in over-activation of the affected
dCA1 pyramidal neurons. Such hippocampal dysfunction leads
to increased activation of LS GABAergic neurons. Escalating
inhibitory input from the LS to the VTA enhances DA neuronal
activation via disinhibition (Vega-Quiroga et al., 2018), which
ultimately induces psychomotor behavior (Figures 9A,B).

DISCUSSION

In this study, we focused on identifying the neural circuitry
mechanism underlying 14-3-3 dysfunction in the dCA1 induced
psychosis-like behavior in mice. Several lines of evidence from
imaging studies of schizophrenia patients found decreased
hippocampal volume and enhanced cerebral blood flow in
both anterior and posterior HP (vHP and dHP in rodent;
Medoff et al., 2001; Schobel et al., 2009a; Talati et al., 2014;
McHugo et al., 2019). A loss of parvalbumin-containing
GABAergic interneurons in the HP has also been found
both in postmortem schizophrenia patients and in several
animal models of schizophrenia (Zhang and Reynolds, 2002;
Lodge et al., 2009; Marissal et al., 2018). Collectively, these
findings implicate a robust hippocampal hyperactivity as
an endophenotype in schizophrenia. As the HP detects
novelty/familiarity by comparing previous memories with
current sensory input, a dysfunctional HP may result in
the aberrant assignment of salience that causes psychosis
(Lisman and Grace, 2005; Kätzel et al., 2020; Modinos et al.,
2020). While the precise relationship between hippocampal
hyperactivity and mesolimbic DA dysregulation remains
to be established in humans, studies using rodent models
have provided some supporting evidence. For example,
excessive neuronal firing in the ventral hippocampus (vHP)
is found to be necessary for amphetamine-induced locomotor
hyperactivity and increased DA neuron population activity
in a prenatal methylazoxymethanol acetate rodent model of
schizophrenia (Lodge and Grace, 2007). Optogenetic activation
of vHP CA1/subiculum (vSub) neurons is sufficient to induce
hyperlocomotion and cognitive deficits in WT mice (Wolff
et al., 2018). Here, we demonstrated that the dorsal portion
of the HP also plays an important role in the pathophysiology
of psychosis-like behavior in mice, which is supported by
previous studies: (1) serotonergic lesion of the dHP, but not
the vHP, normalizes psychostimulant-induced locomotion
and sensorimotor gating (Kusljic and van den Buuse, 2004;
Adams et al., 2009); (2) c-Fos expression in the dHP is
increased during psychomotor behavior in GluA1 knockout
mice (Procaccini et al., 2011); and (3) chemogenetic activation
of parvalbumin-containing interneurons in the dCA1 is
sufficient to restore WT-like physiology and behaviors in
Lgdel/+ mouse model of schizophrenia (Marissal et al., 2018).
To delineate the neural circuitries underlying hippocampal
regulation of DA activities, elegant studies were carried
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FIGURE 7 | Chemogenetic activation of the dCA1 induces locomotor hyperactivity and increases c-Fos expression in the LS and the VTA. (A) Schematic illustration
of AAV-hSyn-DIO-hM3D(Gq)-mCherry bilaterally transduced into the dHP CA1 of CaMKIIa-cre mice. (B) Representative confocal images showing hM3D activation
by C21 effectively elicited c-Fos-ir (white) in the injection site. Scale bar = 200 µm. (C) Distance traveled of virally transduced CaMKIIa-cre mice during OFT following
either saline or C21 administration [n = 7 (3 males and 4 females)/group; Student’s paired two-tailed t-tests; DIO-hM3D, ***p = 0.0003; DIO-EGFP, p = 0.9929].
(D–F) Number of total c-Fos-ir cells in the LS (D), number of total c-Fos-ir cells in the VTA (E), and number of c-Fos/TH co-labeled cells in the VTA (F) of virally
transduced mice following C21 administration [n = 6 (3 males and 3 females)/group; (D), multiple Student’s unpaired two-tailed t-tests; LSr, ***p < 0.0001; LSc,
**p = 0.004; (E), Student’s unpaired two-tailed t-tests, ***p = 0.0001; (F), Student’s unpaired two-tailed t-tests, ***p = 0.0002]. All data are presented as
mean ± SEM. Data points from male and female mice are shown as black and red symbols, respectively. ns, not significant.

out illustrating a vSub/vCA1-nucleus accumbens-ventral
pallidum-VTA pathway through which the vHP positively
regulates VTA DA neuronal activities (Floresco et al., 2001;
Lisman and Grace, 2005; Lodge and Grace, 2007, 2008, 2011).
However, as dorsal and ventral portions of the HP have
different anatomical connectivity and participate in distinct
brain functions (Fanselow and Dong, 2010), it is possible
that the dHP regulates the mesolimbic system via a distinct
pathway. Furthermore, CA1 subfield abnormalities are especially
highlighted in several human schizophrenia studies (Schobel
et al., 2009b; Zierhut et al., 2013; Talati et al., 2014), yet the neural
circuitry underlying dCA1’s regulation of DAergic activity in
psychotic behavior has not been previously established. While
we do not rule out the involvement of other interconnecting
brain nuclei such as NAc, our results highlight a dCA1-LS-VTA
polysynaptic pathway through which molecular disturbance of
an important family of proteins in the dCA1 leads to a shift
in E/I regulation of DAergic activity triggering psychosis-like
behavior.

Here, we found that regional 14-3-3 inhibition enhances
c-Fos expression in the dCA1 during OFT (Supplementary
Figure 1), indicating that the affected dCA1 neurons are
abnormally activated during novel environmental exposure.
Additionally, we provided, to our knowledge, the first evidence
that chemogenetic activation of LS-projecting dCA1 pyramidal

neurons is sufficient to induce locomotor hyperactivity via the
dCA1-LS-VTA pathway. This indicates that 14-3-3 inhibition-
induced disturbance in downstream neuronal activities may
be due to an increased dCA1 activation. This is particularly
interesting as 14-3-3 deficiency has also been implicated in
schizophrenia. Linkage analysis reveals that Ywhah, which
encodes 14-3-3η, is located within the established 22q12-13
candidate risk chromosomal region of schizophrenia (Toyooka
et al., 1999), though it is by no means the only 14-3-3
isoform linked with this disorder. Genetic and post-mortem
mRNA analyses have identified decreased expression of other
14-3-3 isoforms in multiple brain regions of schizophrenia
patients (Middleton et al., 2005; Wong et al., 2005; Ikeda et al.,
2008; Kido et al., 2014). Within the past two decades, several
animal models of schizophrenia with 14-3-3 deficiency were
established (Cheah et al., 2012; Foote et al., 2015) and provided
valuable insight into the functions of 14-3-3 at postsynaptic
site and how 14-3-3 deficiency affects synaptic activities. It was
shown that 14-3-3 deficiency is associated with a decrease in
levels of NMDA receptor subunits, a significant reduction of the
NMDA receptor-mediated synaptic currents in CA1 pyramidal
neurons which express the 14-3-3 inhibitor, as well as an
impairment of long-term potentiation at hippocampal CA3-CA1
synapses (Qiao et al., 2014; Foote et al., 2015; Graham et al.,
2019). Additionally, one study shows that 14-3-3 binding slows

Frontiers in Molecular Neuroscience | www.frontiersin.org 12 February 2022 | Volume 15 | Article 81722788

https://www.frontiersin.org/journals/molecular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/molecular-neuroscience#articles


Zhang et al. CA1-LS-VTA Pathway in Psychomotor Behavior

FIGURE 8 | Chemogenetic activation of the LS-projecting dCA1 neurons induces locomotor hyperactivity and increases c-Fos expression in the LS and the VTA.
(A) Schematic depiction illustrating viral transduction of AAV-hSyn-DIO-hM3D(Gq)-mCherry in the dHP CA1 and AAVretro-cre in the LS. (B) Representative confocal
images showing hM3D activation by C21 effectively elicited c-Fos-ir (white) in LS-projecting CA1 neurons. Scale bar = 200 µm. (C) Distance traveled of virally
transduced WT mice during OFT following either saline or C21 administration [n = 6 (3 males and 3 females)/group; Student’s paired two-tailed t-tests;
DIO-hM3D/cre, *p = 0.0226; DIO-EGFP/cre, p = 0.6024]. (D–F) Number of total c-Fos-ir cells in the LS (D), number of total c-Fos-ir cells in the VTA (E), and number
of c-Fos/TH co-labeled cells in the VTA (F) of virally transduced mice following C21 administration [n = 6 (3 males and 3 females)/group; (D), multiple Student’s
unpaired two-tailed t-tests; LSr, ***p < 0.0001; LSc, **p = 0.0019; (E), Student’s unpaired two-tailed t-tests, **p = 0.0024; (F), Student’s unpaired two-tailed t-tests,
**p = 0.0090]. All data are presented as mean ± SEM. Data points from male and female mice are shown as black and red symbols, respectively. ns, not significant.

desensitization kinetics of GluK2a-containing kainate receptor
which mediates postsynaptic transmission, synaptic plasticity,
and neuronal excitability (Sun et al., 2013). Moreover, 14-3-3
plays a significant role in synaptogenesis as 14-3-3 deficiency
leads to a significant loss of the dendritic spine (Foote et al., 2015;
Xu et al., 2015). However, it remains unclear what might be the
molecular target of 14-3-3 that mediates dCA1 over-activation
under 14-3-3 dysfunction. While we cannot determine solely
with c-Fos expression whether 14-3-3 dysfunction-induced
dCA1 activation is due to alterations in neuronal excitability,
firing pattern, or receptor function, future studies using
electrophysiology should help with future investigations of the
precise mechanism. Nonetheless, given the critical roles 14-3-3
proteins play in synaptic transmission and plasticity, particularly
in schizophrenia (Skoulakis and Davis, 1996; Broadie et al., 1997;
Beguin et al., 2006; Li et al., 2006; Qiao et al., 2014; Chung et al.,
2015), findings from this study should inspire novel therapeutic
approaches for psychosis targeting 14-3-3-mediated neuronal
processes. The LS receives strong glutamatergic input from
the HP and is known to drive context-induced reinstatement
via a dCA3-LS-VTA circuit (Luo et al., 2011), promote social
aggression depending on dCA2 output (Leroy et al., 2018),
and regulate feeding behaviors via vHP-LS pathways (Sweeney
and Yang, 2015; Kosugi et al., 2021). Additionally, human
studies have previously found abnormal septal structure and
EEG activities in schizophrenia patients (Hanley et al., 1972;
Heath and Walker, 1985), but the direct involvement of

LS in psychosis-like behavior was previously undetermined.
Here, we provide the following evidence that collectively
supports a novel role of the LS in psychomotor behavior:
(1) dCA1 dysfunction-induced locomotor hyperactivity and DA
over-activation are associated with an over-activated LS as well
as an elevated LS-VTA projection; (2) chemogenetic silencing
of the LS is sufficient to attenuate both dCA1 dysfunction-
induced locomotor hyperactivity and DA over-activation;
(3) chemogenetic activation of dCA1-LS is sufficient to
induce locomotor hyperactivity and DA over-activation. It is
worth noting that while dCA1 projects predominantly to the
dorsomedial part of the LS, other parts of the LS also contain c-
Fos-ir cells induced by dCA1 dysfunction/activation. This might
indicate the involvement of LS local interneurons that transmit
hippocampal inputs within different subregions of the LS during
locomotor hyperactivity, which will be investigated in future
studies. Additionally, we showed that the LS positively regulates
VTA DA neuronal activity, which is consistent with previous
studies in which stimulation of the LS leads to activation of the
DA neurons in the VTA by inhibiting local GABAergic activity
(Luo et al., 2011; Vega-Quiroga et al., 2018). We presume that
VTA GABAergic neurons play a similar role in the dCA1-LS-
VTA pathway and will aim to elucidate such mechanisms in
future studies.

In sum, our findings highlight a polysynaptic
pathway through which 14-3-3 deficiency-induced dHP
CA1 hyperactivation results in neural circuit abnormalities
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FIGURE 9 | Proposed dCA1-LS-VTA pathway underlying psychomotor behavior. (A) Schematic illustration of the dCA1-LS-VTA polysynaptic pathway in WT mice.
(B) Schematic illustration of alterations in neuronal activity within the pathway due to dCA1 dysfunction. The model proposes that 14-3-3 inhibition results in
increased activation of pyramidal neurons in the dCA1, which leads to enhanced glutamatergic output to the LS that excites VTA-projecting GABAergic LS neurons.
DA neurons in the VTA are then disinhibited by the elevated GABAergic projections from the LS. As a result, increased activation of VTA DA neurons induces
psychomotor behaviors.

that lead to pathological DA dysregulation associated with
psychomotor behavior. These results address a potential
mechanism of psychosis and provide valuable insights and
potential targets for future therapeutic development.
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Sensory gating is the process whereby irrelevant sensory stimuli are inhibited on
their way to higher cortical areas, allowing for focus on salient information. Sensory
gating circuitry includes the thalamus as well as several cortical regions including
the prefrontal cortex (PFC). Defective sensory gating has been implicated in a range
of neurological disorders, including tinnitus, a phantom auditory perception strongly
associated with cochlear trauma. Recently, we have shown in rats that functional
connectivity between PFC and auditory thalamus, i.e., the medial geniculate nucleus
(MGN), changes following cochlear trauma, showing an increased inhibitory effect from
PFC activation on the spontaneous firing rate of MGN neurons. In this study, we further
investigated this phenomenon using a guinea pig model, in order to demonstrate the
validity of our finding beyond a single species and extend data to include data on sound
evoked responses. Effects of PFC electrical stimulation on spontaneous and sound-
evoked activity of single neurons in MGN were recorded in anaesthetised guinea pigs
with normal hearing or hearing loss 2 weeks after acoustic trauma. No effect, inhibition
and excitation were observed following PFC stimulation. The proportions of these effects
were not different in animals with normal hearing and hearing loss but the magnitude
of effect was. Indeed, hearing loss significantly increased the magnitude of inhibition
for sound evoked responses, but not for spontaneous activity. The findings support
previous observations that PFC can modulate MGN activity and that functional changes
occur within this pathway after cochlear trauma. These data suggest hearing loss can
alter sensory gating which may be a contributing factor toward tinnitus development.

Keywords: guinea pig, hearing loss, medial geniculate nucleus, prefrontal cortex, sensory gating, frontostriatal,
electrophysiology

INTRODUCTION

Sensory gating is the process of inhibiting irrelevant neural stimuli from reaching higher cortical
areas, allowing for attention to more relevant or salient sensory information (Cromwell and
Atchley, 2015). Sensory gating requires activation of the frontoparietal attention network, which
consists of several cortical regions including the prefrontal cortex (PFC) (Ptak, 2012), which is
known to play an important role in a myriad of cognitive functions including attention, memory
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and executive function (Jobson et al., 2021). Another critical
component of sensory gating circuitry is the thalamus, the
obligatory relay en route to cortex for all sensory input,
but olfactory (Saalmann et al., 2012; Halassa and Kastner,
2017). In agreement, multiple pathways from PFC to
thalamus have been shown to exist (Mathiasen et al., 2021;
Rios-Florez et al., 2021).

Defective sensory gating has been implicated in a range
of neurological disorders. For example, dysregulation of the
inhibitory circuitry in thalamus as well as thalamocortical
hyperconnectivity have been proposed to be involved in the
sensory over-responsiveness that is observed in individuals
diagnosed with autism spectrum disorders (Iidaka et al., 2019;
Wood et al., 2021). Reduced sensory gating has also been reported
in patients diagnosed with schizophrenia (Freedman et al., 2020)
and anxiety disorders (Storozheva et al., 2021).

Hearing loss has been shown to lead to reduced sensory
gating of auditory information (Campbell et al., 2020;
Chen et al., 2021). This is in line with a MRI study
showing reduced functional connectivity between auditory
thalamus and multiple other brain regions, including parts
of PFC, in individuals with hearing loss (Xu et al., 2019).
Abnormal sensory gating has also been suggested to be
involved in the development of tinnitus (Rauschecker et al.,
2010, 2015; De Ridder et al., 2015; Sedley et al., 2019), a
phantom auditory perception that is strongly associated
with hearing loss and/or damage to the cochlea (Baguley
et al., 2013). Indeed, human studies show that individuals
with hearing impairment and tinnitus display decreased
auditory sensory gating which correlates with their tinnitus
severity (Campbell et al., 2019) and others show reduced grey
matter in PFC of tinnitus patients (Leaver et al., 2011, 2012,
2016).

The PFC has no direct projections to the auditory thalamus,
the medial geniculate nucleus (MGN), but has indirect,
multi-synaptic projections involving the thalamic reticular
nucleus (TRN) (Nakajima et al., 2019), which provides
strong GABAergic input to the MGN (Pinault, 2004). In
agreement, in our laboratory we have demonstrated functional
connectivity between PFC and MGN in rats (Barry et al., 2017).
Moreover, a recent elegant study from Nakajima and co-workers
demonstrated that the PFC indeed modulates attentional
filtering in MGN via inhibitory thalamic reticular networks
(Nakajima et al., 2019).

Previously, we have demonstrated in a rat model that
trauma to the cochlea results in altered connectivity between
PFC and MGN (Barry et al., 2021) showing enhancement
of inhibitory effects of PFC electrical stimulation on the
spontaneous firing rates of MGN neurons. This observation
demonstrates that damage to the auditory periphery can cause
functional changes to the sensory gating circuitry. In the
present study, we further investigated this phenomenon using
a guinea pig model, in order to demonstrate the validity
of our finding beyond a single species. Furthermore, we
also recorded the effects of PFC electrical stimulation on
sound-evoked responses in MGN, in addition to effects on
spontaneous activity.

MATERIALS AND METHODS

Animals
Fifteen guinea pigs (Cavia porcellus, Hartley Tricolor) of either
sex, weighing 200 to 300 g, were obtained from the University
of Western Australia’s Preclinical Facility (PCF). Guinea pigs
were kept under controlled conditions and were provided
with appropriate access to food, water and shelter throughout
the duration of the experiment. They were divided into an
experimental group (n = 5) which underwent an acoustic
trauma procedure and a control group (n = 10) that received a
sham procedure. Ethics regarding experimental procedures were
approved by the Animal Ethics Committee of the University of
Western Australia.

Recovery Experiment for Acoustic
Trauma or Sham Procedure
Animals received a subcutaneous (s.c.) injection of atropine
sulphate (0.05 mg/kg; 0.1 mL), followed by an intraperitoneal
(i.p.) injection of Diazepam (Pamlin 5 mg/kg, 5 mg/mL
diazepam). Then, guinea pigs received an intramuscular (i.m.)
injection of Hypnorm (1 mL/kg; 0.315 mg/mL fentanyl
citrate + 10 mg/mL fluanisone) to induce full surgical anaesthesia.
Animals were shaved at the incision site and received a s.c.
injection of Lignocaine (0.1 mL 1% solution). Once full depth
of anaesthesia was obtained, animals were placed on a heating
blanket in a soundproof room and mounted into hollow ear
bars that allowed controlled acoustic stimuli to be delivered
to the animal. The cochlea was exposed by a skin incision
followed by a small opening in the bulla. An insulated silver
wire recording electrode was positioned on the round window.
Compound action potential (CAP) recordings were made to
assess peripheral auditory thresholds between 4 and 24 kHz
(2 kHz steps) (Johnstone et al., 1979). CAP recordings (32
averages per recording) were made in response to 10 ms tone
bursts with repetition rate of 4/s.

When normal hearing was confirmed (Johnstone et al., 1979),
a unilateral hearing loss was induced in the left ear in the
experimental group by an acoustic trauma (continuous pure
tone at 10 kHz and 124 dB SPL for 120 min). Plasticine
was used to block the right ear. A half-inch condenser
microphone driven in reverse was used as a speaker (Bruel
and Kjaer, type 4134). A DIGI 96 soundcard connected to
a digital/analog interface (ADI-9 DS, RME Intelligent Audio
Solution, Haimhausen, Germany) and a custom-built software
program (Neurosound MI Lloyd) was used to synthesise acoustic
stimuli. This method of acoustic trauma is used routinely
in our laboratory and causes a small, frequency restricted
permanent hearing loss (Mulders and Robertson, 2009; Mulders
et al., 2011). Sham animals received the same surgery and
measurement of peripheral thresholds by CAP, but with no
acoustic trauma. Animals received a top up of Hypnorm (one
third of original dose) halfway the acoustic trauma. After the
acoustic trauma, another CAP audiogram was recorded to
determine the extent of immediate hearing loss, the incision
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was sutured, and the animals recovered for 2 weeks before the
final experiment.

Non-recovery Experiment for Thalamic
Recordings With Prefrontal Cortex
Stimulation
Two weeks after the recovery experiment, guinea pigs were
administered a s.c. injection of atropine sulphate (0.05 mg/kg;
0.1 mL), followed by an i.p. injection of sodium pentobarbitone
(30 mg/kg). Full surgical anaesthesia was then achieved by an
i.m. injection of Hypnorm (initial dose 0.15 mL). Lignocaine
(0.1 mL 1% solution) was injected s.c. at the incision site. Once
full depth of anaesthesia was obtained, guinea pigs were placed on
a heating blanket in the soundproof room. An electrocardiogram
(ECG) was used to monitor the depth of anaesthesia throughout
the experiment. Anaesthesia was maintained by half of the
initial dose of sodium pentobarbitone every 2 h and a full
dose of Hypnorm every hour. Guinea pigs were artificially
ventilated by carbogen (95% oxygen and 5% carbon dioxide)
through a tracheotomy. Animals were then positioned into
hollow ear bars and as described in the recovery experiment
(see section “Recovery Experiment for Acoustic Trauma or Sham
Procedure”), a CAP audiogram was recorded from both the left
and right ear to determine peripheral auditory thresholds.

Then the skull was exposed and using coordinates from a
guinea pig atlas (Rapisarda and Bacchelli, 1977), position of
the PFC and MGN were determined. A dental drill was used
to perform two small craniotomies. A custom made (tungsten
in glass) bipolar stimulating electrode was positioned in the
PFC and a recording electrode [impedance < 1 M� at 1 kHz
(Merrill and Ainsworth, 1972)] was lowered into the MGN. To
minimise dehydration and limit movement of the brain, 5% agar
in saline was used to cover the craniotomies. Ten minutes prior
to recording, guinea pigs were administered an i.m. injection of
Pancuronium Bromide (0.1 mL).

The stimulating electrode (Platinum-iridium, concentric
bipolar electrode with a 2–3 µm tip, impedance 200 K,
World Precision Instruments) was connected to an A-M
Systems Isolated Pulse Stimulator (Model 2100). Neurosound
software controlled the timing of electrical stimuli. Electrical
stimulation was delivered as shock trains (50 ms duration)
with a pulse duration of 0.5 ms and at a rate of 200 Hz.
The intensity of the electrical current ranged from 100 µA
to 1 mA. To increase the chance of observing an effect
in the MGN, the current used to stimulate the PFC was
initially applied at maximum (1 mA). The current was then
decreased until threshold if the recording remained stable.
Threshold was determined as the lowest possible current
intensity that could elicit a response that was different to the
neuron’s firing pattern.

Single neurons in the MGN were identified using pure tone
and broadband noise stimuli as a search stimulus. Noise stimuli
were delivered to the left ear while the right ear was blocked with
plasticine. A tungsten in a glass recording electrode was used
to record single neuron activity in the MGN of the thalamus
(Merrill and Ainsworth, 1972). Entry into the right (contralateral

to noise stimulus) MGN was verified by the presence of a robust
cluster response to broadband noise stimulus (50 ms duration,
1 ms rise and fall times, sample rate of 96 kHz) (Cook et al., 2021;
Zimdahl et al., 2021). Electrophysiological recordings of single
neuron activity were recorded in MGN in response to stimulation
of the right (ipsilateral to MGN) PFC.

When a single neuron was isolated, characteristic frequency
(CF) and acoustic threshold at CF were determined as described
previously (Mulders et al., 2011; Barry et al., 2015, 2019).
Spontaneous firing rates (SFRs) were measured for 10 sec.
Peristimulus time histograms (75–100 stimulus presentations)
were constructed at CF at 20 dB above threshold to determine
neuronal response. Then histograms (500 ms samples; 50–100
sweeps) were collected to determine the effect of PFC stimulation
as follows. Firstly, effects of PFC stimulation were investigated
on spontaneous firing, followed by effects on sound evoked
activity (at 20 dB above neuronal threshold). If an effect was
observed, current was decreased in small steps (200–300 µA)
until threshold was reached. For analysis, changes in firing rate
were determined by comparing the total spike counts with and
without electrical stimulation of PFC.

Once recordings were finished, animals received an overdose
of Lethabarb (Sodium Pentobarbitone 325 mg/mL; 0.3 mL i.p
injection). Guinea pigs were transcardially perfused by methods
outlined by previous studies (Barry et al., 2015, 2017). Brain tissue
was collected and stored overnight in 4% paraformaldehyde in
0.1 M phosphate buffer (PB), followed by cryoprotection in 30%
sucrose in PB for another 24 h. Brains were cut on a freezing
microtome-cryostat into 60 µm sections. Sections were mounted
onto slides and allowed to dry overnight. Once dried, slides were
stained with Toluidine Blue and coverslipped. A Nikon Eclipse
8oi was used to perform light microscopy. This procedure verified
the position of stimulating and recording electrode tracks within
the PFC and MGN.

Statistical Analysis
Multiple t-tests, corrected using Holm-Sidak method, were
used to determine if sham or acoustic trauma had an effect on
peripheral auditory thresholds and if hearing thresholds were
different in the experimental and control group. A Mann-
Whitney U Test was used to determine differences in
spontaneous firing rates, characteristic frequencies (CF)
and neural (acoustic) thresholds at CF between animals with
normal hearing and hearing loss. To characterise the effect of
PFC stimulation on single neuron MGN activity PSTHs without
and with stimulation were compared using a paired t-test, with
each time-bin as a separate variable. Proportions of neurons
displaying no effect, inhibition or excitation were compared
using a Chi-square analysis.

RESULTS

Compound Action Potential (CAP)
Audiograms
The effects of acoustic trauma (AT) are shown in Figure 1. CAP
thresholds in sham animals at the start of experiment were the
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FIGURE 1 | CAP threshold audiograms. (A) Mean CAP threshold left ear vs.
frequency at the time of initial surgery, Sham animals (n = 6), AT animals
before and after AT (n = 5). Significance between Immediately after and before
AT indicated. (B) Mean CAP threshold left ear vs. frequency at the time of final
surgery, Sham animals (n = 6), AT animals (n = 5). (C) Mean CAP threshold
right ear vs. frequency at the time of final surgery, Sham animals (n = 6), AT
animals (n = 4). For comparison the sham audiogram at initial surgery also
plotted as a dotted line in (B,C). Data Mean ± SEM. ∗p < 0.05, #p < 0.01.

same as in the AT group before the AT (Figure 1A). Immediately
after AT was finished a significant increase in CAP thresholds
was observed at all frequencies with the largest increase seen
at and above the AT frequency (Figure 1A; multiple t-tests,

corrected using Holm-Sidak method) in line with our previous
publications (Mulders and Robertson, 2013; Mulders et al., 2016;
Cook et al., 2021). After 2 weeks of recovery, at the time of the
final experiment, CAP thresholds had partially recovered but a
difference remained between sham and AT animals (Figure 1B).
CAP thresholds showed a significance increase only at 20 and
22 kHz (p < 0.05), with threshold at 12 kHz approaching
significance (p = 0.063, multiple t-tests, corrected using Holm-
Sidak method). Right ears (not exposed to AT or sham surgery)
showed similar thresholds at the final experiment (Figure 1C) as
measured during initial surgery in the left ears of either group,
confirming the absence of an effect of the AT on the contralateral
side. In Figures 1B,C the original left ear thresholds of shams are
plotted as well to illustrate the stable thresholds in the sham group
and the normal thresholds in the right ear at the final surgery.

Verification of Stimulating Electrode
Position
Histology was used to verify the position of stimulating electrodes
in all animals (Figure 2 showing an example). Five animals
from the AT group and seven animals from the sham group
showed placement of the stimulation electrode in the PFC
(Rapisarda and Bacchelli, 1977). Only these animals showed
effects on MGN recordings and were therefore included in
further analyses. Electrode placement was explored in some
animals by changing the depth of the electrode. Stimulation
at a depth of approximately 5 mm from the cortical surface,
most likely reflecting placement in prelimbic cortex (Hennessy
et al., 2018), yielded the largest and most consistent effects
on MGN activity.

Medial Geniculate Nucleus (MGN)
Neuronal Response Characteristics
Data were obtained from a total of 136 neurons with 68
neurons from control animals and 68 from AT animals.
Characteristic frequency (CF) varied between 0.24 and 24.5 kHz
(11.3 ± 0.8 kHz; mean ± SEM) in sham animals and between 0.6
and 19 kHz (8.1 ± 0.7 kHz; mean ± SEM) in AT animals. Mean
CF was significantly different between the groups (unpaired t-test
p = 0.017). It should be noted that CF could not be determined
in seven neurons of the AT animals and four neurons of the
sham animals though these neurons did show a response to noise.
Mean SFRs were 0.66 ± 0.13 in AT animals (median 0.1) and
0.63 ± 0.15 in sham animals (median 0.1) and a Mann-Whitney
showed no statistical difference (p = 0.899) between the groups.

Response type was based on a PSTH at CF 20 dB above
threshold and could be determined in 57 of the neurons in AT
animals and 61 of the neurons in sham animals. Examples of
the PSTHs of the different response types are shown in Figure 3.
Response types were in agreement with data described previous
studies (Bordi and LeDoux, 1994; Barry et al., 2015, 2017). In both
the sham and AT group, the majority of MGN neurons had an
onset response to pure tone (46 neurons, 75.4% and 42 neurons,
73.7%, respectively), with a response latency ranging from 10 to
65 ms from the onset of the sound stimulus (Figure 3A). About
a fifth of the neurons (12 neurons, 19.7% in sham group and 13
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FIGURE 2 | (A) Photomicrograph showing placement of stimulating electrode in PFC (arrow). Note that this image does not show deepest point of electrode. White
filled arrow points to tentative border infralimbic and cingulate cortex. Grey filled arrow points at tentative border between cingulate cortex and secondary motor
cortex. Please note that delineations of the cortex are based on rat atlases (Paxinos and Watson, 2007; Swanson, 2018) since the guinea pig atlas (Rapisarda and
Bacchelli, 1977) does not show detailed delineations. (B) Photomicrograph showing placement of recording electrode in MGN (arrow). Dotted line shows outline of
MGN, based on rat atlas (Swanson, 2018). Individual subdivisions of the MGN not indicated. CC, corpus callosum; LV, lateral ventricle; DG, dentate gyrus; bsc,
brachium of the superior colliculus. Scale bar for both images: 0.5 mm.

FIGURE 3 | Peristimulus time histograms (PSTHs) illustrating different sound evoked response types in MGN neurons. PSTHs show single neuron responses to a
50-ms pure tone at CF 20 dB above threshold. Spikes are shown as per bin width (bin width of 1 ms) per sweep (50 sweeps). (A) Onset neuron (CF: 6.5 kHz;
threshold 43 dB SPL). (B) Off response neuron (CF: 619 Hz; threshold 66 dB SPL). (C) On and off response neuron (CF 16.3 kHz; threshold 77 dB SPL). (D)
Sustained response neuron (CF 15.6 kHz; threshold 41 dB SPL). Black bars in each panel indicate timing and duration of the tone burst.
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FIGURE 4 | Scatterplots showing the relationship between CF, threshold and type of effect from electrical stimulation of the PFC on SFR (A, sham and B, AT) and on
sound evoked responses at CF 20 dB above threshold (C, sham and D, AT). Neurons that could not be tuned to a pure tone are shown arbitrarily with a CF of zero
and an arbitrary threshold, so appear on the Y-axis. Black dots: neurons showing inhibition. Crosses: neurons showing excitation. Open circles: neurons showing no
effect.

neurons, 22.8% in AT group) exhibited an on and off response
(Figure 3C). An off response (firing related to offset of the tone
burst) was observed in 1.6% (one neuron) of sham animals and
3.5% (two neurons) of AT animals (Figure 3B). The remainder
of neurons exhibited a “sustained response” to pure tone (two
neurons, 3.3% in sham animals, none in AT group) (Figure 3D).
No difference was found in the proportion of response types
between the sham and AT group [X2 (3, N = 118) = 2.422
p = 0.4895].

Effects of Prefrontal Cortex Stimulation
Since inhibitory effects cannot be ascertained in neurons with
a zero or very low SFR when using extracellular recordings,
potential effects on SFRs were only investigated in neurons with a
SFR > 0.4 spikes/sec. This meant that effects of PFC stimulation
on SFRs were assessed in 26 neurons in AT animals and 28
neurons in sham animals. Mean CF was 10.35 ± 1.36 kHz
(mean ± SEM) in sham animals and 7.0 ± 1.17 kHz in
AT animals and this difference was not statistically different
(unpaired t-test p = 0.0711). Note that in four of the sham animals
and five of the AT animals CF could not be determined. In AT
animals, excitatory effects were seen in three neurons (12%),

inhibitory effects in eight neurons (31%) and no effect in 15
neurons (58%) (Note percentages rounded, so not adding up
to 100%). In sham animals, excitatory effects were seen in four
neurons (14%), inhibitory effects in 9 (32%) and the remaining
15 neurons showed no effect (54%). These proportions in type of
effect were not different between the AT and sham animals [X2
(2, N = 54) = 0.1278 p = 0.9381].

The effects of PFC stimulation were also assessed on sound
evoked activity (at CF, 20 dB above threshold) in 57 neurons
from AT animals and 59 neurons from sham animals. Mean
CF was 10.82 ± 0.83 kHz (mean ± SEM) in sham animals
and 8.43 ± 0.69 kHz in AT animals and this difference was
statistically different (unpaired t-test p = 0.0291). In one neuron
of both sham and AT animals CF could not be determined. In
AT animals, excitatory effects were seen in two neurons (4%),
inhibitory effects in 21 neurons (37%) and no effect in 34 neurons
(60%). In sham animals, excitatory effects were observed in one
neuron only (2%), 17 neurons showed inhibitory effects (29%)
and the remaining 41 neurons showed no effect (69%). Chi-
square analysis showed again no significant difference between
the prevalence of effect types between the AT and sham animals
[X2 (2, N = 116) = 1.374 p = 0.5032].
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FIGURE 5 | Peristimulus time histograms (PSTHs) illustrating inhibitory effects of PFC electrical stimulation at different stimulation strengths on sound evoked
response at CF 20 dB above threshold (left column; A,C,E,G) and on spontaneous firing (right column; B,D,F,H). (A,B) No stimulation; (C,D) 1 mA; (E,F) 0.7 mA;
and (G,H) 0.4 mA. Both neurons from an AT animal. Neuron left column CF 2.5 kHz with threshold 74 dB SPL and SFR 0.1 spikes/sec. Neuron right column CF
1.9 kHz with threshold 86 dB SPL and SFR 2.1 spikes/sec. Grey column indicates electrical stimulation and black bar in (A,C,E,G) illustrates timing of tone burst.

Effects of PFC stimulation could be collected on both
spontaneous and sound evoked activity from nine neurons in
sham animals and 16 neurons in AT animals. From the nine
neurons from sham animals, seven showed no effect on both
spontaneous and sound evoked responses, one neuron showed
excitatory effects on both and the remaining neuron inhibitory
effects on both. From the 16 neurons from AT animals, five
showed no effect on both responses and 4 neurons showed
inhibitory effects on both. Four neurons showed an inhibitory
effect on the sound evoked response without an effect on

spontaneous firing, two neurons showed no effect on sound
evoked responses but excitatory effects on spontaneous firing
and the remaining neuron showed no effect on sound evoked
responses but an inhibitory effect on spontaneous firing.

Although most neurons did not show an effect in response
to PFC activation, it should be noted that they were located
in the same tracks as neurons that displayed either inhibition
or excitation. In addition, each animal included in the analysis
showed some inhibitory or excitatory effects. It is therefore
unlikely that the lack of effect was due to incorrect placement
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FIGURE 6 | Peristimulus time histograms (PSTHs) illustrating excitatory effects of PFC electrical stimulation at different stimulation strengths on three different
neurons. Neuron 1: (A,C,E,G): spontaneous firing of a neuron with CF 1.9 kHz, threshold at 86 dB SPL and with SFR 2.1 spikes/sec. (A) No stimulation; (C) 1 mA;
(E) 0.7 mA; and (G) 0.4 mA. Neuron 2: (B,D): sound evoked firing at CF at 20 dB over threshold of a neuron with CF 8.9 kHz, threshold 86 dB SPL and with SFR of
0.2 spikes/sec. (B) No stimulation; (D) 1 mA. Neuron 3: (F,H): spontaneous firing of a neuron with CF 4.7 kHz, threshold at 55 dB SPL and with SFR 0.4 spikes/sec.
(F) No stimulation; (H) 1 mA. Note that neuron 1 showed no effect of electrical stimulation on sound evoked activity. Grey column indicates electrical stimulation and
black bar in (B,D) illustrates timing of tone burst.

of the stimulating electrode. Threshold of stimulation, the lowest
possible current intensity that could elicit a response, was
collected in 29 neurons from AT animals and 18 neurons from
sham animals. Mean threshold was 740 ± 46 µA in AT animals
and 711 ± 59 µA and these values were not significantly different
(unpaired t-test, p = 0.7221).

The type of effect from PFC stimulation, excitatory, inhibitory
or no effect, did not correlate with CF or thresholds. This is shown
in Figure 4. Data from SFR measurements are shown in panels
4A (sham) and B (AT) whereas effects on sound evoked firing
rates are shown in panels 4C (sham) and D (AT). Please note that
in this figure neurons that could not be tuned to a pure tone are
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FIGURE 7 | Bar diagrams showing percentage inhibition (A) and percentage excitation (B) on spontaneous firing rate (SFR) and sound evoked FR in sham and AT
animals. Data Mean ± SEM. *p < 0.05. Numbers in bars represent number of neurons in which effect was demonstrated.

shown arbitrarily with a CF of zero and an arbitrary threshold.
Examples of inhibitory effects on sound evoked and spontaneous
firing are shown in Figure 5. This figure also illustrates the effects
of decreasing stimulation intensity. Examples of excitatory effects
at different stimulation intensities are shown in Figure 6.

Effect Size
The magnitude of the effect from PFC stimulation was calculated
as the percentage change from the PSTH of the unstimulated
condition (spikes from 51 to 500 ms in PSTH to exclude
contamination of stimulus artefact) and results are shown in
Figure 7. The average inhibition in sham animals was 62 ± 5.1%
(ranging from 41 to 83%) for SFRs and 48 ± 4.5% (ranging
from 18 to 78%) for sound evoked responses. In AT animals the
average inhibition for SFRs was 65 ± 9.2% (ranging from 35 to
100%) and for sound evoked responses 60 ± 5.1% (ranging from
24 to 100%) (Figure 7A). Excitatory effects on SFRs in sham
animals ranged from 209 to 3740% (mean ± SEM, 1,348 ± 810).
In the only neuron that showed an increase in sound evoked
responses, the increase was 138%. In AT animals, excitatory
effects on SFRs were seen in three neurons, ranging from 37
to 487% (193 ± 147%) and in two neurons in sound evoked
response at 57 and 58% (Figure 7B). The magnitude of inhibition
was significantly different between sham and AT animals with
regards to the sound evoked response (unpaired t-test p = 0.045),
but not for the SFRs. Due to the low numbers of neurons
showing excitatory effects we did not run an analysis for statistical
differences between groups.

To investigate the temporal pattern of effects of PFC
stimulation, the average absolute magnitude of effect on SFRs
and evoked FRs over time was calculated from the PSTHs (per
bin) before and after PFC electrical stimulation for both sham
and AT animals. Results are shown in Figure 8. The effects
on SFRs are shown for sham (Figure 8A) and for AT animals
(Figure 8B). In agreement with the findings above no apparent
differences could be observed. The average effects on SFRs are

dominated by the excitatory effects even though only few neurons
showed an excitatory effect. This can be explained due to the
general low SFRs, which means that even 100% inhibition is
equivalent to only a small absolute change. The excitatory effects
occurred within the first 50 ms after electrical stimulation had
seized (grey column in graphs). The effects on sound evoked
FRs are dominated by a large inhibitory effect in the first 50 ms
after stimulation had stopped (Figure 8C, shams and 8D, AT
animals). The significant increased inhibitory effect on sound
evoked FRs in AT animals compared to shams is clearly apparent
when comparing Figures 8C,D.

DISCUSSION

This paper provides the first evidence for a functional effect of
PFC activation on both spontaneous and sound evoked responses
in MGN using a guinea pig model. Electrical stimulation of PFC
resulted in inhibitory effects in about one third of the MGN
neurons and excitatory effects in about 5% of neurons, with no
effect on the remainder of neurons recorded. This result supports
the notion that the PFC may be involved in the sensory gating
of auditory information. In addition, the data show that the
magnitude of the inhibitory effects on sound evoked responses
increased in animals exposed to an acoustic trauma that resulted
in a small permanent hearing loss. This result suggests that
noise induced hearing loss may alter the sensory gating of
auditory information.

The present results regarding effects on SFRs in control
animals are in broad agreement with previous studies in rats
(Barry et al., 2017, 2021). Electrical stimulation of PFC resulted
in either no effect, excitation or inhibition of MGN neuronal
activity. However, whereas in the present study more than half of
the neurons showed no effect of PFC stimulation, in the studies
of Barry et al. (2017, 2021) no effect was only seen in about 20%
of neurons. It should be noted that neurons that did not exhibit
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FIGURE 8 | Peristimulus time histograms (PSTHs) showing the summed difference between PSTHs (per bin) with and without PFC stimulation on spontaneous
activity (A,B) and on sound evoked activity (C,D). (A,C) data from sham animals and (B,D), data from AT animals. Note the increased inhibition after AT on sound
evoked responses (compare panel C and D). (A) Based on 11 PSTHs, (B) on 26 PSTHs, (C) on 58 PSTHs, and (D) on 57 PSTHs.

an effect were found in the same tracks as neurons that displayed
either excitation or inhibition, which demonstrates that the lack
of effect did not occur as a result of incorrect electrode placement
or due to low levels of current intensity. Although it cannot be
excluded that this represents a species difference, it is more likely
due to the different methods used to classify the effects. Barry
et al. (2017, 2019) used the criterion of >10% change in total
number of spikes with and without stimulation to distinguish no
effect from excitation or inhibition. In the present study, a paired
t-test was used to compare between the histograms without and
with stimulation. This analysis resulted in the smallest change
being 35% on SFRs and 18% for sound evoked responses, which
means that some smaller changes that were here classified as no
effect, would have been incorporated as excitation or inhibition
in the results of Barry et al. (2017, 2021), leading to a smaller
proportion of neurons showing no effect in their data.

Similar to described in the rat (Barry et al., 2017, 2021),
electrical stimulation of the prelimbic cortex resulted in the

most pronounced and consistent results in MGN. Some of the
functions associated with rodent prelimbic cortex, such as fear
learning and attentional processes (Frysztak and Neafsey, 1991;
Broersen and Uylings, 1999; Corcoran and Quirk, 2007) are
in humans associated with activation of the ventromedial and
dorsolateral PFC (Brown and Bowman, 2002; Uylings et al.,
2003), suggesting some analogy between these structures in
humans and rats. In addition, similar to rats and humans,
the medial prefrontal cortex of the guinea pig has afferent
and efferent connections with the mediodorsal nucleus of the
thalamus (Markowitsch and Pritzel, 1981; Groenewegen, 1988;
Uylings and van Eden, 1990).

The anatomical pathway by which PFC affects MGN activity
is not yet fully elucidated. No evidence exists for a direct
monosynaptic pathway and an indirect pathway via the thalamic
reticular nucleus (TRN) is likely. The TRN, which provides
predominantly GABA-ergic input to MGN (Yu et al., 2009a,b),
receives indirect input from PFC (O’Donnell et al., 1997) and the
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GABA-ergic input would explain the predominantly inhibitory
effects observed. Alternatively, other indirect pathways exist,
which could account for the effects observed, potentially
involving nucleus accumbens (O’Donnell et al., 1997). Past
studies have proposed a multisynaptic network involving the
nucleus accumbens as it is interconnected with both the PFC
and the TRN (Sesack et al., 1989; O’Donnell et al., 1997;
Rauschecker et al., 2010). Additionally, it has also been found
that the nucleus accumbens projects indirectly to the TRN via
the ventral pallidum and the globus pallidus (O’Donnell et al.,
1997). Multisynaptic pathways may also involve or feedback
connections from auditory cortical areas (Zhang and Suga, 2000;
Winer et al., 2001; He et al., 2002), which receive direct input
from PFC (Barbas et al., 2005; Golubic et al., 2014, 2019; Medalla
and Barbas, 2014; Winkowski et al., 2018). The fact that different
pathways may exist between PFC and MGN may explain the
divergent effects (excitatory vs. inhibitory) observed in MGN
following PFC stimulation.

Our observation that an AT and subsequent hearing loss
increased the magnitude of the inhibitory effects observed in
MGN, is in broad agreement with the recent study of Barry
et al. (2021) in rats. However, the former study described this
AT induced change on the effect on SFRs whereas in the present
study it was only observable in the sound evoked FRs. Barry
et al. (2021) did not investigate effects on sound evoked FRs. The
fact that no change in effect magnitude on SFRs was observed
in the present study may be due to the fact that SFRs were low
as compared to other studies (Barry et al., 2019; Cook et al.,
2021), which impacts the ability to measure an inhibitory change.
For sound evoked responses this is not an issue as the evoked
responses were generally robust and indeed the change in effect
magnitude was clearly visible and statistically significant. The
reason for the lower than expected SFRs may be the sampling of
neurons. In previous studies aimed at investigating the average
SFRs without and with AT (Kalappa et al., 2014; Barry et al., 2019;
Cook et al., 2021), the emphasis is generally on collecting data
from as many neurons as possible, and only a limited number
of data are collected from each neuron. In the present study, the
time taken for each neuron to obtain all required information,
was longer and hence resulted in less neurons to be able to be
recorded. This also means the possibility cannot be excluded
that the populations of neurons recorded from is different as
compared to our previous study in guinea pig (Cook et al., 2021).
Finally, it is also possible that the difference between Barry and
colleagues’ study in rat and our study in guinea pigs is due to
intrinsic species differences.

Since the proportion of neurons showing inhibitory effects
did not change after AT and subsequent hearing loss, this means
it was the inhibitory effect on individual neurons that was
increased. The inhibitory effect most likely involves GABA-ergic
input from TRN (Yu et al., 2009a,b). The change observed may be
due to either presynaptic or post-synaptic plasticity. Presynaptic
GABA content and thereby GABAergic efficacy can be modified
by alterations in the synthesis, transport, and degradation
of GABA or related molecules (Roth and Draguhn, 2012).
Post-synaptic changes may involve GABA receptor clustering
(Marsden et al., 2007; Petrini et al., 2014), increasing the effect

of GABA release on the post-synaptic MGN cell. This plasticity
or synaptic scaling of the functional connection between PFC
and MGN, may be driven by the hyperactivity that is induced by
AT as described in a multitude of auditory structures including
the MGN (Mulders and Robertson, 2009; Kalappa et al., 2014;
Eggermont and Roberts, 2015; Wu et al., 2016; Cook et al., 2021).

As suggested by Barry et al. (2021) such a homeostatic
mechanism, observed only 2 weeks after AT, may be an early
compensatory effect to prevent the conscious perception of
the hyperactivity that evolved due to AT. An increase in
inhibitory effects from PFC activation, as observed in our
study, is not in line with what has been suggested to occur
in tinnitus development, which is thought to be due to
a breakdown of inhibition (Rauschecker et al., 2010, 2015;
De Ridder et al., 2011). So why do some individuals with
hearing loss continue to develop tinnitus, and other do not
(Baguley et al., 2013)? Is it possible that this compensatory
mechanism fails in some individuals over time thereby allowing
the hyperactivity to reach cortex and lead to a percept such
as tinnitus? Populations with high levels of anxiety or post-
traumatic stress disorder show higher prevalence of tinnitus
(Hinton et al., 2006; Shargorodsky et al., 2010; Clifford et al.,
2019). Anxiety is associated with both structural and functional
changes in PFC (Hare and Duman, 2020), which may possibly
affect the ability of the system to suppress tinnitus-like activity.
In agreement with this notion, patients with panic disorder
show reduced sensory gating as compared to healthy controls
(Cheng et al., 2019). Further studies comparing the functionality
of the PFC-MGN circuitry in animals with and without
tinnitus are necessary to investigate the role of PFC in the
development of tinnitus.
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Autism Spectrum Disorder (ASD), Rett syndrome (RTT) and Angelman Syndrome (AS)
are neurodevelopmental disorders (NDDs) that share several clinical characteristics,
including displays of repetitive movements, developmental delays, language deficits,
intellectual disability, and increased susceptibility to epilepsy. While several reviews
address the biological basis of non-seizure-related ASD phenotypes, here, I highlight
some shared biological mechanisms that may contribute to increased seizure
susceptibility. I focus on genetic studies identifying the anatomical origin of the
seizure phenotype in loss-of-function, monogenic, mouse models of these NDDs,
combined with insights gained from complementary studies quantifying levels of
synaptic excitation and inhibition. Epilepsy is characterized by a sudden, abnormal
increase in synchronous activity within neuronal networks, that is posited to arise
from excess excitation, largely driven by reduced synaptic inhibition. Primarily for this
reason, elevated network excitability is proposed to underlie the causal basis for the
ASD, RTT, and AS phenotypes. Although, mouse models of these disorders replicate
aspects of the human condition, i.e., hyperexcitability discharges or seizures on cortical
electroencephalograms, measures at the synaptic level often reveal deficits in excitatory
synaptic transmission, rather than too much excitation. Resolving this apparent paradox
has direct implications regarding expected outcomes of manipulating GABAergic tone.
In particular, in NDDs associated with seizures, cortical circuits can display reduced,
rather than normal or increased levels of synaptic excitation, and therefore suggested
treatments aimed at increasing inhibition could further promote hypoactivity instead
of normality. In this review, I highlight shared mechanisms across animal models
for ASD, RTT, and AS with reduced synaptic excitation that nevertheless promote
hyperexcitability in cortical circuits.

Keywords: seizures, autism, excitation, Rett, Angelman

INTRODUCTION

Rett syndrome (RTT) is an X-linked disorder that in ∼95% of cases is caused by mutations
in the gene encoding the transcription factor Methyl-CpG-binding protein 2 (MECP2)
(Amir et al., 1999). RTT occurs almost exclusively in females and is characterized by
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largely normal development for the initial 6-18 months after
birth, followed by regression of previously acquired speech and
motor skills (Guy et al., 2001). Epileptic seizures of various
types (for example: tonic-clonic, absence, myoclonic, tonic) occur
in 60-80% of Rett syndrome patients (Operto et al., 2019).
Typically, seizure onset initiates between 2 and 3 years of age,
with seizure severity often increasing until 7-12 years of age
(Glaze et al., 2010).

Like Rett Syndrome, Angelman Syndrome (AS) is a rare
neurodevelopmental disorder that affects ∼1/10,000 to 1/20,000
individuals, and is characterized by developmental delay,
intellectual disability, increased susceptibility to seizures,
impaired language development, and movement or balance
dysfunction (Kishino et al., 1997; Matsuura et al., 1997; Williams,
2005). Approximately, 5-15% of AS cases are attributed to
reduced or absent maternal expression on chromosome 15q of
the gene UBE3A, which encodes the E6-AP ubiquitin ligase, an
enzyme that links ubiquitin to specific proteins thereby targeting
them for degradation within the cell proteasome (Huibregtse
et al., 1993; Horsthemke and Wagstaff, 2008). These pathogenic
point mutations in UBE3A are more common in familial
rather than sporadic patients and though several seizure types
occur, atypical absence seizures and myoclonic seizures are the
more common forms.

Autism spectrum disorder shares aspects with both RTT
and AS. Of the three disorders, ASD is the most common,
currently affecting 1 in 54 eight-year-old children in the
United States (Knopf, 2020). Unlike, RTT and AS, hundreds
of genes have been identified that increase susceptibility to
developing ASD. Of these genes, loss-of-function mutations in
SCN2A, which encodes the Nav1.2 voltage-gated sodium channel
pore-forming alpha II subunit, has one of the strongest genetic
associations with ASD susceptibility (Satterstrom et al., 2020).
Functionally, Nav1.2 is involved in the initiation and propagation
of action potentials in immature neurons throughout the
central nervous system (Catterall, 2017) and appears essential
for spiking in a subpopulation of immature oligodendrocytes
(Gould and Kim, 2021). The development of patients with
SCN2A mutations and ASD is mostly typical until 6-months
of age, after which motor and verbal delays manifest, and
between 18 months to 4 years of age, one-third of these cases
will display seizures or milder and/or later-onset epilepsies
(Wolff et al., 2017; Sanders et al., 2018). Here, we focus on
mechanisms that may help drive these milder and/or later-
onset epilepsies.

Loss-of-function mutations in MECP2, UBE3A, and SCN2A
yield a shared neurodevelopmental disorder phenotype that
strongly features abnormal electroencephalograms (EEGs) and
increased susceptibility to seizures. It is often theorized that this
increased association with epilepsy reflects a shared biological
mechanism. Typically, this mechanism is proposed to involve
excess synaptic excitation that is largely driven by too little
inhibition at the synaptic and circuit levels (Rubenstein and
Merzenich, 2003). To date, several molecular and physiology-
based studies in mouse models carrying loss-of-function
mutations in either Mecp2, Ube3A or Scn2a have demonstrated
key aspects of the human phenotype, i.e. the occurrence of

either hyperexcitability discharges or seizure activity on cortical
electroencephalograms (Born et al., 2017; Ogiwara et al., 2018;
Wither et al., 2018). Unexpectedly, measures at the synaptic
level also revealed a shared phenotype for deficient, rather
than excess, excitatory synaptic transmission (Dani et al., 2005;
Wood and Shepherd, 2010; Wallace et al., 2012; Banerjee et al.,
2016; Spratt et al., 2019). In the ensuing sections of this
review, guided first by Cre/Lox genetic studies that identify
the causal cell source(s) of the seizure or hyperexcitability
phenotype, and second by parallel studies in these mice that
quantify synaptic excitation and inhibition levels, I propose that
shared mechanisms account for hyperexcitability discharges or
seizure activity in ASD, RTT and AS despite impaired excitatory
synaptic transmission.

A Shared Cortical Locus for Absence
Seizure Susceptibility in Mecp2 and
Scn2a Haploinsufficiency
In the human condition, a key diagnostic criterion for absence
epilepsy is the display of spike-and-wave discharges (SWDs)
on cortical electroencephalograms (EEGs) (Terlau et al., 2020).
SWDs are defined by a characteristic electroencephalographic
pattern consisting of a sharp, negative spike followed by a
slow wave. Unlike other seizure phenotypes, absence seizures
typically lack overt displays of convulsions. Instead, during
seizures, EEGs may indicate bilaterally synchronized 3–4 Hz
SWDs while electromyography (EMG) measures show brief
periods of behavior arrest (Panayiotopoulos, 2001; Blumenfeld,
2005; Idro et al., 2008). Mice with a heterozygous deletion
of Scn2a (Scn2a+/−) recapitulate the human phenotype of
“absence-like” seizures (Ogiwara et al., 2018). Electrocorticogram
(ECoG)-EMG recordings in Scn2a+/− mice at 10-27 weeks
of age reveal occurrences of synchronous, bilateral, cortical
SWDs during behavioral quiescence. As Scn2a haploinsufficiency
reduces the Nav1.2 current by half, the projected result
is reduced neuronal excitability, but surprisingly seizure
activity is observed.

Dissection of the cell types underlying this seizure phenotype
with Cre-lox genetics revealed critical contributions of Nav1.2
haploinsufficiency in neurons that are excitatory rather than
inhibitory. In this experiment, Emx1Cre/+;Scn2a fx/+ mice
were generated from a cross between Emx1-Cre mice (Gorski
et al., 2002) and the Scn2a floxed allele (Ogiwara et al.,
2018), and showed reduced expression of Scn2a in dorsal-
telencephalic derivatives (e.g., neocortical and hippocampal
excitatory neurons). ECoG-EMG recordings in 6–8 week-
old Emx1Cre/+;Scn2a fx/+ mice showed “absence-like” seizures
featuring SWDs with EMG suppression. Like the human
condition, administration of the anticonvulsant ethosuximide
suppressed seizures (Ogiwara et al., 2018). In contrast, this
“absence-like” seizure phenotype was not observed when using
the vesicular GABA transporter Cre mouse line (Vgat-Cre) to
reduce Nav1.2 expression specifically in interneurons (Ogiwara
et al., 2018; Miyamoto et al., 2019). Thus, a loss of Scn2a
from GABAergic cell types may not be a primary cause
underlying SWDs.
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Finer resolution cell-type dissection of the seizure phenotype
showed that SWDs can be generated in mice with a reduction
of Scn2a in cortical layer (L)5 pyramidal neurons (i.e.,
Trpc4Cre/+;Scn2a fx/fx mice) but not in NtsrCre/+;Scn2a fx/fx

mice, where Scn2a expression is reduced in cortical L6 neurons
(Miyamoto et al., 2019). These findings in mice support studies
conducted in rat models of absence epilepsy, which suggest
that the deep layers of the somatosensory cortex may act as
the initiation site of SWDs (Blumenfeld, 2005; Pinault and
O’Brien, 2005; Lüttjohann and van Luijtelaar, 2015; Depaulis and
Charpier, 2018; McCafferty et al., 2018). Thus, the pathological
origins of “absence-like” seizures in rats may be similar to the
mouse ASD condition.

Whole-cell current clamp recordings in adult L5b PYR
neurons deficient in Scn2a, due to AAV-EF1a-Cre-mCherry
virus-mediated recombination of the floxed allele (Scn2afx/fx),
indicated that cell excitability was elevated. Namely, the
number of action potentials increased in response to somatic
depolarizing current injections, input resistance increased,
action potential (AP) repolarization speed decreased, and the
afterhyperpolarization (AHP) during spike trains was more
depolarized, when compared to wild type (Scn2afx/+ or
Scn2afx/fx) neurons in the contralateral uninfected hemisphere
of the medial prefrontal cortex (mPFC) (Spratt et al., 2021).
Compartmental modeling revealed two interesting findings.
The first and main finding was that complete deletion of
Nav1.2 promoted an exponential rather than linear shift in the
relationship between the Nav and K-channel current during an
AP (Spratt et al., 2021). This effect can potentially increase overall
L5 excitability because repolarization in neurons is incomplete
between APs, so threshold attainment and AP generation can
occur more rapidly. The second finding was that increased input
resistance can shift the onset of the Firing/Current (F/I) curve
left, which can theoretically increase the number of APs generated
at current onset. Intriguingly, during this current onset period,
Scn2a deficient neurons regularly produce high-frequency bursts
(Spratt et al., 2021).

Besides L5b PYR excitatory neurons, Scn2a is expressed in
somatostatin-positive (SSt+) and vasoactive intestinal peptide-
positive (VIP+) interneurons, as well as in unmyelinated axons
of GABAergic medium spiny neurons (MSNs) (Li et al., 2014;
Miyazaki et al., 2014; Yamagata et al., 2017). It is currently
unclear whether excitability is similarly altered in SSt+ and
VIP+ interneurons under conditions where Scn2a is severely
reduced or absent. However, another recent study, using a
mixed striatal MSN population, linked drastically reduced
Scn2a levels to an increase in intrinsic excitability. Patch-clamp
recordings in brain slices from an Nav1.2 hypomorph mouse
(Scn2agt/gt) (Eaton et al., 2021) with 25-30% of the wild-type
protein level, revealed enhanced neuronal excitability in striatal
MSNs (i.e., an increased number of action potentials/spikes
generated in response to depolarizing current injections, reduced
rheobase, a mildly elevated fast after-hyperpolarization, and
increased input resistance) (Zhang et al., 2021). Ex vivo
recordings in adult MSNs, with sparse rescue of the severe
Nav1.2 deficiency via viral transduction, showed that these
alterations to intrinsic excitability were largely cell autonomous

and likely driven by the downstream effects of a reduction
in the total potassium current (Zhang et al., 2021). Spratt
et al. (2021) did not observe changes in potassium channel
function in L5 cortical neurons. Nevertheless, both studies
identified largely cell autonomous changes in input resistance
and AHP hyperpolarization that may contribute to epilepsy
in cases of severe Scn2a deficiency, even though seizure
activity was not reported specifically for Scn2agt/gt mice
(Eaton et al., 2021; Zhang et al., 2021). Studies on human
neurons also show evidence of paradoxical hyperexcitability.
Induced pluripotent stem cell derived SCN2A−/− neurons when
compared with isogenic controls display an increased number
of spikes on multielectrode arrays and impaired excitatory
synapse formation and function (Brown et al., 2021). Key
observations from mouse studies were also replicated with
human neurons, including increased input resistance, reduced
AP height, and reduction in the somatic component of the
rising phase of the AP. However, unlike in mice, only a
minor increase in the number of APs generated at current
onset was observed (Brown et al., 2021). Excitatory neurons
derived from an ASD patient heterozygous for the R607∗
truncating mutation in SCN2A also showed reduced excitatory
synapse function. Future studies incorporating measures of
synaptically-evoked spiking and excitatory currents (which
are reduced in Scn2a haploinsufficiency and presumably
in more severe Scn2a deficiencies), will help to confirm
the predicted effects of physiological changes on seizure-
related behaviors.

Similar to Scn2a+/− mice, adult female mice heterozygous
for a null mutation in Mecp2 (Mecp2+/−) exhibit the cardinal
hallmarks of “absence-like” seizures, i.e., the occurrence of
brief (≤ 2 s) spontaneous cortical epileptiform discharges
with frequencies of 6-8 Hz in the somatosensory cortex
during acute behavioral arrest with sensitivity to ethosuximide
(Wither et al., 2018). Here too, Cre-lox genetics was used to
dissect potential causal roles of Mecp2 loss in excitatory and
GABAergic neurons in the seizure phenotype. Mice in which
calcium-calmodulin-dependent protein kinase II (CaMKII)-Cre
(Chen et al., 2001) was used to delete Mecp2 (Chen et al.,
2001) selectively in forebrain excitatory neurons during early
postnatal development reproduce RTT associated features such
as increased anxiety, impaired motor coordination, and social
deficits (Gemelli et al., 2006). However, the effects on seizures
were not reported.

Like the Scn2a mutant condition, deleting the floxed Mecp2
allele from excitatory neurons and glia in the neocortex and
hippocampus using the Emx1-Cre mice (Emx1Cre/+; Mecp2 fx/y)
results in detection of absence seizures during EEG recordings
between 6-8 weeks of age (Zhang et al., 2014). Although, the
authors attributed the phenotype to Mecp2 reduction in neurons
rather than glia, intriguingly, Mecp2 is expressed in astrocytes
throughout the brain. Indeed, it has been proposed that while
neurons may initiate several symptoms of RETT syndrome, loss
of Mecp2 in astrocytes may strongly affect disease progression
(Lioy et al., 2011). Loss of MECP2 from astrocytes, using the
floxed Mecp2 allele (Chen et al., 2001) and the hGFAPcreT2
mouse line (Hirrlinger et al., 2006) results in a smaller body
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size, clasped hindlimb posture and irregular breathing (Lioy
et al., 2011). Notably, as the hGFAPcreT2 mouse line does not
recombine very well in the cortex and the substantia nigra, this
phenotype could be potentially more severe upon additional loss
of Mecp2 expression from these brain regions (Lioy et al., 2011).
However, the authors buttress their premise that altered neuronal
physiology mediated the “absence-like” seizure phenotype by
showing that although the intrinsic excitability, resting potential,
input resistance and spike threshold of L5 pyramidal neurons
in the cortex is normal, mild depolarizations in the membrane
potential (i.e., from −59 mV to −53 mV) produced significantly
more spikes in the Emx1Cre/+;Mecp2 fx/y mice than in controls
due to reduced inhibitory tone (Zhang et al., 2014). As we
will discuss in the next section of the review, this reduction
in inhibitory tone may arise from the combined effects of
reductions in inhibitory inputs onto postsynaptic excitatory
PYR neurons and cell autonomous changes in astrocytes that
diminish synaptic GABA levels. Nevertheless, hyperactivity of
cortical L5 pyramidal neurons may be a central mechanism that
drives seizures when either Scn2a or Mecp2 gene expression is
absent or reduced.

Dual Roles for Reduced Inhibition in
Seizure Susceptibility and Spiking
Stability
Absence seizures in Scn2a or Mecp2 cortical mouse models
have been linked to hyperactivity of cortical L5 pyramidal
(PYR) neurons (Zhang et al., 2014; Ogiwara et al., 2018;
Miyamoto et al., 2019). However, the mechanism underlying
hyperexcitation warrants further dissection. Studies on
Emx1Cre/+;Mecp2 fx/y mice proposed a model whereby MECP2
loss in cortical PYR neurons causes a reduction of GABAergic
transmission, driving hyperactivity (Zhang et al., 2014). Whole-
cell patch-clamp recording in L5 PYR neurons in both the
mPFC and somatosensory cortex of acute brain slices from
Emx1Cre/+;Mecp2 fx/y mice at P17–P20 showed that although
the amplitude and the kinetics of spontaneous IPSCs (sIPSCs)
and miniature(m) IPSCs were unchanged, the frequency of
both parameters were reduced (Zhang et al., 2014). In mutant
neurons, measures of evoked monosynaptic IPSCs (i.e., recorded
in the presence of DNQX and kynurenic acid) at P18-P20
showed stable IPSC thresholds but significantly reduced peak
IPSC amplitudes when compared to control neurons. Notably,
this reduction in inhibition is long-lasting and remained as mice
aged to 6–7 weeks (Zhang et al., 2014). Comparable changes
in immunofluorescent staining of puncta for the vesicular
GABA transporter (VGAT, a marker for GABAergic synaptic
terminals) in L5 PYR neurons from Emx1Cre/+;Mecp2 fx/y

mice were also observed, with a 42% reduction in puncta at
P18-P19 and a 37% reduction at 7–8 weeks of age. In L2/3
PYR somatosensory cortical neurons, sIPSC frequency reduced
by 57% in mutant neurons, and sIPSC amplitude decreased
by 20%. Interestingly, these observed reductions in synaptic
inhibitory currents were not replicated when Mecp2 was deleted
from forebrain GABAergic neurons using the Dlx5/6-Cre mice
(Zhang et al., 2014). Overall, these results show that the loss of

Mecp2 in PYR cortical neurons causes a reduction in GABAergic
transmission onto postsynaptic excitatory neurons.

Remarkably, an identical phenotype of a reduction in
GABAergic transmission onto postsynaptic CA1 excitatory PYR
neurons was observed after PYR-specific deletion of the ASD-
related gene, tuberous sclerosis complex 1 (Tsc1) (Bateup et al.,
2013). The authors also suggested that such reductions in
inhibition could alone drive Tsc1-related hyperexcitability at
the network level to result in seizures. However, an alternative
explanation exists. Namely, that these changes in inhibition
are compensatory, rather than being a primary defect that
directly drives seizure activity. It was previously shown that a
primary deficit in either excitatory synaptic input or intrinsic
excitability in excitatory neurons can induce a decrease in
inhibitory inputs onto these neurons to balance the levels of
synaptic excitation and inhibition (Xue et al., 2014; He et al.,
2018). In this activity-dependent phenomenon, decreases in
synaptic excitation are matched by greater reductions in synaptic
inhibition levels to preserve the magnitude of cell depolarization
and maintain spiking stability (Antoine et al., 2019). Figure 1,
adapted from Antoine et al. (2019), illustrates results of a
simulation examining the effect of differently scaled excitatory
(Gex) and inhibitory (Gin) conductance combinations on the
peak change in the membrane potential (Vm) in postsynaptic
cortical PYR neurons. Indicated in Figure 1 is the black “PSP
stability contour” line illustrating the postsynaptic Gex and Gin
conductance combinations that maintain a wild type-sized PSP
peak. Notably, Gin changes primarily reflect the alterations to
parvalbumin- positive (PV+) interneuron mediated inhibition
onto postsynaptic cortical PYR neurons. In regions where the
contour rests above the blue diagonal or unity line, when Gex
decreases, Gin must decrease more than Gex to maintain a
normal PSP peak.

Thus, it is possible that the observed reduction in GABAergic
transmission onto postsynaptic excitatory neurons in Tsc1
and/or Mecp1 reflects a change that compensates for either
diminished excitatory drive or intrinsic excitability in PYR
neurons, rather than to directly drive seizure activity. In line
with this alternative interpretation, current clamp recordings
from Tsc1-deficient CA1 PYR excitatory neurons revealed that
mutant neurons are significantly less excitable than control
neurons: exhibiting reduced action potential firing in response
to a wide-range of depolarizing current injections, increased
action potential threshold, decreased membrane resistance
and increased capacitance (Bateup et al., 2013). Furthermore,
in response to increasing stimulus intensities, no significant
difference in either the amplitude of excitatory postsynaptic
potentials (EPSPs) or firing frequencies were observed. Thus,
these cell autonomous reductions in GABAergic transmission
onto postsynaptic excitatory neurons may not be sufficient to
drive circuit hyperexcitability when they co-occur with either
diminished excitatory input or reduced intrinsic excitability in
PYR neurons. In line with this conclusion, Tsc1 mutations that
promote increases in PYR intrinsic excitability co-occurs with
hyperexcitability (Abs et al., 2013; Koene et al., 2021).

Multiple studies reveal a cell autonomous reduction in
excitatory drive or activity in cortical and hippocampal PYR
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FIGURE 1 | Predicted changes in excitatory and inhibitory conductances that
maintain a normal/wild type-sized PSP. Simulation calculates the effect of
differentially scaled excitatory (Gex) and inhibitory (Gin) conductance
combinations on the peak change in the membrane potential (Vm) of
postsynaptic cortical PYR neurons. Points on the black ‘PSP stability contour’
line comprise the postsynaptic Gex and Gin conductance combinations that
maintain a wild type-sized PSP. For example, the purple dot (•) on the contour
line indicates that inhibition was reduced by 65%, which is indicated as 0.35
on the x-axis, whereas excitation was reduced by 40% and is indicated as 0.6
on the y-axis. The blue diagonal or unity line indicates numerically equal
changes in Gex and Gin conductances. For regions where the contour rests
above the diagonal, when Gex decreases, Gin must decrease more than Gex
to maintain a normal-sized PSP. Compensatory changes in Gin can potentially
be imperfect, maintaining balance in one brain region but not another. The
green dot (•) illustrates a hypothetical case where Gex is reduced but features
of hyperexcitability are present, i.e., PSPs are 2 mVs larger. For this case, the
blue shaded rectangular area predicts that pharmacological treatments
selectively increase synaptic GABA, may induce circuit hypoexcitability as Gin
levels near normal.

neurons with Mecp2 deficiency (Chao et al., 2007; Blackman
et al., 2012; Qiu et al., 2012; Meng et al., 2016). To
determine the functional role of Mecp2 in PYR glutamatergic
neurons, Meng and colleagues used the vesicular glutamate
transporter 2-Cre mice (Vglut2Cre/+, Vong et al., 2011) to
delete the conditional Mecp2 allele (Guy et al., 2001) from
excitatory neurons throughout the brain. Whole-cell patch-
clamp recordings from cortical L5 PYR neurons in the
somatosensory cortex of mutant 6- to 8-week-old mice showed
reduced spontaneous action potential firing (Meng et al., 2016).
Measurements of postsynaptic currents (PSCs) showed a drop in
both spontaneous excitatory postsynaptic currents (sEPSCs) and
miniature excitatory postsynaptic currents (mEPSCs) compared
to controls. Consistent with the idea that PYR neurons cell
autonomously decrease inhibitory inputs to compensate for
reduced levels of excitation, reductions in spontaneous inhibitory
postsynaptic currents (sIPSCs) were also observed. In an
otherwise Mecp2 null mouse containing no MECP2 protein
throughout the brain and body, restoration of Mecp2 only in
Vglut2Cre excitatory neurons normalized spontaneous action
potential firing and mEPSCs to control levels (Meng et al., 2016).

C57BL/6J mice that are heterozygous for Ube3a, where the
deficient allele is inherited by the mother (m) rather than
the father (p) (Ube3am−/p+), serve as a mouse model for
Angelman Syndrome (AS) (Jiang et al., 1998; Wallace et al.,
2012). Electrophysiology studies on these mice by Wallace
and colleagues, provided evidence that preferential decreases
in inhibitory inputs that co-occur with decreases in excitatory
input or PYR activity may not be sufficient to induce a seizure
phenotype. Whole-cell patch-clamp recordings from neocortical
slices in L2/3 pyramidal (PYR) neurons of the visual cortex in
WT and Ube3am−/p+ mice at postnatal day (P) 80, showed
no genotypic difference in the amplitude of either miniature
(m)EPSCs or mIPSCs (Wallace et al., 2012). However, decreases
in the frequency of both mEPSCs and mIPSCs were observed,
with a preferential 50% reduction in spontaneous inhibitory
synaptic activity and a 28% decrease in excitatory synaptic activity
(Wallace et al., 2012). Interestingly, when mIPSC recordings are
performed at an earlier age during the critical period for ocular
dominance plasticity, both the amplitude and the frequency
of mIPSCs in these P21–P28 mice appear normal. Consistent
with inhibitory changes serving a compensatory role, excitatory
deficits are observed during the critical period prior to observed
changes in inhibition. Furthermore, synaptic deficits may be
limited to the excitatory neurons, as neither the amplitude nor
the frequency of miniature EPSCs or mIPSCs onto fast-spiking
inhibitory interneurons was affected. Analogous to the data
of the mIPSC recordings, reductions in L4-evoked inhibitory
postsynaptic currents on L2/3 PYR neurons (eIPSCs) were also
observed at P80 but not at P25 (Wallace et al., 2012). Despite
decreases in both excitatory and inhibitory synaptic activity,
spontaneous network activity and baseline firing rates were not
altered by the loss of Ube3a expression. Likewise, recordings
of spontaneous local network activity in L2/3 regular spiking
(RS) putative pyramidal neurons of the visual cortex during
presentation of a gray screen, showed that neither average
spontaneous firing rates nor UP state frequency and duration
were significantly different between wild type and mutant mice
(Wallace et al., 2017).

Overall, these results show that the loss of Mecp2, Tsc1,
and Ube3a in postsynaptic excitatory cortical neurons can
induce preferential reductions in inhibition that may have a
compensatory role that is aimed at stabilizing synaptic activity,
rather than the deficiencies in inhibition directly driving seizures.
Thus, these alterations in inhibition alone may not be sufficient
to cause seizures. What additional factors might be required?
Despite employing Cre-lox approaches to delete Mecp2 from
glutamatergic excitatory neurons in both Emx1Cre/+;Mecp2fx/y
and Vglut2Cre/+;Mecp2fx/y mutants, both mice exhibit different
levels of seizure severity. Video-EEG recordings at 10-weeks of
age showed that∼37.5% of Vglut2Cre/+;Mecp2fx/y mice displayed
SWDs at a frequency of 3.3 ± 2.1 episodes/hour and with an
episode duration of 4.1 ± 0.4 s (Meng et al., 2016). In contrast
100% of Emx1Cre/+;Mecp2fx/y mutant mice, displayed spike-and-
wave discharges at a frequency of 36 ± 7 episodes/hour and
episode duration of 1.3± 0.1 s (Zhang et al., 2014).

At least two differences may account for the variance in
seizure severity. Firstly, in addition to glutamatergic excitatory
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neurons, Emx1Cre/+ deletes Mecp2 in astrocytes. In fact, cell-
specific deletion of Mecp2 in astrocytes significantly reduces
ambient GABA levels in the extracellular space and decreases
tonic inhibition through increases in GAT3 GABA transporter
expression (Dong et al., 2020).

Therefore, the loss of Mecp2 in astrocytes could exacerbate
reductions in synaptic inhibition beyond the point needed
to compensate for the initial decline in synaptic excitation.
In support of non-glutamatergic Mecp2-deficient cell types
contributing to seizure phenotypes in Mecp2 null mice,
restoration of Mecp2 in Vglut2Cre excitatory neurons only slightly
reduces seizure incidence by∼12.5%.

Secondly, the Emx1Cre and the Vglut2Cre drivers recombine in
some non-overlapping brain regions at different developmental
timepoints and at different recombination efficiencies. For
example, unlike Vglut2Cre/+;Mecp2 fx/y mice, Mecp2 is not
deleted in the thalamus or cerebellum of Emx1Cre/+;Mecp2 fx/y

mice. Therefore, it is possible that the loss of Mecp2 from
these additional brain areas in the Vglut2Cre/+;Mecp2 fx/y mice
contributed to effects that help mitigate circuit hyperexcitability.
Alternatively, Emx1Cre recombines in cells at early stages of
the cortical PYR cell lineage, whereas Vglut2Cre recombines in
essentially mature PYR neurons. Thus, it is possible that Mecp2
plays a role in PYR neuron maturation as well as activity.
Regardless of the genetic explanations for the differing severities
in the Emx1Cre and Vglut2Cre driven phenotypes, differences in
the extent to which PYR excitatory drive or activity is reduced
may have contributed to the pointedly increased seizure severity
in the Emx1Cre/+;Mecp2 fx/y mutant mice. In the next section, we
will explore the effects of ASD gene deletion in inhibitory neurons
on circuit hyperexcitability and seizure susceptibility.

Contributions of Reductions in Inhibition
Due to the Dysfunction of Inhibitory
Neurons to Circuit Hyperexcitability and
Seizure Susceptibility
Two independent studies showed that seizures or epileptiform
activity are not produced in mice where a forebrain-specific
GABAergic Cre (i.e., Dlx5/6-Cre; Monory et al., 2006) was used to
delete Mecp2 from inhibitory neurons (Chao et al., 2010; Zhang
et al., 2014). The Dlx5 and Dlx6 promoter is expected to drive Cre
expression in GABAergic interneurons (including parvalbumin-
positive (PV+), somatostatin-positive (SSt++), and vasoactive
intestinal peptide-positive (VIP+) interneurons) throughout the
cerebral cortex, striatum, and hypothalamus (De Lombares
et al., 2019). However, additional Cre-lox studies to elucidate
the cause of the seizures showed that the loss of Mecp2 from
SSt+ interneurons throughout the brain via SStCre/+ mice
(Taniguchi et al., 2011) resulted in spontaneous seizures but
with a substantially delayed onset (Ito-Ishida et al., 2015).
Hence, Mecp2 loss from interneurons that are not located in
the forebrain may be needed exclusively, or perhaps required
in combination with Mecp2 loss from forebrain interneurons
to drive hyperexcitability or the seizure phenotype. At 15-
weeks of age, almost 10% of SStCre/+;Mecp2−/y mice developed
spontaneous epileptic seizures and by 45-weeks of age 50%

percent of these mice developed spontaneous epileptic seizures
(Ito-Ishida et al., 2015). Generalized tonic clonic seizures
were also observed in SStCre/+;Mecp2−/y mice during routine
handling (Ito-Ishida et al., 2015). As these seizure phenotypes
were not observed upon deletion of Mecp2 from forebrain SSt+
interneurons alone, these results suggest that SSt+ neurons in
the midbrain and/or hindbrain may play a particularly salient
role in seizure generation. In contrast, the loss of Mecp2 from
parvalbumin positive (PV+) interneurons, using a Pvalb-2A-Cre
driver (Madisen et al., 2010), did not produce seizures (Ito-Ishida
et al., 2015). The lack of a phenotype was highly unexpected,
especially given that fast-spiking PV+ neurons provide a major
source of inhibition that regulates pyramidal cell output (Atallah
et al., 2012; Kepecs and Fishell, 2014). More importantly, PV+
neurons, rather than SSt+ neurons, play a dominant role in
maintaining the excitatory/inhibitory balance in the cortex (Xue
et al., 2014; Ito-Ishida et al., 2015).

More widespread deletion of Mecp2 from all GABAergic
and glycinergic neurons, using the Viaat-Cre mouse line,
further outlines a subtler role for the cell autonomous loss
of Mecp2 from interneurons in driving seizures. Interestingly,
deletion of Mecp2 expression using Viaat-Cre produces frequent
hyperexcitability discharges but no seizures (Chao et al., 2010).
Immunohistochemical and electrophysiological analyses reveal
subtle disruptions of GABAergic neuronal function, namely
reduced mRNA transcript levels for the genes encoding enzymes
involved in the conversion of glutamate to GABA (Gad1
and Gad2), reduced GABA immunoreactivity, and reduced
mIPSCs amplitude and charge (Chao et al., 2010). Mecp2 re-
expression in Viaat-Cre expressing neurons in the Mecp2 null
normalized mRNA levels of Gad1 and Gad2 but the reduction
in mEPSC amplitude remained (Ure et al., 2016). Furthermore,
the incidence of non-seizure hyperexcitability discharges and
seizures were dramatically reduced (Ure et al., 2016). Collectively,
these data suggest that loss of Mecp2 from multiple cell types
(i.e., glutamatergic neurons, astrocytes, and interneurons) reduce
inhibition levels to a range that may drive seizures at early
postnatal developmental stages, but restoration of Mecp2 in
inhibitory neurons may be sufficient to elevate inhibition above
the seizure induction threshold.

A recent contrasting report is worth discussing. This
study, in which the same floxed Mecp2 allele (Guy et al.,
2001) as above was purportedly recombined with Cre lines
targeting interneurons, namely Dlx5/6-Cre mice (Monory et al.,
2006), SStCre mice (Taniguchi et al., 2011), PvalbCre mice
(Hippenmeyer et al., 2005) and VipCre mice (Taniguchi et al.,
2011), detected seizure activity in each conditional Mecp2
mutant line (Mossner et al., 2020). Seizures manifest in
100% of Mecp2−/y, 100% of Dlx5/6-Cre;Mecp2 fx/y, 52.9% of
SStCre/+;Mecp2−/y, 35.0% of PVCre/+;Mecp2−/y, and 37.5%
of VIPCre/+;Mecp2 fx/y mutants. Seizures were also detected
in Mecp2fx/y controls. However, as described above, previous
studies failed to detect either hyperexcitability discharges or
seizures in Dlx5/6-Cre;Mecp2 fx/y mice even at 39-weeks of
age (Ito-Ishida et al., 2015). It should be noted that Dlx5/6-
Cre produces maternal germline recombination for several
alleles (Luo et al., 2020), providing a possible explanation for
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FIGURE 2 | Collective mechanisms that may drive hyperexcitability when synaptic excitation levels are reduced. (A) A gene mutation that is linked to a
neurodevelopmental disorder (NDD) induces cell autonomous changes in glutamatergic PYR neurons that reduce their excitatory postsynaptic input (E). This primary
defect in the PYR neurons triggers cell autonomous decreases in inhibitory postsynaptic inputs (I). (B) The same NDD-linked gene mutation also induces cell
autonomous changes in astrocytes that may reduce ambient GABA levels in the extracellular space. Reduced GABA levels may consequently lessen inhibitory
output in select subsets of interneurons. In this example, somatostatin-positive (SSt+) neuron-mediated inhibition is reduced. (C) This NDD-linked gene mutation can
also induce cell autonomous changes in parvalbumin-positive (PV+) interneurons which impair their inhibitory output. Moreover, these inefficiencies are perhaps
exacerbated during incidences of strong or sustained inputs, as the ability of PV neurons to scale-up their responses is compromised. (D) In response to the 40%
reduction in excitatory postsynaptic input from (A), even less inhibition is now provided due to the combined effects of cell autonomous changes in astrocytes and
PV+ interneurons. i.e. in C (• pink dot) an 80% drop, instead of the expected 65% that would typically occur in (A) (• purple dot). The net effect is PSPs that are 1mV
larger than normal and increased depolarization levels (• pink dot). (E) Events in (D) help drive an increase in the intrinsic excitability of PYR neurons.

100% expressivity of seizures in not only the Mecp2−/y null,
but also the Dlx5/6-Cre; Mecp2 fx/y mice in Mossner et al.
(2020). Contributions from strain background may also play
a role in modifying the phenotype. Despite this potential
caveat, this study demonstrated that single-unit recordings from
putative regular-spiking cortical excitatory PYR neurons in
awake mice, have 3 fold-larger firing rates in Dlx5/6-Cre;Mecp2
fx/y, VIPCre/+;Mecp2 fx/y and SStCre/+; Mecp2−/y mice (Mossner
et al., 2020).

Interestingly, studies on the Ube3am−/p+ heterozygotes on
the C57BL/6J strain background provide evidence that genetic
alterations in interneurons that reduce their activity, can alter
the intrinsic properties of excitatory PYR neurons to increase
their excitability (Wallace et al., 2017). Continuous video EEG

recording (24 hours a day for 5 days) for spontaneous seizure
activity showed a significant increase in the amplitude and
frequency of spontaneous polyspike activity in the somatosensory
cortex (146 ± 54.64 events/day in Ube3am−/p+ mice compared
to 1.04 ± 0.20 events/day in control mice) (Born et al., 2017).
However, similar to the Viaat-Cre; Mecp2 fx/y mice, despite
this increase in abnormal epileptiform activity, no spontaneous
seizures were recorded in the Ube3am−/p+mice. Equally, seizures
induced by exposure to a 140 dB aversive auditory stimulus were
not observed and seizures induced via kainic acid administration
bore similar latencies in the wildtype and Ube3am−/p+ mutants
(Born et al., 2017). In vivo whole cell recordings of L2/3
PYR neurons to dissect the hyperexcitability phenotype, showed
that Ube3a mutant mice exhibited mildly increased spiking
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activity following current injection compared with control
mice. This increase in the intrinsic excitability of L2/3 PYR
neurons in the visual cortex was attributed to an increase in
membrane resistance as no differences occurred between groups
in resting membrane potential. In vitro experiments replicated
the finding; showing a modest increase in intrinsic excitability of
L2/3 PYR neurons in Ube3am−/p+ mice compared to wildtype
(Wallace et al., 2012).

To address whether the increased intrinsic excitability in L2/3
PYR neurons was cell autonomous or arose as a compensatory
result to a reduction in inhibitory synaptic activity, Wallace
and colleagues used the Gad2-Cre line (Taniguchi et al., 2011)
to conditionally reinstate Ube3a expression in all GABAergic
neurons of Ube3aSTOP/p+ mice. This Cre-mediated gene re-
expression is facilitated by the removal of a STOP cassette
inserted between exons 3 and 4 of Ube3a (Silva-Santos et al.,
2015). Reinstatement of Ube3a restored intrinsic excitability
to control levels and thus illustrated that increased intrinsic
excitability in PYR neurons can be induced solely from Ube3a
loss in interneurons.

CONCLUSION

Altogether, the studies discussed here implicate L5 of the visual,
somatosensory, and prefrontal cortex as potential loci for further
study into the mechanisms mediating seizure activity in ASD,
RTT, and AS. Cortical L5 neurons integrate inputs from many
sources (including L2/3 cortex) and output to both cortical and
subcortical structures to mediate functions such as perception
and movement. Future studies are required to further connect
physiological abnormalities in L5 PYR neurons and their input
and output sources to the generation of absence seizure-like
activity (Miyamoto et al., 2019). While it is tempting to explain

the cause of seizures solely in terms of deficits in inhibition,
as illustrated in Figure 2, the overall source of the reduction
can be quite complex. Some aspect of the total reduction
in inhibition levels may compensate for reductions in either
excitatory synaptic input or intrinsic excitability in glutamatergic
PYR neurons. If left unchecked, circuits can become hypoactive.
Decreases in inhibition that are mediated by cell autonomous
effects in interneurons can prove more deleterious as they can
enhance losses in inhibition and induce alterations to increase
intrinsic excitability in glutamatergic PYR neurons. Other cell
types such as astrocytes may also act to reduce inhibition levels.
Studies of mice with seizure phenotypes where gene function
is restored to one or more cell-types (e.g. interneurons, glia,
excitatory PYR neurons) in an otherwise null background could
significantly aid in our efforts to identify the most crucial cell-
types for targeted therapies. Additional insights into the acute
and long-term consequences of gene deficiencies on behavior and
brain physiology are also needed to ensure that cell type targeted
pharmacologic or genetic therapies do not disrupt compensatory
mechanisms and worsen the severity of symptoms.
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The dentate gyrus is both a critical gatekeeper for hippocampal signal processing and

one of the first brain regions to become dysfunctional in Alzheimer’s disease (AD).

Accordingly, the appropriate balance of excitation and inhibition through the dentate

is a compelling target for mechanistic investigation and therapeutic intervention in

early AD. Previously, we reported an increased long-term potentiation (LTP) magnitude

at medial perforant path-dentate granule cell (MPP-DGC) synapses in slices from

both male and acutely ovariectomized female TgF344-AD rats compared with wild

type (Wt) as early as 6 months of age that is accompanied by an increase in

steady-state postsynaptic depolarization during the high-frequency stimulation used

to induce plasticity. Subsequently, we found that heightened function of β-adrenergic

receptors (β-ARs) drives the increase in the LTP magnitude, but the increase in

steady-state depolarization was only partially due to β-AR activation. As we previously

reported no detectable difference in spine density or presynaptic release probability,

we entertained the possibility that DGCs themselves might have modified passive or

active membrane properties, which may contribute to the significant increase in charge

transfer during high-frequency stimulation. Using brain slice electrophysiology from

6-month-old female rats acutely ovariectomized to eliminate variability due to fluctuating

plasma estradiol, we found significant changes in passive membrane properties and

active membrane properties leading to increased DGC excitability in TgF344-AD rats.

Specifically, TgF344-AD DGCs have an increased input resistance and decreased

rheobase, decreased sag, and increased action potential (AP) spike accommodation.

Importantly, we found that for the same amount of depolarizing current injection, DGCs

from TgF344-AD compared with Wt rats have a larger magnitude voltage response,

which was accompanied by a decreased delay to fire the first action potential, indicating

TgF344-AD DGCs membranes are more excitable. Taken together, DGCs in TgF344-AD

rats are more excitable, which likely contributes to the heightened depolarization during

high-frequency synaptic activation.

Keywords: dentate granule cell, hyperexcitability, TgF344-AD rat, Alzheimer’s disease, dentate
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INTRODUCTION

Increased neuronal activity is directly linked to the production,
secretion, and regional deposition of Aβ (Wei et al., 2010;
Yamamoto et al., 2015) and tau (Wu et al., 2016; Vogel et al.,
2020). While the locus coeruleus (LC) is now known to be the
first site of pathological tau accumulation (Braak et al., 2011),
cortical regions associated with high metabolic activity, such
as the default mode network, including the entorhinal cortex
and hippocampus, are early targets of network abnormalities
in Alzheimer’s disease (AD) (Reiman et al., 2012; Vogel et al.,
2020). Functional imaging studies reveal hyperactivity in the
hippocampus during mild cognitive impairment (Dickerson
et al., 2004) and even in preclinical AD (Quiroz et al., 2010;
Reiman et al., 2012). While decreased synaptic inhibition is
commonly observed in AD mouse models (Rocher et al., 2008;
Verret et al., 2012; Hazra et al., 2013), compensatory remodeling
of inhibitory circuits is thought to result from early aberrant
excitation (Palop and Mucke, 2016). In support, APP23×PS45
mice have increased activity of hippocampal CA1 pyramidal
neurons prior to plaque formation (Busche and Konnerth, 2016).
Additionally, increased intrinsic excitability frommature dentate
granule cells (DGCs) is reported in Tg2576 ADmice (Hazra et al.,
2013; Nenov et al., 2015).

We previously reported increased postsynaptic depolarization
during long-term potentiation (LTP)-inducing high frequency
stimulation and enhanced LTP magnitude at medial performant
path synapses onto dentate gyrus granule cells (MPP-DGCs)
in 6-month-old TgF344-AD rats (Smith and McMahon, 2018;
Goodman et al., 2021), a rodent model that more fully
recapitulates AD-like pathology in an age-dependent manner
(Cohen et al., 2013; Do Carmo and Cuello, 2013; Tsai et al.,
2014; Joo et al., 2017; Rorabaugh et al., 2017; Bazzigaluppi
et al., 2018; Muñoz-Moreno et al., 2018; Pentkowski et al.,
2018; Smith and McMahon, 2018; Voorhees et al., 2018).
Specifically, the spatiotemporal spread of synaptic dysfunction
in the hippocampus begins in the dentate gyrus (DG) prior
to area CA1 in both male and female TgF344-AD rats.
At 6 months of age, amyloid plaques are first detected in
the hippocampus, and tau tangles are absent, but gliosis
is significant (Cohen et al., 2013). In addition, we recently
reported a significant loss of noradrenergic (NA) fibers in the
hippocampus beginning at 6 months (Goodman et al., 2021)
when accumulation of hyperphosphorylated tau (pTau) is present
in the LC (Rorabaugh et al., 2017), the origin of hippocampal NA
innervation (Loy and Moore, 1979). Furthermore, concurrent
with the degeneration of the hippocampal NA input, we observed
heightened function of β-adrenergic receptors (β-ARs) at MPP-
DGC synapses that were responsible for the enhanced LTP
magnitude at 6 months in TgF344-AD rats (Goodman et al.,
2021). Importantly, while the β-AR antagonist propranolol
prevented the heightened LTP magnitude in TgF344-AD
rats, it did not completely abolish the increase in steady-
state depolarization during the high-frequency stimulation
used to induce LTP (Goodman et al., 2021), suggesting
that another mechanism is contributing to the increased
postsynaptic depolarization.

Since our previous work detected no differences in spine
density or presynaptic release probability (Smith and McMahon,
2018), we considered that heightened intrinsic excitability
of DGCs could contribute to the increase in steady-state
depolarization at MPP-DGC synapses in TgF344-AD rats
during high-frequency stimulation (Smith and McMahon, 2018;
Goodman et al., 2021). Thus, we measured passive and active
membrane properties using whole-cell current clamp recordings
in acute hippocampal slices from female rats to determine if
DGCs are hyperexcitable in TgF344-AD rats compared with
those of wild type (Wt). While increased excitability in the
dentate has been reported in transgenic mice with the same
human transgenes (Hazra et al., 2013; Nenov et al., 2015),
it is not known whether this functional change also occurs
in DGCs in the novel TgF344-AD rat model that more
faithfully recapitulates humanAD (Cohen et al., 2013; Rorabaugh
et al., 2017). Demonstrating that dentate hyperexcitability is a
common feature in early disease pathogenesis in both mouse
and rat transgenic AD models strengthens the concept that
hyperexcitability could be a biomarker for progressing pathology.
In this study, we reported decreased rheobase, increased voltage
response, increased probability of firing an action potential
(AP), decreased sag voltage, and greater spike accommodation
in 6-month DGCs in TgF344-AD rats compared with those
of Wt. Together, these data show that TgF344-AD DGCs are
hyperexcitable, and this gain of function may contribute to the
enhanced depolarization during tetanus used to induce LTP
we observed at 6 months of age (Smith and McMahon, 2018;
Goodman et al., 2021).

METHODS

Animals
All breeding and experimental procedures were approved by
the University of Alabama at Birmingham Institutional Animal
Care and Use Committee and follow the guidelines outlined by
the National Institutes of Health. TgF344-AD males harboring
the amyloid precursor protein Swedish (APPswe) and delta
exon 9 mutant human presenilin-1 (PS11E9) transgenes were
bred to Wt F344 females (Envigo, Indianapolis, IN), as carried
out previously in our lab (Smith and McMahon, 2018). Rats
were maintained under standard laboratory conditions (12 h
light/dark cycle, lights off at 14:00 h, 22◦C, 50% humidity,
food (Harlan 2916; Teklad Diets, Madison, WI) and water ad
libitum). Animals were housed using standard rat cages [7
in. (height) × 144 in2 (floor)]. Female TgF344-AD and Wt
littermates were aged to 6–8 months for these experiments.
Transgene incorporation was verified by polymerase chain
reaction (PCR) as described previously (Smith and McMahon,
2018).

Surgery
Fluctuations in ovarian hormones, particularly 17 estradiol,
during the estrus cycle elicit significant effects on hippocampal
dendritic spine density, N-methyl-D-aspartate receptor
(NMDAR)/α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid receptor (AMPAR) ratio, synaptic plasticity, and learning
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and memory (Woolley and McEwen, 1993; Woolley, 1998; Smith
and McMahon, 2005, 2006; Hajszan et al., 2007; Smith et al.,
2010; Vedder et al., 2013). Therefore, to eliminate this variable
that could confound results, all rats underwent ovariectomy.
Briefly, TgF344-AD andWt littermate female rats were bilaterally
ovariectomized (OVX) under 2.5% isoflurane in 100% oxygen,
using aseptic conditions. A 10–14 day minimum postoperative
interval was used prior to the experimentation, which allows for
the depletion of endogenous ovarian hormones as previously
published (Smith and McMahon, 2005, 2006; Smith et al., 2010).
Importantly, the LTP magnitude at CA3–CA1 synapses in OVX
rats 10–14 days post OVX is not different from ovary intact
cycling rats at diestrus (when plasma E2 is lowest in ovary intact
cycling rats) (Smith et al., 2009). This confirms that 10–14 days
of E2 deprivation and the OVX surgery do not negatively affect
synaptic function.

Hippocampal Slice Preparation
Animals were deeply anesthetized via inhalation anesthesia
using isoflurane, rapidly decapitated, and brains removed.
Coronal slices (400µm) from the dorsal hippocampus were
prepared using a Leica VT 1000A vibratome (LeicaMicrosystems
Inc, Buffalo Grove, IL). To preserve neuronal health and
limit excitotoxicity, slices were sectioned in low Na+ and
sucrose-substituted ice-cold artificial cerebrospinal fluid (aCSF)
containing [in mM: NaCl 85; KCl 2.5; MgSO4 4; CaCl2
0.5; NaH2PO4 1.25; NaHCO3 25; glucose 25; sucrose 75
(saturated with 95% O2, 5%CO2, pH 7.4)]. Slices were
held at room temperature for 1 h in (4-(2-hydroxyethyl)-
1-piperazineethanesulfonic acid) (HEPES)-buffered artificial
cerebrospinal fluid (aCSF) [in mM: 92.0 NaCl, 2.5 KCl, 2.0
MgSO4, 2.0 CaCl2, 1.25 NaH2PO4, 30 NaHCO3, 25 glucose, 5 L-
ascorbic acid (saturated with 95% O2, 5%CO2, pH 7.4)] before
transfer to the submersion chamber for recordings. HEPES-
modified storing ringer was used to reduce cell swelling and
slice damage and robustly improves slice health for path clamp
recordings in aged animals (Ting et al., 2014). Following the
1 h recovery, slices were transferred to a submersion chamber
and continuously perfused (∼2–3 ml/min) with standard
artificial cerebrospinal fluid (aCSF) [in mM: 119.0 NaCl, 2.5
KCl, 1.3 MgSO4, 2.5 CaCl2, 1.0 NaH2PO4, 26.0 NaHCO3,
11.0 Glucose (saturated with 95% O2, 5%CO2, pH 7.4)] held
at 26–28◦C.

Whole-Cell Current Clamp
Whole-cell patch clamp recordings were performed from DGCs
in the ectal limb (i.e., upper blade). Somas of DGCs were blind
patched using borosilicate glass pipettes (3–6 MΩ) filled with
intracellular solution containing (in mM) 120 K-gluconate, 0.6

(ethylene glycol-bis(β-aminoethyl ether)-N,N,N
′

,N
′

-tetraacetic
acid) (EGTA), 5.0 MgCl2, 2.0 ATP, 0.3 GTP, 20.0 HEPES,
270–280 mOsm, pH 7.2 adjusted with KOH. To assess
intrinsic excitability, somatic current injections were performed
in the presence of glutamatergic antagonists, (2R)-amino-5-
phosphonovaleric acid (APV, 100µM), Ro 25-6981 [0.5µM],
and 6,7-dinitroquinoxaline-2,3-dione (DNQX, 10µM), and the
GABAergic antagonist Picrotoxin (100µM), to block synaptic
transmission. Nifedipine [10µM] was also used to block

CaV1.1−4, which contributes to heightened β-AR function in
TgF344-AD rats (Goodman et al., 2021). After achieving the
whole-cell configuration, cells were voltage clamped at −70mV
for 3–5min, and the amplifier was then switched to the current
clamp. Hyperpolarizing and depolarizing square wave current
injections, 800ms duration at 100 pA increments, were elicited
serially from −400 to +900 pA, repeated 3 times, with a 3–
5min rest period between each current injection round and trials
averaged within a single cell. Series resistance was monitored at
the beginning and the end of each trial, and cells were excluded
if there was a ≥20% change. The resting membrane potential
(RMP) was obtained at the initial starting potential in the 100ms
prior to the start of the current injection. To avoid contamination
by hyperpolarization-activated cation currents (Ih or “sag”),
which were evident in the first 3 hyperpolarizing current steps
(−400 pA, −300 pA, and −200 pA), input resistance (RI) was
measured at the−100 pA hyperpolarizing current step. Rheobase
was measured as the minimum current required to evoke one
or more APs during an 800ms depolarizing current step from
RMP; voltage “sag” potential was measured as the difference
between the maximum negative peak at −400 pA and when
the voltage reaches steady state (i.e., final 160ms). Membrane
time constant, (time for mV to reach 67% of steady state)
was calculated at hyperpolarizing steps. The AP number was
calculated at each depolarizing current step, and the AP threshold
was measured from the first AP fired. AP accommodation was
calculated as the instantaneous frequency at each spike interval.
AP waveform properties including AP amplitude, half-width,
after hyperpolarization (AHP), and rise and decay times were
measured. The AP amplitude and AHP were measured relative
to the threshold, and half-width was measured at 50% max
amplitude. Instantaneous frequency of firing was measured as
the frequency between two consecutive spikes and was plotted
against spike interval number. This allows for the measurement
of burst like firing as well as accommodation. AP interval
number was highly variable among cells making interpretation
of accommodation at later spike interval numbers difficult.
Therefore, to reduce this variability and to ensure similar health
of recorded neurons included in the dataset, only cells that spiked
more than 5 times at +100 pA were included in the dataset.
Delay to the first AP was measured as the time it took from
the start of current injection to the peak amplitude of the first
AP. Signals were collected using an Axopatch 200B amplifier
(Molecular Devices, Sunnyvale, CA). Recordings were low-pass-
filtered at 5 kHz, gain 5×, and sampled at 10 kHz using a Digidata
1440A (Molecular Devices, LLC, San Jose, CA) and stored on
a computer equipped with pClamp10 (Molecular Devices, LLC,
Sunnyvale, CA).

Data Analysis
All data were acquired using the electrophysiology data
acquisition software pClamp10 (Molecular Devices, LLC,
Sunnyvale, CA.) and analyzed using Origin 2016 (OriginLab),
Graphpad Prism 7 (GraphPad Software, Inc.), and SPSS 22 (IBM
Corp.). N (number) is reported as the number of cells recorded
from at least 5 animals per genotype with several data sets from
7 rats per genotype (see figure legends). The experimenter was
blind to genotype during the experimental procedure and data
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collection, with genotype only revealed at the final analysis.
Results reported at mean ± SEM with significance set at p <

0.05 (∗) determined by unpaired Student’s t-test assuming (with
Welch’s correction for unequal variance) or Mann–Whitney
U-test for non-parametric data. Outliers were determined with a
Grubb’s test (GraphPad Software, Inc.), and significant outliers
were removed.

RESULTS

Excitability Is Increased in Dentate Granule
Cells From TgF344-AD Rats
Increased DGC excitability has been reported in other transgenic
rodent models of AD (Hazra et al., 2013; Nenov et al.,
2015; Kim et al., 2021). We recently reported increased
steady-state postsynaptic depolarization of DGCs during high-
frequency stimulation and heightened LTP magnitude at MPP-
DGC synapses in 6-month-old TgF344-AD rats (Smith and
McMahon, 2018; Goodman et al., 2021). The increased steady-
state depolarization is partially driven by heightened activity
of β-ARs at MPP-DGC synapses, as a β-AR antagonist
does not completely eliminate the increased depolarization
(Goodman et al., 2021). Therefore, we sought to determine
if heightened intrinsic excitability could also be occurring
and tested this using whole-cell current clamp recordings of
DGC neurons. Intrinsic excitability was isolated from synaptic
transmission using the AMPAR antagonist DNQX (10µM),
NMDAR antagonist d,l-APV (100µM), and the GABAergic
antagonist picrotoxin (100µM). Voltage-gated calcium channels
CaV1.1−4 were blocked with nifedipine (10µM) to eliminate any
contribution from the heightened β-AR function in TgF344-
AD rats (Goodman et al., 2021) (Figure 1A). Incremental
hyperpolarizing and depolarizing current steps of 100 pA, 800ms
in duration, were used to assess passive and active membrane
properties (for experimental protocol, refer to Figure 1B).
RMP was measured immediately after obtaining the whole-cell
configuration in the absence of a current injection (I = 0).
Although the average RMP recorded from DGCs in TgF344-AD
rats was not significantly different from that measured in Wt
littermates [Figure 1C; t(28.73) = 1.69, p = 0.10], Wt DGCs were
over 4-fold more likely to rest below−80mV than their TgF344-
AD counterparts (Wt: 7/22 [31.81%] vs. Tg: 1/13 [0.077%]). RI

was calculated from the steady-state hyperpolarization generated
at −100 pA (in which sag current is undetectable). Input
resistance in TgF344-AD DGCs was significantly higher than
that measured in Wt littermates [Figure 1D; Tg (Mdn = 168.1),
Wt (Mdn = 133.8), U = 69.0, p = 0.011]. Together, these data
demonstrate modified passive membrane properties in DGCs
from TgF344-AD rats.

DGCs Fire at Lower Depolarizing Current
Injections in TgF344 Rats
Fast voltage-gated and slow persistent Na+ currents dictate
active membrane properties, and alterations in both types of
Na+ currents have been implicated in AD (Verret et al.,
2012; Corbett et al., 2013). To determine if active membrane

properties are modified in TgF344-AD rats, we measured AP
threshold, rheobase, AP number, and their rise and decay times.
Incremental 100 pA depolarizing current steps reliably elicited
APs in DGCs from both TgF344-AD rats and Wt littermates
(Figure 1). We did not detect a difference in AP threshold
between genotypes when measured from baseline [Figure 1F;
t(33) = 1.11, p= 0.27] nor when AP threshold was normalized to
the cell’s RMP [t(33) = 0.65, p = 0.52] (Figure 1G). Interestingly,
the rheobase, or the minimum depolarizing current needed
to generate an AP, was significantly lower in TgF344-AD rats
compared with that in Wt DGCs [Figure 1E; t(32.27) = 2.542,
p = 0.016]. This reduced depolarizing current to generate an
AP in TgF344-AD rat DGCs is congruent with the increased
input resistance in TgF344-AD DGCs (Figure 1D). A decrease
in rheobase could lead to an increase in AP number, which was
evaluated next at each of the depolarizing current steps. While
there was no difference in AP number at current step values
higher than 200 pA, TgF344-AD rat DGCs fired more APs at
100 pA [Figure 1H; t(25) = 2.26, p = 0.033]. The greater number
of APs at this low current step suggests an enhanced sensitivity to
fire following weak stimulation.

To further investigate initial firing properties, we reasoned
that in addition to firing more APs at the minimal depolarizing
step as mentioned above, they should also fire more reliably
at this minimal depolarizing current injection than Wt DGCs.
Indeed, we found that at a depolarizing current injection of
+100 pA, the probability of successful AP generation is greater
in DGCs from TgF344-AD compared with that in Wt rats, with
“0” denoting failure to fire at least one AP and “1” indicating
successful AP generation (Figures 2A,B), although no significant
difference in the rise time (τ ) of themembrane potential resulting
from the 100 pA current injection [t(35) = 0.017, p = 0.986] was
detected. In fact, we found that DGCs in TgF344-AD rats were
almost 2-fold more likely to fire an AP than DGCs from Wt
rats at the smallest depolarizing current injection (Figure 2C).
Consistent with this observation, the voltage response during
the first depolarizing current step (+100 pA) in TgF344-AD
DGCs is significantly increased [Figure 2D; t(31.27) = 3.146, p =

0.004], and the delay to fire the first AP was significantly reduced
[Figures 2E,F; Tg (Mdn = 0.15), Wt (Mdn = 0.23), U = 9.0, p
= 0.016]. Together, these data show that for the same amount
of excitable input, TgF344-AD DGCs fire more consistently
and experience a greater steady-state membrane depolarization
compared to Wt. This finding is consistent with our previous
observations of greater steady-state depolarization as early as 6
months in extracellular dendritic field potential recordings in
TgF344-AD dentate following a high-frequency depolarization
used to induce LTP (Smith andMcMahon, 2018; Goodman et al.,
2021).

Action Potential Kinetics Do Not Account
for Increased Excitability in TgF344-AD
DGCs
To assess whether changes in rheobase and the increased
depolarizing voltage response (Figures 1E, 2D) impact the AP
kinetics, we quantified several properties of the AP waveform
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FIGURE 1 | Membrane properties are altered in TgF344-AD dentate granule cells (DGCs). (A) Schematic of the trisynaptic circuit in a coronal slice from rat

hippocampus (top) with expanded recording setup (bottom). (B) Illustration of the experimental protocol: 14 serial 100 pA hyperpolarizing to depolarizing current steps

at 800ms duration from −400pA to +900pA. The red trace represents the first depolarizing current step to fire and action potential. (C) Mean resting membrane

potential is not different between wild type (Wt) (black, 22 cells/8 animals) and TgF344-AD female rats (red, 13 cells/6 animals; p > 0.05, but a higher fraction in Wt

has values below −80mV). (D) Input resistance is significantly decreased in TgF344-AD DGCs (Wt n = 22 cells/8 animals; Tg, n = 13 cells/6 animals; **p ≤ 0.01).

Data represent mean ± SEM. Significance is determined using the unpaired t-test. (E) The first depolarizing current step to elicit and action potential, Rheobase (pA),

is significantly decreased in TgF344 compared with Wt (*p < 0.05). (F) Action potential threshold is not different between genotypes (p > 0.05). (G) When AP

threshold is normalized to RMP, there remains no difference between genotype (p > 0.05). (H) AP number was enhanced for TgF344-AD rat DGCs at 100 pA current

injection (p < 0.05) but not at higher current injections. For all panels, Wt, n = 22 cells/8 animals; Tg, n = 13 cells/6 animals). Data represent mean ± SEM.

Significance is determined using the unpaired Student’s t-test.

to include amplitude, rise and decay times, half-width, and the
amplitude of AHP (Figure 3A). We chose to quantify kinetics
of the first AP fired at rheobase, to prevent modification of AP
waveform due to inactivation of Na+ and K+ channels, as well
as activation of currents at hyperpolarized potentials. The first
AP waveform was averaged from all cells recorded in each group
(Wt = black, Tg = red) (Figure 3B). AP amplitude t(16.52) =
0.915, p = 0.374 (Figure 3C), half-width t(17.31) = 1.123, p =

0.277 (Figure 3D), and AHP amplitude t(22.80) = 0.615, p= 0.272
(Figure 3E) were not significantly different between genotypes.
AP rise time and decay were also not different [rise: (t(28) = 0.704,
p = 0.487; decay t(25) = 0.220, p = 0.828]. Together, these data
suggest that voltage-gated Na+ and K+ channels that mediate
membrane depolarization and repolarization are not functionally
altered at this early pathological stage in TgF344-AD rats.

Sag-Mediated Current Is Decreased in
TgF344-AD DGCs
Hyperpolarization activates hyperpolarization-activated-cyclic-
nucleotide gated currents, Ih (HCN channels), which mediate

excitability and rhythmic firing in neurons. DGCs typically
contain less Ih current, although patients with severe epilepsy
have increased HCN channel expression confined to the
dentate (Poolos et al., 2002; Bender et al., 2005; Poolos and
Johnston, 2012), likely a compensatorymechanism in response to
overexcitation sinceHCN channels typically decrease excitability.
To determine if decreased HCN channel function could explain
the increased excitability observed at this early stage, we
additionally measured the “sag,” a voltage signature of HCN
channels (Figure 4A). At −400 pA, DGCs in TgF344-AD rats
did not show a significant decrease in sag amplitude [Figure 4B;
t(21.43) = 1.181, p = 0.25], but we noted an enhanced voltage
response in DGCs from TgF344-AD rats at the −400 pA current
injection used to measure sag [Figure 4C; t(18.44) = 2.27, p =

0.04], which is consistent with the observation that RI is increased
in TgF344-AD rats. We detected no change in the membrane
time constant in response to hyperpolarizing pulses [(−400 pA)
t(34) = 0.445, p = 0.659; (−300 pA) t(34) = 0.966, p = 0.341;
(−200 pA) t(34) = 1.191 48, p = 0.242; (−100 pA) t(34) = 0.0998,
p = 0.424]. To compensate for the enhanced RI, sag amplitude
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FIGURE 2 | TgF344-AD rats have a lower excitation threshold and fire sooner. (A) Example traces from a DGC recorded from a TgF344-AD and Wt littermate to

illustrate that +100pA depolarizing step can elicit action potentials more readily in TgF344-AD rats vs. Wt DGCs. (B) The probability of firing an action potential at

+100pA (0 = did not fire an AP, 1 = fired at least one AP) is greater in TgF344-AD DGCs (Wt 9/22 cells fired, Tg 9/13 cells fired). (C) DGCs from Wt rats discharged

at +100pA 40.9% of the time compared with a 69.2% success rate observed in TgF344-AD rats. (D) Regardless of whether the cell discharged or not, TgF344-AD

DGC membranes have a greater voltage change (mV) compared with Wt during the first at +100pA (Wt, n = 22 cells/8 animals; Tg, n = 13 cells/6 animals; **p <

0.01). (E) Representative traces of the delay to fire the first action potential (Wt = black, Tg = red). (F) TgF344-AD DGCs had a decreased delay to fire during the first

depolarizing current step at +100pA (Wt n = 7 cells/5 animals, Tg n = 9 cells/6 animals; *p < 0.05). Data represent mean ± SEM. Significance is determined using

the unpaired Student’s t-test.

was normalized to the hyperpolarized voltage response, which
resulted in a significant decrease in the sag amplitude in DGCs
from TgF344-AD rats [Figure 4D; t(29.94) = 2.09, p = 0.045].
When taken together, the reduced sag/voltage response may
indicate that Ih current mediated by HCN channels is impaired
in DGCs of TgF344-AD rats.

TgF344-AD DGCs Have Increased Initial
Spike Frequency and Greater
Accommodation
During prolonged depolarization, neurons undergo spike
frequency accommodation, where a reduction in the AP
frequency occurs over time (Madison and Nicoll, 1984) and is

mediated by gradual activation and recruitment of K+ channel
currents. Enhanced excitability of DGCs in TgF344-AD rats
may be a result of increased input resistance and reduced
rheobase, yet there is no increase in the AP number above
100 pA current injection suggesting that accommodation may
clamp AP number at higher currents. At the first depolarizing
step, +100 pA (Figure 5A), differences in instantaneous firing
frequency are not interpretable since overall spike number is
low and several cells fail to spike. To address this, we assessed
accommodation at +200 pA (Figure 5B) when 92% of cells fire
an AP as revealed in Brown et al. (2011). We found that DGCs
in TgF344-AD rats begin with a mean instantaneous firing
frequency of 76.15 ± 6.33Hz and accommodate to 20.52 ±

2.07Hz by 17 spike intervals (Figure 5B, red). In contrast, Wt
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FIGURE 3 | Action potential waveform properties are not different between

TgF344-AD and wild-type (Wt) DGCs. (A) Schematic of measurements

derived from a typical action potential waveform, including, AP amplitude,

half-width, and after hyperpolarization (AHP). (B) Averages of the first action

potential fired at rheobase in each genotype (error bars represent scanning

electron microscope (SEM)). (C) Action potential height (mV), (D) action

potential half-width (ms), and (E) AHP amplitude (mV) in DGCs from 6 month

TgF344-AD and Wt female rats are not different. For all panels, Wt, n = 22

cells/8 animals, Tg, n = 13 cells/6 animals, p > 0.05. Data represent mean ±

SEM. Significance is determined using the unpaired Student’s t-test.

DGCs have a lower initial spike frequency (59.05 ± 9.85Hz)
and accommodate to 31.42± 3.71Hz by steady state (Figure 5B,
black). The initial instantaneous firing frequency is not different
between TgF344-AD DGCs and Wt (Figure 5B; p > 0.05).
The second and third intervals, however, suggest a greater
instantaneous firing frequency for TgF344-AD DGCs compared
with their Wt littermates [t(22.70) = 2.032, p = 0.054; t(22.68)
= 2.275, p = 0.032, respectively]. When the final 5 spike
intervals (15–20) are collapsed (Figure 5B, dashed box), the
TgF344-AD rat DGCs have a significantly reduced instantaneous
frequency [t(9.66) = 11.08, ∗∗∗∗p <0.0001], indicating a greater
accommodation. Together, these data suggest TgF344-AD DGCs
accommodate to a greater degree than Wt, but that the
accommodation mechanism is slower to engage. To further
validate this finding, a larger depolarizing step (+300 pA) was
also used to measure accommodation with similar results as
in Brown et al. (2011) (Figure 5C). The first spike interval is
significantly shorter for TgF344-AD rat DGCs [t(23.54) = 2.906,
p = 0.008) but quickly becomes comparable to Wt at the
second and third interval [t(29.93) = 1.758, p = 0.089; t(26.31)
= 0.677, p = 0.504, respectively] (Figure 5C). When the final
7 spike intervals (19–25) are collapsed (Figure 5C, inset), the
TgF344-AD rat DGCs have a significantly reduced instantaneous
frequency [t(11.98) = 20.13, ∗∗∗∗p < 0.0001], again indicating a

FIGURE 4 | Voltage sag potential is decreased in TgF344-AD DGCs. (A)

Example trace of “sag” current measurements taken at −400pA current

injection. (B) The raw amplitude of the sag current is not different between

TgF344-AD and Wt littermate DGCs (Wt, n = 21 cells/8 animals; Tg, n = 12

cells/6 animals; p > 0.05). (C) The voltage response at −400pA is greater in

TgF344-AD rats (Wt, n = 22 cells/8 animals; Tg, n = 13 cells/6 animals; *p <

0.05). (D) When sag amplitude is normalized to voltage response a significant

deficit in TgF344-AD DGC sag is unmasked (Wt, n = 21 cells/8 animals; Tg, n

= 12 cells/6 animals; *p < 0.05). Data represent mean ± SEM. Significance is

determined using the unpaired Student’s t-test.

heightened accommodation. These findings are consistent with
the interpretation that the lack of change in total AP number
at a given depolarizing current step is a consequence of a
simultaneous increase in instantaneous AP frequency and a
greater frequency accommodation in DGCs of TgF344-AD rats.

DISCUSSION

Hyperexcitability in hippocampal circuits is reported in many
mouse models of AD (Palop et al., 2007; Roberson et al., 2007;
Rocher et al., 2008; Verret et al., 2012; Hazra et al., 2013; Šiškov
et al., 2014; Nenov et al., 2015). However, in transgenic rat
models of AD, there is a lack of information regarding intrinsic
excitability, especially in the DG. In this study, we explored
whether intrinsic excitability is altered in the novel TgF344-AD
rat model, as it might contribute to synaptic changes such as
the increased steady-state depolarization during high-frequency
tetanus and the enhanced LTPmagnitude we previously reported
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FIGURE 5 | Initial spike frequency and spike accommodation are greater in TgF344-AD DGCs. (A) (left) Graph of instantaneous firing frequency (Hz) between action

potentials (spike intervals) at 100 pA to include TgF344-AD (red) and Wt (black) DGCs that successfully fired an action potential at +100pA current injection. (Right)

example traces. (B) (Left) graph of instantaneous firing frequency (Hz) between action potentials (spike intervals) at 200pA showing both increased initial spike

frequency and greater accommodation (inset) (p < 0.0001). (Right) example traces. (Wt, n = 7 cells/5 animals; Tg, n = 5 cells/5 animals) (C) (left) Graph of

instantaneous firing frequency (Hz) between action potentials (spike intervals) at 300pA showing both increased initial spike frequency and greater accommodation

(inset) (p < 0.0001). (Right) example traces. (****p < 0.0001 Wt, n = 7 cells/5 animals; Tg, n = 7 cells/5 animals). Data represent mean ± SEM. Significance is

determined using the unpaired t-test with Welch’s correction.

in TgF344-AD rats (Smith and McMahon, 2018; Goodman et al.,
2021), which more faithfully recapitulates human AD pathology
than other transgenic rodent models (Cohen et al., 2013; Do
Carmo and Cuello, 2013; Rorabaugh et al., 2017).

Passive and active membrane properties of neurons determine
RMP, which can be altered by the presence of soluble Aβ

(Fernandez-Perez et al., 2016). We did not detect a genotype

difference in RMP of DGCs but did find that DGCs in TgF344-
AD rats had both a greater likelihood of resting above −80mV
and an elevated RI (Figures 1C,D). A depolarizing shift in RMP
has been reported in cortical and CA1 pyramidal cells in various
transgenic tau-expressing or AD mouse lines (Minkeviciene
et al., 2009; Verret et al., 2012). K+ leak and G-protein coupled
inwardly rectifying K+ (GIRK) channels play a major role
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in determining RMP (Lüscher and Slesinger, 2010), and their
membrane expression could be directly linked to measures of RI.
Future studies should explore whether changes in these channels
underlie the increased RI or even the increased likelihood of a
depolarized RMP in the DGCs of TgF344-AD rats.

The enhanced input resistance is further evidenced by
the heightened voltage response to both depolarizing and
hyperpolarizing currents (Figures 1C, 2D, respectively).
Furthermore, the current required to produce APs in TgF344-
AD rats is reduced (Figure 1E). Upon closer inspection, the
minimal depolarizing current injection used to elicit APs
(+100 pA) showed both a significant enhancement in the
probability of AP firing, and a decreased delay to fire in DGCs
from TgF344-AD rats DGCs (Figure 3). It remains unclear
whether these changes are due to altered ion channel expression
or function.

K+ channels function to dampen membrane excitability and
impaired K+ channel expression and function is implicated as
a mechanism for hyperexcitability in AD models (Scala et al.,
2015). Specifically, K+ channel dysfunction should reduce the AP
width and AHP magnitude (Tamagnini et al., 2015). However,
we did not detect a decrease in AP width during the falling
phase (Figure 4D), suggesting delayed rectifying K+ channels,
are intact at this age. The AHP shape is mediated by Ca2+-
activated K+ channels such as the large conductance BK-type
channels and the small conductance SK-type channels (Andrade
et al., 2012). Unsurprisingly, we did not observe a difference
in AHP amplitude in TgF344-AD rats (Figure 3E), suggesting
decreased BK and/or SK-type mediated currents likely do not
underlie the changes we see. Alternatively, increased intrinsic
excitability can be linked to enhanced LTP by an A-type K+

channel-mediated increase in back-propagating APs resulting
from enhanced dendritic excitability and Ca2+ influx (Frick et al.,
2004).

Membrane repolarization is mediated in large part by IA,
which dampens excitatory postsynaptic potentials (EPSPs), raises
the threshold for AP initiation, and suppresses back-propagating
APs (Hoffman et al., 1997). Activation of IA clamps the
membrane below threshold thereby determining the delay to the
first AP spike (Storm, 1990). We calculated the time to first spike
in DGCs from TgF344-AD rats and Wt littermates and revealed
a decreased delay to fire an AP in TgF344-AD rats (Figure 2E),
suggesting the effect of IA on dampening excitability may be
compromised. While our somatic recordings did not reveal a
difference in AHP, whether the threshold for local dendritic
IA current is altered or if a downregulation of K+ current
is responsible for the increased excitability is not known. An
elegant study by Kim et al. (2021) in Tg2576 mice shows that
decreased expression of Kv4.1 causes DGC hyperexcitability that
is associated with impaired pattern recognition. It is possible that
loss of Kv4.1 is also occurring in TgF344-AD DG that is leading
to increased excitability.

Voltage-gatedNa+ channels (VGNaCs) are responsible for the
initiation of APs and tightly control AP threshold. Decreased
VGNaCs have been previously observed in AD mouse models
(Verret et al., 2012; Corbett et al., 2013). Specifically, the VGNaC,
NaV1.1, is decreased in glutamatergic and GABAergic neurons

in Tg-AD mouse models leading to increased hyperexcitability,
likely through enhanced E/I ratio (Verret et al., 2012; Corbett
et al., 2013). We found AP threshold is not different between
TgF344-AD and Wt (Figures 1F,G). Furthermore, changes to
VGNaC should produce changes to AP amplitude or half-
width, yet we did not detect a difference in either measure
(Figures 3C,D). Together, these data suggest VGNaC function on
DGCs is intact in TgF344-AD rats at 6–8 months, yet whether
these channels are decreased on interneurons that innervate
DGCs remains to be investigated (Palop et al., 2007; Verret
et al., 2012). Unlike the rapidly activating/inactivating VGNaC,
persistent Na (INaP) currents do not inactivate, lasting for
hundreds of milliseconds with the ability to influence rheobase.
These INaP can augment cell excitability with an additive effect to
other depolarizing currents experienced by the cell, can reduce
rheobase, and have been implicated in epileptic firing. Our data
show a significant decrease in rheobase (Figure 1E), which may
indicate a change in INaP.

Hyperpolarization-activated currents can mediate DGC
excitability and HCN channel function is impaired in Tg-
mouse models of AD (Kaczorowski et al., 2011). While
the raw amplitude of the sag current was not different, we
found enhanced hyperpolarized shift in the voltage response
in TgF344-AD rat DGCs (Figure 4C). Importantly, when
the sag amplitude is normalized to voltage response, a
deficit in sag response is unmasked, suggesting that for the
same amount of membrane hyperpolarization, fewer HCN
channels are activated (Figure 4D). These data support
that decreased HCN channel function could mediate the
DGC hyperexcitability we reported in TgF344-AD rats at
6 months.

Interestingly, while the overall number of APs was not
different between genotypes, both the initial AP frequency
and spike accommodation were elevated in TgF344-AD DGCs,
suggesting the dynamics of AP firing frequency is also altered in
TgF344-AD rats. The AP number was highly variable among cells
in each group, and therefore, cells that did not meet a minimum
spike number (5 spikes at 100 pA, or 17 spikes at 200 pA and
above) were excluded for accommodation analysis. Interestingly,
when these low-fidelity cells were entered into the analysis, the
difference in initial firing frequency was abolished, regardless of
spike number, and therefore we cannot rule out the possibility
that we were recording from two populations of mature dentate
granule cells (Nenov et al., 2015). In fact, variability in the spike
number among cells even within the same group indicates there
may be multiple populations of mature DGCs from which we are
recording (Nenov et al., 2015).While we did not directly measure
DGC bursting activity, enhanced instantaneous frequency within
the bursting range of 3–8 APs in the TgF344-AD rat may enhance
the propagation of signals through the dentate or functionally
rearrange feedforward inhibition (Neubrandt et al., 2018). This
may be especially true of signals, which otherwise would not
evoke a DGC AP due to their increased RI. Changes in initial
firing frequency and spike rate accommodation support a role
for altered Na+ and K+ channel function in DGCs during short
or extended depolarization, and therefore, future studies should
aim to determine their functional role in this AD model.
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CONCLUSION

Excitation inhibition imbalance is an early feature of pathology
in the hippocampus of patients with preclinical AD, and this
imbalance has been recapitulated in several rodent models of
AD-like pathology. We previously reported increased steady-
state depolarization and LTP magnitude in TgF344-AD DG
at 6 months. While the enhanced LTP was dependent on
heightened β-AR function, this enhanced function was not
sufficient to account for the heightened SSD (Smith and
McMahon, 2018; Goodman et al., 2021). In this study,
we used whole-cell current clamp recordings to show that
intrinsic excitability is increased in DGCs from TgF344-
AD rats, and this provides one mechanistic explanation
for heightened excitability in response to high-frequency
synaptic activation, which likely contributes to early increase in
LTP magnitude.
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