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Editorial on the Research Topic

Comparative Neuromechanical Circuits of the Sensorimotor System

The musculoskeletal and nervous systems have evolved together to mediate stable

and coordinated posture and movement. Although considerable information is available

about the structure and function of both systems independently through the research

areas of biomechanics and neurophysiology, progress in understanding the mechanisms

of motor control has been accelerated by the study of these two systems together,

resulting in the emerging area of neuromechanics. This Research Topic includes

papers representing this integrated approach to the study of motor function. These

contributions also feature a comparative approach, seeking insights from the study of

diverse organisms, from coordination in multi-segmented invertebrates to interneuron

connectivity in cats, to multi-sensory convergence in human motor control. A wide

range of contemporary modeling and experimental approaches are featured, including

computer simulations, recording of single motor units and interneurons by micro-

electrode arrays, functional imaging, and the use of robotics to control interactions

between body and environment. We have grouped the articles into three subtopics,

focusing first on the interplay between musculoskeletal mechanics and neural control,

then on stretch reflexes and sensorimotor integration in the spinal cord, and finally on

the way in which limb mechanics are represented in the human brain and on descending

control of spinal pathways.

The first group of articles directly addressed the importance of body and limb

mechanics in understanding mechanisms of motor coordination. The first three articles

discussed computational models that represent integrated neural and musculoskeletal

pathways for repetitive movements. In the first (Ambe et al.), the authors developed a
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neuromechanical model for multi-legged locomotion. The

mechanical model consisted of a number of segments

represented by masses interconnected by damped springs. Each

segment also included an oscillator with phase-resetting sensory

feedback. The authors showed that multiple, naturally observed

gait patterns for coordinating multi-legged locomotion emerged

from this simple decentralized motor control system. In the

second paper (Okamoto et al.), the authors used a simplified

neuromechanical model of human walking to investigate the

phenomenon of statistical persistence of stride intervals. The

model consisted of a simple compass type biomechanical

walking model coupled to a Central Pattern Generator (CPG)

based controller. The control model included a phase oscillator

to generate feedforward motor commands, coupled to phase

resetting sensory feedback. The authors found statistical

persistence in the model with phase resetting feedback, which is

lost in the model without phase resetting feedback. In the third

paper (Prilutsky et al.), the authors integrated experimental

evidence with a model of the feline hindlimb and spinal cord to

understand the paw shake response, a behavioral characterized

by high velocities and accelerations. The model consisted of

central pattern generating circuits, sensory feedback and a

multi-segmented limb with realistic inertial properties of the

limb segments. Combining all three components successfully

reproduced the whip-like dynamics that are experimentally

observed in the paw shake. In the final article in this group

(Ludvig et al.), experiments with human participants were

used to explore tasks that either used or opposed the natural

impedances of the ankle joints. The latter tasks required subjects

to modulate muscular activation patterns more than for the

former task and were perceived to be more difficult by the

subjects. These findings illustrate the importance of leveraging

joint impedances to effectively perform natural movements.

The second group of articles addressed structural and

functional aspects of sensorimotor integration. Classical studies

of feedback from muscles onto motoneurons had shown that

motor units concerned with posture and stabilization tend to

receive higher densities of input from muscle spindles than

those concerned with more dynamic tasks. In an experimental

study using human participants (Nicolozakes et al.), the authors

showed that the rotator cuff muscles, muscles that are primary

stabilizers of the shoulder, exhibit stronger stretch reflexes

than the larger prime movers of the shoulder. These results

are consistent with the role of stretch reflex to regulate

joint stiffness to stabilize the shoulder against disturbances.

Investigating functional connectivity within the spinal cord is

also critical to understanding sensorimotor integration, because

most inputs to spinal motoneurons come from interneurons

that integrate sensory and descending inputs, rather than

directly from the periphery. In the second study in this group

(Zaback et al.), the authors introduced a new method to

map the functional connectivity between cutaneous sources

and motoneurons. Microelectrode arrays were employed to

record single motor units and interneurons in the spinal

cord, and connectivity was inferred from correlations between

these two sources. The method was validated using pathways

that are known to have more or less direct connections

to these interneurons. In the third study (Thompson et

al.), a comparative approach was used to understand the

differences in firing patterns of motor units in response to

tendon vibration in cat and man. New, multi-unit recordings

of single motor units from muscles were used in both

species. The authors found that motor units tend to fire in

integral multiples of the vibration frequency in cat but not

man. These different firing patterns might be explained by

greater temporal dispersion from longer conduction distances

in humans, resulting in a smoothed and more uniform

synaptic input.

The third group of articles focused on brain and nervous

system-wide mechanisms of motor coordination and the

convergence of different sensory sources for motor control,

continuing the themes of stabilization and impedance control.

In a review article (Jayasinghe et al.), the task of stopping

a movement is used to introduce a hybrid model of motor

control. Continuing the theme of stabilization and impedance

control introduced above, the authors argue that there are

two independent aspects of motor control, on the one

hand, the control of movement trajectory and compensation

for inertial coupling between limb segments, and on the

other hand, stopping and stabilization of movement. The

authors further argued that stabilization is most readily

explained by impedance control. Continuing the theme of

stabilization, the authors of the second article in this group

(Suminski et al.) addressed the contributions of visual and

proprioceptive feedback to joint stabilization in response

to torque perturbations. When both sources of feedback

were congruent, they both contributed; however, when visual

information was unreliable, it was apparently ignored. This

finding led the authors to reject a long-standing model of multi-

sensory convergence. These studies were carried out with a

robotic and virtual reality system, as well as fMRI imaging

to assess the involvement of principle brain areas. The results

of brain imaging provided insights into the neural substrate

of the observed interactions between the two sensory sources.

Closing the loop on spinal cord and brain mechanisms of

motor coordination, the final article (Xu et al.) addressed the

influence of brain areas on spinal circuitry by conditioning

a measure of the stretch reflex (H- reflex) with transcranial

magnetic stimulation (TMS). The cortex influences the spinal

cord through both rapid, direct and slower, indirect pathways.

By recognizing this, the authors were able to assess the influence

of cranial stimulation on the direct and indirect pathways by

altering the intervals between cranial and peripheral nerve

stimulation. This approach provides a method and normative

reference values for investigating these two pathways in health

and disease.
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Generation of Direct-, Retrograde-,
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Multi-Legged Locomotion in a
Decentralized Manner via Embodied
Sensorimotor Interaction
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Multi-legged animals show several types of ipsilateral interlimb coordination. Millipedes

use a direct-wave gait, in which the swing leg movements propagate from posterior

to anterior. In contrast, centipedes use a retrograde-wave gait, in which the swing leg

movements propagate from anterior to posterior. Interestingly, when millipedes walk in a

specific way, both direct and retrograde waves of the swing leg movements appear with

the waves’ source, which we call the source-wave gait. However, the gait generation

mechanism is still unclear because of the complex nature of the interaction between

neural control and dynamic body systems. The present study used a simple model

to understand the mechanism better, primarily how local sensory feedback affects

multi-legged locomotion. The model comprises a multi-legged body and its locomotion

control system using biologically inspired oscillators with local sensory feedback, phase

resetting. Each oscillator controls each leg independently. Our simulation produced the

above three types of animal gaits. These gaits are not predesigned but emerge through

the interaction between the neural control and dynamic body systems through sensory

feedback (embodied sensorimotor interaction) in a decentralized manner. The analytical

description of these gaits’ solution and stability clarifies the embodied sensorimotor

interaction’s functional roles in the interlimb coordination.

Keywords: interlimb coordination, multi-legged locomotion, millipede, metachronal waves, local sensory

feedback, embodied sensorimotor interaction

1. INTRODUCTION

Multi-legged animals, even those with a large number of legs, use several types of ipsilateral
interlimb coordination according to the species and situations. Centipedes use a retrograde-wave
gait in which the swing leg movements propagate from the anterior to posterior (Full, 1997;
Kuroda et al., 2014). In contrast, millipedes generally use a direct-wave gait, in which the swing
leg movements propagate from the posterior to anterior (Full, 1997; Kuroda et al., 2014). More
interestingly, it is reported that when millipedes walk with the body axis bent like a U shape, both
direct and retrograde waves of the swing leg movements appear at the source of the waves (Tamura
et al., 2016), which we call the source-wave gait. However, it remains unclear what mechanisms
generate these different types of interlimb coordination in multi-legged locomotion.
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Regarding the locomotion of insects and mammals that use a
direct-wave gait, where the swing leg movements propagate from
the posterior to anterior, physiological studies have suggested
that central pattern generators (CPGs) and sensory feedback
play important roles in the interlimb coordination (Delcomyn,
2004; Büschges et al., 2008; Ijspeert, 2008). The CPGs generate
rhythmic outputs, which are modulated by sensory feedback. The
sensory feedback is critical especially during slowwalking, as seen
in stick insects (Delcomyn, 2004; Büschges et al., 2008).

However, the mechanism of the interlimb coordination
has not been fully understood only from physiological
studies because the locomotion is generated through complex
interactions between motor control and body dynamics through
sensory feedback (embodied sensorimotor interaction). Thus,
many mathematical models and robots have been developed to
clarify the functional roles of these interactions in the interlimb
coordination (Steingrube et al., 2010; Owaki et al., 2012; Aoi
et al., 2013; Schilling et al., 2013; Ambe et al., 2015).

Recently, mathematical models and robots for multi-legged
locomotion have reproduced many aspects of the gaits of multi-
legged animals by focusing on the embodied sensorimotor
interaction. Tamura et al. (2016) showed that sensory feedback
of load information generates a millipede-like gait. Yasui et al.
(2017) and Kano et al. (2017) proposed distributed control
schemes with sensory feedback of load information to reproduce
the multi-legged locomotion observed when a part of the
terrain is removed. They also investigated the transition between
swimming and walking of centipedes based on the interplay of
brain, CPG, and sensory feedback (Yasui et al., 2019). However,
the mechanism for generating various interlimb coordination in
multi-legged locomotion is still not fully understood.

The purpose of this study was to use a simple model to
demonstrate that local sensory feedback generates the various
interlimb coordination observed in multi-legged animals via
embodied sensory-motor interactions. For that purpose, we
constructed a mechanical model that imitates the flexible body
of multi-legged animals and a control model that uses phase
oscillators inspired by CPGs and phase resetting as local
sensory feedback. The simulation results show that although
the oscillators do not interact directly, three types of gaits
(direct-, retrograde-, and source-wave gaits) emerge through
the embodied sensorimotor interaction. Furthermore, we derive
these analytical solutions and stabilities under some assumptions,
which produce the three types of gaits regardless of the number
of legs and clarify how the local sensory feedback generates these
gaits through the embodied sensorimotor interaction.

2. SIMULATION

2.1. Mechanical Model
Skeletal structure and muscle arrangement have large effects
on animal locomotion (Ting and Chiel, 2017), and appropriate
models need to be created depending on the motion of interest.
In particular, in fast locomotion where inertial effects are
larger than viscous ones, body elasticity mainly determines the
motion. For example, a spring-loaded inverted pendulum (SLIP)
model has been widely used to investigate the characteristics
of running in mammals (Full and Koditschek, 1999; Tanase

et al., 2015; Adachi et al., 2020; Kamimura et al., 2021)
and in cockroaches (Seipel et al., 2004; Spence et al., 2010).
Detailed musculoskeletal models have been also used (Proctor
and Holmes, 2018). Conversely, in slow locomotion, viscosity
plays a dominant role. In stick insects, soon after swing muscle
activity stops, swing leg movement ceases (Hooper et al., 2009).
The effects of sensory feedback are dominant for slow-walking
insects (Daun-Gruhn and Büschges, 2011).

In this study, we focus on relatively slow locomotion to
investigate the functional roles of sensory feedback in multi-
legged locomotion. We construct a simple mechanical model
with flexible body and legs. Specifically, the mechanical model is
composed of (N+1) mass points, whose mass is mi and whose
height is xi (i = 1, . . . ,N+1), as shown in Figure 1. The mass
points move only vertically and are connected by springs and
dampers (all the spring constants are κ and the damper constants
are σ ). The neutral length of the spring is 0. Eachmass point has a
massless leg (Leg i), which also moves vertically and whose length
is li. The ground is modeled as a spring and damper (with spring
constant K and damper constant D). The ground is much stiffer
than the body spring (K ≫ κ) and the damper coefficient is set
to provide overdamping. We used mi = m for i = 2, . . . ,N and
m1 = mN+1 = mB for the edges, where m/2 < mB < m. The
gravitational acceleration is g.

For N≥3, the equations of motion are given by

miẍi =














































−κ (x1−x2)−σ (ẋ1−ẋ2)−m1g

−p1
{

K
(

x1−l1
)

+D(ẋ1− l̇1)
} i=1

−κ(2xi−xi+1−xi−1)−σ (2ẋi−ẋi+1−ẋi−1)−mig

−pi
{

K
(

xi−li
)

+D(ẋi− l̇i)
} i=2, . . . ,N

−κ (xN+1−xN)−σ (ẋN+1−ẋN)−mN+1g

−pN+1
{

K
(

xN+1−lN+1
)

+D(ẋN+1− l̇N+1)
} i=N+1

(1)

where pi (i = 1, . . . ,N+1) represents whether Leg i is in contact
with the ground and is defined by,

pi =
{

0 li < xi

1 otherwise.
(2)

2.2. Control Model
To understand the mechanism that generates rhythmic leg
movement, central pattern generators (CPGs) have been well
studied (Ijspeert, 2008; Daun-Gruhn and Büschges, 2011) and
many modeling approaches are available for CPGs, such as
relatively detailed biophysical models based onHodgkin-Huxley-
type neuron models (Rybak et al., 2006; Daun et al., 2009),
connectionist models composed of simplified neuron models
(e.g., leaky-integrator neurons) (Ijspeert, 2001; Pasemann et al.,
2003) and abstract models using van der Pol and Matsuoka
oscillators (van der Pol, 1926; Matsuoka, 1987). In contrast,
some studies proposed reflex chains in place of CPGs to
generate rhythmic leg movement, such as Walknet (Cruse et al.,
1998), and others proposed heteroclinic oscillator models to
represent intermediate behavior between the CPGs and reflex
chains (Shaw et al., 2015).
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FIGURE 1 | Mechanical model composed of (N+1) mass points. The mass points move only vertically and are connected via springs and dampers. Dotted lines

represent the vertical positions of the mass points.

FIGURE 2 | (A) Phase oscillator model. (B) Leg length li depending on

phase φi .

These models are nonlinear, interact with sensory feedback,
and show remarkable adaptation to the environment and
prominent replication of animal movement, such as entrainment
to limit cycle and extending the timing of the state transition.
However, these models are complicated to understand the
functional role of embodied sensorimotor interaction for
interlimb coordination. We use a simple phase oscillator model
developed in our previous studies (Aoi et al., 2017; Ambe et al.,
2018) for better understanding of the functional role through the
analytical description. Specifically, each leg has a phase oscillator
whose phase is φi ∈ [0, 2π) (mod 2π) (i = 1, . . . ,N+1). The leg
length li is determined by φi as follows (Figure 2):

li = l(φi) =























L 0≤φi≤2βπ

L− a
φi−2βπ

(1−β)π 2βπ <φi< (1+β)π

L− a
2π−φi
(1−β)π (1+β)π≤φi<2π

(3)

where L, a (< L), and β ∈ (0.5, 1) are the maximum length, the
amplitude of the swing leg movement, and the duty factor (ratio
between the stance phase and step cycle durations), respectively.
We defined the leg length by a piecewise-linear function and
used mg/κ < a so that the leg is in the air in the swing phase
(φi ∈ (2βπ , 2π)). While the length is L in the stance phase
(φi ∈ [0, 2βπ]), it shortens in the takeoff phase (first half of the
swing phase, φi ∈ (2βπ , (1+β)π)) and lengthens in the landing
phase (second half of the swing phase, φi ∈ [(1+β)π , 2π)). The
oscillator phase follows the following dynamics:

dφi

dt
= ω + yi, (4)

where ω is the basic frequency of locomotion and yi represents
a sensory feedback. We used ω ≪ √

κ/mi to make the model
walk slowly.

Sensory feedback has been physiologically well studied in
insects (Delcomyn, 2004; Büschges et al., 2008). Insects have
mechanoreceptors that can sense various information, such as
contact with the ground, joint angles, and mechanical load at the
nearby leg joint (Tuthill and Wilson, 2016). Especially in stick
insects, sensory feedback plays an important role for inter-joint
coordination. Strain signals from the trochanter play a major role
in shaping thorax-coxa (TC)-joint motoneuronal activity during
walking and contribute to the coordination of the TC-joint
movement with the stepping pattern of the distal leg joints (Akay
et al., 2004). Centipedes also sense load information and stop
their periodic leg movements when the terrain is removed (Yasui
et al., 2017). Locomotion rhythm resetting and phase shifting
in motorneuron activities by sensory feedback and perturbation
(phase resetting) has been observed in insects (Büschges, 1995),
as well as in mammals (Schomburg et al., 1998; Rybak et al.,
2006). Because phase resetting is amenable to mathematical
analysis to determine the essential functional role of sensory
feedback, this study focuses on phase resetting based on load
information. Based on our previous studies (Aoi et al., 2013;
Ambe et al., 2015, 2018), we incorporated the phase resetting
mechanism as

τ
dyi

dt
= −yi + ui (5)
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TABLE 1 | Parameters for simulation.

Parameter Value Parameter Value Parameter Value

mB [kg] 0.90 κ [N/m] 100 ω [rad/s] 0.4 ≪√
κ/m

m [kg] 1.0 σ [Ns/m] 2
√
κ g [m/s2 ] 9.8

L [m] 1.0 K [N/m] 105 τ 0.5

a [m] 0.4 D [Ns/m] 2
√
K β 0.8

ui =
{

0 0≤φi< (1+β)π
(2π−φi) δ(t−tii) (1+β)π≤φi<2π

(6)

where tii is the time when Leg i touches the ground and δ() is
Dirac’s delta function. When Leg i touches the ground in the
landing phase ((1+ β)π ≤ φi < 2π), the phase φi is reset to
zero as shown in Figure 2A. In the present study, we used a first-
order lag system with time constant τ to change the phase value
continuously after the phase resetting for the simulation.

Because the leg movements of our model are determined by
the oscillation phases, the relative phases between the oscillators
ψi ∈ [0, 2π) (mod 2π) (i = 1, . . . ,N) explain the gait, which is
given by

ψi = φi+1 − φi. (7)

We investigated where the relative phases converged through the
mechanical dynamics (1) and phase dynamics (4).

2.3. Results
We conducted forward dynamic simulations of our model in case
of N = 3 to find stable gaits. All simulations used the parameters
in Table 1. To investigate the characteristics of the gaits, we
defined a Poincaré section 61 for the relative phases just before
Leg 1 touches the ground, where we used9

1 ≡ [ψ1
1 ψ

1
2 ψ

1
3 ]

T and
()i represents the value just before Leg i touches the ground.

2.3.1. Periodic Solutions
First, we used six sets of the initial relative phases for 9

1 to
investigate if and how they converged. Figure 3 shows the time
profile of the relative phases on 61 for the six sets of the initial
relative phases. Some of the relative phases converged to identical
values, but others converged to different values. These converged
relative phases correspond to periodic solutions. These results
suggest that there are many periodic solutions.

To illustrate details of the periodic solutions, Figure 4A uses
thick colored lines (red, blue, and green) to show the relative
phases converged frommany initial values (25× 25× 25) for 9

1.
The solutions generally consist of three connected orthogonal
line segments and lay close to two planes parallel to the ψ1

1–ψ
1
2

and ψ1
2–ψ

1
3 planes. Figures 4B,C show the solutions projected

onto each plane. Near the connections between line segments, the
segments are slightly bent. The three line segments correspond
to the source-wave, retrograde-wave, and direct-wave gaits, as
investigated below. The thin black line segments represent the
analytical approximate solutions obtained in section 3.

Figures 5A–C show the slices of basin of attraction under
the conditions ψ1

3 = 2(1 − β)π , π , and 2βπ , respectively. All

FIGURE 3 | Time profile of relative phases for 9
1 simulated from six sets of

initial values: (A) ψ1
1 , (B) ψ

1
2 , and (C) ψ1

3 .

the initial values (99 × 99) converged to one of the three gaits,
and the basin of attraction was separated into three parts, each
corresponding to one gait type.

2.3.2. Characteristics of Three Types of Gaits
The obtained periodic solutions were categorized by three gaits:
direct-, retrograde-, and source-wave gaits. The direct-wave gait
has the following relative phases:

ψ̂1
1 ≈ 2(1−β)π , ψ̂1

2 ≈ 2(1−β)π , 2(1−β)π / ψ̂1
3 / 2βπ

where (̂) indicates the periodic solution. This gait appears as
one line segment, as shown in Figure 4. Figure 6A shows the

footprint diagram for 9̂
1 = [1.13 0.98 1.50]T (point a in

Figure 4). In this gait, the swing leg movement of Legs 1, 2, and
3 propagates from posterior to anterior with the same interval,
as shown by red arrows. However, the relative phase of the swing
leg movement between Legs 3 and 4 can vary within the range
indicated by the violet arrow.

The retrograde-wave gait has the following relative phases:

2(1−β)π / ψ̂1
1 / 2βπ , ψ̂1

2 ≈ 2βπ , ψ̂1
3 ≈ 2βπ .

This also appears as one line segment (to be precise, it is slightly
curved) in Figure 4. Figure 6B shows the footprint diagram for

9̂
1 = [3.97 5.29 5.29]T (point b in Figure 4). In this gait, the

swing leg movement of Legs 2, 3, and 4 propagates from anterior
to posterior with the same interval, as shown by green arrows.
However, the relative phase of the swing leg movement between
Legs 1 and 2 can vary in the range indicated by the violet arrow.

The source-wave gait has the following relative phases:

ψ̂1
1 ≈ 2(1−β)π , 2(1−β)π / ψ̂1

2 / 2βπ , ψ̂1
3 ≈ 2βπ .
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FIGURE 4 | Relative phases for 9
1 of periodic solutions: (A) shown in ψ1

1 -ψ
1
2 -ψ

1
3 space, (B) projected to a plane parallel to the ψ1

1 -ψ
1
2 plane, and (C) projected to a

plane parallel to the ψ1
2 -ψ

1
3 plane. Thick colored lines and thin black lines represent simulated and analytic solutions, respectively. Points a, b, and c are used to show

footprint diagrams in Figure 6.

FIGURE 5 | Slices of basin of attraction for three gaits in simulation under three conditions: (A) ψ1
3 = 2(1−β)π , (B) ψ1

3 = π , and (C) ψ1
3 = 2βπ .

This also appears as one line segment (to be precise, it
comprises two line segments) in Figure 4. Figure 6C shows
the footprint diagram for 9

1 = [1.13 1.10 5.28]T (point
c in Figure 4). In this gait, the swing leg movement of Legs
1 and 2 propagates from posterior to anterior, as shown
by red arrows, while that of Legs 3 and 4 propagates from
anterior to posterior as shown by green arrows. However,

the relative phase of the swing leg movement between
Legs 2 and 3 can vary in the range indicated by the
violet arrow.

These three types of gaits were not predetermined, but
emerged through the mechanical and sensory interaction. These
gaits are represented by line segments for 9

1, which are serially
connected as shown in Figure 4.
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FIGURE 6 | Footprint diagrams of periodic solutions: (A) Direct-wave gait

(point a in Figure 4), (B) retrograde-wave gait (point b in Figure 4), and (C)

source-wave gait (point c in Figure 4). Black bars can change to gray bars as

long as the violet box is in the range indicated by the violet arrow.

3. ANALYSIS

Three types of gaits were obtained via themechanical and sensory
interaction in simulations with a multi-mass spring model.
Although the models described in section 2 used four mass
points, these gaits are expected to appear in models with more
mass points (attached Supplementary Video 1). Figure 7 shows
the three types of gaits for N+1 mass points. For the direct-wave
gait (Figure 7A), the swing leg movements propagate anteriorly,
where there is only one swing leg within one wavelength. While
the phase difference between the neighboring legs for Legs 1 to N
is around 2(1−β)π , that between Legs N and N+1 is not unique
and is variable from 2(1−β)π to 2βπ . For the retrograde-wave
gait (Figure 7B), the swing leg movements propagate posteriorly,
where there is only one swing leg within one wavelength. While
the phase difference between the neighboring legs for Legs 2 to
N + 1 is around 2βπ , that between Legs 1 and 2 is not unique
and is variable from 2(1−β)π to 2βπ . For the source-wave gait
(Figure 7C), while the anterior swing leg movements (Legs 1 to
k− 1, k ∈ [2,N]) propagate anteriorly, those of the posterior
part (Legs k to N + 1) propagate posteriorly. Although the phase
differences of the neighboring legs for the anterior and posterior
parts are around 2(1−β)π and 2βπ , respectively, that between
Legs k−1 and k is not unique and is variable from 2(1−β)π to
2βπ . To clarify the mechanism for generating these three gaits,
we simplified our model by some physical assumptions to derive
analytical solutions.

A concrete way to derive the analytical solutions is as follows.
First, we simplify our mechanical and controller models. In
particular, we assume that the natural frequencies of the mass
points are larger than the gait frequency so that the vertical

position of the mass points xi (i = 1, . . . ,N+ 1) is determined
uniquely by the oscillator phase φi in section 3.1. We also assume
that the time constant of our control model is smaller than
the gait cycle duration found in section 3.2, which allows the
Poincaré map to be obtained by determining the phase resetting
value φii . These assumptions give a touchdown relation between
φii ,φ

i
i−1, and φ

i
i+1. In section 3.3, we determine the order of the

touchdown events in the case of the source-wave gait based
on the simulation results and rewrite the touchdown relation
by φi−1i−1 ,φ

i
i ,φ

i+1
i+1 , and the relative phases between the oscillators,

which gives periodic solutions of the source-wave gait. In section
3.4, we investigate the stability of the periodic solutions. In
section 3.5, we derive the periodic solutions and stability of the
direct-wave gait from the front–rear symmetry. In section 3.6,
we compare the analytical results with the simulation results.
In section 3.7, we describe the geometrical meaning of the
obtained solutions.

3.1. Simplification of Mechanical Model
We used ω ≪ √

κ/mi in (4) to make the model walk slowly
in the simulation. Thus, we ignored the dynamics of the
mass points and focused only on the equilibrium of forces by
replacing the ground reaction forces with unknown variables.
Then, (1) becomes











κ(x2−x1)+R1 = m1g i = 1

κ(xi−1−xi)+κ(xi+1−xi)+Ri = mig i∈ [2,N]

κ(xN−xN+1)+RN+1 = mN+1g i = N+1

, (8)

where Ri is the ground reaction force. The number of unknown
variables is 2(N + 1); x1, . . . , xN+1 and R1, . . . ,RN+1. These
variables depend on the foot contact conditions. In particular,
when Leg i is in the air, xi ≥ l(φi) and Ri = 0. In
contrast, when Leg i is in contact with the ground, xi =
l(φi) and Ri > 0. Therefore, when φi and foot contact
conditions for all legs are given, the number of the unknown
variables is reduced to N + 1 and the unknown variables are
solved by (8).

3.2. Simplification of Control Model
Although we used a first-order lag system in (9) for the
simulation, the time constant τ is small compared with the gait
period. Therefore, we set τ = 0, which reduces (4) to

dφi

dt
= ω + ui. (9)

This gives

dψi

dt
= ui+1 − ui i = 1, . . . ,N. (10)

A Poincaré section 6j (j = 1, . . . ,N+1) was defined for the
relative phases just before the touchdown of Leg j and we used

9
j ≡ [ψ

j
1 ψ

j
2 . . . ψ

j
N]

T. The Poincaré map for 6j was given
by integrating (10) for one period. Under the assumption that
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FIGURE 7 | Three types of gaits for N+1 mass points: (A) Direct-wave, (B) retrograde-wave, and (C) source-wave gaits. In the direct-wave (retrograde-wave) gait,

while the swing leg movements of Legs 1 to N (Legs 2 to N+1) propagate anteriorly (posteriorly) with a constant relative phase, the relative phase between Legs N

and N+1 (Legs 1 and 2) is not unique. In the source-wave gait, while the swing leg movements of the anterior part (Legs 1 to k−1, k ∈ [2,N]) propagate anteriorly,

those of the posterior part (Legs k to N + 1) propagate posteriorly. The relative phase between Legs k−1 and k is not unique. In these three gaits, there is only one

swing leg within one wavelength.

FIGURE 8 | Assumptions for the phases of the neighboring legs at each touchdown event for the source-wave gait.

each leg experiences phase resetting once each period, the map is
given by

ψ
j
i 7→ ψ

j
i + φii − φ

i+1
i+1 i = 1, . . . ,N. (11)

To obtain the Poincaré map, φii (i = 1, . . . ,N + 1) needs
to be determined.

Based on the periodic solutions, we assume that there is only
one swing leg within one wavelength, just before Leg i touches
the ground (i = 1, . . . ,N+1), the neighboring legs (Legs i−1 and
i+1) are in contact with the ground. Therefore, xi−1 = l(φii−1),

xi = l(φii), xi+1 = l(φii+1), Ri−1 > 0, Ri = 0, and Ri+1 > 0 are
satisfied just before the touchdown of Leg i. By substituting these
variables into (8), we obtain

l(φii) =











fB(φi2) i = 1

f (φii−1, φ
i
i+1) i ∈ [2, N]

fB(φiN) i = N + 1

, (12)

where

f (φh, φf) = 1

2

{

l(φh)+ l(φf)
}

− mg

2κ
(13)
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fB(φ) = l(φ)− mBg

κ
.

The substitution of (12) into (3) gives one relation between
φii−1,φ

i
i , and φ

i
i+1 for each i (i = 1, . . . ,N+1). Because we can

write φii−1 and φii+1 as φi−1i−1 ,φ
i
i ,φ

i+1
i+1 , and 9

j, as discussed in the

following section, φii is obtained by 9
j. As a result, we obtain the

Poincaré map from (11).

3.3. Analytical Solution of Source-Wave
Gait
Here, we derive the periodic solution of the source-wave gait
characterized by Leg k ∈ [2, N] that determines the boundary
between the direct- and retrograde-wave regions (Figure 7C).
The solution of the source-wave gait is useful for deriving those of
the direct- and retrograde-wave gaits. In particular, the solution
of the retrograde-wave gait is obtained by k= 2 for the solution
of the source-wave gait (Figure 7B). However, note that k=N+1
does not fully explain the solution of the direct-wave gait, which
is instead derived by the front–rear symmetry and the solution of
the retrograde-wave gait, as explained in section 3.5.

To derive the periodic solution of the source-wave gait, we first
define the Poincaré section as 6k and transform the right-hand
side of (12) to be represented by the relative phases 9

k and the
touchdown phase φii (i = 1, . . . ,N+ 1). For that purpose, we
assume some conditions for the phases of the neighboring legs
at each touchdown event, determine the order of the touchdown
events, and represent the relative phases of the neighboring legs
of the touchdown leg using 9

k and φii by accounting for the
effects of phase resetting. Second, we derive the conditions of
φii for the periodicity. The reduced equation of (12) and the
periodicity conditions yield the periodic solution.

Based on the simulation results obtained in section 2, we
assume the following conditions for the phases of the neighboring
legs at each touchdown event (Figure 8). For the touchdown of
Leg k (boundary between direct- and retrograde-wave regions),
φk
k−1 is in the stance or takeoff phase (0 ≤ φk

k−1 < (1 + β)π),

and φk
k+1 is in the takeoff phase (2βπ ≤ φk

k+1 < (1 + β)π).
For the touchdown of Leg j ∈ [2, k− 1] (direct-wave region),

φ
j
j−1 is in the takeoff phase (2βπ ≤ φ

j
j−1 < (1 + β)π) and

φ
j
j+1 is in the stance phase (0 ≤ φ

j
j+1 < 2βπ) because the

swing movements of Legs 1 to k−1 propagate anteriorly. For the
touchdown of Leg i ∈ [k+1, N] (retrograde-wave region), φii−1 is
in the stance phase (0 ≤ φii−1 < 2βπ) and φii+1 is in the takeoff

phase (2βπ ≤ φii+1 < (1 + β)π) because the swing movements
of Legs k to N+1 propagate posteriorly. For the touchdown of
Legs 1 and N+1 (edges of direct- and retrograde-wave regions),
φ12 and φ

N+1
N are in the stance phases (0 ≤ φ12 , φ

N+1
N < 2βπ).

These assumptions determine the order of touchdown events.
In the retrograde-wave region, suppose that n(> k) is the
minimum value that satisfies φkn ∈ (φn−1n ,φnn], which means that
Legs (n−1), k, and n touch the ground sequentially (Figure 9A).
Legs k to n correspond to almost one wavelength of the gait.
Because the swing movement propagates posteriorly from Legs
k to N+1, Leg n is in the swing phase when Leg k touches down.
Thus, the order of touchdown events for Legs k to n is determined

as being in the order k, n, k+1, k+2, k+3, . . . , n−1, as shown
in Figure 9A. The order of touchdown events in the direct-wave
region is determined similarly.

When the order of touchdown events is determined, the
relative phases ψ i

i−1 and ψ i
i just before touchdown of Leg i can

be represented using 9
k and φi−1i−1 , and φ

i+1
i+1 by accounting for

the effects of phase resetting. Specifically, because phase resetting
at each touchdown changes only the oscillator phase of the
touchdown leg and the relative phases of the neighboring legs,
ψ i
i−1 and ψ i

i just before touchdown of Leg i can be represented

using 9
k, φi−1i−1 , and φ

i+1
i+1 , depending on the experiences of the

leg touchdowns. In the case of the retrograde-wave region, the
evolution of the relative phases for Legs k to n at each touchdown
event can be written as Figure 9B. For i = k and n, ψ i

i−1 and ψ
i
i

are given by ψ i
i−1 = ψk

i−1 and ψ
i
i = ψk

i , respectively (highlighted
in orange at the touchdowns of Legs k and n in Figure 9B),
because both neighboring legs do not experience phase resetting
in the period between the touchdown events of Legs k and n.
As a result, φii−1 = φii − ψk

i−1 and φii+1 = φii +ψk
i − 2π (φii+1 is

subtracted by 2π to satisfy 0 ≤ φii+1 < 2π) are satisfied because

ψ i
i−1 = φii − φii−1 and ψ i

i = φii+1 − φii . For i ∈ [k+ 1, n− 2],

ψ i
i−1 and ψ

i
i are given by ψ i

i−1 = ψk
i−1−(2π−φi−1i−1) and ψ

i
i = ψk

i ,
respectively (highlighted in orange at the touchdown of Leg k+1
for i = k+1 in Figure 9B), because only the posterior Leg i−1
experiences phase resetting in the period between the touchdown
events of Legs k and i. As a result, φii−1=φii−ψk

i−1+2π−φi−1i−1 and

φii+1 = φii+ψk
i −2π are satisfied. For i = n−1, ψ i

i−1 and ψ
i
i are

given by ψ i
i−1 = ψk

i−1− (2π−φi−1i−1) and ψ
i
i = ψk

i + (2π−φi+1i+1),
respectively (highlighted in orange at the touchdown of Leg n−1
in Figure 9B), because both neighboring legs experience phase
resetting in the interval between the touchdown events of Legs
k and n−1. As a result, φii−1 = φii−ψk

i−1+2π−φi−1i−1 and φii+1 =
φii +ψk

i −φ
i+1
i+1 are satisfied. This means that φii−1 and φii+1 can

be represented by 9
k, φi−1i−1 , φ

i
i , and φ

i+1
i+1 . These analyses are also

applicable to the direct-wave region.
By using these results, the right-hand side of (12) can be

rewritten using ψk
i (i=1, . . . ,N) and φii (i=1, . . . ,N+1) as

l(φii) =



























































fB(φ11+ψk
1−2π) i ∈ Sk1

fB(φ11+ψk
1−φ22) i ∈ Sk2

f (φii−ψk
i−1, φ

i
i+ψk

i −2π) i ∈ Sk3
f (φii−ψk

i−1+2π−φi−1
i−1 , φ

i
i+ψk

i −φ
i+1
i+1) i ∈ Sk4

f (φii−ψk
i−1, φ

i
i+ψk

i −φ
i+1
i+1) i ∈ Sk5

f (φii−ψk
i−1+2π−φi−1

i−1 , φ
i
i+ψk

i −2π) i ∈ Sk6
fB(φ

N+1
N+1−ψk

N) i ∈ Sk7
fB(φ

N+1
N+1−ψk

N+2π−φNN ) i ∈ Sk8
(14)

where Sk1−8 are classified based on whether the neighboring legs
(Legs i−1 and i+1) of Leg i experience phase resetting in the
interval between the touchdown events of Legs k and i, as shown
in Table 2. Specifically, Sk1,2,7,8 are for i = 1 and N+1, which are
given by

Sk1 = {i | i = 1} ∩ {i | φki ∈ (φi+1i ,φii]}
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FIGURE 9 | Evolution of oscillator phases within one wavelength: (A) Order of touchdown events of Legs k to n in the retrograde-wave region. Legs k, n, k+1, k+2,

k+3, . . . , n−1 touch down sequentially. (B) Evolution of oscillator phases and relative phases at touchdown events of Legs k to n. Phase resetting at each touchdown

changes only the oscillator phase of the touchdown leg and the relative phases of the neighboring legs. ψ i
i−1 and ψ i

i just before the touchdown of Leg i

(i = k, n, k+1, k+2, . . . , n−2, n−1) are represented by 9
k , φ i−1i−1 , and φ

i+1
i+1 , as highlighted in orange.
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TABLE 2 | Classification of sets Sk1−8.

Experience of phase resetting

Set Leg i−1 (fore side) Leg i+1 (hind side)

Sk1 – No

Sk2 – Yes

Sk3 No No

Sk4 Yes Yes

Sk5 No Yes

Sk6 Yes No

Sk7 No –

Sk8 Yes –

Sk2 = {i | i = 1} ∩ {i | i /∈ Sk1}
Sk7 = {i | i = N+1} ∩ {i | φki ∈ (φi−1i ,φii]}
Sk8 = {i | i = N+1} ∩ {i | i /∈ Sk7},

Sk3,4,5,6 are for i = 2 to N, which are given by

Sk3 = {i | i = k} ∪ {i ∈ [2, k−1] | φki ∈ (φi+1i ,φii]}
∪{i ∈ [k+1,N] | φki ∈ (φi−1i ,φii]}

Sk4 = {i ∈ [2, k−1] | φki−1 ∈ (φii−1,φ
i−1
i−1]}

∪{i ∈ [k+1,N] | φki+1 ∈ (φii+1,φ
i+1
i+1]}

Sk5 = {i ∈ [2, k− 1] | i /∈ Sk3 and i /∈ Sk4}
Sk6 = {i ∈ [k+ 1,N] | i /∈ Sk3 and i /∈ Sk4}.

From (11), periodic solutions must satisfy

φ̂11 = φ̂22 = · · · = φ̂N+1
N+1 ≡ φ̂td. (15)

This means that the touchdown phase of all oscillators equals φ̂td.
From (14) and (15), we obtain the periodic solution by φ̂td and
ψ̂k
i (i = 1, . . . ,N) as follows:

φ̂td = 2π −mBb (16)

ψ̂k
i =



































ψ̂k
k−1 i = k− 1

2(1−β)π−(2mB−m)b
2(1−β)π−(3mB−m)b

i ∈ Tk
1

i∈ [1, k−2] and i /∈Tk
1

ψ̂k
k

2βπ + (2mB −m)b
2βπ + (3mB −m)b

i = k

i+ 1 ∈ Tk
2

otherwise,

(17)

where b = ((1− β)gπ)/(κa). The first row, the following two
rows, and the remaining rows of the right-hand side of (17)
represent the relative phases on the boundary, in the direct-wave
region, and in the retrograde-wave region, respectively. The sets
Tk
1,2 are given by

Tk
1 = {i ∈ [1, k−2]|2βπ + (2mB −m)b < φ̂ki ≤ φ̂td}

Tk
2 = {i ∈ [k+2,N+1]|2βπ+(2mB−m)b<φ̂ki ≤ φ̂td}. (18)

FIGURE 10 | Relation between ψ̂k
k−1 and ψ̂k

k .

Tk
1 is the set of legs (Leg i) in the direct-wave region whose

neighboring legs (Legs i−1 and i+1) do not experience phase
resetting between the touchdowns of Legs k and i (i.e., Sk3 in the

direct-wave region). Tk
2 is the set of legs (Leg i) in the retrograde-

wave region whose neighboring legs (Legs i−1 and i+1) do not
experience phase resetting between the touchdowns of Legs k and
i (i.e., Sk3 in the retrograde-wave region). ψ̂k

k−1 is not determined
uniquely but satisfies

2(1− β)π − (3mB −m)b < ψ̂k
k−1 ≤ 2βπ . (19)

This non-uniqueness is because the length of Leg i is constant
in the stance phase (i.e., l(φi) = L, which does not determine φi
uniquely). ψ̂k

k
is represented using ψ̂k

k−1 as

ψ̂k
k =

{

ψ̂k
k−1+(4β−2)π+(4mB−m)b ψA < ψ̂k

k−1<ψB

2βπ+(3mB−m)b ψB≤ ψ̂k
k−1≤2βπ

(20)

where ψA = 2(1 − β)π − (3mB − m)b and ψB = 2(1 − β)π −
mBb. Therefore, the relationship of ψ̂k

k−1 and ψ̂
k
k
is explained by

two connected segments, as shown in Figure 10. We call these
segments solution sets A and B. Note that solution set A is smaller
than solution set B, as shown in Figure 4, because κ ≫ 1.

3.4. Stability of Source-Wave Gait
To discuss stability, we added perturbation 1ψk

i (i = 1, . . . ,N)

to the obtained periodic solutions on6k and evaluated the linear
stability by analytically calculating the linearmap of perturbation:

19
k 7→ Pk19

k, (21)

where 19
k = [1ψk

1 1ψ
k
2 . . . 1ψ

k
N]

T , and Pk ∈ R
N×N is

the Jacobian matrix of the Poincaré map. We assumed that the
perturbation is too small to change the order of touchdown
events and the sets Si.

When we write the perturbed touchdown phase of Leg i as
φ̂td +1φii and substitute ψk

i = ψ̂k
i +1ψk

i and φii = φ̂td +1φii
into (14), 1φii (i= 1, . . . , N+1) can be represented with 1ψk

i .

Thematrix Pk is derived by substituting φ
i
i = φ̂td+1φii into (11).

The eigenvalues λSk of Pk for the source-wave gait are derived
depending on solution sets A and B by

λSk =
{

{1, 1/2, 2/3, . . . , 2/3} ψA < ψ̂k
k−1 < ψB

{1, 2/3, 2/3, . . . , 2/3} ψB ≤ ψ̂k
k−1 ≤ 2βπ

(22)
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There is only one eigenvalue of 1 for both solution sets due to the
non-uniqueness. However, the other eigenvalues are <1, which
means that any initial points near the solution set will converge
to the solution set.

3.5. Analytical Solution and Stability of
Direct-Wave Gait
The solution of the direct-wave gait cannot be derived by
substituting k = N + 1 for those of the source-wave gaits.
This is because part of the assumption regarding the phases of
neighboring legs (specifically, that φk

k−1 is in the takeoff phase, as
in the middle figure of Figure 8) is not correct when k=N+1 for
the direct-wave gait. Thus, we derive the solution of the direct-
wave gait from the front–rear symmetry and the solution of the
retrograde-wave gait.

We denote the flow of the oscillator phase i (i = 1, . . . ,N+
1) with the initial value (φ̃k1 , φ̃

k
2 , . . . , φ̃

k
N+1) just before the

touchdown of Leg k by8i(t; φ̃k1 , φ̃k2 , . . . , φ̃kN+1). From the front–
rear symmetry of our model, the following equation is satisfied

for the initial phases such that φ̃ki = φ̃N+2−ki for i = 1, . . . ,N+1:

8i(t; φ̃k1 , φ̃k2 , . . . , φ̃kN+1)
= 8N+2−i(t; φ̃N+2−kN+1 , φ̃N+2−kN , . . . , φ̃N+2−k1 ) (23)

The periodic solution of the direct-wave gait ψ̂N
i (i =

1, . . . , N) on 6N , where φ̂td is the same as (16), is derived from
solution set B of the retrograde-wave gait (k = 2 for the source-
wave gait) using the symmetry condition (symmetrical solution
for solution set A of the retrograde-wave gait equals solution
set A of the source-wave gait with k = N). Specifically, the
substitution of k = N into (23) yields 8i(t; φ̃NN+1, . . . , φ̃N1 ) =
8N+2−i(t; φ̃21 , . . . , φ̃2N+1). When the periodic solution φ̂Nj (j =
1, . . . , N+ 1) is used for the initial value φ̃Nj , we obtain φ̂Ni =
φ̂2N+2−i (i = 1, . . . , N). This yields ψ̂N

i = 2π − ψ̂2
N+1−i because

ψ̂N
i = φ̂Ni+1− φ̂Ni . By substituting solution set B of the retrograde-

wave gait ψ̂2
N+1−i (k = 2 in (17)), we obtain the solution of the

direct-wave gait as

ψ̂N
i =











ψ̂N
N i = N

2(1−β)π−(2mB−m)b i ∈ TN
1

2(1−β)π−(3mB−m)b otherwise.

(24)

where ψ̂N
N is an arbitrary constant fulfilling

2(1− β)π ≤ ψ̂N
N ≤ 2βπ +mBb. (25)

The linear stability of the solution can also be calculated using
the symmetry condition (23). The symmetry condition gives the
relation 1ψN

i = −1ψ2
N+1−i, which is represented as 19

N =
−Q19

2, where the matrix Q is an anti-diagonal matrix with all
the anti-diagonal elements of 1. By using Q, the Jacobian matrix
of the Poincaré map of the direct-wave gait PD is calculated as
PD = QP2Q

−1. Thus, the eigenvalues λD of PD are obtained by
those of P2 as

λD = {1, 2/3, 2/3, . . . , 2/3}. (26)

There is only one eigenvalue of 1 due to the non-uniqueness.
However, the other eigenvalues are <1, which means that
any initial points near the solution set will converge to the
solution set.

All the solution sets we derived were connected serially as a
chain. Specifically, the boundary on solution set A of the source-
wave gait with k = i (left side of Figure 10) and the boundary
on solution set B of the source-wave gait with k = i+ 1 (right
side of Figure 10) are connected, as shown in Figure 11A. In
addition, the boundary on solution set A of the source-wave gait
with k= i+1 and the boundary on solution set B of the source-
wave gait with k= i+2 are connected, as shown in Figure 11A.
Furthermore, the boundary on solution set A of the source-wave
gait with k = N and the boundary of the direct-wave gait are
connected, as shown in Figure 11B. The boundary on solution set
B of the source-wave gait with k=3 and the boundary on solution
set A of the source-wave gait with k=2 (retrograde-wave gait) are
connected, as shown in Figure 11C. Thus, the obtained solution
sets consist of many connected segments constrained in different
planes, and the boundaries of the whole solution set correspond
to the direct- and retrograde-wave gaits. Note that discontinuous
jumps may exist on the analytical solution sets, as highlighted in
Figure 11A. The jumps occur when the elements of the sets T1

and T2 change, that is, when the order of touchdown events of the
neighboring legs changes. For example, when Leg s becomes an
element of Tk

1 , that is, when the order of touchdown events of the
neighboring legs changes from Legs s+1, s, and s−1 to Legs s, s−1,
and s+1, the relative phase ψ̂k

s jumps from 2(1−β)π−(3mB−m)b
to 2(1−β)π−(2mB−m)b, as shown in (17).

3.6. Comparison With Simulation Results
To validate the analytical results, we compared the obtained
solutions for N = 3 with the simulation results on 61 in
Figure 4, where the analytical solutions were derived using the
same parameters of the simulation. In both the simulation and
analytical results, source- and retrograde-wave gaits show two
segments as solution sets A and B (although some discontinuous
jumps appear). The segments of three gaits are serially connected,
and their edges correspond to the direct- and retrograde-wave
gaits. These characteristics were identical between the analytical
and simulation results. Furthermore, the maximum distance
between the solution sets of the simulation and analytical results
was only 0.11 (1.8% of 2π). The errors mainly came from
discontinuous jumps in the analytical solution, which are not
shown in the simulation, because the first-order lag system in (5)
smoothed the jumps.

3.7. Geometrical Features of Solutions
From the analytical solution (17), we found that the swing
movements of the source-wave gait are isotropic waves and
propagate forward from Leg k − 1 (direct-wave region) and
backward from Leg k (retrograde-wave region) with constant
speeds. This gait is similar to that observed in millipedes (Tamura
et al., 2016). When the interval between the legs is η, the
wavelength ξ and velocity v of the swing movement are
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FIGURE 11 | Connection of the solution sets: (A) Source-wave gaits (k= i, i+1, i+2) projected onto the ψ̂ i
i−1-ψ̂

i
i -ψ̂

i
i+1 space; (B) direct- and source-wave gaits

(k=N−1,N) projected onto the ψ̂N−1
N−2 -ψ̂

N−1
N−1 -ψ̂

N−1
N space; and (C) retrograde- (k=2) and source-wave gaits (k=3, 4) projected onto the ψ̂2

1 -ψ̂
2
2 -ψ̂

2
3 space.

derived by

ξ =
1

1−β − mBg
2κa

1− (3mB−m)g
2κa

η, (27)

v = ξω

2π
. (28)

As the duty factor β increases, ξ and v increase.
When k = 2 and ψ̂1 ≈ 2βπ , the swing movements

of the solution propagate from anterior to posterior with the
wavelength from (27) and velocity from (28). This is similar to
the retrograde-wave gait of centipedes (Full, 1997; Kuroda et al.,
2014). In contrast, when ψ̂N ≈ 2(1−β)π in (24), the solution,
whose front and rear parts are reversed from the solution of
the retrograde-wave gait, is similar to the direct-wave gait of
millipedes (Full, 1997; Kuroda et al., 2014). Our model has
solutions corresponding to direct-, retrograde-, and source-wave
gaits for N ≥ 3.

4. DISCUSSION

4.1. Body Elasticity and Local Sensory
Feedback Generate Interlimb Coordination
We assume that animal gaits can be represented as attractors
of dynamic systems, as in Schöner et al. (1990), and that the
essential structure of the dynamic system can be extracted by
using a simple model (Full and Koditschek, 1999). Accumulating
an understanding of such simple models allows us to understand
actual complex phenomena. In the present study, we focused
on the embodied sensorimotor interaction to generate multi-
legged locomotion in a decentralized manner. We showed
that the local sensory feedback and phase resetting generates
the direct-, retrograde-, and source-wave gaits observed in
multi-legged animals using a simple model to extract the

essential features. We found that body elasticity is a key to
generating the interlimb coordination. Specifically, the body
natural frequency must be larger than the gait frequency
(
√
κ/mi≫ω). The analytical representation showed the existence

of these gaits for N ≥ 3, and revealed the parameter
domain as follows: the boundary condition of the mass,
m/2 < mB < m, and the amplitude of the swing leg
movement, mg/κ < a < L. These findings improve our
understanding of the mechanism of interlimb coordination in
multi-legged locomotion.

So far, many studies have investigated the effects of sensory
feedback on interlimb coordination. Owaki et al. (2012),
Fukuoka et al. (2015), and Owaki and Ishiguro (2017)
showed that quadruped robots, whose legs are controlled
by distributed oscillators with load sensory feedback,
generate walking, trotting, and galloping gaits depending
on the speed. Tamura et al. (2016), Kano et al. (2017), and
Yasui et al. (2017) also showed that load sensory feedback
generates a millipede-like direct-wave gait. Our previous
studies showed that phase resetting induces gait transitions in
quadruped locomotion (Aoi et al., 2011, 2013) and hexapod
locomotion (Fujiki et al., 2013; Ambe et al., 2015, 2018). In
the present study, we also demonstrated that phase resetting
generates retrograde-, source-, and direct-wave gaits in multi-
legged locomotion. These findings are due to the embodied
sensorimotor interaction, which is critical for the interlimb
coordination regardless of the number of legs. Our analytical
description using a simple model is helpful for clarifying the
functional roles of the embodied sensorimotor interaction in
interlimb coordination.

4.2. Relation With Intersegmental
Coordination in Other Organisms
Other organisms also show intersegmental coordination in their
locomotion, which appears as waves. For example, insect larvae
and worms exhibit direct waves while crawling (Trimmer and
Issberner, 2007; Paoletti and Mahadevan, 2014). Lampreys,
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leeches, and roundworms (C. Elegans) show body undulations
that propagate backward during swimming. Motile cilia show
metachronal waves. We discuss the relationship between our
results and such intersegmental coordination by focusing on local
sensory feedback.

Paoletti and Mahadevan (2014) developed an earthworm
crawling model using mass points connected by spring
dampers in an asymmetric friction environment. The model
is controlled by neuro-muscular dynamics with the local
sensory feedback, which contracts the segment muscles
based on a stretch threshold and generates metachronal
waves. Umedachi et al. (2016) proposed a similar model
to reproduce the direct wave crawling motion of larvae in
a decentralized manner. Each segment repeats stretching
and contraction with distributed CPGs with local sensory
feedback of the friction and velocity information for the
segment. These results are similar to ours in the sense
that metachronal waves are generated by local sensory
feedback. However, their coordination is generated by
asymmetric environmental friction, whereas ours is by different
foot-contact timings.

The undulation patterns of lampreys and leeches as
they swim are mainly generated by internal coupling of
CPGs (Cohen et al., 1992; Grillner et al., 1995; KristanJr.
et al., 2005). However, intersegmental coordination in
leeches is not disrupted much even if the ganglion is
cut (Yu et al., 1999), which suggests the importance of
sensory feedback for segmental coordination. In addition,
there is no clear evidence for the presence of CPGs in
C. Elegans, and it has been suggested that proprioceptive
receptors play a significant role in coordination (Wen
et al., 2012). Boyle et al. (2012) modeled C. Elegans as a
series of simple segments connected by elastic elements.
They reproduced body undulations by neuro-muscular
dynamics without CPGs. The dynamics of each segment is
affected by the sensory feedback, which integrates several
posterior segment stretches. When the feedback has only local
interaction, such as stretch of the segment, no coordinated
wave appears in a less viscous environment, such as water,
and it appears only in a highly viscous fluid environment.
That is, the fluid viscosity is responsible for generating the
coordinated wave.

Motile cilia of organisms generate metachronal waves in
a decentralized manner due to local interaction between
the environmental fluid and the cilia (Elgeti and Gompper,
2013). Each cilium is controlled by simple switching inputs
of power stroke and return stroke. These inputs switch when
the cilium achieves a certain curvature; that is, it receives
local sensory feedback about the curvature. Although each
cilium moves independently, the metachronal wave for cilia
motion appears through local interaction by the flow of the
neighboring fluid.

An analytical description would help to understand
these intersegmental coordination mechanisms. Thus, in
the future, we would like to develop simple physical models for
intersegmental coordination.

4.3. Physical Explanation of Countless
Solutions
Our model has countless solutions as obtained by the serially
connected set of the retrograde-, source-, and direct-wave gaits
(Figure 11). This non-uniqueness is because our model has a
conservative quantity as explained below.

We define Ej on the Poincaré section6j (j ∈ [1, N+1]) by

Ej =
N

∑

i=1

ψ
j
i . (29)

From (11), the Poincaré map of Ej is represented as

Ej 7→ Ej + φ11 − φN+1N+1 . (30)

The relation φ11 = φN+1N+1 = φ̂td holds if the neighboring legs
(Legs 2 and N) are in the stance phases (φ12 ∈ [0, 2βπ] and
φN+1N ∈ [0, 2βπ]) when each leg (Legs 1 and N+1) touches the
ground (this relation is also satisfied for the solution sets). In this
case, (30) becomes Ej 7→ Ej, where Ej is a conservative quantity,
which produces countless solutions.

To explain the physical meaning of this conservative quantity,
we represent φ11 and φ

N+1
N+1 using (3) and (12) when φ

1
2 ∈ [0, 2βπ]

and φN+1N ∈ [0, 2βπ].

φ11 = 2π − (1− β)m1gπ

κa
, (31)

φN+1N+1 = 2π − (1− β)mN+1gπ

κa
. (32)

These equations show that φ11 = φN+1N+1 is satisfied only when
m1 = mN+1. Thus, this conservative quantity is derived from the
symmetry between the front and tail masses (m1 = mN+1 = mB).
Strictly speaking, the symmetry of other parameters, such as κ
and a, is also required for the conservative quantity.

Although our model generates multiple gaits because of the
symmetry, animals prefer specific gaits. For example, centipedes
prefer the retrograde-wave gait (Full, 1997; Kuroda et al., 2014).
In contrast, millipedes prefer the direct-wave gait to move
forward (Full, 1997; Kuroda et al., 2014) and use the source-
wave gait when the body axis is bent like a U shape (Tamura
et al., 2016). Our model does not explain these preferences.
However, when the symmetry is broken, our model has no
conservative quantity and generates a specific gait depending
on the parameters. We would like to investigate the gait
preference by incorporating asymmetries into our model in
future studies.

4.4. Limitation of This Study
This study demonstrated that phase resetting generates direct-,
retrograde-, and source-wave gaits in an elastic body whose
natural frequency is larger than the gait frequency. However,
our model did not replicate the details of animal gaits. For
example, our model did not explain the gait preference of
animals, as described above. While centipedes and millipedes
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use different contralateral interlimb coordination (i.e., left–right
antiphase and in-phase movements, respectively), our model did
not consider this behavior. Furthermore, although the swinging
of multiple legs propagates simultaneously in millipedes and
centipedes (Kuroda et al., 2014), only one leg swing is propagated
in our model. These limitations and discrepancies come from
the simple way in which our model extracts the essence of
multi-leg motion, which was the focus in the present study.
However, our results give clues to overcome these limitations and
discrepancies. For example, the gait preference may be explained
by introducing an asymmetry into our model, such as different
masses between the head and tail, to eliminate the conservative
quantity in our model. Better understanding of a simple model
will provide insights for the design of a more complicated
model. The extension of our model is one of our essential
future tasks.

4.5. Application to Legged Robots
Multi-legged robots have been developed to extract the essence
of dexterous traveling ability. On one hand, the flexible body
axis contributes to rapid movement or ability to traverse rough
terrain. In previous work (Aoi et al., 2016), we showed that high
body-axis flexibility induces body undulations through Hopf
bifurcation, which contributes to rapid turning. Hoffman and
Wood (2011) showed that a passive undulatory gait increases the
locomotion speed. Koh et al. (2010) and Kinugasa et al. (2017)
demonstrated that multi-legged robots with a flexible body axis
show high mobility in uneven terrain.

On the other hand, contacting the ground with many legs is
useful for avoiding stumbling in various environments. Inagaki
et al. (2010) proposed a distributed control method in which
the legs follow the contact points of anterior legs, which allowed
a robot to walk in various environments as long as the front
legs choose solid footholds. Hayakawa et al. (2020) proposed a
gait generation strategy to ensure static stability for single-legged
modular robots to create a cluster with various leg configurations.
Kano et al. (2017) showed the adaptability when part of the
terrain is removed.

For static gaits, sensory feedback is useful for generating
interlimb coordination, as in the present study, and to gain
better adaptability to the environment (Kano et al., 2017; Yasui
et al., 2017). To design a method for controlling multi-legged
robots with sensory feedback, it is important to understand how
and when the sensory feedback affects walking motion. The
present study focused on phase resetting at foot contact as the
sensory feedback and clarified the effects by using the analytical
description of a simple model. We showed that phase resetting
contributes to generating the coordinated gaits in a decentralized
manner via embodied sensorimotor interaction when the model
has an elastic body axis whose natural frequency is larger than the
gait frequency. We also analytically derived the range of physical
parameters where our analysis is valid. This helps when designing
a controller to generate various gaits for multi-legged robots. In
particular, when we design the leg movement using oscillator
phases, as in Aoi et al. (2017) and Ambe et al. (2018), phase
resetting will generate coordinated gaits regardless of the number

of legs. We would like to investigate it through robot experiments
in future studies.

5. CONCLUSION

This study used a simple model to analytically reveal that local
sensory feedback, phase resetting, generates the direct-,
retrograde-, and source-wave gaits observed in multi-
legged animals in a decentralized manner via the embodied
sensorimotor interaction. The model comprises massless legs
andmass points connected by vertical springs to imitate a flexible
body. The phase oscillators control the vertical movements of
the legs independently, and the phases are only affected by phase
resetting upon foot contact. The dynamic simulations show that
countless periodic solutions of the three gaits emerge depending
on the initial phase. Furthermore, these analytical solutions were
derived under some assumptions deduced from the simulation
results. They showed that all three gaits exist regardless the
number of legs and revealed the parameter domain. The
reason for the coexistence of the three gaits is explained by a
conservative quantity due to the front–rear symmetry of our
model. Because our model is limited to specific situations, such
as the front–rear symmetry, permitting only vertical movements
while ignoring the contralateral interlimb coordination, and
propagation of only one swing leg within one wavelength, we
need to incorporate more realistic situations into our model in
the future.
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Sensorimotor control is modulated through complex interactions between descending
corticomotor pathways and ascending sensory inputs. Pairing sub-threshold transcranial
magnetic stimulation (TMS) with peripheral nerve stimulation (PNS) modulates the
Hoffmann’s reflex (H-reflex), providing a neurophysiologic probe into the influence of
descending cortical drive on spinal segmental circuits. However, individual variability
in the timing and magnitude of H-reflex modulation is poorly understood. Here, we
varied the inter-stimulus interval (ISI) between TMS and PNS to systematically manipulate
the relative timing of convergence of descending TMS-induced volleys with respect to
ascending PNS-induced afferent volleys in the spinal cord to: (1) characterize effective
connectivity between the primary motor cortex (M1) and spinal circuits, mediated by
both direct, fastest-conducting, and indirect, slower-conducting descending pathways;
and (2) compare the effect of individual-specific vs. standard ISIs. Unconditioned and
TMS-conditioned H-reflexes (24 different ISIs ranging from −6 to 12 ms) were recorded
from the soleus muscle in 10 able-bodied individuals. The magnitude of H-reflex
modulation at individualized ISIs (earliest facilitation delay or EFD and individual-specific
peak facilitation) was compared with standard ISIs. Our results revealed a significant
effect of ISI on H-reflex modulation. ISIs eliciting earliest-onset facilitation (EFD 0 ms)
ranged from −3 to −5 ms across individuals. No difference in the magnitude of facilitation
was observed at EFD 0 ms vs. a standardized short-interval ISI of −1.5 ms. Peak
facilitation occurred at longer ISIs, ranging from +3 to +11 ms. The magnitude of
H-reflex facilitation derived using an individual-specific peak facilitation was significantly
larger than facilitation observed at a standardized longer-interval ISI of +10 ms. Our
results suggest that unique insights can be provided with individual-specific measures of

Abbreviations: TMS, Transcranial magnetic stimulation; PNS, Peripheral nerve stimulation; ISIs, Inter-stimulus intervals;
EFD, Early facilitation delay; EPSPs, Excitatory postsynaptic potentials; MVC, Maximal voluntary contraction; AMT,
Active motor threshold; ANOVA, Analysis of variance.
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top-down effective connectivity mediated by direct and/or fastest-conducting pathways
(indicated by the magnitude of facilitation observed at EFD 0 ms) and other
descending pathways that encompass relatively slower and/or indirect connections
from M1 to spinal circuits (indicated by peak facilitation and facilitation at longer ISIs).
By comprehensively characterizing the temporal profile and inter-individual variability
of descending modulation of spinal reflexes, our findings provide methodological
guidelines and normative reference values to inform future studies on neurophysiological
correlates of the complex array of descending neural connections between M1 and
spinal circuits.

Keywords: transcranial magnetic stimulation (TMS), spinal reflex excitability, lower extremity muscles, inter-
stimulus interval (ISI), corticospinal pathways

INTRODUCTION

Motor evoked potentials (MEPs) generated in response to
transcranial magnetic stimulation (TMS; Barker et al., 1985;
Abbruzzese and Trompetto, 2002; Kobayashi and Pascual-
Leone, 2003; Hallett, 2007; Kesar et al., 2018b) and Hoffman
reflexes (H-reflexes) elicited in response to peripheral nerve
stimulation (PNS; Schieppati, 1987; Pierrot-Deseilligny and
Mazevet, 2000; Perez et al., 2007; Burke, 2016) have each been
individually used to evaluate the excitability of cortical and spinal
sensorimotor circuitry, respectively. Studies using TMS-evoked
MEPs have shown modulation of corticospinal excitability with
immobilization (Clark et al., 2008, 2010; Leukel et al., 2015;
Opie et al., 2016), rehabilitation (Roosink and Zijdewind, 2010;
Kantak et al., 2013; Keller et al., 2018), somatosensory stimulation
(Meehan et al., 2008; Veldman et al., 2016; Brown et al., 2018),
and motor learning (Stefan et al., 2005; Celnik, 2015; Kantak
et al., 2018; Palmer et al., 2018). Similarly, H-reflex studies have
demonstrated spinal circuit plasticity in response to electrical
stimulation (Rozand et al., 2015; Bae and Kim, 2017; Kuck
et al., 2018), aerobic exercise (Meunier et al., 2007; Hodapp
et al., 2009; Tanuma et al., 2017), balance training (Taube et al.,
2007; Behrens et al., 2015), operant conditioning (Thompson
and Wolpaw, 2014, 2015) and immobilization (Lundbye-
Jensen and Nielsen, 2008; Clark et al., 2010; Leukel et al.,
2015). However, TMS-evoked MEPs or H-reflexes measured
in isolation are limited in their ability to specifically elucidate
whether the specific site of neuroplasticity is within the cortex,
descending projections between M1 and the spinal cord (upper
motor neurons), spinal segmental reflex circuits, or the spinal
motoneuron pool, which is the final common pathway for both
reflexive and voluntary motor commands (Hodgkin and Huxley,
1952; McNeil et al., 2013).

The H-reflex, providing an electrical analog of the excitability
of spinal segmental reflexes, can be influenced or modulated
by descending corticomotor volleys evoked by electrical or
magnetic brain stimulation (Cowan et al., 1986; Nielsen
et al., 1993). Therefore, the pairing of sub-threshold TMS
and PNS has been used as a neurophysiologic technique to
evaluate the strength of descending physiologic connections
(i.e., effective connectivity) between M1 and spinal circuits
(Crone et al., 2003; Urbin et al., 2017; Keller et al., 2018).

TMS-conditioning of the H-reflex can index the excitability of
fastest-conducting or direct as well as relatively slower or indirect
descending corticomotor projections onto spinal motoneurons
(Nielsen et al., 1993; Taube et al., 2017). The effect of pairing
TMS with PNS manifests as a change in the amplitude of
H-reflex response, when the PNS-induced ascending volley
transmitted via the Ia afferents and TMS-induced descending
volleys transmitted via descending corticomotor pathways
converge at the level of the spinal motoneuron pool (Niemann
et al., 2018). This paired, non-invasive stimulation technique
can provide information about the ability of descending
corticofugal pathways to modulate spinal reflex excitability in
humans.

Many previous studies of TMS-conditioned H-reflexes have
used two standardized inter-stimulus intervals (ISIs) to evaluate
early and late interval facilitation (Nielsen et al., 1993; Nielsen
and Petersen, 1995; Taube et al., 2017; Keller et al., 2018).
For instance, when sub-threshold TMS is delivered 1–5 ms
after PNS (ISI −1 to −5 ms), the resulting early onset
facilitation of the H-reflex is thought to be mediated via
direct, faster-conducting descending projections onto spinal
motoneurons. When TMS is applied 5–10 ms before PNS
(ISI +5 to +10), the resulting longer interval facilitation is
hypothesized tomodulate the H-reflex response through an array
of relatively slower and/or indirect corticomotor descending
pathways. By varying the relative timing of TMS-induced
descending corticomotor volleys with respect to the PNS, varying
magnitudes of H-reflex facilitation can be elicited and quantified,
which in turn probe the excitability of multiple, descending
pathways that influence the excitability of spinal segmental
reflexes.

Previously, using a single or standard ISI, we showed
moderate-to-good reliability of TMS-induced H-reflex
facilitation over multiple test sessions (Gray et al., 2017).
However, several methodological factors can influence the
inter-individual variability and magnitudes of TMS-induced
H-reflex facilitation. Previous studies have evaluated the effect of
TMS intensity (Niemann et al., 2018), coil direction (Niemann
et al., 2018), and muscle activation (Keller et al., 2018) on
TMS-facilitation of H-reflexes. Recently, we demonstrated the
effect of PNS intensity on H-reflex facilitation, albeit only at
two standardized ISIs (−1.5 ms for early-onset facilitation and
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+10 ms for longer interval facilitation; Lopez et al., 2020). The
ISI is another important but relatively under-studied parameter
that can affect the magnitude and reliability of facilitation
(Nielsen et al., 1993; Geertsen et al., 2011; Taube et al., 2017).
Several previous studies have used a single, standardized ISI for
evaluation of TMS-induced H-reflex facilitation (Gray et al.,
2017; Rio-Rodriguez et al., 2017), while others determined
the ISI on an individual-subject basis (Urbin et al., 2017;
Niemann et al., 2018). However, the influence of ISI on the
magnitude of TMS-induced modulation of H-reflexes, and
inter-individual variability in the timing and magnitude of
facilitation across a range of ISIs is poorly understood. In
addition to inter-individual differences in conduction velocity
and segment length, optimizing or individualizing the ISI for
eliciting H-reflex facilitation may be particularly important
in neurological conditions (e.g., stroke, spinal cord injury,
multiple sclerosis) given the changes in corticospinal excitability
and transmission induced by the neurological lesion or injury
(Knikou, 2017; Christiansen and Perez, 2018; Li et al., 2018).
Thus, as an important first step toward understanding the
influence of ISI, here, we varied the ISI between TMS and PNS
to systematically manipulate the relative timing of convergence
of descending TMS-induced volleys with respect to ascending
PNS-induced afferent volleys in the spinal cord to characterize
effective connectivity between the primary motor cortex (M1)
and spinal circuits, mediated by both direct, fastest-conducting,
as well as indirect, relatively slower-conducting descending
pathways.

Furthermore, if individualization of ISIs is indeed an
important methodological consideration, determining the
optimum ISI for eliciting TMS-conditioning of H-reflexes for
each study participant can be tedious and time-consuming,
potentially limiting or constraining the application of this
paired TMS-PNS stimulation technique in clinical trials or
experimental studies investigating neuroplasticity (Taube et al.,
2017). Therefore, the second objective of this study was to
evaluate whether using an individualized, optimal ISI presented
an advantage compared to the use of the same or ‘‘standardized’’
ISI for all participants in the group.

METHODS

Participants
Ten able-bodied, young individuals (eight females, age
22–28 years) participated in this study. All participants provided
informed consent before study participation. Study procedures
were approved by the Emory University Institutional Review
Board (IRB).

Experimental Design
The soleus muscle of the right leg was tested in all participants.
All data-collection procedures were performed with the
participants seated in a semi-recumbent position with hips and
knees at 30◦ of flexion, and the ankles secured in rigid boots
(Figure 1). The lower leg, foot, and distal thighs were stabilized
with inelastic straps to maintain consistent limb positioning
during the experiment.

Electromyographic Recordings
Following standard skin preparation procedures, two surface
electrodes (2-cm diameter, EL503, Biopac Systems Inc., Goleta,
CA) were placed on the skin overlying the posterolateral aspect
of the right soleus and the tibialis anterior (TA) muscle belly. A
ground electrode was placed over the ipsilateral lateral malleolus.
EMG signals were recorded at the sampling rate of 2,000 Hz
with a 5–1,000 Hz bandpass filter. At the start of the experiment,
participants were instructed to perform two isometric maximal
voluntary contractions (MVCs) for 3–5 s into dorsiflexion and
plantarflexion, separated by ∼30 s of rest. To control for the
effects of varying background EMG activation, the participants
were requested to maintain the right soleus background EMG
activity at a low-level (10% EMG activation obtained during
the MVC) during data collection. Throughout the experiment,
the participant was provided real-time visual biofeedback on a
display screen regarding his/her ongoing average rectified soleus
and tibialis anterior EMG activity, as well as the target activation
level (10% MVC; Figure 1). If the participant deviated from the
10% MVC EMG activation target, the investigator would pause
and instruct the participant to adjust his/her EMG activation.
This EMG visual feedback and experimenter’s check on the
ongoing EMG activation was implemented to ensure consistent
soleus background EMG activation during the collection of both
unconditioned and conditioned H-reflexes.

Peripheral Nerve Stimulation
A square electrode (5 cm by 5 cm, TSYR2020-20, Syrtenty,
Titusville, FL) was attached to the anterior aspect of the knee and
served as the anode. A pen electrode was used to search for the
optimal nerve stimulation site in the popliteal fossa. Electrical
stimulation was delivered to the posterior tibial nerve to evoke
soleus H-reflexes. The optimal site for nerve stimulation was
identified as the location that elicited stable soleus H-reflexes and
a visible plantarflexion contraction at higher intensities. After
confirming the optimal stimulation site, a self-adherent carbon
rubber circular electrode (2.5 cm diameter, TSYR1000-40 round,
Syrtenty, Titusville, FL) was attached, additional pressure was
applied using a Styrofoam ball to maintain the electrode’s contact
with the skin, and the electrode and ball were tightly wrapped.
The H-reflex recruitment curve was generated by administering
approximately 50–60 single pulses with a pulse duration of 1 ms,
which were delivered using an electrical stimulator controlled
with custom-written MATLAB scripts (AcqKnowledge software
Version 4.4, Biopac Systems Inc.). To acquire H-reflex and
M-wave recruitment curves, electrical stimulation intensity was
increased gradually until the maximal muscle response (Mmax)
was reached, as measured by the peak-to-peak amplitude of the
raw M-wave responses. Using the H-reflex and M-wave curves,
we also obtained the peripheral stimulation intensity required to
elicit an H-reflex amplitude of 20% Mmax.

Transcranial Magnetic Stimulation
To elicit soleus TMS-evoked motor evoked potentials (MEPs),
single TMS pulses were delivered using a custom batwing,
figure-of-eight coil with a posterior-anterior current direction
connected to a monophasic TMS stimulator (Magstim 2002;
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FIGURE 1 | Schematic of the experimental setup. Subthreshold transcranial magnetic stimulation (TMS) pulses applied over the soleus motor cortex hotspot were
paired with peripheral nerve stimulation (PNS) delivered to the tibial nerve at a range of inter-stimulus intervals (ISIs). The participants were instructed to maintain
low-level background soleus muscle EMG activation targeting 10% maximal voluntary contraction (MVC), with ongoing visual biofeedback of ongoing EMG activity
was displayed to the participant throughout the session.

Gray et al., 2017; Kesar et al., 2018a; Figure 1). TMS pulses were
delivered over the right soleus motor ‘‘hot spot’’ within left M1,
defined as the optimal coil position that elicited maximal MEP
responses in the soleus at the lowest TMS intensity. A stereotaxic
neuronavigation system was used to track and maintain the
accuracy of TMS coil positioning (Brainsight v. 2.2.14, Rogue
Research Inc., Canada). To determine the active motor threshold
(AMT), participants were requested to maintain low-level tonic
EMG activity in the right soleus at 10% MVC EMG. AMT was
determined as the lowest stimulator intensity needed to evoke a
soleus MEP of ≥100 µV peak-to-peak amplitude in at least three
out of five trials. We were able to elicit measurable MEPs from
all study participants. For TMS-conditioning, the TMS intensity
was maintained at 90% AMT (sub-threshold).

TMS-Conditioning of the Soleus H-Reflex
To investigate the influence of descending corticomotor
projections on spinal reflex excitability, sub-threshold (90%

AMT) TMS pulses were delivered at different timing intervals, or
ISIs, relative to PNS of the posterior tibial nerve. The ISI between
the conditioning TMS pulse (delivered over soleus hotspot on
left M1) and the test PNS pulse (delivered in the right popliteal
fossa) was varied from −6 to +12 ms. We collected conditioned
H-reflex data at 24 different ISIs: −6, −5, −4, −3, −2.5, −2,
−1.5, −1, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 9.5, 10, 10.5, 11, 11.5 and
12 ms. Negative ISIs indicate that the PNS was delivered prior to
TMS, and positive ISIs indicate that the PNS was delivered after
the TMS. At each ISI, five conditioned H-reflexes were collected,
interspersed with a total of 20 unconditioned (UC) H-reflexes.
PNS-evoked responses were collected at a frequency of ≤0.25 Hz
in random order. The intensity of tibial nerve stimulation was
set to elicit an unconditioned H-reflex peak-to-peak amplitude
equivalent to 20% of Mmax, as H-reflexes of this size have been
shown to be sensitive to inhibitory and facilitatory conditioning
in previous publications (Taube et al., 2015, 2017; Gray et al.,
2017).
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Data Processing
Peak-to-peak amplitudes of unconditioned and conditioned
H-reflexes at each ISI were extracted from raw EMG recorded.
At each ISI, the magnitude of H-reflex facilitation or modulation
was calculated as conditioned H-reflex amplitude as a percentage
of the unconditioned H reflex amplitude. The earliest onset
of facilitation indicates the ISI at which the fastest descending
TMS-induced volleys arrive at the spinal motoneuron pools.
The ISI of onset of earliest facilitation was identified for each
participant as the first peak of facilitation that was followed
by a period of decline before the facilitation curve resumed
(Nielsen et al., 1993; Taube et al., 2015, 2017; Niemann et al.,
2018; Figure 2). We plotted the relationship between ISI
(normalized to EFD 0 ms) and the magnitude of H-reflex
facilitation for each participant (Figure 2). Once we determined
the onset of earliest facilitation, the ISI of this time point was
redefined as 0 ms, and all previous and subsequent ISIs were
normalized with reference to the earliest onset of facilitation,
described as early facilitation delays (EFDs; Figure 2). We
statistically compared unconditioned vs. conditioned H-reflex
amplitudes at EFD 0 ms, as well as at EFD −1 ms to
confirm that a significant facilitation occurred at EFD 0 ms
(Figure 3).

In addition to the individualized determination of the
onset of earliest facilitation and magnitude of facilitation at a
range of EFDs, the individual-specific peak facilitation for each
participant was determined at the ISI that generated maximal
facilitation. Previous studies have defined standard early and
longer interval or late ISIs as −1.5 ms and +10 ms, respectively.
To compare facilitation observed at individualized (determined
for each individual using their ISI curve) vs. standard ISIs
(the same ISI used for all participants), we compared the
magnitude of facilitation at: (i) individualized ISI where earliest
facilitation was observed (EFD = 0 ms) vs. a standardized early
ISI of −1.5 ms; and (ii) individualized maximal facilitation
vs. longer interval facilitation at a standardized ISI of
+10 ms.

Statistical Procedures
A repeated-measures analysis of variance (ANOVA) was
performed to evaluate the effect of EFD (within-subjects factor
with 18 levels, from EFD −2 ms to EFD 15 ms) on the
dependent variable of H-reflex facilitation. We used paired
t-tests to compare unconditioned vs. conditioned H-reflex
amplitudes at EFD 0 ms and at EFD −1 ms. Additionally, to
evaluate conditioning effects at standardized vs. individualized
ISIs, paired t-tests were used to compare the magnitude of
facilitation at: (i) the individual-specific ISI where the earliest
onset of facilitation occurred (EFD 0 ms) vs. at a standard
early ISI of −1.5 ms; (ii) the individual-specific maximal
or peak facilitation vs. at a standard longer interval ISI of
+10 ms. The Shapiro-Wilks test showed normal distribution
at all except one ISI (EFD = 1 ms). All statistical tests
were run in Statistical Package for the Social Sciences (IBM
SPSS version 26) and the critical alpha level was set to
p< 0.05.

RESULTS

Identification of the Earliest Onset of
H-Reflex Facilitation in Individual
Participants
To determine the influence of TMS-induced fastest descending
volleys arriving at the spinal motoneurons, we identified the
earliest onset of H-reflex facilitation for each participant.
Relationships between ISI and H-reflex facilitation for each
participant are shown in Figure 2. The onset of the earliest
facilitation was observed at ISIs ranging from −3 to −5 ms
(mean =−3.70± 0.67 ms) across study participants (Figure 3B).
The average magnitude of facilitation at the earliest onset of
facilitation was 158.00 ± 28.58% (Figures 2, 4).

Each individual’s data were normalized with reference to
the ISI of earliest onset, which was referred to as EFD 0 ms).
To confirm that EFD 0 ms was the first arrival of the fastest
descending volley at spinal circuits, we statistically compared
the unconditioned and conditioned soleus H-reflex amplitudes
at EFD −1 ms and 0 ms (Figures 3C,D). At EFD −1 ms,
there was no significant difference between the unconditioned
and conditioned H-reflex amplitude [p = 0.99, paired Cohen’s
d −0.00056 (95.0%CI −0.262, 0.246)]. At EFD 0 ms, there the
conditioned H-reflex amplitude was significantly larger than
unconditioned [p = 0.0018, paired Cohen’s d = 0.709 (95.0%CI
0.471, 1.04)] (Figure 3).

Influence of ISI on TMS-Conditioning of
H-Reflex Facilitation
Overall, sub-threshold TMS conditioning facilitated the H-reflex
fromEFD 0ms to EFD+15ms (Figure 2). The repeatedmeasures
ANOVA evaluating the effect of EFD on H-reflex facilitation
revealed a significant main effect for EFD (F2.815,25.335 = 8.406,
p< 0.01, η2 = 0.483).

Comparison of Early and Late Facilitation
Measured at Individualized ISI vs. Standard
ISI
To facilitate an individual-specific visualization of our study
results, the magnitudes of H-reflex facilitation for each study
participant (rows) at each ISI (columns) are demonstrated
as a gray-scale gradient map (Figure 4A), with the different
gray scale colors (from black to white) representing the rank
of conditioned H-reflex amplitudes (from highest facilitation
to lowest facilitation) for each participant. The onset of
earliest facilitation and peak facilitation are both demarcated
in the map for each participant, showing the inter-individual
variability in these ISIs (Figure 4A). The paired t-test showed
no significant difference between the facilitation magnitude
at the individualized ISI where earliest onset facilitation was
observed (EFD 0 ms) vs. facilitation at the standard early ISI
of −1.5 ms [152.20 ± 23.05%, 171.78 ± 68.29%, p = 0.30,
paired Cohen’s d = 0.384 (95.0%CI −0.289, 1.1)] (Figure 4B).
In contrast, the paired t-test showed a significantly greater
magnitude of peak H-reflex facilitation when determined using
an individualized peak ISI vs. the standard longer interval ISI of
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FIGURE 2 | The relationship between ISI and TMS-conditioning of Hoffmann’s reflex (H-reflex). The graph demonstrates the relationship between different early
facilitation delays (EFDs) and H-reflex facilitation (normalized as a percentage of unconditioned H-reflex amplitude), with gray lines representing data from individual
participants and the black line representing the group average (error bars represent standard error). The ordinate (y-axis) shows the amplitude of the conditioned
H-reflex as a percentage of the control (unconditioned) reflex amplitude. The abscissa (x-axis) shows the inter-stimulus timing between TMS and PNS normalized
with reference to delay (in ms) from the ISI at which the earliest onset of facilitation occurred (EFD).

+10 ms [317.51 ± 134.54%, 269.83 ± 122.57%, p < 0.01, paired
Cohen’s d −0.332 (95.0%CI −0.515, −0.204)] (Figure 4B). The
magnitude of peak facilitation at longer interval ISIs (both using
individualized peak and standard ISI of +10 ms) was significantly
greater than the magnitude of earliest onset facilitation observed
at EFD 0 ms (p< 0.01; Figure 4B).

DISCUSSION

Here, we studied the temporal dynamics underlying pairing
of TMS with PNS, a promising, non-invasive neurophysiologic
approach for indexing the excitability of both direct or fast and
indirect or relatively slower descending corticomotor projections
onto spinal segmental circuitry. We systematically quantified the
inter-individual variability in both the magnitude and timing of
occurrence (i.e., ISI) of the earliest onset and peak TMS-induced
H-reflex facilitation. Our results revealed substantial inter-
individual variability in the timing of the earliest onset and the
greatest magnitude of H-reflex facilitation, and support potential
methodological advantages andmechanistic insights gained from
utilizing individualized ISIs for measurement of earliest onset
and longer-interval facilitation.

Mechanisms and Interpretation of Earliest
Onset of Facilitation
Our findings show that the earliest onset of H-reflex facilitation
occurred at the ISI of −3.70 ± 0.67 ms in healthy participants
(Figures 2, 3). The negative values for ISIs of early facilitation

indicate that the TMS pulse was delivered after the PNS
pulse. This earliest onset of facilitation is posited to represent
the excitability of the fastest conducting or direct descending
corticomotoneuronal connections (Nielsen et al., 1993; Taube
et al., 2015, 2017). In our study, at these ISIs, the TMS-induced
volley in these fastest or direct descending pathways produced
sufficient depolarization in spinal motoneuron pools innervating
the soleus, as evidenced by the larger amplitude of the
conditioned H-reflex compared to an unconditioned H-reflex
(Leukel et al., 2015; Taube et al., 2015). We identified the
earliest onset of facilitation from the ISI curve as the first
peak of facilitation followed by a decline in facilitation, based
on methodology from previous literature (Keller et al., 2018;
Figure 2). The decline following the first peak, while poorly
understood, may be mediated by the activation of spinal
inhibitory interneurons (Nielsen et al., 1993). In our study,
the ISI at which we observed earliest facilitation is consistent
with findings from a previous study that showed that early-
onset or short-latency facilitation occurred in the −4 to −2 ms
(−3.54 ± 0.66 ms) ISI range when the soleus was at rest
(Taube et al., 2015, 2017). Another study, which used early-onset
facilitation to evaluate the effects of ankle joint immobilization,
revealed that early facilitation occurred at around the −3 ms
ISI on average (Leukel et al., 2015). Similar to our current
methods, a previous study recalibrated the ISI of early facilitation
as 0 ms to synchronize the subsequent ISIs with respect to
the ISI eliciting the earliest onset of facilitation (Aguiar and
Baker, 2018). Based on our findings, future studies interested
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FIGURE 3 | (A) Raw H-reflex data. Raw H-reflex traces from a representative participant without (unconditioned H-reflex) and with TMS conditioning at multiple ISIs
(conditioned H-reflexes at different delays with respect to the timing of earliest onset of facilitation, i.e., EFD). The conditioned H-reflexes are displayed at EFD −2 ms,
0 ms, 6 ms, and 12 ms. Note that in contrast to the absence of facilitation at EFD 0 ms, H-reflexes at the other EFD ISI intervals are facilitated (larger in amplitude)
compared to the unconditioned H-reflex, showing modulation of the spinal reflex by the descending TMS-induced volleys. (B) Magnitude and timing of earliest onset
of facilitation. The earliest onset of facilitation was observed at ISIs ranging from −3 to −5 ms (mean = −3.70 ± 0.67ms) across study participants (x-axis). The
average magnitude of facilitation (y-axis) was 158.00 ± 28.58% but varied across different ISIs. (C,D) Graphs with estimation plots showing comparisons between
unconditioned vs. conditioned H-reflex amplitudes at EFD −1 ms and EFD 0 ms. Unconditioned and conditioned H-reflexes (means with standard deviation as well
as individual participant data) are shown at EFD −1 ms (C) and EFD 0 ms (D). The paired mean difference (Cohen’s d) is shown with a Gardner-Altman estimation
plot on a floating axis on the right as a bootstrap sampling distribution; the mean difference is depicted as a dot; the 95% confidence interval is indicated by the ends
of the vertical error bars. Note that while no significant increase in the conditioned H-reflex amplitudes was observed at EFD −1 ms, a significantly larger amplitude of
conditioned vs. unconditioned (with a large effect size) was observed at EFD 0 ms. *Indicates statistically significant difference.

in evaluating the excitability of fastest and/or direct conducting
descending projections can test ISIs in the −3 to −4 ms range,
normalize individual ISI curves to the ISI of onset of earliest
facilitation (EFD 0ms), and to improve accuracy, if time permits,
individually determine the ISI at which early facilitation is
observed.

Although several previous studies used one standard ISI to
investigate early H-reflex facilitation in their study cohort (Cortes
et al., 2011; Leukel et al., 2012; Gray et al., 2017), early facilitation
may show inter-individual variability due to physiological and
anatomical differences influencing conduction velocities. In our
study participant cohort, if we selected a single or standard ISI
in the early facilitation range, a subset of participants may not
demonstrate H-reflex facilitation (i.e., facilitation greater than
100%). Thus, in addition to evaluating the magnitude and timing
of the earliest onset of facilitation, determining the individualized
ISI that elicits the greatest magnitude of facilitation can be
advantageous. For instance, the magnitude of earliest onset

facilitation (i.e., % modulation of the conditioned H-reflex
amplitude at EFD 0 ms) would provide a measure of the strength
of effective connectivity of the fastest conducting and/or direct
descending pathway between M1 and the spinal motoneuron
pool. In conjunction, the ISI at which the earliest onset of
facilitation occurs (i.e., ISI at which EFD 0 ms occurs) may
provide insights into the underlying mechanism of descending
cortical influences on spinal excitability. For example, if EFD
0 ms occurs at a longer ISI, showing a rightward shift with a
neuropathology, it could indicate that the weakened effective
connectivity is in part caused by delayed conduction or aberrant
transmission in this fastest and/or direct descending pathway.
Interestingly, recent work utilized shorter-interval ISIs with
greater temporal resolution than our study (up to 0.1 ms
differences between ISIs), and inferred that EFD 0 ms and
EFD +0.6 ms were informative of changes in the excitability of
circuits within infragranular and supragranular cortical layers,
respectively (Leukel and Kurz, 2021).
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FIGURE 4 | Demonstration of individualized earliest onset of and peak magnitude of facilitation in comparison to standard ISIs. (A) The gradient map shows the
gray-scale rank of the magnitude of facilitation for each study participant (rows) at each ISI (columns). The cells in the map filled with different gray scale colors (from
white to black) represent the rank of conditioned H-reflexes amplitude (from highest facilitation to lowest facilitation) for each participant. For each participant, ISIs at
which the earliest onset of facilitation was detected are demarcated with orange outlines. On the same color matrix, individualized ISIs that elicited peak facilitation
are demarcated with red outlines. The chart shows the inter-individual variability in the location of ISI that elicits earliest or peak facilitation. (B) Comparison of the
magnitude of facilitation for early facilitation at individualized EFD 0 ms vs. at a standard early ISI of −1.5 ms; and between individualized peak facilitation vs. at a
longer interval standard ISI of +10 ms. *Indicates statistically significant difference.

Our results showing no significant difference in the measured
magnitude of early facilitation when using a standardized
(−1.5 ms) vs. individualized ISI suggest that at least for younger
able-bodied individuals (Figure 4), the measurement of earliest
onset of facilitation is robust and perhaps less susceptible to
inter-trial or physiological variability. The Early onset facilitation
measured at a single, standardized ISI such as −1.5 ms may
provide a relatively quick and useful index of the overall
excitability of relatively fast and direct descending projections.
The statistically significant facilitation of the conditioned
H-reflex measured at the −1.5 ms ISI also suggests that
the coincidence of TMS-induced descending and PNS-induced
ascending afferent volleys at the spinal motoneurons elicit robust
H-reflex facilitation in able-bodied individuals, and probe the
overall excitability or effective connectivity in the population of
direct and/or fast descending projections (Cortes et al., 2011;
Leukel et al., 2012).

Mechanisms and Interpretation of
Longer-Interval and Maximal Facilitation
In addition to evaluating the timing andmagnitude of the earliest
onset of TMS-induced H-reflex facilitation, we also evaluated
a wide range of longer interval ISIs and determined the ISI
that elicits the greatest facilitation in our young able-bodied
participant cohort (Figure 2). As expected, our results showed
that the magnitude of peak facilitation was significantly higher
than that of earliest onset facilitation (EFD 0 ms). We also
showed a high degree of inter-individual variability in the
individualized ISIs that elicited peak magnitude of facilitation
(Figure 4A). This inter-individual variability in the magnitude
and ISI of occurrence of peak facilitation perhaps reflects the
complex and varied array of descending projections that may
contribute to the facilitationmeasured at longer interval ISIs. The
longer interval or late facilitation is hypothesized to be mediated

by polysynaptic and/or relatively slower conducting, corticofugal
descending pathways between M1 and the spinal motoneuron
pool. While this method only provides indirect inference and
limited anatomic specificity of these descending pathways,
previous studies have hypothesized that they include cortico-
reticulo-spinal, cortico-vestibular-spinal, cortico-propriospinal,
and spinal interneurons that can synapse onmultiple populations
of spinal interneurons and motoneurons (Nielsen et al., 1993;
Serranova et al., 2008).

In our study, similar to some previous works, we utilized the
ISI of +10 ms as the standardized group ISI to measure longer
interval facilitation. The challenge with the paired TMS-PNS
technique, especially during the measurement of longer interval
facilitation, is that multiple descending volleys may contribute
additive EPSPs onto spinal motoneuron membranes, providing a
varied spatial and temporal integration of membrane excitability
at the spinal motoneuron pool, which could also be a potential
explanation for the higher magnitude of facilitation observed
at the longer interval ISIs. The conduction velocities and
number of synapses in corticomotor projections may vary
across individuals (Nielsen et al., 1993; Serranova et al.,
2008). Also, the polysynaptic and multi-pathway neural circuit
correlates underlying longer interval facilitation may result in
greater variability in amplitudes of conditioned soleus H-reflexes
(Nielsen et al., 1993; Nielsen and Petersen, 1995; Gray et al.,
2017). The TMS-induced descending volleys within different
corticofugal pathways may contribute to the inter-individual
differences in both the ISI at which peak facilitation is observed
and the magnitude of peak facilitation. Our results that a
significantly larger magnitude of peak facilitation was observed
at individualized ISIs vs. a standard 10 ms ISI, as well as the
inter-individual variability in the ISI at which peak facilitation
was observed, suggest that individualized ISIs may need to be
determined for a comprehensive and rigorous measurement of
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TMS-induced H-reflex facilitation mediated by slower and/or
indirect descending pathways.

Based on our current results, we posit that the measurement
of longer-interval facilitation (e.g., EFD 0 ms to 12 ms) at a range
of ISIs can help to index the effective connectivity of relatively
slower and/or indirect pathways. If the methodological or time
constraints of a study necessitate a brief assessment of descending
corticospinal effective connectivity, then peak facilitation at
longer interval ISIs, even at a single ISI (e.g., +10 ms) may be
sufficient to index the cumulative strength or excitability of the
array of other descending connections between M1 and spinal
motoneurons that are distinct from the fastest and/or direct
descending pathways probed via earliest-onset facilitation. For
a more refined or fine-grained characterization of descending
corticospinal effective connectivity, a comprehensive longer-
interval ISI curve for individual subjects (similar to Figure 3)
can be collected, and also used to map changes in the ISI curve
before vs. after an intervention or experimental manipulation.
If the ISI vs. H-reflex facilitation curve shifts upward at longer
intervals, that may suggest an increased effective connectivity in
the slower or indirect descending pathways. If the peak or the
entire curve shifts to the right, this may indicate a greater and
perhaps compensatory reliance on a sub-population of relatively
slower or indirect pathways (e.g., brain stem or propriospinal-
mediated descending projections).

Potential Mechanisms and Implications of
Inter-Individual Variability in Magnitude
and Timing of TMS-Induced Facilitation
Weposit that a neurophysiological assessment battery combining
TMS, H-reflexes, and TMS-conditioned H-reflexes can probe
site-specific changes in descending corticomotor circuits (Kurz
et al., 2019), spinal reflex circuits (Niemann et al., 2018), and
interactions between the two. Thus, utilization of paired TMS
and PNS can provide more in-depth mechanistic insights into
the specific site(s) and magnitude of training-induced plasticity
in sensorimotor control circuitry. TMS-derived measures (e.g.,
MEP amplitude, motor threshold) and H-reflex data can
be influenced by testing conditions such as posture, muscle
activation, EMG sensor or stimulation electrode position, etc. In
the current study, we controlled for and maintained consistency
of, these methodological parameters, manipulating only the
relative timing of delivery of TMS with respect to PNS, and
collecting unconditioned H-reflexes as a control or reference
for the TMS-conditioned H-reflex amplitudes. Inter-individual
differences in H-reflex and MEP latencies, nerve conduction
velocity, limb length, neuroanatomical structure, and strength
of effective functional connectivity may explain the variability
observed in the magnitude of facilitation as well as the ISIs
eliciting earliest or peak facilitation. Additionally, for the
same individual, the trial-to-trial variability in latencies and
relative synchronization of TMS-induced descending volleys
and PNS-induced ascending volleys may result in physiological
variability in the arrival time of orthodromic and antidromic
stimuli at the spinal motoneurons (Baudry et al., 2015),
which can further contribute to the variability in TMS-induced

facilitation. In recent work by Wiegel and Leukel, during
TMS-conditioning of H-reflexes, different TMS intensities (e.g.,
above resting motor threshold), as well as transcranial electrical
stimulation, were used in upper limb muscles to characterize
different cortical pathways (Leukel and Kurz, 2021). Recent
work in monkey and human models also underscores the
possibility of measuring the excitability of different cortical
circuits by TMS H-reflex conditioning (Wiegel et al., 2018;
Kurz et al., 2019).

Limitations and Future Directions
The limitations of this study include the relatively small sample
size, although it is consistent with samples in other similar studies
(Gray et al., 2017; Lopez et al., 2020; Capozio et al., 2021).
For the current study, a single nerve stimulation intensity was
chosen (PNS intensity eliciting an H-reflex amplitude of 20%
Mmax) based on previous literature, and facilitation was not
measured at a range of intensities across the H-reflex recruitment
curve. Similarly, a single subthreshold TMS intensity was used.
For instance, in recent studies, H-reflex facilitation at certain
EFDs was shown to be differentially influenced by specific
movement tasks (Wiegel et al., 2020; Wiegel and Leukel, 2020).
The stimulation parameters used here (e.g., 1 ms pulse width,
the separation between consecutive ISIs, sub-threshold TMS
according to active motor threshold), while mostly consistent
with previous work, have been modified in recent studies,
particularly to probe specific neural contributions at the ISIs
eliciting early facilitation. Future studies can investigate factors
influencing the optimal ISI (e.g., the latency of MEPs and H-
reflexes) and develop a formula to enable individual-specific
estimation of the optimal ISI for measuring earliest onset and
peak facilitation.

Although earliest-onset and peak facilitation derived using
paired TMS and PNS help to better localize the site of plasticity
compared to TMS alone or H-reflexes alone, these techniques
do not have the specificity to identify exactly which neural
pathway is implicated in eliciting facilitation at different ISIs.
As is true for many other non-invasive approaches, especially at
longer ISIs, the observed H-reflex facilitation can be caused by
many neural sources, spanning spinal, brain stem, and cortical
sites, which are challenging to discriminate. Future work can
combine TMS-facilitation of H-reflexes with neuroanatomical
imaging or complementary neurophysiological techniques to
determine relative contributions of specific descending pathways
(e.g., cortico-reticulo-spinal, proprio-spinal) to these measures.
Further, this method is limited to those muscles from
which H-reflexes can be consistently elicited. The soleus and
other lower limb muscles may have stronger spinal network
contributions, which could influence our findings. Between-
muscle differences in neuromotor circuit control can be
investigated by applying similar methods in upper limb muscles
and other lower limb muscles. We measured H-reflex facilitation
in a seated active state for our study (i.e., while participants
maintained low-level background EMG of ∼10% MVC); future
work can compare facilitation in seated vs. standing, or during
a dynamic postural or walking task (Nielsen et al., 1993; Nielsen
and Petersen, 1995).
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Evaluation of the effect of neuropathologies such as stroke
or spinal cord injury on the magnitude and temporal profile
of TMS-induced H-reflex facilitation is a promising area
of future investigation. Understanding how the relationship
between ISI and magnitude of H-reflex facilitation (i.e., the
ISI curve similar to shown in Figure 1) is modulated by
neuropathological conditions warrants more study. For example,
one may postulate that in individuals with a cortical or
subcortical lesion affecting the corticospinal pathway, the faster-
conducting, direct descending projections may show greater
disruption of effective connectivity compared to relatively slower,
indirect descending projections that traverse through brain
stem centers (Li and Francisco, 2015; Li et al., 2018). In fact,
these relatively slower and indirect descending pathways, partly
indexed using peak facilitation or area under the curve for
longer-latency ISIs, may show a compensatory reorganization
to mediate functional recovery following stroke (Wilkins et al.,
2020; Hammerbeck et al., 2021).We therefore would hypothesize
that post-stroke individuals may show a greater or preferential
reduction in the magnitude of earliest onset of TMS-induced
facilitation (i.e., EFD 0 ms).

CONCLUSIONS

Our study provides further evidence showcasing the advantage
of TMS-induced H-reflex facilitation, especially when measured
at a range of ISIs, as a unique non-invasive probe to differentially
parse out the excitability of the array of direct, fast and indirect,
slower descending corticomotor projections onto spinal reflex
circuits. Our study findings can guide the methodology for
use of the paired TMS-PNS technique in future investigations.
Due to variability in conduction latencies of neuronal tracts
in neurologically impaired individuals (such as stroke or
multiple sclerosis), as well as inter-individual variability in
physiological latencies, further development of methods and
formulae to estimate the optimal ISI between TMS and PNS
for each individual based on their baseline data merits further
investigation.
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Muscle activation helps stabilize the glenohumeral joint and prevent dislocations, which
are more common at the shoulder than at any other human joint. Feedforward control of
shoulder muscles is important for protecting the glenohumeral joint from harm caused
by anticipated external perturbations. However, dislocations are frequently caused
by unexpected perturbations for which feedback control is essential. Stretch-evoked
reflexes elicited by translations of the glenohumeral joint may therefore be an important
mechanism for maintaining joint integrity, yet little is known about them. Specifically,
reflexes elicited by glenohumeral translations have only been studied under passive
conditions, and there have been no investigations of how responses are coordinated
across the functional groupings of muscles found at the shoulder. Our objective was
to characterize stretch-evoked reflexes elicited by translations of the glenohumeral joint
while shoulder muscles are active. We aimed to determine how these responses differ
between the rotator cuff muscles, which are essential for maintaining glenohumeral
stability, and the primary shoulder movers, which are essential for the large mobility of
this joint. We evoked reflexes using anterior and posterior translations of the humeral
head while participants produced voluntary isometric torque in six directions spanning
the three rotational degrees-of-freedom about the shoulder. Electromyograms were used
to measure the stretch-evoked reflexes elicited in nine shoulder muscles. We found that
reflex amplitudes were larger in the rotator cuff muscles than in the primary shoulder
movers, in part due to increased background activation during torque generation but
more so due to an increased scaling of reflex responses with background activation. The
reflexes we observed likely arose from the diversity of proprioceptors within the muscles
and in the passive structures surrounding the shoulder. The large reflexes observed in
the rotator cuff muscles suggest that feedback control of the rotator cuff augments
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the feedforward control that serves to compress the humeral head into the glenoid.
This coordination may serve to stabilize the shoulder rapidly when preparing for and
responding to unexpected disturbances.

Keywords: stretch reflex, glenohumeral joint, glenohumeral stability, reflex amplitude, reflex latency, reflex gain-
scaling, fine-wire intramuscular electromyography, surface electromyography

INTRODUCTION

The shoulder is the most mobile joint in the human body
(Boone and Azen, 1979), allowing for the completion of complex
functional and recreational activities. The anatomy of the
glenohumeral joint, with few passive constraints on joint rotation
(Soslowsky et al., 1992), facilitates the shoulder’s expansive
mobility but increases its susceptibility to instability, which
is defined clinically as pain and discomfort due to excessive
humeral head translation (Lippitt et al., 1991). The most severe
consequence of instability is dislocation or translation of the
entire humeral head beyond the rim of the glenoid fossa.
Dislocations occur more commonly in the shoulder than in
any other joint (Kerr et al., 2011). To maintain glenohumeral
stability without compromising mobility, the muscles crossing
the glenohumeral joint must provide active stability, which
is achieved through a combination of voluntary feedforward
control and involuntary feedback control (Labriola et al., 2005;
Veeger and Van Der Helm, 2007). Feedforward control is
particularly important for protecting the shoulder in response
to predictable external perturbations that can cause humeral
head translations. Shoulder dislocations, however, are more
commonly caused by unexpected perturbations (Longo et al.,
2011; Montgomery et al., 2019), for which feedback control is
essential.

Stretch-evoked reflexes are a commonly studied form of
feedback control that have been shown to increase the stiffness
of several other joints (Sinkjaer and Hayashi, 1989; Carter et al.,
1990; Kearney et al., 1997). A few studies have characterized
stretch-evoked reflexes at the shoulder in response to rotations
of the glenohumeral joint. These have demonstrated differences
in the characteristics of reflex amplitudes and latencies between
rotator cuff muscles and other muscles that primarily move the
shoulder (Myers et al., 2003, 2004; Day et al., 2012; Nicolozakes,
2021). However, the feedback controlmost relevant to preventing
shoulder dislocations is that which responds to unexpected
translations, not rotations, of the shoulder. Translations of
the humeral head will excite the varied proprioceptors in
the ligaments and capsule surrounding the shoulder (Guanche
et al., 1999; Witherspoon et al., 2014) as well as the muscle
spindles most commonly associated with stretch-evoked reflexes.
These translations elicit reflexively induced changes in muscle
activation but have only been assessed during passive conditions
(Latimer et al., 1998) that are less relevant to the functional states
in which dislocations typically occur.

Rotator cuff muscles are believed to function as the primary
stabilizers of the glenohumeral joint, complementing the role
of primary shoulder movers that generate the torques required
to move the shoulder through its range of motion. Rotator cuff

muscles are regarded as active stabilizers because they have lines
of action that pull the humeral head into the glenoid fossa
(Lee et al., 2000), stabilizing the joint when activated voluntarily
(Lippitt and Matsen, 1993; Lippitt et al., 1993). In contrast, the
primary shoulder movers have more anterior or posterior lines
of action that can destabilize the joint if agonists and antagonists
are not activated in coordination (Ackland and Pandy, 2009).
If rotator cuff muscles contribute to feedback stability, it would
be expected that they would exhibit large reflexes in response
to translational perturbations. However, their lines of action are
likely to result in smaller muscle length changes in response
to glenohumeral translations than would occur in the primary
shoulder movers. It, therefore, remains unclear if the feedback
control of the muscles crossing the shoulder is structured to
leverage the anatomical differences between the rotator cuff
muscles and the primary shoulder movers.

The purpose of this study was to compare stretch-evoked
reflexes elicited by translations of the glenohumeral joint
between rotator cuff muscles and primary shoulder movers. We
hypothesized that reflexes would be larger in the rotator cuff
muscles than in the primary shoulder movers based on the
different functional roles of these groups. To test our hypothesis,
we elicited reflexes by translating the humeral head anteriorly
and posteriorly within the glenohumeral joint. Reflexes were
recorded using electromyograms while participants produced
isometric shoulder torques in multiple directions and at multiple
levels of exertion to create a diverse set of active conditions
that reflect daily shoulder use. Our results suggest that feedback
control of the shoulder is organized to exploit the anatomical
arrangement of muscles crossing the shoulder so as to protect
against dislocations due to externally imposed translations.

METHODS

Overview
Our primary experiment was designed to elicit reflexes in
shoulder muscles with translational perturbations, allowing us
to compare the characteristics of these reflexes between rotator
cuff muscles and primary shoulder movers. The deep rotator
cuff muscles required fine-wire intramuscular electromyogram
(EMG) recordings, whereas surface EMG recordings were made
in all other muscles. We, therefore, conducted a secondary
control experiment to determine if these different recording
modalities influenced our measures of EMG, and in particular
the latencies and amplitudes of the measured reflexes.

Participants
Fifteen healthy adults (eight female, seven male; mean age ± SD:
25.5 ± 4.2 years) participated in the primary experiment
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of this study. Seven healthy adults (three female, four male;
mean age ± SD: 29.1 ± 5.8 years) participated in the control
experiment. All participants reported no history of shoulder
injury or shoulder pain in the 6 months prior to testing
that prevented participation in overhead activities or required
treatment from an allied health professional. All participants
were right-hand dominant to accommodate for testing of the
dominant arm in our robotic system. Participants gave written
informed consent prior to the experiment. All procedures
and protocols were approved by Northwestern University’s
Institutional Review Board (STU00208382).

Equipment
Stretch-evoked reflexes were elicited using a computer-
controlled, single-degree-of-freedom linear motor (ThrustTube,
Copley Controls Corporation; Canton, MA) with methods
adapted from a prior protocol designed to estimate glenohumeral
joint mechanics (Nicolozakes et al., 2021). Each participant was
seated in a Biodex chair (Biodex Medical Systems; Shirley, NY).
The right arm was attached midway between the acromion
and the olecranon to the linear motor via a custom-made
full-arm fiberglass cast. The upper arm was positioned at 90◦

shoulder abduction, 20◦ horizontal flexion, and 0◦ rotation
(Figure 1). The elbow was held at 90◦ flexion, setting the
forearm in the transverse plane. Each participant’s scapula
was stabilized with a form-fitting thermoplastic clamp over
the acromion and posterior scapula to limit scapulothoracic
movement and isolate displacements to the glenohumeral joint.
The linear motor applied anterior-posterior displacements to

translate the humerus within the glenoid fossa. The full-arm
cast helped distribute the forces applied by the linear motor
across the entire upper arm to minimize rotations at the
glenohumeral joint. The motor was instrumented with a linear
encoder (RGH24, Renishaw; Gloucestershire, UK) to record the
displacements. Both mechanical and electrical safety stops were
used to limit displacements within a safe range. Control of the
linear motor was performed using xPC Target (MathWorks;
Natick, MA).

EMGs were recorded to quantify the background activity
and stretch-evoked reflexes elicited in each of the nine recorded
shoulder muscles (Table 1). In our primary experiment, EMGs
were recorded from nine total muscles. Bipolar surface electrodes
(Delsys Inc.; Natick, MA) were used to record activity from
six superficial muscles following standard skin preparation
(Merletti and Cerone, 2020): deltoid (anterior, middle, and
posterior heads), pectoralis major (clavicular head), latissimus
dorsi, and teres major. These six muscles predominantly
generate torque to rotate the shoulder when active, and we
describe them throughout as primary shouldermovers. Fine-wire
intramuscular electrodes (Motion Lab Systems; Baton Rouge,
LA) were used to record activity from three deep rotator cuff
muscles that are difficult to study with surface electrodes (Waite
et al., 2010): supraspinatus, infraspinatus, and subscapularis. The
rotator cuff muscles generate torque at the shoulder, but more
importantly increase the stability of the glenohumeral joint when
active by compressing the humeral head into the glenoid (Lee
et al., 2000). The broad actions of each primary shoulder mover
and rotator cuff muscle are summarized in Table 1.

Adduction /
Abduction

External Rotation /
Internal Rotation

Horizontal 
Extension /
Horizontal 
Flexion

Anterior

Posterior

Linear
Motor

0 5040302010

Time (s)

15mm

EMGs

Translational Perturbations

...

Anterior

Posterior

A
B

C

Full Arm
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Scapular
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FIGURE 1 | Experimental setup. (A) A linear motor applied anterior-posterior perturbations to the glenohumeral joint while participants produced multiple levels of
submaximal isometric torque in six directions. (B) Perturbations with a pseudorandom binary sequence and 15 mm peak-to-peak amplitude were applied to the
glenohumeral joint. (C) Electromyograms (EMGs) were recorded in nine shoulder muscles while the participants held isometric torque and the linear motor applied
perturbations. Representative samples are shown from the supraspinatus, infraspinatus, and pectoralis major (top to bottom).
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TABLE 1 | Muscles recorded by EMG and their corresponding electrode placements.

Muscle Placement Orientation Muscle Actions at the
Shoulderd

Intramuscular
Electrodes

Supraspinatus m. Two finger widths superior to the
scapular spine at the midpoint
between the posterior acromion
angle and trigonum spinae.a

N/A Abduction

Infraspinatus m. Two finger widths inferior to the
scapular spine at the midpoint
between the posterior acromion
angle and trigonum spinae.a

N/A External Rotation

Subscapularis m. Three finger widths anterior to the
midpoint between the inferior angle
of the scapula and the anterior
axillary fold.c

N/A Adduction, Internal Rotation

Surface Electrodes Anterior deltoid m. One finger width distal and anterior
to the acromion.b

Along the line between the
acromion and thumb.

Internal Rotation, Horizontal
Flexion

Medial deltoid m. Over the greatest bulge in the
muscle between the acromion and
lateral epicondyle.b

Along the line between the
acromion and the lateral
epicondyle.

Abduction

Posterior deltoid m. Two finger widths posterior to the
angle of the acromion.b

Along the line between the
acromion and the little
finger.

External Rotation,
Horizontal Extension

Pectoralis major m. (clavicular
head)

Two finger widths inferior to the
midpoint of the clavicle.a

Along the line between the
sternoclavicular joint and
anterior axillary fold.

Adduction, Internal Rotation

Latissimus dorsi m. Three finger widths distal to the
posterior axillary fold.a

Along the line between the
posterior axillary fold and
L3 vertebra.

Adduction, Internal
Rotation, Horizontal
Extension

Teres major m. Three finger widths superior to the
inferior angle of the scapula along
the lateral border of the scapula.a

Along the line between the
posterior axillary fold and
the inferior angle of the
scapula.

Adduction, Internal Rotation

aPerotto and Delagi (2011); bHermens et al. (2000); cNemeth et al. (1990); dAgur and Grant (2013).

In our control experiment, EMGs were recorded from the
anterior deltoid, posterior deltoid, and latissimus dorsi. Surface
electrodes and fine-wire intramuscular electrodes were used to
simultaneously record activity in each muscle. Surface electrodes
were placed as described in Table 1. Fine-wire intramuscular
electrodes were inserted approximately 5 mm to the side of the
surface electrode and angled so that the bare tips of the fine wires
were below the middle of the surface electrode to ensure both
electrodes recorded from the same area of muscle (Semciw et al.,
2014).

Raw EMG signals were recorded using a Delsys Bagnoli-16
EMG system (Delsys Inc.; Natick, MA) and band-pass filtered
by the EMG system at 20–450 Hz (surface electrodes) or
20–2,000 Hz (intramuscular electrodes). The gain for all EMG
channels was set at 1 K unless a gain of 10 K was required to
maximize the range of the data acquisition system. EMG data
were then sampled at 5,000 Hz (PCI-6289 data acquisition card,
National Instruments; Austin, TX).

Experimental Protocol
Prior to recording stretch-evoked reflexes, all participants
produced isometric maximum voluntary contractions (MVC) in
six directions (abduction/adduction, internal/external rotation,
and horizontal flexion/extension) while in the experimental setup

(Figure 1; Besomi et al., 2020). The torques measured during
MVCs were used to normalize torque production in subsequent
trials.

Stretch-evoked reflexes were elicited by applying small,
stochastic, anterior-posterior perturbations at the glenohumeral
joint with the linear motor. The perturbations were generated
using a pseudorandombinary sequence. Individual perturbations
had a peak-to-peak amplitude of 15 mm, a 100 ms long ramp,
and a minimum switching time of 300 ms before the next
perturbation (Figure 1). A 15 mm amplitude was large enough to
elicit reflexes in all recorded shoulder muscles but small enough
to ensure glenohumeral translations were safe for all participants.
The midpoint of the perturbations coincided with the humeral
head being centered in the glenoid fossa.

The experiment was designed to elicit stretch-evoked reflexes
while participants produced volitional torque in different
directions and at different levels of effort. Participants generated
torque in six different directions to allow for the characterization
of reflexes during different combinations of shoulder muscle
activity. During each trial, participants maintained a constant
isometric torque of either 5% or 10% MVC in one of six
directions. The chosen torque levels produced muscle activations
large enough to observe consistent stretch-evoked reflexes
but without muscle fatigue. Passive trials, during which the
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FIGURE 2 | Methods for estimating stretch-evoked reflexes. Sample data are displayed from a single participant to illustrate the methodology. (A) Anterior (blue)
and posterior (red) perturbations were applied to the glenohumeral joint. Each perturbation had a peak-to-peak amplitude of 15 mm. (B) Average rectified EMGs of
the anterior deltoid are displayed following anterior (top) and posterior (bottom) perturbations as participants generated torque at 5% (thin traces) and 10% (thick
traces) MVC. Rectified EMGs were averaged across all perturbations in a trial and plotted relative to the average background EMG (0–40 ms prior to perturbation
onset). RMS amplitudes were computed from the root mean square (RMS) of the reflex responses between 20 and 100 ms in each perturbation direction. Average
rectified amplitudes in individual time windows (R1–4) were estimated by averaging the rectified EMG activity in four time windows post-perturbation onset. Reflexes
that increased compared to background represented facilitation, and reflexes that decreased compared to background represented suppression. (C) RMS
amplitudes of the anterior deltoid from all trials in an individual participant are plotted based on background activity, with the filled dots corresponding to the trials
shown in panel (B). (D) Average rectified amplitudes of the anterior deltoid from all trials in an individual participant are plotted for each reflex window based on
background activity. The filled dots correspond to the trials shown in panel (B). (E) The group results are displayed for anterior deltoid reflexes. The slopes between
the RMS amplitudes and background activity were defined as the gain-scaling factors. The slope between the reflex responses in each window and background
activity was defined as the windowed gain-scaling factor. Shaded regions represent the confidence intervals of the gain-scaling factors.

participants were instructed to relax and ignore the perturbations
(0%MVC), were also recorded. Participants were aided by visual
feedback to assist with acquiring and maintaining the target
torque for each trial. They were instructed to maintain the target
torque on average and to not respond to individual perturbations
to minimize the influence of voluntary intervention (Shemmell
et al., 2009). The order of torque magnitudes and directions
was randomized for each participant. Each trial lasted 55 s.
Data from the first 5 s of each trial were discarded to eliminate
transient behaviors associated with the onset of the perturbation.
Three trials were completed for each condition, resulting in
39 trials per participant (6 torque directions × 2 torque
levels × 3 repetitions = 36 active trials + 3 passive trials).
Participants rested for a minimum of 10 s between trials to
prevent fatigue.

EMG Processing
EMG signals were used to measure background muscle activity
prior to the onset of each perturbation and the reflexively elicited
changes in muscle activation in response to each perturbation.
All raw EMG signals were detrended, notch filtered at 60 Hz,
and digitally band-pass filtered between 20 Hz and 500 Hz
(surface) or 60 Hz and 1,500 Hz (intramuscular) with a 4th
order Butterworth filter. We performed forward and backward

digital filtering to avoid phase shifts. A high-pass cutoff of
60 Hz was used for intramuscular electrodes to reduce motion
artifact created by the vibration of the fine-wires from the
rapid perturbations. EMG data were rectified prior to any
further processing. Rectified EMGs for each muscle were then
normalized to themean rectified value produced duringMVCs at
the beginning of the experiment. EMGs affected by uncommon
or excessive noise during set up or testing were removed prior
to analysis. Across the nine muscles recorded from each of our
fifteen participants in our primary experiment, nine recordings
were eliminated: 1 × supraspinatus, 2 × infraspinatus, 3 ×

subscapularis, 1 × pectoralis major, 1 × latissimus dorsi, and 1 ×

teres major. Across the three muscles recorded from each of our
seven participants in our control experiment, four recordings
were eliminated: 2 × anterior deltoid and 2 × latissimus dorsi.

EMG recordings from each trial were segmented and
aligned to the onset of each anterior or posterior perturbation
within the pseudorandom binary sequence. Each trial contained
approximately 40 perturbations in each direction. Data between
40 ms prior to the perturbation onset and 100 ms after the
perturbation onset were analyzed (Figures 2A,B). EMG after
100 ms were not considered to minimize contributions from
voluntary interventions and the cessation of the ramp portion
of the perturbation (Lewis et al., 2005; Honeycutt and Perreault,
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2012). The aligned segments were averaged before further
analysis. Background muscle activity was calculated as the mean
average rectified EMG 0–40 ms prior to the onset of the
perturbation. All reflex responses were measured relative to this
background. We estimated reflex latencies for all active trials
as the time after perturbation onset when the average rectified
EMG diverged positively or negatively from the background by
at least two standard deviations; these results were confirmed
visually. Latencies were not measured for passive trials, which
had inconsistent reflex responses.

We characterized the reflex amplitude in two ways. First, to
capture the net change in muscle activity that resulted from
perturbations in each direction, we computed the root mean
square (RMS) amplitude as the RMS of the average rectified EMG
relative to the background activity. This measure was computed
over the period from 20 to 100 ms after perturbation onset.
Second, we quantified the average rectified amplitude relative to
the background activity in four separate time windows following
perturbation onset to assess the sign (facilitatory or suppressive)
and time evolution of the observed responses, as done in
numerous other studies (Nakazawa et al., 1997; Pruszynski
et al., 2009; Shemmell et al., 2009). The windows were: R1
(20–40 ms), R2 (40–60 ms), R3 (60–80 ms), and R4 (80–100 ms;
Figure 2B). The R1 window likely included predominantly
spinal contributions, and R2 to R4 likely contained contributions
from both spinal and supraspinal pathways (Lewis et al., 2004;
Shemmell et al., 2009).

Statistical Analysis
Our primary hypothesis was that the amplitudes of stretch-
evoked reflexes in the rotator cuff muscles would be larger
than those in the primary shoulder movers. This was assessed
grossly by examining the RMS reflex amplitudes across all
trials conducted at the largest tested voluntary contraction level
of 10% MVC when reflexes were expected to be largest. The
distribution of reflexes within each muscle from each participant
was summarized by the 10th, 50th, and 90th percentiles to
represent small, median, and large responses (Jonsson, 1978;
Ludvig et al., 2019). This approach allowed for the comparison
of reflex magnitudes beyond the simple mean or median of the
data and accounted for the skewed distributions within each
muscle and muscle group. A linear mixed effects model was used
to determine if there were differences across muscle groups at
each percentile. RMS amplitude was considered as the dependent
variable. Muscle group and percentile were the fixed independent
factors. Participants were treated as a random factor. Post hoc
comparisons were used to compare amplitudes from the rotator
cuff muscles to those in the primary shoulder movers.

Since reflexes scale with background activity (Matthews,
1986), we conducted two additional analyses to determine why
reflex amplitudes may differ between rotator cuff muscles and
primary shoulder movers. First, we compared the background
activity between groups at 10% MVC using an analysis
identical to that described for the RMS amplitudes. Next, we
examined if the sensitivity of reflex amplitudes to background
activity differed between muscle groups by computing a
gain-scaling factor for each muscle, defined as the slope

between background activity and RMS reflex amplitude. Reflex
amplitudes from trials at contraction levels of 0%, 5%, and
10% MVC were included to maximize the range of each
muscle’s background activity. Separate gain-scaling factors were
computed for each perturbation direction (Figures 2C–E). We
compared gain-scaling factors in each muscle group using
a linear mixed effects model with RMS reflex amplitude as
the dependent variable, background activity as a continuous
factor, and muscle and perturbation direction as fixed factors.
Participants were treated as a random factor for both intercepts
and slopes. The gain-scaling factors for each muscle group
were compared using post-hoc comparisons. We compared
gain-scaling factors between muscle groups separately for
each perturbation direction and also stratified by perturbation
directions that elicited facilitative or suppressive responses.

Our secondary hypothesis was that the latencies of stretch-
evoked reflexes would differ in rotator cuff muscles compared to
primary shoulder movers. We used a linear mixed effects model
to quantify the average reflex latency for each muscle in each
perturbation direction. Participants were treated as a random
factor. We tested our hypothesis by comparing the average reflex
latencies of the rotator cuff muscles to those of the primary
shoulder movers.

In our control experiment, we compared reflexes recorded
in the same muscle with surface and fine-wire intramuscular
electrodes. First, we used a linear mixed effects model to
determine if there were differences in RMS reflex amplitudes
between electrode types at the 10th, 50th, and 90th percentiles.
Second, we computed gain-scaling factors and compared them
between electrode types using a linear mixed effects model.
Finally, we used a linear mixed effects model to compare
the average reflex latency between electrode types in each
perturbation direction. All models included the same fixed,
continuous, and random factors described above.

To compare parameters within each linear mixed effects
model, we used the Wald t-test statistic with a Satterthwaite
approximation to estimate P-values (Luke, 2017). All confidence
limits reported in the text reflect 95% confidence intervals unless
otherwise noted (mean ± CI). Bonferroni corrections were used
to control for multiple comparisons.

RESULTS

Since there have been few studies examining shoulder reflexes
elicited by translations of the glenohumeral joint, we begin by
characterizing the nature of the elicited reflexes. We follow by
providing a detailed evaluation of our hypotheses related to the
stretch-evoked reflexes elicited in the rotator cuff muscles and
primary shoulder movers. Finally, we describe the results of our
control experiment comparing reflex characteristics recorded
in the same muscle with surface and fine-wire intramuscular
electrodes.

Nature of the Stretch-Evoked Reflexes
Elicited by Glenohumeral Translations
Stretch-evoked reflexes were elicited by translations of the
glenohumeral joint in all shoulder muscles recorded in our

Frontiers in Integrative Neuroscience | www.frontiersin.org 6 February 2022 | Volume 15 | Article 79647240

https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/integrative-neuroscience#articles


Nicolozakes et al. Translational Reflexes in Shoulder Muscles

experiment. While no prior studies have described how
shoulder muscles are stretched or shortened by translational
perturbations, the expected length changes of the primary
shoulder movers can be inferred from their anatomical
orientation at the glenohumeral joint. We expect that muscles
would be stretched by translationsmoving in a direction opposite
of where they sit with respect to the glenohumeral joint,
and the muscles would be shortened by translations moving
in the same direction. For example, the anterior deltoid and
pectoralis major sit anteriorly to the glenohumeral joint and
are likely stretched by posterior perturbations. Accordingly,
the anterior deltoid and pectoralis major displayed facilitatory
reflexes in response to posterior perturbations and suppressive
reflexes in response to anterior perturbations. In contrast, the
posterior deltoid, teres major, and latissimus dorsi are oriented
posteriorly to the glenohumeral joint and are likely stretched by
anterior perturbations. Predictably, these threemuscles displayed
facilitatory reflexes in response to anterior perturbations and
suppressive reflexes in response to posterior perturbations.
Unlike the other primary shoulder movers, the middle deltoid
is oriented superiorly to the glenohumeral joint. Reflexes in the
middle deltoid did not consistently demonstrate facilitation or
suppression responses to perturbations in either direction. It is
more difficult to predict how translational perturbations would
stretch or shorten the rotator cuff muscles given their compact
anatomy around the glenohumeral joint. The supraspinatus
and infraspinatus are roughly oriented posterosuperiorly and
posteriorly, respectively, to the glenohumeral joint, yet both
displayed facilitation in response to posterior perturbations and
suppression in response to anterior perturbations. Likewise, the
subscapularis is roughly oriented anteriorly to the joint but
displayed facilitation in response to anterior perturbations and
suppression in response to anterior perturbations. Overall, most
facilitatory and suppressive reflexes were broad and monophasic,
yet in some muscles such as the supraspinatus, infraspinatus, and
anterior deltoid, brisk and biphasic facilitatory responses were
observed. Examples of reflexes in each muscle can be observed
for a typical participant in Figure 3.

Reflex Amplitudes Were Larger in Rotator
Cuff Muscles Than in Primary Shoulder
Movers
Due to the multiphasic nature of the reflexes observed in several
muscles, we used the RMS of the average rectified EMG between
20 and 100 ms to assess the aggregate change in muscle activity
elicited by translational perturbations of the shoulder. We found
that this measure of reflex activity, or the RMS amplitude, was
larger in the rotator cuff muscles than in the primary shoulder
movers. This was evaluated by comparing distributions of RMS
amplitudes elicited as participants generated voluntary torques of
10%MVC, the most active condition in our experimental design.
Distributions were created for each muscle, incorporating all six
volitional torque directions and both perturbation directions.
Results for a typical participant are shown in Figure 4A. The
difference in RMS amplitude between muscles groups was driven
by large reflexes in the supraspinatus and infraspinatus and

small reflexes in the latissimus dorsi and teres major. Across all
participants, the median RMS amplitude was nearly twice as
large in the rotator cuff muscles (2.0 ± 0.5% MVC) compared
to the primary shoulder movers (1.0 ± 0.3% MVC; P = 0.003;
Figure 4B). Similar differences were observed for the large (90th
percentile) reflexes elicited in each group. The large reflexes in
the rotator cuff muscles (6.1 ± 1.2% MVC) were approximately
50% greater than those in the primary movers (4.0 ± 1.1%
MVC; P = 0.03). In contrast, minimal differences were observed
between the small (10th percentile) reflexes in each group,
where reflexes in the primary movers (0.3 ± 0.1% MVC) were
slightly larger than those in the rotator cuff (0.2 ± 0.1%;
P = 0.45). The largest reflexes were observed in the supraspinatus
(median: 2.8 ± 0.9% MVC; large: 6.9 ± 1.8% MVC) and
infraspinatus (median: 2.4± 0.8%MVC; large: 5.1± 1.3%MVC;
Figure 4B). The smallest were observed in the latissimus dorsi
(50th percentile: 0.6 ± 0.2% MVC; 90th percentile: 2.6 ± 0.7%
MVC) and teres major (50th percentile: 0.7 ± 0.3% MVC; 90th
percentile: 2.9 ± 1.0% MVC; Figure 4B).

The larger reflexes observed in the rotator cuff muscles
may have been influenced by differences in background muscle
activity between the two muscle groups, given that reflex
amplitudes typically scale with background activity. However,
across all participants, the median background activity at torque
levels of 10% MVC barely differed between rotator cuff muscles
(3.7 ± 1.2% MVC) and primary shoulder movers (3.4 ± 0.7%
MVC; P = 0.70; Figure 5). The large (90th percentile) background
activity in rotator cuff muscles (12.8 ± 2.5% MVC) was larger
than in the primary shoulder movers (10.7 ± 1.3% MVC;
P = 0.13), but the difference was still relatively small. In contrast,
the small (10th percentile) background activity was larger in the
primary shoulder movers (1.5± 0.4%MVC) than the rotator cuff
muscles (0.5± 0.2%MVC; P < 0.001). Therefore, factors beyond
the background activity of each muscle likely contributed to the
differences in reflex amplitude between muscle groups.

Gain-Scaling Was More Prominent in
Rotator Cuff Muscles Than in Primary
Shoulder Movers
To determine if differences in reflex amplitude reported above
were due to differences in reflex sensitivity to background
activity, we computed the gain-scaling factor for each muscle,
which defines the change in RMS amplitude resulting from
a change in background activity. The gain-scaling factor was
significantly different from zero in all muscles (all P < 0.001).
Our data were described well by a model predicting RMS
amplitudes based only on background activity, muscle type,
and perturbation direction as the independent fixed factors
(R2 = 0.89). The gain-scaling factors ranged from 0.25 to 0.55
(∆ RMS amplitude/∆ background activity) across all muscles
and perturbation directions (Figure 6). For a given muscle,
gain-scaling factors were nearly always larger in the perturbation
direction that elicited facilitatory reflexes than the perturbation
direction that elicited suppressive reflexes. The only exception
was in the supraspinatus, which displayed similar gain-scaling in
both perturbation directions.
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FIGURE 3 | Individual stretch-evoked reflexes responding to anterior (blue) and posterior (red) perturbations in all muscles from a typical participant. All trials shown
are from torque levels of 10% MVC in a torque direction that generated a large background activity for each muscle. All EMGs are displayed relative to background
activity. Thick black bars are included to display the scale of the x-axes (20 ms per horizontal bar) and y-axes (10% MVC of ∆EMG per vertical bar), respectively.

Gain-scaling was larger in the rotator cuff muscles than
in the primary shoulder movers (Figure 6). Gain-scaling
factors in the rotator cuff muscles were 0.43 ± 0.04 (∆ RMS
amplitude/∆ background activity) for anterior perturbations
and 0.41 ± 0.03 for posterior perturbations. In contrast, the
values for the primary shoulder movers were 0.35 ± 0.03 and
0.35± 0.03 for anterior and posterior perturbations, respectively.
The difference between muscle groups had a statistical
significance of P = 0.002 for both perturbation directions.
On average across both perturbation directions, gain-scaling
factors in the cuff muscles were 0.07 ± 0.03 larger than
in the primary shoulder movers (P < 0.001). Intercepts in
the model were small but significant for the rotator cuff
muscles (0.20 ± 0.03% MVC, P < 0.001) and primary
shoulder movers (−0.11 ± 0.02% MVC, P < 0.001); these

also differed significantly (P < 0.001). The similar degree
of average gain-scaling following anterior and posterior
perturbations suggests that shoulder muscles collectively
generate balanced resistance to external disturbances coming
from each direction. Gain-scaling factors were also larger in
rotator cuff muscles than in primary shoulder movers when
stratifying by perturbation directions that elicited facilitatory
(0.47 ± 0.04 vs. 0.42 ± 0.04; P = 0.008) or suppressive reflexes
(0.36 ± 0.04 vs. 0.30 ± 0.02; P < 0.001).

The time-course of the reflexes elicited in each muscle was
quantified by examining the average rectified EMG in four
time windows following perturbation onset: R1 (20–40 ms), R2
(40–60 ms), R3 (60–80 ms), and R4 (80–100 ms). We assessed
the gain-scaling in each window, as described above for the RMS
reflex amplitudes. The largest gain-scaling was typically observed
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FIGURE 4 | Reflex amplitudes comparing muscle groups and individual muscles. Reflex amplitudes were summarized as RMS amplitudes, which were calculated
from the root mean square of the reflexes in each perturbation direction for an individual trial. Colored lines represent the RMS amplitudes corresponding to the 10th
(red), 50th (green), and 90th (blue) percentiles across all trials at torque levels of 10% MVC. The three percentiles correspond approximately to the small, median, and
large amplitudes across all trials, respectively, for a given muscle or muscle group. (A) RMS amplitudes are displayed for a representative participant. Gray dots
represent RMS amplitudes from all the participant’s individual trials in both perturbation directions for a given muscle or muscle group. The boxes represent the
interquartile range (25th and 75th percentiles), and the whiskers span from the 10th to 90th percentiles. (B) RMS amplitudes for all participants. Error bars represent
the standard errors of the RMS amplitude estimates at each respective percentile.
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in R2 or R3 (Figure 7). These results were obtained by grouping
data across all six volitional torque directions.

Given that previous studies have shown that reflexes in
shoulder muscles are affected by the specific tasks being
performed (Pruszynski et al., 2008; Krutky et al., 2010;
Nicolozakes, 2021), we also assessed gain-scaling in each window
separately for each of the six torque directions used in our
protocol. We quantified the improvement in goodness-of-
fit between the models that estimated gain-scaling with and
without grouping data across all six torque directions. The more
complicated model led to only a modest improvement in the fit
accuracy (median ∆R2: +0.03, IQR: +0.02–0.06; Supplementary
Figure 1). These findings suggest that the reflexes recorded in our
study were most sensitive to changes in the background activity
of the homonymous muscle rather than the coordinated activity
of all muscles contributing to each of the tested torque directions.
Interestingly, this is quite different than reflexes elicited by
shoulder rotations (Nicolozakes, 2021).

Comparisons of Reflex Latencies Between
Rotator Cuff Muscles and Primary
Shoulder Movers
In addition to comparing reflex amplitudes between rotator cuff
muscles and primary shoulder movers, we also compared reflex
latencies, which represent a secondary measure relevant to the
efficacy of the reflex response. The reflex latencies in the rotator
cuff muscles were shorter than those in the primary shoulder
movers. Specifically, reflex latencies in rotator cuff muscles
were 5 ± 1 ms shorter, on average, than the latencies of the
primary shoulder movers for facilitatory responses (29 ± 2 ms
vs. 34 ± 2 ms; P < 0.001). The shortest mean facilitatory
latencies were observed in the supraspinatus (27 ± 2 ms) and the
infraspinatus (25 ± 2 ms), and the longest in the latissimus dorsi
(43 ± 2 ms) and teres major (42 ± 2 ms; Figure 8).

Facilitatory reflex latencies became shorter with increased
background activity in the three muscles that had the
slowest facilitatory responses: the subscapularis, latissimus
dorsi, and teres major. This decrease may be due to muscle
activation creating a more effective transmission of the applied
glenohumeral translation to the proprioceptors mediating the
reflex response, or to decreasing the threshold of the relevant
motoneurons. In these three muscles, facilitatory reflex latencies
decreased by approximately 1 ms for each percentage increase
in background activity (subscapularis ∆: −0.9 ± 0.6 ms/%MVC,
P = 0.003; latissimus dorsi ∆: −1.1 ± 0.7 ms/%MVC,
P = 0.001; teres major (∆: −1.1 ± 0.8 ms/%MVC, P = 0.005).
Smaller, nonsignificant changes in latency with increased muscle
activation were observed in the other six muscles. Despite these
activation-dependent changes, the differences in the facilitatory
latencies were maintained at the highest activations tested.

Reflex latencies in rotator cuff muscles were also 5 ± 1 ms
shorter than in primary shoulder movers for suppressive
responses (32 ± 2 ms vs. 37 ± 2 ms; P < 0.001). A smaller range
of latencies was observed for suppressive responses compared to
facilitatory responses, with the shortest mean latency observed in
the supraspinatus (30 ± 2 ms) and the longest in the latissimus

dorsi (41 ± 2 ms). Within each muscle, reflexes elicited by
posterior perturbations always occurred at a shorter latency
than those elicited by anterior perturbations, regardless of the
nature of the responses (facilitatory or suppressive; Figure 8).
Such differences suggest a quicker overall response to posterior
perturbations. In all nine muscles, only small, nonsignificant
relationships between latency and muscle activation were
observed for suppressive responses.

Recording Modality Influenced Measured
Reflex Latencies
In our control experiment, we compared reflex latencies,
amplitudes, and gain-scaling factors between reflexes recorded in
the same muscle with surface or fine-wire electrodes. Across the
three muscles, reflex latencies were on average 7 ± 2 ms shorter
in reflexes recorded with fine-wire electrodes than those recorded
with surface electrodes (P < 0.001; Figure 9). The differences
were most pronounced in the latissimus dorsi (anterior: 8 ± 5 ms
shorter, P = 0.001; posterior: 9 ± 4 ms shorter, P < 0.001) and
least pronounced in the posterior deltoid (anterior: 4 ± 3 ms
shorter, P = 0.009; posterior: 5 ± 3 ms shorter, P = 0.002).
Differences in electrode type used to record reflexes from the
rotator cuff muscles and primary shoulder movers may therefore
have contributed to the differences in reflex latency recorded in
our primary experiment.

Reflex amplitudes were impacted less by electrode type than
were the reflex latencies. We found that our measures of reflex
amplitude differed slightly or not at all between surface and
fine-wire electrodes. Median RMS amplitudes (50th percentile)
on average across muscles did not differ between electrode type
(∆ fine-wire — surface = −0.05 ± 0.39% MVC; P = 0.81).
Similar but slightly larger results were observed for the 90th
percentile (∆ = 0.6 ± 0.7% MVC, P = 0.14), which were
larger when recorded with fine-wire electrodes. This statistically
insignificant bias across all muscles was due to small but
significant increases in the anterior deltoid (∆ = 1.1 ± 0.5%
MVC, P < 0.001) and latissimus dorsi (∆ = 0.5 ± 0.5%
MVC, P = 0.03) amplitudes when using fine-wire electrodes.
For smaller reflexes (10th percentile), amplitudes again did not
differ between electrode type (∆ = −0.02 ± 0.20, P = 0.87).
This difference only reached significance for the anterior deltoid
(∆ = −0.11 ± 0.04% MVC, P < 0.001), which had larger
amplitudes when recorded with surface electrodes. The average
differences in gain-scaling between electrode type (anterior
perturbations:∆ = 0.02± 0.12∆ RMS amplitude/∆ background
activity, P = 0.76; posterior perturbations: ∆ = 0.05 ± 0.04,
P = 0.06) were also less than we observed in our primary
experiments. These results suggest that differences in electrode
type may have influenced the magnitude of the amplitude
effects reported in our primary experiment but not the overall
conclusions.

DISCUSSION

The purpose of this study was to compare stretch-evoked reflexes
elicited by translations of the glenohumeral joint between rotator
cuff muscles and muscles that are primary movers of the
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shoulder. Stretch-evoked reflexes were elicited in all muscles we
studied. Reflex amplitudes were larger in the rotator cuff muscles
than in the primary shouldermovers, with the highest amplitudes
observed in the supraspinatus and infraspinatus. The increased
amplitudes in these rotator cuff muscles were due to a larger level
of background activity and an increased scaling with background
activity, quantified by a gain-scaling factor for each muscle.
Additionally, reflex latencies were shorter in rotator cuff muscles
than in primary shoulder movers, but the differences observed
may have been influenced by recording EMG with different
types of electrodes. Our findings demonstrate that translations of
the glenohumeral joint elicit strong stretch-evoked reflexes and
that these reflexes are most vigorous in the rotator cuff muscles
thought to be essential for shoulder stability. These involuntary
responses likely arise from the diversity of proprioceptors within
the muscles and passive structures surrounding the shoulder.
Their actions serve to amplify the stabilizing properties of the
rotator cuff muscles that have already been identified during
volitional control, providing a brisk response to glenohumeral
translations that should promote centering the humeral head
within the glenoid fossa.

Factors Contributing to Different Reflex
Amplitudes Between Shoulder Muscles
The shoulder is embedded with many proprioceptors that could
have contributed to the reflexes observed in this study. While our

study was not designed to identify the specific sensory organs
contributing to reflexes elicited by glenohumeral translations,
it is insightful to consider the potential sources of afferent
information.

Muscle spindles are commonly assumed to be a primary
source of afferent information when studying stretch-evoked
reflexes. While we assume that they contributed to the responses
we observed, it is unlikely that spindles alone accounted for the
differences between the rotator cuff muscles and the primary
movers of the shoulder. Muscle spindles are sensitive to changes
in muscle length and its derivatives (Poppele and Bowman, 1970;
Finley et al., 2013; Blum et al., 2020), and the amplitude of
the elicited reflex increases with increasing changes in muscle
length (Nichols and Houk, 1976; Neilson and Mccaughey, 1981;
Cathers et al., 1999). The largest changes in muscle length for our
study would be expected in muscles with lines of action that are
most closely aligned to the anterior or posterior perturbations
used to elicit reflexes, which are the primary shoulder movers
(Ackland and Pandy, 2009). Contrary to what would be expected
if the elicited reflexes were due solely to changes in muscle
length, we observed that the muscles with lines of action nearly
orthogonal to the applied perturbations, the supraspinatus and
infraspinatus (Ackland and Pandy, 2009), had the largest reflex
amplitudes. These larger amplitudes were not due simply to
increased background activity in the rotator cuff muscles but
also to an increased sensitivity of the elicited reflexes, which
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we quantified by the gain-scaling of the response in each
muscle (Matthews, 1986). Hence, proprioceptors other than
muscle spindles are likely to have contributed to the enhanced
reflexes we observed in the rotator cuff muscles, though we
cannot rule out differences in spindle density across muscle
groups crossing the shoulder or differences in muscle-tendon
compliance.

Additional proprioceptors that could be relevant to reflex
activation of the shoulder musculature include the free nerve
endings, Ruffini corpuscles, Golgi tendon organs, and Pacinian
corpuscles within the glenohumeral capsule, its constituent
ligaments, and the glenoid labrum (Bresch and Nuber, 1995;
Vangsness et al., 1995; Gohlke et al., 1998; Guanche et al.,
1999; Steinbeck et al., 2003; Witherspoon et al., 2014). These
structures would be strained by translational perturbations of
the glenohumeral joint (Brenneke et al., 2000), and the afferents

within them have been shown to elicit strong reflexes in
shoulder muscles that are most consistently observed in the
rotator cuff (Voigt et al., 1998). Similar findings have been
observed for stimulation of afferents from the coracoacromial
ligament (Diederichsen et al., 2004) which, though external
to the capsule, provides evidence for the broad innervation
of passive structures within the shoulder. The reflexes we
observed likely integrated afferent information from these
passive structures along with those originating from muscle
spindles, which may have contributed to the larger amplitudes
observed in the rotator cuff muscles relative to those in
the primary movers. Integration of afferent information from
capsular proprioceptors would likely be much larger for reflexes
elicited by glenohumeral translations compared to those elicited
by glenohumeral rotations given that the latter should generate
less strain on the passive structures. Interestingly, both the Voigt
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et al. (1998) and Diederichsen et al. (2004) studies noted strong
suppressive responses in the shoulder muscles upon stimulation
of the capsular and ligamentous afferents. In contrast, the
translational perturbations used in our study elicited facilitative
and suppressive reflexes. This difference may also result from
the integrated effects of different sensory organs and pathways
that are stimulated when the intact shoulder is translated as
opposed to the more focused electrical stimulation used in
prior work.

Factors Contributing to Different Reflex
Latencies Between Shoulder Muscles
We found that reflex latencies were approximately 5 ms shorter
in the rotator cuff muscles than in the primary shoulder
movers. These findings were driven in part by long latencies
in the latissimus dorsi and teres major and short latencies in
the supraspinatus and infraspinous. However, in our control
experiment, reflexes were approximately 7 ms shorter when
recorded with fine-wire electrodes than with surface electrodes.
While these instrumentation differences do not account for
the full range of reflex latencies we observed (Figure 8), we
cannot rule out the possibility that they are large enough to
explain the average differences between rotator cuff muscles
and primary movers. Interestingly, Day et al. (2012) also found
reflexes in the rotator cuff muscles are faster than in the
primary movers following unexpected internal and external
rotation perturbations to the shoulder. They reported the fastest
responses in the infraspinatus and subscapularis, and slower
responses in the anterior and posterior deltoid. Notably, they
also used fine-wire electrodes and surface electrodes to record
reflexes in the rotator cuff muscles and primary shoulder movers,
respectively, which may have contributed to their findings. A
more careful assessment of any possible latency differences
between these groups of muscles will require the consistent use
of fine-wire electrodes.

The two muscles with the longest latencies in our study
also demonstrated the largest negative correlation between
muscle activation and reflex latency. The decrease in reflex
latencies with increased muscle activity could arise from a
more effective transmission of the perturbation to the muscles,
a decreased threshold of the motoneuron pool, or increased
spindle sensitivity arising from gamma activation (Vallbo, 1974).
Similar to our activation-dependentmeasures,Myers et al. (2003)
found that the latencies of reflexes in the latissimus dorsi, elicited
by glenohumeral rotations in healthy shoulders, are also longer
than in other shoulder muscles during relaxed conditions and
decrease with increasing muscle activation; above 20%MVC, the
latencies of the latissimus dorsiwere comparable to those in other
shoulder muscles. While the latencies of the latissimus dorsi and
teres major in our study still were larger thanmost other shoulder
muscles at higher activations, we did not approach the levels of
activation tested by Myers et al. (2003). Higher activations may
have led to the same result.

We are aware of only one other assessment of reflex latencies
occurring from translational perturbations of the humeral head.
Latimer et al. (1998) applied anterior translational forces to
the humeral head using a pulley system that dropped weights

onto an outstretched arm. Reflex latencies were recorded under
passive conditions in multiple rotator cuff muscles and primary
shoulder movers. Across all the tested shoulder muscles, they
reported latencies of passive reflexes that ranged from 110 to
220 ms. The passive conditions of that study likely increased
reflex times due to poor mechanical transmission along with the
neural factors described above. Importantly, voluntary responses
to perturbations can occur with latencies as short as 100 ms
(Hammond, 1956; Honeycutt and Perreault, 2012; Forgaard
et al., 2015), so it is unclear if the latencies reported by Latimer
et al. (1998) represent reflex or volitional responses.

Across all muscles, reflexes in our study occurred at average
latencies of 25–45 ms. While the fastest responses are similar
in latency to stretch-evoked reflexes elicited by rotational
perturbations of the shoulder (Perreault et al., 2008;Muraoka and
Kurtzer, 2020; Nicolozakes, 2021), most are slower than would
be expected for monosynaptic stretch-evoked reflexes. These
longer latencies suggest that the reflexes elicited by translational
perturbations may arise from structures other than muscle
spindles, as discussed above. While the source of the reflex
responses was not addressed in our work, it is interesting to note
that reflexes elicited by electrical stimulation of the glenohumeral
capsule have been measured to have latencies of approximately
33 ms, which are more consistent with the latencies observed in
our study (Voigt et al., 1998). These slower responses provide
further evidence that secondary afferents and the sensors they
innervate likely contributed to the net reflexes observed in this
study.

Methodological Considerations
Our study is among the first to assess reflexes elicited by
translations of the glenohumeral joint, which can lead to
dislocation when large enough to move the humeral head out of
the glenoid fossa. These translations of the intact joint have the
benefit of exciting all sensors that respond to joint translations
during normal activities, and therefore could be considered
more functional than the elegant mechanistic studies that have
stimulated isolated elements within the sensory system of the
shoulder. What is lost is the ability to identify the role of
specific sensory systems in the net reflex responses we quantified.
Modeling studies or more detailed experimental measures may
help to bridge this gap.

In our control experiment, we found that reflex latencies were
shorter when recorded with fine-wire intramuscular electrodes
than when recorded with surface electrodes in the same muscle.
These differences may have contributed to the shorter latencies
we observed in the rotator cuff muscles since their anatomy,
unlike the primary shoulder movers, required the use of fine-wire
electrodes. Our results differ from those of prior comparisons of
reflex latencies between surface and fine-wire electrodes, which
found no differences between the two modalities (Wittek et al.,
2001), although the standard deviations of their measurements
were much higher than ours. Reflex amplitudes and gain-scaling
factors were also slightly larger when recorded with fine-wire
intramuscular electrodes. However, the differences were smaller
than the differences we observed between rotator cuff muscles
and primary shoulder movers in our primary experiment. Hence,
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these recording differences may have influenced the magnitude
of the differences in reflex amplitude and gain-scaling we
observed betweenmuscle groups but not our overall conclusions.
While studies analyzing shoulder muscle activity commonly
record EMG with surface and fine-wire electrodes (Barden et al.,
2005; Kibler et al., 2007; Day et al., 2012; Thomas et al., 2013),
our results suggest that more consistent recording with fine-wire
electrodes is warranted when the timing of EMG responses is of
interest.

Our experiments were designed to assess shoulder reflexes
elicited by glenohumeral translations. However, it was not
possible to isolate our experimental perturbations solely to the
glenohumeral joint, which would require a more direct interface
with the bones of the humerus and scapula. We therefore cannot
rule out small rotations occurring at the glenohumeral joint
during the trials. We minimized soft tissue displacement by
applying perturbations through a tight-fitting cast that interfaced
with bony prominences on the humerus and by externally
clamping the scapula. The comprehensive casting minimized
glenohumeral rotations so that translations applied at the middle
of the humerus were transmitted to the humeral head with
minimal rotation of the humerus. This setup allowed us to
use small, safe perturbations that avoided the possibility of
dislocation, while still creating controlled translational strains at
the glenohumeral joint.

It is also important to note that our results are limited to the
posture we studied.Wemade all measurements with the shoulder
oriented in 90◦ abduction, neutral rotation, and 20◦ horizontal
flexion. Given that the tension of the glenohumeral capsule and
the muscles’ lines of action are unique to a shoulder’s orientation
(Turkel et al., 1981; Ackland and Pandy, 2009), reflexes are
likely to vary at different shoulder postures. One example is the
apprehension posture, which is linked to symptom reproduction
in individuals with shoulder instability (Rowe and Zarins, 1981).
We previously reported that the translational stiffness of the
glenohumeral joint differs between the posture tested in our
study and the apprehension posture (Nicolozakes et al., 2021). It
is likely that reflexes also vary with posture due to differences in
how shoulder muscles and passive glenohumeral structures are
oriented in each posture (Turkel et al., 1981; Ackland and Pandy,
2009).

CONCLUSIONS

In summary, we found that stretch-evoked reflexes elicited by
glenohumeral translations were larger in rotator cuff muscles
than reflexes in primary shoulder movers. The strong reflexes
elicited in the rotator cuff muscles, whose amplitudes ranged
from 33% to 55% of background activity, could play a substantial
role in maintaining shoulder stability, since the actions of the
rotator cuff increase shoulder stability by pulling the humeral
head into the glenoid fossa. While strong reflex activation of
the rotator cuff muscles seems to be an appropriate response to
mitigate the effects of unexpected translations, the mechanisms
driving this response remain unclear since the muscles that
have the largest reflex response to translations would also have
relatively small length changes. This suggests a coordinated

sensory response that integrates information from multiple
structures within the shoulder, rather than only the muscle
spindles commonly associated with stretch-evoked reflexes.
Injury to the glenohumeral capsule that occurs following
dislocation reduces shoulder proprioception and impacts reflexes
elicited by joint rotations (Lephart et al., 1994; Zuckerman
et al., 2003; Myers et al., 2004); what remains to be seen is
if these disruptions also alter the reflexively elicited protective
responses observed in this study. If so, our results can serve
as a valuable benchmark to compare the translational reflexes
present in healthy shoulders to those altered in individuals
who have suffered dislocations or other injuries that alter
the passive and active structures contributing to shoulder
stability.
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Stopping is a crucial yet under-studied action for planning and producing meaningful and
efficient movements. In this review, we discuss classical human psychophysics studies
as well as those using engineered systems that aim to develop models of motor control
of the upper limb. We present evidence for a hybrid model of motor control, which
has an evolutionary advantage due to division of labor between cerebral hemispheres.
Stopping is a fundamental aspect of movement that deserves more attention in research
than it currently receives. Such research may provide a basis for understanding arm
stabilization deficits that can occur following central nervous system (CNS) damage.

Keywords: muscle, impedance control, upper limb, motor control, movement

INTRODUCTION

When examining the neural mechanisms that underlie control of upper limb movements in
humans, previous research has predominantly focused on how the nervous system specifies and
actuates movement trajectories. However, an underappreciated yet critical aspect of motor control
is the ability to stop movement at an intended and stable position, such as when a tennis player
runs up to the net, stops, and hits a drop shot without falling through the net. Complex, graceful
behaviors require that maneuverability of action be complemented with the ability to stabilize the
body rapidly and precisely, and biological impedance control provides an elegant solution to the
stopping problem.

Consider what would be needed to bring the hand to rest at a target without a specialized
mechanism for controlling impedance. Precise joint torques would need to be planned and applied
to decelerate a given motion, and inaccuracies due to “noise” and inaccurate predictions in motor
commands and/or delays in sensory feedback would inevitably lead to instability. The arrangement
of agonist and antagonist muscles across our joints allows two types of braking mechanisms—
deceleration through the activation of task antagonists (imagine a car screeching to a halt at a traffic
light), and position- and velocity-dependent impedance control through coactivation of agonist and
antagonist muscles (similar to air brakes on an airplane that are used to reduce drag but not lift).

Mechanical impedance relates forces to resulting motions (velocities). As such, impedance
can be characterized by the inertial, viscous, and elastic resistance to motion. Limb stiffness
and viscosity can be modulated through muscle coactivation (i.e., simultaneous activation of
opposing muscles at a joint) (Hogan, 1984; Lacquaniti et al., 1993) and through the modulation
of proprioceptive reflex gains and thresholds (Takahashi et al., 2001; Pruszynski and Scott,
2012; Sainburg, 2014). Limb endpoint inertia is configuration-dependent (Hogan, 1985), and
stiffness modulation via synergistic activation of muscles is used for postural coordination
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(Mussa-Ivaldi et al., 1985). We propose that the action of
stopping requires defining a specific limb configuration, and also
defining parameters such as viscosity and stiffness.

HOW WE MOVE DEPENDS ON HOW WE
STOP—AND VICE VERSA

There are two distinct ways in which movements can be
“stopped.” In one, inhibitory circuits in the brain suppress
activity in cortical structures involved in movement planning
and execution prior to the initiation of the movement
(Nielson et al., 2002; Lemon and Kraskov, 2019). Inhibitory
control is an aspect of executive functioning that is a focus
of much research on decision making in health, normal
aging, and disease (Rubia et al., 2001; Aron et al., 2007;
Langenecker et al., 2007; Votruba et al., 2008; Mannarelli
et al., 2020; Elverman et al., 2021). In this review, we
limit our consideration to the second type of stopping—
physical interaction between the motor periphery and
the environment, that brings the limb to rest at a new
stable posture after a movement has been initiated (c.f.
Noorani and Carpenter, 2017).

Early studies of muscle activity during goal-directed reaching
have demonstrated the role of antagonist muscle activity in
stopping a ballistic movement. Studies of the classic triphasic
electromyography (EMG) pattern commonly observed during
fast goal-directed movements have identified notable stereotyped
behaviors (Hallett et al., 1975; Ghez and Martin, 1982; Meinck
et al., 1984; Hannaford and Stark, 1985). Specifically, at the
beginning of a movement, any tonic activity in the functional
antagonist ceases and a burst of activity in the functional
agonist accelerates the limb toward its target. Around the
time of peak movement velocity, the initial agonist burst
ceases and antagonist activity rises to decelerate the limb.
Shortly after the onset of the antagonist, agonist activity again
arises as the limb is brought to rest at its intended target
(Hallett et al., 1975).

In another seminal study examining the processes that underly
transitions from movement to posture, Lestienne et al. (1981)
examined the EMG patterns associated with a large range
of single joint movements of various amplitudes, speeds, and
directions made throughout the range of motion of the elbow
and wrist joints. Their findings revealed reciprocal agonist-
antagonist EMG patterns that characterized the early phase of
motion, followed by coactivation patterns that characterized
the later phase of movement. Coactivation patterns extended
throughout the deceleration phase of movement into the postural
stabilization phase and were characterized by a unique ratio
of agonist to antagonist activity that varied with each final
posture, a finding that could be explained partially by the
differing muscle mechanical states associated with each final
limb configuration. The fact that coactivation ratios varied
directly with posture, but not with trajectory features such
as movement direction, amplitude, or velocity led the authors
to conclude: “The motor processes controlling final position
and trajectory seem to be independent.” These findings and

conclusion support our hypothesis of independent mechanisms
for control of trajectory and posture, which will be discussed
later in this paper.

Studies with peripherally deafferented individuals have
also shown the presence of the triphasic EMG pattern;
however, the magnitude of the antagonist burst is not as
strongly correlated to the magnitude of the first agonist
burst as it is in neurologically intact individuals (Forget
and Lamarre, 1987). Importantly, (Brown and Cooke, 1990)
showed that humans can modify the triphasic EMG pattern
when producing movements with different temporal profiles,
such that the duration of initial agonist burst offset and
antagonist burst onset can be modified. These studies show
that online peripheral feedback is crucial for modulating
the limb’s mechanical interaction with the environment
through the coordinated activity of functionally antagonistic
muscles, and that neither peripheral mechanics nor central
commands alone suffice.

In fact, numerous studies have demonstrated that the
human central nervous system (CNS) is adept at achieving
movement goals despite environmental changes impacting
performance. This ability is facilitated by a phenomenon known
as sensorimotor adaptation, which is a form of learning whereby
the CNS adjusts motor behavior to restore performance in
the presence of altered environmental conditions. Adaptation
studies further highlight the importance of central influences
on how the limb interacts physically with the environment.
For example, when a ball is dropped from a specific height,
we are able to infer an accurate time of interception and
to modulate limb impedance accordingly (Lacquaniti et al.,
1993); however, in conditions of reduced gravity, such as
during space flight, the timing of interception is inaccurate
because visual cues about the target are combined with an
a priori model of the earth’s gravitational acceleration (Lacquaniti
et al., 2015). Adaptation also explains how we experience
aftereffects from changing mechanical conditions. For example,
when spending time on a boat, the CNS adapts to the
rocking of the boat by implementing predictive and reactive
mechanisms. Upon returning to stable ground, individuals
experience “sea legs,” which is the body countering the swaying
that occurred on the boat to maintain balance, and reflects
the CNS predicting waves that no longer exist. After a short
time, however, this aftereffect goes away, due to readaptation to
stable conditions. Such aftereffects have been shown in motor
learning studies, and they reflect predictions of previously applied
and adapted forces (Lackner and Dizio, 1994; Shadmehr and
Mussa-Ivaldi, 1994; Sainburg and Kalakanis, 2000). A recent
study showed that humans adapt their movement at different
rates depending on the type of load placed on the upper
limb—inertial, viscous, elastic—and that such adaptation may
be explained by the existence of internal models of limb
mechanics that are updated at different speeds (Oh et al.,
2021). These studies have been interpreted to reflect a process
that models the applied environment dynamics in order to
control movements through predictive mechanisms involving
neural structures widely distributed throughout the CNS (c.f.
Scheidt et al., 2012). The study of central influence on peripheral
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interactions with the environment continues to be an important
topic of research.

WHAT WE HAVE LEARNED FROM
ENGINEERED SYSTEMS

Various computational models have been used to describe the
neural control of movement and stopping. The CNS receives
feedback from multiple sources, which suggests that it must
decide how and when to integrate different types of feedback for
movement planning. Limb movement can be stabilized through
the use of neural feedback loops involving the CNS and muscles
(Suminski et al., 2007), as well as through predictive control of
mechanical impedance in the muscle (Burdet et al., 2001) and
multi-articular limb (Hogan, 1985; Mah, 2001). A disadvantage
of pure feedback control is that sensory information processing
delays can be slow, leading to long loop delays. Therefore, in
order to survive, we must be able to plan feedforward commands
that are based on internal models (i.e., expectations) of the
dynamic interactions between the limb and its environment and
their sensory consequences. However, feedforward control also
has limitations, including the inability to compensate in real-time
for performance errors induced by environmental uncertainties,
prediction errors, and potential noise in the motor execution
system. Some combination of feedforward and feedback control
schemes could have functional utility. How might this work?

One possibility is captured by the idea of model-free
control, which has been used to describe biological movement.
The equilibrium point hypothesis (Asatryan and Feldman,
1965) proposes that the CNS need not account for or control
biomechanical nor environmental dynamics, but instead
purports that centrally specified reference configurations
(equilibrium positions or “set points”) are a product of
coactivation and reciprocal commands that result in stiffness
about specified or “referent” configurations. Shifts in the
referent configurations result in movement trajectories through
the interaction of emergent muscle forces and joint torques
interacting with mechanical loads. The utility of the model-free
control approach was demonstrated by Buchli et al. (2011),
who used a robotic system in which: (1) a model-free reward
function implemented trial-and-error learning and (2) a variable
impedance controller allowed adaptability to different task
and environmental properties. This type of control learns both
reference trajectory and feedback gain schedules simultaneously,
purely through experience and without the need for an a priori
model of body and/or environmental dynamics. Model-free,
trial-and-error learning may indeed be a sufficient mechanism
for controlling both movement and posture, but in itself, it
fails to account for evidence of internal representations of
mechanical conditions that appear to allow both adaptation
in—and generalization to—novel dynamic environments,
such as applied force or inertial fields (Sainburg, 2015). In
addition, a large amount of evidence indicates that the CNS
takes inertial dynamics of body segments into account when
making point-to-point reaching movements (Cooke and
Virji-Babul, 1995; Sainburg et al., 1995; Ketcham et al., 2004),

that sensory feedback is used to control evolving movement
(Flanders et al., 1986; Cordo, 1990), and that human-object
interactions are planned based on information about the physical
properties and mechanics of the object (Dingwell et al., 2002;
Cothros et al., 2006).

Motor selection and motor planning mechanisms involve
optimizing costs, such as smoothness, accuracy, mechanical
energy, etc., to produce energetically efficient trajectories (Flash
and Hogan, 1985; Alexander, 1997; Todorov, 2004; Nishii and
Taniai, 2009; Huang et al., 2012). This type of control requires
a model of limb dynamics and a cost function in order to be able
to find optimal control trajectories and feedback gain schedules.
Optimal feedback control assumes that the CNS is able to find
the optimal solution for any given task by allowing variability
in task-irrelevant dimensions while constricting variability that
affects task goals (Todorov and Jordan, 2002). While this type of
control may provide the ideal solution to an engineered system,
this is not necessarily how the human CNS behaves, probably
due to constraints imposed by evolution. Therefore, it is likely
that we define a range of task-specific costs with different gains
dependent on task conditions, and which allows us to rely on a
local minimum that is “good enough,” i.e., satisficing rather than
looking for the “optimal” solution (Rosenbaum et al., 2001; De
Rugy et al., 2012; Loeb, 2021). It is important to note here that
neural control of movement is not “ideal” to begin with (i.e., our
movements are not always the most energetically efficient or least
erroneous choice), and any assumption of its ideal nature forms
an incorrect basis for models of human movement. For example,
(Gribble et al., 2003) showed that co-contraction of shoulder,
elbow and biarticular muscles increased with reduced target
size in order to improve movement accuracy, even though this
was an energetically inefficient solution. The magnitude of co-
contraction reduced over the course of learning, suggesting that
internal models are formed by the CNS to regulate viscoelasticity
of the musculoskeletal system by producing the necessary
feedforward commands (Thoroughman and Shadmehr, 1999;
Osu et al., 2002). Thus, we essentially balance a tradeoff between
movement accuracy and efficiency.

We propose a hybrid model of motor control in which
efficient movement is specified through the combination of
control mechanisms that account for internal and environmental
mechanics, are mediated by feedforward and feedback control
circuits, and which provide for the ability to effectively achieve
a stable posture at the end of movement (Sainburg, 2014). The
hybridization of predictive and impedance control mechanisms
has been shown to produce smooth movements that can quickly
adapt to unexpected perturbations (Takahashi et al., 2001;
Scheidt and Ghez, 2007; Yadav and Sainburg, 2014). The authors
have separately modeled reaching using a serial hybrid model
with a forward dynamic controller for specifying an initial
trajectory based on environmental and task conditions, and a
postural impedance controller for specifying a final equilibrium
position (Scheidt and Ghez, 2007; Yadav and Sainburg, 2011).
The serial hybrid model has been used to explain interlimb
differences in reaching behavior related to the time of switch
from trajectory control to impedance control, whereby the left
hand switches from trajectory to impedance control early in the
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movement (Duff and Sainburg, 2007; Schabowsky et al., 2007). In
contrast, the right hand’s advantage in controlling intersegmental
dynamics arises from a later shift to impedance control, which
allows time for sensory feedback to be integrated into online
trajectory control. These two control schemes differ in terms
of computational and metabolic costs, which suggests that both
schemes must work together. We speculate that the two control
schemes arose due to an evolutionary advantage for a division of
labor between cerebral hemispheres.

LESSONS FROM HUMAN
PSYCHOPHYSICS

Even the most simple of actions, such as goal-directed reaching,
appear to be implemented as a sequence of distinct control
actions that specify movement trajectories and stabilized limb
postures. Scheidt and Ghez (2007) designed two tasks that
each emphasized one aspect of movement—control of ongoing
trajectory (a slicing task) or final position (a point-to-point
reaching task)—by providing knowledge of performance in the
form of cursor feedback at the start or at the end of the
movement. When participants adapted to a visuomotor rotation
while completing either the reaching or slicing task, they only
adapted to the specific feature of their performance that coincided
with the provided feedback. Hence, participants only adapted
the initial direction of their movements when provided (rotated)
cursor feedback during movement but did not substantially
adapt the final stabilized positions of those same movements.
Similarly, they only adapted the location of their final stabilized
hand position when provided (rotated) cursor feedback at the
end of movement but did not substantially adapt the initial
trajectory direction of those same movements. That is, adaptation
of the spatial goal for movement did not transfer to the spatial
goal for stabilizing the hand at the end of the same movement
and vice versa. A second set of observations in these studies
support the independence of control actions specifying the
movement’s initial trajectory and final position. After practicing
accurate point-to-point reaches from a start position to a target,
participants overshoot the target dramatically when asked to
make an out-and-back slicing movement that was to reverse
direction in that same spatial target (Scheidt et al., 2011). They
did so because the initial plan for movement in the slicing
task, which was transferred from the reaching task, failed to
account for the absence of increased joint impedance caused
by increased joint antagonist coactivations in the neighborhood
of the spatial goal during reaching but not slicing. Learning to
terminate a reaching movement accurately should have allowed
individuals to perform the slicing task accurately if they were
guided by a common control mechanism driven by a single
spatial goal. However, the experimental results indicated that
different neural representations of the target position are formed
to specify an initial trajectory and a final posture (i.e., that
the control of trajectory and final posture are in fact distinct),
that these control actions are typically performed sequentially
during point-to-point reaching, and that transfer of a movement
trajectory plan from one task to another related task (i.e., from

reaching to slicing) does not automatically account for differences
in joint viscoelasticity anticipated in subsequent phases of the
action sequence.

Interlimb differences in task performance arise from
hemispheric specialization for control actions regulating limb
movement trajectory and final posture. Although a prominent
view of handedness is that the dominant hand-hemisphere
system is better at movement coordination and execution
than the non-dominant side, the non-dominant hand has
been shown to be superior at specific aspects of performance,
such as stopping at a fixed position. In an experiment that
required participants to reach from a fixed start position to
multiple targets vs. from multiple start positions to a fixed
target, it was found that the dominant hand’s performance
was better for the former than the latter task, while the non-
dominant hand’s performance was better on the latter task
(Wang and Sainburg, 2007). The dominant system aims to
minimize errors associated with intersegmental coordination
and is advantageous in adapting to novel dynamic conditions
(Sainburg, 2002). The non-dominant system is specialized
for responding to unexpected perturbations and reducing
deviations from achieving steady state postures (Mutha et al.,
2012). Further evidence of hemispheric specialization for these
distinct control processes arises from studies conducted on
individuals with unilateral brain damage due to stroke. During
a reaching task, right hemisphere damaged individuals were
able to make fairly linear reaching movements toward a spatial
target, but produced large errors in final position accuracy
compared to neurologically intact controls and left hemisphere
damaged individuals (Schaefer et al., 2009). In contrast, left
hemisphere damaged stroke survivors produced significantly
more curved movements, but were more accurate at the end
position compared to right hemisphere damaged individuals.
These results have been replicated in the contralesional arm of
hemiparetic chronic stroke survivors as well (Mani et al., 2013).

Based on psychophysics, the evidence suggests that human
motor control satisfices not optimizes. Our CNS is an evolved
system that does not necessarily conform to an optimal
engineered system. Evolution has played a crucial role in the
selection of structure and function of the human nervous system,
and this may help delineate between what is ideal and what is
practical. Although our control system may not yield the most
elegant solution from an engineering perspective, it has ensured
survival as a species; hence, when studying neural control of
movement, we must allow for the possibility that sensorimotor
responses to changing and often unpredictable environmental
conditions may not be optimal, in the engineering sense.

WHY DOES ANY OF THIS MATTER?

Hemispheric specialization has allowed for effective and efficient
bimanual control (e.g., holding a slice of bread with one
hand while spreading butter on it with the other). An
understanding of hemispheric control mechanisms can allow
the design of more personalized treatment strategies for
individuals with brain deficits. For example, training the
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ipsilesional arm of left hemisphere damaged stroke survivors
on tasks that promote movement coordination while training
right hemisphere damaged individuals on tasks that require
online corrections, stabilization, and stopping can be beneficial
for achieving functional independence (Maenza et al., 2021).
In addition, lateralized motor control processes can affect
the strategies employed for retraining the less-impaired arm
(Sainburg and Duff, 2006) and impact functional outcomes
differently in left and right hemisphere damaged stroke survivors
(Jayasinghe et al., 2020). Such insights promise benefits of
personalized therapeutic and compensatory interventions for
chronic stroke survivors.

Stopping, in particular, is a fundamental aspect of movement
that is complex and deserves more attention than it currently
receives. Metabolic costs of stopping may be different from
those of trajectory control, and future work may be able to
address how this impacts movement strategies. A recent study
from our lab showed that stabilizing behavior was similar
between stroke survivors and neurologically intact adults during
a mechanically coupled bimanual task (Jayasinghe et al., 2021)
even though previous work using unilateral tasks have shown

performance deficits in stroke survivors. There is clearly more
to the story of stabilization than meets the eye, and future
work can focus on different types of stabilization tasks—online
correction, staying in a fixed position during perturbation
to the same hand, bimanual stabilization, etc., to form a
deeper understanding of this complex phenomenon and its
specialization within the brain.
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Spinal interneurons play a critical role in motor output. A given interneuron may receive
convergent input from several different sensory modalities and descending centers
and relay this information to just as many targets. Therefore, there is a critical need
to quantify populations of spinal interneurons simultaneously. Here, we quantify the
functional connectivity of spinal neurons through the concurrent recording of populations
of lumbar interneurons and hindlimb motor units in the in vivo cat model during activation
of either the ipsilateral sural nerve or contralateral tibial nerve. Two microelectrode arrays
were placed into lamina VII, one at L3 and a second at L6/7, while an electrode array
was placed on the surface of the exposed muscle. Stimulation of tibial and sural nerves
elicited similar changes in the discharge rate of both interneurons and motor units.
However, these same neurons showed highly significant differences in prevalence and
magnitude of correlated activity underlying these two forms of afferent drive. Activation of
the ipsilateral sural nerve resulted in highly correlated activity, particularly at the caudal
array. In contrast, the contralateral tibial nerve resulted in less, but more widespread
correlated activity at both arrays. These data suggest that the ipsilateral sural nerve has
dense projections onto caudal lumbar spinal neurons, while contralateral tibial nerve has
a sparse pattern of projections.

Keywords: interneuron, motoneuron, high density arrays, single units, spinal cord circuitry

INTRODUCTION

Long range monosynaptic projections to spinal motoneurons are relatively rare in the mammalian
motor system. Descending projections primarily terminate onto spinal interneurons in order to
activate the spinal motoneurons—the classic exception to this are the cortical projections to motor
pools which control distal muscles in phylogenetically advanced species (Lemon and Griffiths,
2005). Additionally, large diameter Ia afferents, which are exquisitely sensitive to vibration, have
monosynaptic projections to nearly the entire homonymous motor pool (Mendell and Henneman,
1968). However, these specific cortical and reflex pathways are the minority of synaptic contacts on
the spinal motoneuron and represent the exception, rather than the rule. Therefore, most synaptic
contacts on the spinal motoneuron come from spinal interneurons.
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Since the initial work of Lundberg, spinal interneurons have
been shown to have a striking convergence across sensory
modalities (Hultborn et al., 1976; Jankowska et al., 1981;
Kniffki et al., 1981). In addition to this sensory convergence,
spinal interneurons also receive and integrate descending drive
(Brownstone and Bui, 2010). Thus, interneurons represent a
“common path” integrating information from a wide range
of sources (Jankowska and Lundberg, 1981). Further, these
interneurons are sensitive to neuromodulation from brainstem
centers (Schmidt and Jordan, 2000; Husch et al., 2015). This
fundamental convergence of inputs and divergence of projections
has the potential for high levels of functional connectivity
across spinal neurons.

Given the complexities of this system, single or even paired
spinal neuron recordings are likely insufficient to fully describe
the function of spinal circuits. Spinal microelectrode arrays
have been used to record the discharge of populations of
individual spinal interneurons in the motor system. This work
has been done in several species during a relatively small
range of behaviors. Most of these have focused on quantifying
interneuronal activity during endogenous behaviors, such as
locomotion in the cat (AuYong et al., 2011a,b; Dominguez-
Rodriguez et al., 2020; Musienko et al., 2020; McMahon et al.,
2021), scratching in the turtle (Radosevic et al., 2019), or
under anesthesia in the rat (McPherson and Bandres, 2021).
While such behaviors are critical to understand input-output
properties within and between interneurons and motoneurons,
these relationships are difficult to extract in an intrinsically
oscillating circuit. An approach using specific afferent inputs and
combining recordings of interneurons and motoneurons would
provide a neuronal ensemble view of the relationship between
sensory feedback, interneuronal systems, and motor output.

Here, we describe the discharge of spinal interneurons and
hindlimb motor units in response to specific forms of afferent
drive. Neural recordings from high-density microelectrode
arrays in the spinal cord and high-density electrodes arrays
on the muscle surface were collected from three cats and
decomposed into the individual discharge times of spinal
interneurons and motor units. Our initial goal was to describe the
functional connectivity of spinal neurons by quantifying short-
term correlations within and between lumbar spinal interneurons
and hindlimb motor unit discharge patterns. To accomplish this,
two forms of afferent drive known to activate spinal interneurons
and motoneurons were used—electrical stimulation of either
the ipsilateral sural nerve and/or contralateral tibial nerve.
Trains of electrical stimulation across a range of frequencies
were used to evoke bouts of tonic motor output. Time and
frequency domain correlations were used to examine differences
in functional connectivity between spinal neurons. The reflex
pathways arising from tibial nerve stimulation are thought to
diffusely project to multiple spinal segments on the contralateral
cord and involve more synapses before reaching the soleus
motor pool compared to the reflex pathways arising from sural
nerve stimulation (LaBella et al., 1989; Bannatyne et al., 2006).
Since the more direct pathway arising from the ipsilateral sural
nerve is more likely to have dense projections onto the soleus
motor pool, it was expected that sural nerve stimulation would

generate greater correlated activation of both spinal interneurons
and motor units.

MATERIALS AND METHODS

Three adult female domestic shorthair cats (Liberty Research Inc.,
Waverly, NY, United States, weight: 2.52–3.56 kg) were used for
this study. These animals underwent a terminal experiment to
evaluate lumbar interneuronal firing and motoneuronal activity
during stimulation of either the right (ipsilateral) sural nerve or
left (contralateral) tibial nerve.

Cats were initially injected with atropine (0.05 mg/kg
IM) and anesthetized with isoflurane (1.5–3.5% in oxygen)
supplied through an endotracheal tube. Heart rate, blood
pressure, end-tidal CO2, tidal volume, arterial oxyhemoglobin
saturation, respiration rate and temperature were monitored and
recorded every 15 min. Intravenous fluids enriched with sodium
bicarbonate (3.4 g/L) and sucrose (25 g/L) were administered
throughout the experiment. Dexamethasone (2 mg/kg, IV) was
given prior to surgery in order to reduce spinal swelling during
the spinal laminectomy. The laminectomy was performed and
the spinal cord was exposed at the lumbar level between the
L3 and L7 spinal segments. Bipolar nerve cuffs were implanted
around the right sural nerve and left tibial nerve at the
level of the calcaneal tendon (Ollivier-Lanvin et al., 2011).
One bifilar electrode was implanted into the lateral or medial
gastrocnemius (LG, MG) muscle and the muscle activity was used
to synchronize acquisition between the interneuronal [Tucker-
Davis Technologies Inc., (TDT), Alachua, FL, United States] and
motor unit [OT Bioelettronica (OTB), Turin, Italy] recording
systems using cross correlation of this common signal. Following
laminectomy, animals were transferred to a stereotaxic frame
where the spinal vertebrae were securely clamped to the frame.
The pia was opened to facilitate electrode insertion. The right
soleus was exposed and dissected free of the surrounding muscles
to facilitate placement of the high-density surface EMG electrode
array (Thompson et al., 2018). Decerebration was then performed
in order to discontinue anesthesia, which has been shown to affect
the activity of the spinal circuitry (Jinks et al., 2005).

Extracellular Neural Recordings and
Processing
One hour after decerebration, in vivo recordings of spinal
extracellular signals were conducted using two 64 channels
microelectrode arrays (model A8x8-5mm-200-200-177,
Neuronexus, Ann Arbor, MI, United States) inserted at the
dorsal root entry zone to depths of 3,000 to 3,500 µm into
two lumbar segments. The planar 8 shaft arrays were inserted
sagittally (i.e., in the rostrocaudal direction), so that the recording
sites covered a range of 1,450 µm rostrocaudally and 1,450 µm
dorsoventrally for each array The rostral electrode array was
placed at L3, while the caudal array was placed at either L6
or L7. Interneuronal activity was recorded using the RZ2/RS4
TDT system for recording of 128 channels of multiunit activity
(MUA) (sampling rate 24 KHz) and 2 analog channels of EMGs
activity (LG/MG) and nerve stimuli (sampling rate 12 KHz).
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Muscle activity was evoked in the ankle extensors using electrical
stimulation of the right (ipsilateral) sural or left (contralateral)
tibial nerve. Stimuli were pulse trains (biphasic 100 µs pulses)
delivered continuously at one of five possible frequencies (5, 10,
20, 50, and 100 Hz). During each trial, two blocks of stimulation
at the same frequency were delivered for 10–20 s with 10 s of
rest between. The amplitude of stimulation was adjusted to the
minimum current sufficient to evoke robust activity of the ankle
extensors (range: 0.2–3 mA for the tibial nerve, and 0.1–1.5 mA
for the sural nerve).

Neuronal extracellular activity was processed with customized
Matlab scripts (The Mathworks, Natick, MA, United States). Raw
multiunit data from the RS4 was first band-pass filtered between
300 Hz and 4,000 Hz (sampling rate 24 KHz). Filtered data were
then processed using the UltraMegaSort2000 Matlab toolkit (Hill
et al., 2011). The units chosen had an average firing frequency
greater than 1 Hz throughout the trial, a number of refractory
period violations (RPVs) less than 5% for a refractory period
of 1.5 ms, and a signal to noise ratio greater than 1.5 (Joshua
et al., 2007). Figure 1A depicts a subset of extracellular neural
recordings (13/128) from one trial along with all decomposed
interneuron spike trains that met the inclusion criteria for
subsequent analysis.

Electromyographic Recording and
Processing
Electromyographic (EMG) activity of the soleus muscles were
recorded using a 64 channel electrode array placed on the surface
of the exposed muscle (Thompson et al., 2018). EMG data were
filtered at 20–2,000 Hz, amplified at 150×, and digitized at
5.12 KHz using the Quattrocento system from OTB.

Decomposition of the EMG signal was performed using the
well validated blind source separation approach (Holobar et al.,
2009; Negro et al., 2016). Only spike trains with a silhouette
measure >0.85 were used for further analyses (Figure 1B).
Previous investigations have demonstrated the validity of this
motor unit-decomposition approach during contractions evoked
through cutaneous nerves in the cat, with a 96% rate of agreement
with concurrent fine wire electrodes placed in the same muscle
(Thompson et al., 2018).

Spike Train Analyses
Discharge rates of interneuron and motor unit spike trains
were calculated during the first block of stimulation as well
as during a 2-s period immediately prior to stimulation
(Figure 2A). Coefficient variation (CoV) for each motor unit
spike train was also calculated during the first block of
stimulation after removal of interspike intervals (ISIs) greater
than 400 ms.

Time- and frequency-domain correlations were performed
to quantify the response of interneurons and motor units to
the stimulus as well as the functional connectivity between
interneurons and motor units. For time-domain analyses, the
following peristimulus histograms (PSTH) were constructed: (1)
interneuron spike times aligned to stimulus pulse times (Stim
to IN); (2) motor units spike times aligned to stimulus pulse

FIGURE 1 | Decomposition of spinal multi-unit and soleus surface electrode
array recordings into interneuron and motor unit spike trains. (A) Subset of
extracellular recordings (13/128 channels) from L3 and L6 spinal intermediate
zones are shown along with the population of all interneurons spike trains
(STs) decomposed from the array data (n = 46). The black horizontal line
transecting the interneuron STs separates units decomposed from the L3
(n = 27) and L6 (n = 19) arrays. (B) Subset of surface EMG recordings (13/64
channels) along with the population of motor unit spike trains (MUSTs)
decomposed from these array data (n = 26).

times (Stim to MU); (3) motor unit spike times aligned to
interneuron spike times (IN to MU). For PSTH with motor
unit spike times (i.e., Stim to MU and IN to MU), all motor
unit spike times from a single trial were collapsed into a
composite motor unit spike train (CST) (Figure 3). This was
done to improve detection of response onsets. For each PSTH,
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FIGURE 2 | Changes in interneuron and motoneuron spike times during tibial and sural nerve stimulation. (A) Population spike times of interneuron and motoneuron
single units during exemplar trials of tibial (left) and sural (right) nerve stimulation at 20 Hz. (B) With both tibial and sural nerve stimulation, interneurons and motor
units changed their discharge rate to a similar degree regardless of stimulation frequency. Motor units were almost exclusively quiescent during the pre-stimulation
period and increased their discharge shortly after the onset of stimulation. Most interneurons had some baseline activity and displayed a more heterogeneous
response to peripheral nerve stimulation.

the pre-stimulus period was 20 ms, the post-stimulus period
was 80 ms, and the bin widths were 1 ms. To identify the
onset and direction of the earliest response for each PSTH, a
customized threshold crossing algorithm was used. From the
pre-stimulus period, two separate thresholds were calculated: a
LOW (±1 SD of mean baseline discharge) and HIGH threshold
(±4 SD of mean baseline discharge). The algorithm then
searched the post-stimulus period from 5 to 50 ms for any
detectable response onset. A detectable response was identified
when one of two criteria were met: (1) 6 of 8 consecutive
bins exceeded the LOW threshold in the same direction or
(2) 2 of 3 consecutive bins exceeded the HIGH threshold in
the same direction. These two onset criteria were applied so
the algorithm was able to identify small amplitude responses
occurring over long durations and large amplitude responses
occurring over short durations. The first bin where either of
these criteria were met was identified as the response onset.
Responses were identified as excitatory or inhibitory based
on the direction of change in discharge relative to the pre-
stimulus period. These time-domain analyses could only reliably
be performed during trials with low frequency stimulation (see
Figure 4 and section “Time Domain Correlations Between
Stimulus Pulse Train and Interneuron and Motor Unit Spike
Trains” below).

The response of interneurons and motor units to the stimulus
and connectivity between interneurons and motor units were
examined using a coherence analysis based on the methods
of Halliday et al. (1995). Coherence reflects linear dependence
or correlation between two variables in the frequency domain.
To calculate coherence, spike train data were separated into

401 ms disjoint segments (resulting in a frequency resolution of
2.49 Hz). Coherence [Cxy(f )] was then calculated using equation:

∣∣Cxy
(
f
)∣∣ = |Pxy

(
f
)
|
2

Pxx
(
f
)
· Pyy

(
f
) (1)

where Pxy(f ) is the averaged cross-power spectral
density (PSD) function between the input and
output spike trains, and Pxx(f ) and Pyy(f ) are the
averaged auto-PSD functions of the same spike trains
(Halliday et al., 1995).

To identify occurrence of significant coherence between pairs
of spike trains, 99% confidence limits were calculated based
on the number of segments used to derive the estimate of
coherence. When coherence between a pair of spike trains
exceeded the confidence limit at the stimulus frequency, they
were considered significantly cohered (Figures 5A–C). For all
significantly cohered spike trains, the magnitude of coherence
was also calculated at the peak of coherence at the stimulus
frequency after z-transformation:

Z = [atanh
(√

Cxy
(
f
))

/(
√

0.5 × L)] (2)

Where Cxy is coherence at the frequency of stimulation (f ) and L
is the number of segments (Figure 5E).

This analysis of coherence was applied to the same
combination of variables as the PSTH analyses, except individual
motor unit spike trains instead of CSTs were analyzed. Thus, for
each interneuron, the percentage of the motor unit population
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FIGURE 3 | Exemplar peristimulus time histograms during a trial of low
frequency (10 Hz) ipsilateral sural nerve stimulation. (A) Shown is an
interneuron that displayed an increased probability of discharge in response to
the stimulus and whose discharge was associated with an increased
probability of motor unit discharge [(A), middle panel]. (B) Displayed is an
interneuron that displayed a reduced probably of discharge and whose
discharge was associated with a decreased probably of motor unit discharge
[(B), middle panel]. The same composite motor unit spike train in response to
the stimulus is shown on the bottom panel of panels (A,B).

it was cohered to could be calculated (Figure 5D). Similar
coherence analyses were performed on pairs of interneurons.

Synchronization between pairs of interneurons was assessed
using a PSTH analysis. For these PSTH, the discharge of one
interneuron was aligned to the discharge of another interneuron.
From a 15 ms pre-stimulus period, 95% confidence limits were
constructed and changes in the discharge probability above
or below this confidence limit occurring within 1 ms were
identified as excitation and inhibition, respectively. This analysis
was performed on all combinations of interneurons and the
occurrence of excitatory and inhibitory synchrony for each pair
of interneurons was calculated.

Statistical Analyses
All statistical models presented were implemented using SPSS
v28 (IBM, Chicago IL, United States). To examine differences
in interneuron and motor unit discharge rate as well as motor
unit CoV between resting and stimulated states, full factorial
linear mixed models of the changes in these variables pre-
and post-stimulation onsets with nerve (Tibial vs. Sural) and
frequency (5, 10, 20, 50, and 100 Hz) as factors were used
(with animal as random factor). Main effects were compared
using Bonferroni corrected post hoc comparisons between the

means, and significant nerve × frequency interactions were
followed-up by examining the overlap between the confidence
limits of the estimated marginal means at each combination of
nerve and frequency.

Linear mixed models were also used to examine how the
different afferent drives (ipsilateral sural vs. contralateral tibial)
influence the occurrence and magnitude of coherence between
the stimulus and motor unit spike trains. Full-factorial linear
mixed models with the percentage of significant coherence
per trial or the magnitude of coherence for each motor unit
significantly cohered with the stimulus as dependent variables,
and nerve and frequency as factors (along with animal as a
random factor) were conducted. Main effects were compared
using Bonferroni corrected post hoc comparisons between the
means for the factors and significant nerve × frequency
interactions were evaluated based on the overlap between the
confidence limits of the estimated marginal means at each
combination of nerve and frequency.

Linear mixed models were also used to examine how the
same afferent drives influence the occurrence and magnitude
of coherence between the stimulus and interneurons, and
interneurons and motor units. Linear mixed models with the
percentage of significant coherence per trial (for Stim to IN)
and interneuron (for IN to MU) and magnitude of coherence
as dependent variables, and nerve, MUA location, and frequency
as factors (along with their 2-way interactions, and animal a as
random factor) were conducted to examine the effects of afferent
drive on the occurrence and magnitude of these coherences.
Main effects were compared using Bonferroni corrected post hoc
comparisons between the means for the factors, and significant
nerve × MUA location interactions were followed-up with an
analysis of the effects of nerve and frequency at each MUA
location by using a full factorial linear mixed model with nerve
and frequency as factors (with animal as random factor) for the
variable of interest at each MUA location.

Linear mixed models constructed using the same factors were
used to examine how afferent drives influenced the percentage
of interneurons time-locked or cohered to each other at each
recording location and frequency of stimulation.

To examine the effect of interneuron depth on the occurrence
of coherence between interneuron and motor unit spike trains,
interneurons were divided into superficial or deep groups using
median split based on the depth at which they were recorded.
To improve power of these analyses, data were collapsed across
stimulus frequency and linear mixed models were conducted
separately for each MUA location with fixed effects of nerve and
depth and animal as the random effect. For all model interaction
and main effects, alpha was set at 0.05.

RESULTS

Changes in Interneuron and Motor Unit
Firing With Peripheral Nerve Stimulation
Contralateral tibial nerve stimulation responses were measured
over 9 trials in animal 1, 10 trials in animal 2, and 7 trials in
animal 3, for a total of 26 trials. Ipsilateral sural nerve stimulation
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FIGURE 4 | Exemplar peristimulus time histograms during trials of higher frequency (≥20 Hz) ipsilateral sural nerve stimulation. (A) Clear responses entrained to the
stimulus frequency can be observed; however, due to the long latency of the response and short inter-stimulus interval, the type (excitatory or inhibitory) and onset of
response cannot be reliably determined from analysis of the PSTH. (B) Illustrates interneurons from the same trial that were not entrained to the stimulus frequency
along with composite motor unit spike trains (CST) in response to the stimulus [bottom plots of panels (A,B) are repeated].

responses were measured over 19 trials in animal 1 and 2 trials
in animal 2, for a total of 21 trials. From these trials, a total of
2,629 interneuron spike trains were decomposed from the L3 and
L6/L7 multi-unit array recordings. Of these interneurons, 81.2%
displayed some activity prior to peripheral nerve stimulation,
while 67.8% changed their firing in response to stimulation
(56.6% increased; 11.2% decreased). This change in firing was
observed during both contralateral tibial and ipsilateral sural
nerve stimulation (Figure 2A). On average, interneuron firing
rate increased during stimulation by 7.1 and 7.9 pps during sural
and tibial nerve stimulation, respectively (Figure 2B). There were
no significant main effects of nerve (F1,2448 = 0.769, p = 0.381)
or stimulation frequency (F4,2608 = 1.759, p = 0.134). There
was a significant nerve × frequency interaction (F4,2617 = 9.023,
p< 0.001) which appeared to be driven by interneuron firing rate
increasing to a greater extent at 20 Hz during tibial compared
to sural nerve stimulation. However, post hoc examination of
the overlap of estimated marginal means 95% confidence limits
revealed this effect was not significant.

A total of 678 motor unit spike trains were decomposed
from the soleus EMG array data. Motor units were generally
quiescent prior to peripheral nerve stimulation (Figure 2A). Only
three units displayed some activity during the pre-stimulation
baseline period, and all but one unit increased its firing rate
during the first block of stimulation. On average, motor units
increased their firing rate by 4.8 and 4.7 pps in response to
sural and tibial nerve stimulation, respectively (Figure 2B). While

there was no significant main effect of nerve (F1,668 = 0.160,
p = 0.689), a frequency main effect was observed (F4,667 = 35.072,
p < 0.001), with 20 and 50 Hz stimulation increasing motor unit
firing rate to a greater extent than the other frequencies. There
was a significant nerve × frequency interaction (F4,667 = 13.54,
p < 0.001); however, post hoc examination of the overlap
of estimated marginal means confidence limits revealed no
significant effects.

Significant main effects of nerve (F1,631 = 73.010, p < 0.001)
and frequency (F1,654 = 30.761, p < 0.001) were observed
for motor unit CoV. Motor unit CoV was significantly lower
during tibial nerve stimulation and was lowest during 20 Hz
stimulation during both types of nerve stimulation. A significant
nerve× frequency interaction was also observed (F4,654 = 11.087,
p < 0.001). Post hoc analysis of estimated marginal means 95%
confidence limits revealed this was due to significantly higher
CoVs during sural compared to tibial nerve stimulation primarily
at lower frequency stimulations (significantly different at 5 Hz).

Time Domain Correlations Between
Stimulus Pulse Train and Interneuron and
Motor Unit Spike Trains
Analysis of PSTHs revealed that interneurons displayed a
heterogenous pattern of responsiveness to the stimulus pulse
train. During low frequency stimulation (≤10 Hz), 36% of
interneurons demonstrated an excitatory response to tibial
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FIGURE 5 | Coherence analysis used to examine the response of interneurons and motoneurons to the stimulus pulse train as well as the functional connectivity
between interneurons and motoneurons. Exemplar PSTH and coherence spectra for (A) an interneuron spike train relative to the stimulus, (B) a motor unit spike
train relative to the stimulus, and (C) a motor unit spike train relative to an interneuron spike train. On each plot of the coherence spectra, a dashed horizontal line
represents a 99% confidence limit. Coherence values exceeding this confidence limit at the stimulation frequency (identified with vertical dashed lines), were
considered significant. The occurrence of significant coherence is mapped onto the matrix illustrated in panel (D). The top row indicates interneurons that were and
were not significantly cohered to the stimulus pulse times, while this same information for each motor unit is provided along the first column. All subsequent columns
starting after the second row indicate instances where an interneuron was significantly cohered with a motor unit. The red vertical line separates interneurons that
were recorded at the rostral (left) and caudal (right) spinal segments. Interneurons are further stratified according to depth, with deeper interneurons at each
recording site being plotted further to the right. For all significant relations, the peak of coherence (after z-transformation) at the stimulation frequency was calculated.
The magnitude of coherence between the stimulus and each interneuron and motor unit, and between each interneuron and motor unit for this exemplar trial is
mapped onto the matrix in panel (E).

(105/288) and sural (157/434) nerve stimulation. Inhibitory
responses were observed in 23% (99/434) of interneurons during
sural nerve stimulation and 15% (43/288) during tibial nerve
stimulation. While multi-phasic responses could be observed
(Figure 3A, top panel), the average onset of the earliest
detectable responses were 13.7 ± 9.0 ms to sural stimulation and
14.5± 9.0 ms to tibial nerve stimulation.

Longer latency responses were typically observed in motor
units (Figure 3, bottom panel). During low frequency stimulation
(≤10 Hz), the earliest detectable change in discharge probability

of the CSTs were 30.2± 12.5 ms and 30.4± 12.3 ms during sural
and tibial nerve stimulation, respectively. The type of response
was not consistent between these modes of stimulation; 100%
of CSTs during sural nerve stimulation displayed an excitatory
response (6/6), while CSTs during tibial nerve stimulation could
display an early inhibitory (3/6) or excitatory (2/6) response.

During low frequency sural nerve stimulation (≤10 Hz),
25.2% (81/322) of CSTs increased their discharge in response to a
given interneuron spike train, while 17.3% (56/322) displayed an
inhibitory response. This is in contrast to tibial nerve stimulation,
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FIGURE 6 | Occurrence of significant coherence during contralateral tibial and ipsilateral sural nerve stimulation across frequencies. (A) Percentage of interneurons
during each trial that were significantly cohered to the stimulus pulse train. The leftmost plot displays these percentage values for the entire interneuron population
recorded during each trial, while the middle and right plots display the percentage of interneurons from each recording site that were cohered to the stimulus.
(B) Percentage of the motor unit population that were significantly cohered to each interneuron during each trial across the entire population of interneurons (left) and
population of interneurons at each recording site (right). (C) Percentage of motor pool that was significantly cohered to the stimulus pulse train. Bars represent the
average percentage of significant coherence; individual data points have been jittered with uniformly distributed noise to minimize overlap.

during which only 2.1 % (6/288) of CST demonstrated a
detectable excitatory response to interneuron discharge, while
2.4% (7/288) displayed an inhibitory response. When responses
were observed, their onsets were at similar latencies for sural
(23.6± 11.6 ms) and tibial (22.1± 13.3 ms).

Examination of the timing and type of response of
interneurons and motor units to the stimulus pulse train as well
as the response of motor units to interneuron spikes were only
attempted at lower stimulus frequencies (≤10 Hz). This was
because clear phase locking of both interneurons and motor units
to the stimulus frequency was observed at higher frequencies
(Figure 4). Since response latencies were typically greater than
10 ms, and changes to the probability of discharge could last
upward of 40 ms (Figure 3), longer latency responses could fold
over into the subsequent stimuli response at higher frequencies
(≥20 Hz). This posed challenges for calculating true pre-stimulus
firing rates and response latencies using the PSTH approach
(Figure 4). The coherence analyses (Figure 5) presented below
enabled us to examine relations between stimuli and motor units

and interneurons and between interneurons and motor units
across all frequencies used in this study.

Interneuron Coherence With Stimulus
Pulse Train
During both sural and tibial nerve stimulation, a similar
percentage of the interneurons were significantly cohered to
the stimulus pulse train (F1,76 = 0.310, p = 0.579; Figure 6A).
Significant main effects of frequency (F4,75 = 25.166, p < 0.001)
and MUA location (F1,75 = 90.150, p < 0.001) indicated
that the percentage of interneurons significantly cohered to
the stimulus pulse train decreased as a function of increasing
stimulus frequency and were greater at the L6/L7 recording site.
A significant nerve × MUA location interaction (F1,75 = 39.966,
p< 0.001) was also observed. Follow-up comparisons of the effect
of nerve at each MUA location showed that a significantly greater
percentage of interneurons recorded at the L3 site were cohered
to the stimulus pulse train during tibial compared to sural nerve
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FIGURE 7 | Magnitude of significant coherence during contralateral tibial and ipsilateral sural nerve stimulation across frequencies. (A) Peak of coherence between
the stimulus pulse train and each interneuron; (B) each interneuron and motor unit; and (C) the stimulus pulse train and each motor unit at the stimulation frequency.
Bars represent the mean coherence value after z-transformation; individual data points have been jittered with uniformly distributed noise to minimize overlap.

stimulation (F1,35 = 35.135, p < 0.001; Figure 6A middle panel),
while the opposite effect was observed for interneurons recorded
at the L6/7 site (F1,36 = 13.039, p < 0.001; Figure 6A right panel).

A similar pattern of results was observed when the magnitude
of coherence between the stimulus and each interneuron
was analyzed (Figure 7A). On average, the magnitude of
coherence did not significantly differ between sural and tibial
nerve stimulation (F1,437 = 0.004, p = 0.952). However, a
significant nerve × MUA location interaction was observed
(F1,1324 = 19.919, p < 0.001). Follow-up comparisons of
the effect of nerve at each MUA location showed that the
magnitude of coherence recorded at the L3 site was significantly
greater during tibial compared to sural nerve stimulation
(F1,179 = 8.940, p = 0.003; Figure 7A middle panel), while
the opposite effect was observed for interneurons recorded at
the L6/7 site (F1,156 = 11.224, p = 0.001; Figure 7A right
panel). At both MUA locations, there were significant main
effects of frequency (L3: F4,393 = 2.618, p = 0.035; L6/7:
F4,800 = 3.316, p = 0.010) due to coherence generally being
weakest at 100 Hz.

Motor Unit Coherence With Interneuron
Spike Trains
When compared to tibial nerve stimulation, a significantly
greater proportion of the motor unit population was cohered
to the discharge of individual interneurons during sural nerve
stimulation (F1,2355 = 311.520, p < 0.001; Figure 6B left panel).
Significant main effects of frequency (F1,2409 = 32.131, p < 0.001)
and MUA location (F1,2411 = 221.422, p < 0.001) were also
observed which resulted from a greater incidence of IN-MN
coherence at lower frequencies and at the L6/7 recording site,
respectively. A significant nerve × MUA location interaction
was also observed (F1,2411 = 154.839, p < 0.001). Follow-up
analyses of the effect of nerve and frequency for each MUA
recording site revealed that there was a greater incidence of
coherence at both spinal segments during sural nerve stimulation,
although this effect was greater at the L6/7 recording site
(F1,1359 = 605.526, p < 0.001) than the L3 recording site
(F1,1049 = 86.006, p < 0.001; Figure 6B, middle and right panels).
Significant nerve × frequency interactions were also observed
at L3 (F1,1049 = 9.758, p < 0.001) and L6/7 (F1,1359 = 23.946,
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p < 0.001) recording sites. In both cases, post hoc analysis of
estimated marginal means confidence limits revealed this was
due to the incidence of coherence decreasing as a function of
stimulation frequency during only sural nerve stimulation.

A similar pattern of results was observed when the magnitude
of coherence was analyzed. In particular, a main effect of
nerve demonstrated that the magnitude of IN-MN coherence
was significantly greater during sural compared to tibial nerve
stimulation (F1,1442 = 171.292, p < 0.001). A main effect of
MUA location was also observed due to the magnitude of
coherence being significantly greater at the L6/7 recording site
(F1,6122 = 71.361, p< 0.001). A significant nerve×MUA location
interaction was also observed (F1,5508 = 89.933, p < 0.001).
Follow-up analyses of the effects of nerve and frequency at
each MUA location revealed that the magnitude of coherence
was significantly greater during sural compared to tibial nerve
stimulation at both MUA locations, although this effect was
greater at L6/7 (F1,4731 = 193.440, p < 0.001) than L3
(F1,855 = 29.277, p < 0.001). Significant nerve × frequency
interactions were also observed at L3 (F1,1358 = 6.458, p < 0.001)
and L6/7 (F1,4731 = 15.781, p < 0.001) recording sites. Post hoc
analysis of estimated marginal means confidence limits revealed
that these interactions were due to the magnitude of coherence
only changing as a function of stimulation frequency during sural
nerve stimulation (Figure 7B middle and right panels).

Motor Unit Coherence With Stimulus
Pulse Train
The proportion of the motor unit population significantly
cohered to the stimulus pulse train was significantly greater
during sural compared to tibial nerve stimulation (F1,33 = 23.894,
p < 0.001; Figure 6C). A significant main effect of stimulation
frequency was also observed (F4,32 = 3.392, p = 0.020), with
most follow-up pairwise comparisons indicating that there was
a significant reduction in the incidence of coherence during
the highest frequency stimulation (100 Hz) independent of the
nerve stimulated.

Similar effects were observed when analyzing the magnitude
of coherence between the stimulus and motor unit spike trains.
The magnitude of coherence was significantly greater during
sural compared to tibial nerve stimulation (F1,283 = 43.054,
p < 0.001). A significant main effect of frequency was also
observed (F1,283 = 30.118, p < 0.001); follow-up pairwise
comparisons revealed this was due to the magnitude of coherence
being significantly lower at frequencies≥50 Hz. Post hoc analysis
of a significant nerve × frequency interaction (F1,283 = 5.223,
p = 0.002) indicated that the main effect of frequency was driven
primarily by the magnitude of coherence decreasing at higher
frequencies during only sural nerve stimulation (Figure 7C).

Effect of Depth on Incidence of
Coherence Between Interneurons and
Motor Units
When a median split was used to classify interneurons as
superficial (≤2,400 µm) or deep (>2,400 µm), a significant
main effect of depth was observed at the L3 recording site,
indicating there was a greater incidence of coherence between

motor units and L3 interneurons recorded from more ventral
regions of the spinal cord (F1,952 = 56.463, p < 0.001; Figure 8).
However, a significant nerve × depth interaction was also
observed (F1,1051 = 25.522, p < 0.001). While the incidence of
significant coherence tended to increase as a function of depth
for both nerves, post hoc examination of the confidence limits for
estimated marginal means revealed that the effect of depth was
only significant during sural nerve stimulation.

In contrast to what was observed at the L3 recording site,
when a similar median split was applied to interneurons recorded
at L6/7 (superficial ≤ 2,500 µm; deep > 2,500 µm), no
significant main effect of depth was observed for the occurrence
of motor unit coherence with interneurons (F1,1300 < 0.001,
p = 0.985). A significant nerve × depth interaction was observed
(F1,1338 = 8.866, p = 0.003). However, post hoc analysis of the
overlap of estimated marginal means confidence limits did not
reveal any significant effects.

Coherence Between Interneurons
All the terms in the model had a significant effect on the
percentage of interneurons significantly cohered with each
other, with the overall mean for sural stimulation being higher
than for tibial stimulation (F1,2585 = 55.972, p < 0.001) and
coherence being twice as high for L6/7 interneurons [mean
37.8 ± 7.4% for L6/7 vs. 15.2 ± 7.4% for L3 (F1,2585 = 650.459,
p < 0.001); Figure 9B]. A significant nerve × frequency
interaction was observed for the percentage of interneurons
significantly cohered with each other (F4,2586 = 3.976, p = 0.003).
However, post hoc analysis of the overlap of the estimated
marginal means confidence limits revealed no significant effects.
A significant nerve × MUA location interaction was also
observed (F1,2585 = 187.774, p < 0.001). Follow-up analyses of
the effect of nerve at the L3 recording site demonstrated that
a significantly greater percentage of interneurons were cohered
to each other during tibial, compared to sural nerve stimulation
(F1,1071 = 68.022, p < 0.001). By contrast, at the L6/7 recording
site, the opposite effect was observed, as a significantly greater
percentage of interneurons were cohered to each other during
sural nerve stimulation (F1,1442 = 180.581, p < 0.001). At both
MUA locations, significant main effects of frequency were also
observed (L3: F4,1138 = 41.476, p < 0.001; L6/7: F4,1441 = 36.141,
p< 0.001). Examination of pairwise comparisons revealed that in
both cases, the percentage of interneurons significantly cohered
to each other was significantly lower at higher frequencies
(≥50 Hz). Significant nerve × frequency interactions were also
observed at the L3 (F4,1140 = 12.739, p < 0.001) and L6/7
(F4,1441 = 3.424, p = 0.009) recording sites. At the rostral
recording site, post hoc analysis of the overlap of estimated
marginal means confidence limits revealed that significantly
more interneurons were cohered to each other during tibial
compared to sural stimulation only at 10 Hz. Post hoc analyses
at the L6/7 recording site did not reveal any significant effects.

Zero Lag Synchronization Between
Interneurons
Analysis of interneuron synchronization during 5 and 10 Hz
stimulation revealed a significantly greater percentage of
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FIGURE 8 | Percentage of motor pool significantly cohered to discharge of individual interneurons (represented as single points) stratified as a function of interneuron
depth for contralateral tibial [blue; (A)] and ipsilateral sural [red; (B)] nerve stimulation collapsed across frequencies. Horizontal dashes represent the mean
percentage of motor unit cohered to individual interneurons within each depth bin. The vertical dashed line represents the median depth of the population of
interneurons recorded at each spinal recording site. These median values were used to classify interneurons as superficial (≤median) or deep (>median) when
examining the effect of interneuron depth on interneuron-motoneuron connectivity.

excitatory synchronization during sural compared to tibial
nerve stimulation (sural: 7.15 ± 4.5%; tibial: 4.60 ± 4.9%;
F1,542 = 21.407, p < 0.001; Figure 10). A significant
nerve × MUA location interaction was also observed
(F1,722 = 46.698, p < 0.001). Follow-up analyses revealed
that the percentage of interneurons demonstrating synchronous
excitation was significantly greater during sural compared to
tibial nerve stimulation at the L6/7 recording site (F1,95 = 31.716,
p < 0.001), but not at the L3 recording site (F1,313 = 0.108,
p = 0.743).

Synchronous interneuron inhibition was observed less often
than excitation, with 3.90 ± 1.7% and 4.15 ± 1.4% of
interneurons displaying this behavior. No terms in the linear
mixed model were significant, indicating that the occurrence
of synchronous interneuron inhibition did not significantly
differ between sural and tibial nerve stimulation (F1,46 = 0.457,
p < 0.502), nor between the rostral and caudal recording sites
(F1,708 = 0.356, p < 0.551).

DISCUSSION

Recordings from interneurons and motor units were made to
quantify the functional connectivity of spinal neurons. Time
and frequency domain correlations were performed within and
across spinal interneurons and motor units in response to trains
of stimulation of the ipsilateral sural or the contralateral tibial
nerves. Despite interneuron and motor unit discharge patterns

which, overall, were similar across modes of activation, the
functional connectivity underlying this activation was different
across nerves. In general, our observations are consistent with the
hypothesis that the ipsilateral sural nerve has dense projections
to the soleus motor pool, while the contralateral tibial nerve has
sparse projections to the soleus motor pool.

Discharge Patterns of Spinal
Interneurons and Motor Units
Both sural and tibial stimulation altered interneuron and motor
unit discharge rates to similar extents. With both forms of
stimulation, interneurons and motor units showed no difference
in mean change in discharge rate, although the pattern of
discharge was different between interneurons and motor units.
A large majority of spinal interneurons were active at rest
(McPherson and Bandres, 2021) and showed a heterogenous
response to stimulation. Motor units were nearly exclusively
quiescent at rest and therefore, necessarily, increased their
discharge during stimulation, albeit at half the rate of spinal
interneurons. This overall pattern was similar with both forms
of afferent drive.

Likewise, the response frequency and latency of interneuronal
responses were similar between nerves. Roughly one third
of interneurons showed an initial excitatory response to the
stimulation, while less than one third showed an initial inhibitory
response. The initial response at the level of the motor unit
was different between nerves. All the sural responses had an
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FIGURE 9 | (A) Matrices illustrating the incidence of significant coherence between interneurons during exemplar trials of 10 Hz tibial (left) and sural (right) nerve
stimulation. Yellow lines separate units recorded at the rostral (L3) and caudal (L6/7) recording sites. Within each recording site, interneurons are stratified by depth,
with deeper units plotted further to the right. (B) Percentage of interneuron population significantly cohered to discharge of individual interneurons across frequencies
in response to contralateral tibial [blue; (A)] and ipsilateral sural [red; (B)] nerve stimulation. Bars represent means; data points are jittered with uniformly distributed
noise to minimize overlap.

FIGURE 10 | Matrices illustrating the incidence of significant excitatory and inhibitory synchrony between interneurons during exemplar trials of tibial (left) and sural
(right) nerve stimulation. PSTHs illustrate exemplar pairs of interneurons displaying excitatory (top) and inhibitory (bottom) synchrony. Dashed horizontal lines on
PSTHs represent 95% confidence intervals calculated from a 15 ms pre-stimulus period.
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initial excitatory response, while this was more equally split
between initial excitatory and inhibitory responses during tibial
stimulation. A mixed response is expected given the polysynaptic
nature of these pathways (Harrison and Jankowska, 1985; LaBella
et al., 1989; Cote and Gossard, 2004; Frigon and Rossignol, 2008).
The exclusively excitatory motor unit response during sural nerve
stimulation may potentially be explained by a fading of inhibition
during trains of stimulation (Heckman et al., 1994).

The latencies of these initial responses were several tens of
milliseconds and consistent with previous work on cutaneous
reflexes in the cat (Cote and Gossard, 2004; Frigon and Rossignol,
2008). Given such a latency, the afferent pathway responsible
for the initial response is likely Aβ fibers, though it is likely
that smaller fibers contribute to the later responses. Because of
these long latencies, at higher frequencies the response of one
stimulation folded over into the response of the next stimulation.
This made the analysis of baseline discharge, confidence limits,
and response latencies unable to be calculated in a meaningful
manner for frequencies greater than 10 Hz. As such, a frequency
domain approach was used to better quantify the response
across a range of frequencies, however, with these approaches
it is difficult to ascertain latencies and if the response is
excitatory or inhibitory.

Differences in Functional Connectivity
Between Afferent Pathways
Despite these similarities in change in discharge rate and
interneuron response type and latency, stark differences were
observed in the correlated activity of spinal neurons during
ipsilateral sural and contralateral tibial nerve stimulation. The
occurrence and magnitude of coherence was significantly greater
for sural stimulation as compared to tibial stimulation. Thus,
ipsilateral sural stimulation induced greater entrainment of
spinal network activity to the stimulation frequency compared
to contralateral tibial stimulation. Further, the occurrence of
short latency excitatory synchronous activity among spinal
interneurons was greater during sural stimulation than
tibial stimulation. Nevertheless, the occurrence of correlated
interneuron activity (∼30%) was observed to a greater extent
than excitatory and inhibitory synchronous interneuron activity
(<10%). This suggests that the network entrainment was
more dominant than the putative relatively direct anatomical
connections underlying zero latency synchronization.

The location of correlated activity was different between
nerves. Sural stimulation evoked greater coherence and
excitatory interneuron synchrony in the caudal array, whereas
tibial stimulation was no different at L3 as compared to L6/7.
While the dorsal root entry for sural and tibial are at or near the
L6/L7 spinal level, it is likely that the commissural interneurons
needed for the contralateral pathway are more dispersed and have
sparse projections to multiple spinal segments (Bannatyne et al.,
2006). Consistent with differing projection patterns between the
two nerves, these data suggest that the ipsilateral sural nerve has
dense projections onto segmental networks of spinal neurons
whereas the tibial nerve contralateral pathway, which must
synapse onto commissural interneurons since afferents do not
cross the midline, show more sparse and spatially distributed

projections onto spinal neuron networks (Harrison et al., 1986).
Such anatomical organization is consistent with the functional
consequence of activation of these pathways—activation of
the ipsilateral sural tends to activate ankle extensors, while
activation of the contralateral tibial may activate extensors
throughout the hindlimb.

The frequency of stimulation had several significant
relationships. In general, there is a decrease in correlated
activity with increased frequency. This decay is more prevalent
in the sural nerve, whereas the tibial nerve has relatively small
and uniform coherence across frequencies. As such is it possible
that this nerve and frequency interaction plays a critical role the
ability of these pathways to transfer information. With its sparse
projections, it is difficult for tibial nerve to relay the frequency
content of the afferent drive to the soleus motor pool.

Limitations of the Approach
In the current study, the contralateral tibial and ipsilateral sural
nerves were stimulated as means to tonically activate the SOL
motor pool (Heckman et al., 1994). This was critical since it was
necessary to generate tonic discharge of both interneurons and
motor units to examine their connectivity. The methods used in
the current study were able to demonstrate clear differences in the
pattern of connectivity between these different modes of afferent
drive. However, because each of these pathways relay different
types of sensory information (i.e., pure cutaneous vs. mixed
muscle and cutaneous inputs) from different sides of the body,
it is difficult to determine how each of these factors contribute
to the differences in connectivity of spinal neurons. Therefore,
future studies employing similar methods with a larger sample
size should attempt to explore more granular differences in the
pattern of connectivity between a variety of afferent pathways.

It is likely that a cutaneous nerve will result in a mixture
of inhibition and excitation occurring at different time scales—
indeed a subpopulation of interneurons were firing at baseline
and decreased their discharge. Our ability to detect such a
mixture of excitation and inhibition is limited with the PSTH
approach. Because of this, we only characterized the initial
response at relatively low frequencies (≤10 Hz). Secondary effects
are difficult to observe in the PSTH of motor units due to
synchronization of the long after hypolarization of the spinal
motoneuron. The after hypolarization in spinal interneurons
is likely shorter in duration and it is possible that secondary
synaptic events will faithfully be reflected as change in probability
of discharge. Peristimulus frequency grams may be used in
conjunction with the PSTH approach to better quantify a mixture
of excitatory and inhibitory drive at different timescales (Turker
and Powers, 2003). Further, recordings from dorsal roots and
identification of each interneurons’ preferred activation would
be helpful in this regard. This would allow us to gain some
measure of the occurrence and latencies of afferent projections
to the spinal cord and allow for classification of interneurons.
Such information would allow us to more accurately model the
neuronal circuitry of the spinal cord.

Additionally, we used the CST to quantify the motor unit
response rather than individual motor units. As motor units
discharge at much lower rates than spinal interneurons, using
the CST increased the number of occurrences and allowed for
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detection of events. While visual observation of the individuals
motor units suggested a homogenous, though noisy, response
across the motor pool, recording for longer periods and tracking
the same unit would help identify potential non-uniform
distributions of synaptic input to the motor pool. Further, as the
general change discharge rate was similar between nerves, but
the functional connectivity was substantially different between
nerves, detailed assessments of individual motoneurons may
allow for the detection of features of the state of interneurons
using motor unit discharge patterns. Being able to use these
motor unit discharge patterns to infer the state of the spinal cord
circuitry could provide an important means to non-invasively
quantify the state of spinal cord circuitry in humans.

In the current study, estimates of coherence were derived
from segments of the data that were weighted equally over the
entire duration of the stimulation period. However, it is unclear
if the strength of coherence was consistent over time. Repetitive
stimulation may cause changes in input-output properties of
spinal neurons lasting several tens of seconds due to several
factors, including neurotransmitter depletion (Regehr, 2012),
impaired vesicle fusion (Neher and Sakaba, 2008), desensitization
of post-synaptic receptors (Xu-Friedman and Regehr, 2004),
and/or summation of somatic currents (Powers and Binder, 2000;
Cushing et al., 2005). Thus, it is possible there may have been
time-dependent changes in the magnitude of coherence between
the stimulus pulse train and interneuron and motor unit spike
times. Future studies should attempt to apply time-frequency
analyses to assess time-dependent changes in coherence during
periods of repetitive stimulation.

Here we quantified the discharge patterns of spinal
interneurons and motor units using time and frequency domain
correlations to quantify the functional connectivity of spinal
neurons during trains of afferent drive from two different nerves.
Our data support the notion that the ipsilateral sural nerve has

dense projections to the soleus motor pool, while contralateral
tibial nerve has sparce projections. Understanding the activation
patterns of spinal neurons during precisely controlled afferent
drive will allow for future investigations to quantify how
this circuitry changes following neurological injury, such as
spinal cord injury.
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Behaviors we perform each day, such as manipulating an object or walking, require
precise control of the interaction forces between our bodies and the environment. These
forces are generated by muscle contractions, specified by the nervous system, and by
joint mechanics, determined by the intrinsic properties of the musculoskeletal system.
Depending on behavioral goals, joint mechanics might simplify or complicate control
of movement by the nervous system. Whether humans can exploit joint mechanics to
simplify neural control remains unclear. Here we evaluated if leveraging joint mechanics
simplifies neural control by comparing performance in three tasks that required subjects
to generate specified torques about the ankle during imposed sinusoidal movements;
only one task required torques that could be generated by leveraging the intrinsic
mechanics of the joint. The complexity of the neural control was assessed by subjects’
perceived difficulty and the resultant task performance. We developed a novel approach
that used continuous estimates of ankle impedance, a quantitative description of the
joint mechanics, and measures of muscle activity to determine the mechanical and
neural contributions to the net ankle torque generated in each task. We found that the
torque resulting from changes in neural control was reduced when ankle impedance was
consistent with the task being performed. Subjects perceived this task to be easier than
those that were not consistent with the impedance of the ankle and were able to perform
it with the highest level of consistency across repeated trials. These results demonstrate
that leveraging the mechanical properties of a joint can simplify task completion and
improve performance.

Keywords: joint mechanics, mechanical impedance, neural control, muscle activation, perceived difficulty, task
performance

INTRODUCTION

Completing motor tasks that require contact is dependent on an ability to regulate the relationship
between limb motions and interaction forces with the environment. The nature of this relationship
depends on the requirements of each task. For example, continuous hopping requires joint torques
that increase sufficiently upon impact to launch the hopper into the air (Farris and Sawicki, 2012),
whereas landing from a jump requires a decrease in joint torques after the initial impact to cease
motion and stabilize the body (Decker et al., 2003). The flexibility to perform these similar but
contrasting actions arises from our ability to coordinate joint motions and torques across a range
of functionally relevant situations.
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Two strategies for coordinating limb motions and interaction
forces are leveraging the mechanical properties of the limb
associated with the current state of the neuromuscular system,
and actively regulating joint torques or motions by changing
the state of the neuromuscular system as can occur through
changes in muscle activation. The mechanical properties of a
limb or joint are often quantified by estimates of impedance,
the dynamic relationship between imposed motions and the
resulting torques (Hogan, 1985b). By setting impedance to a
desired value, it is possible to achieve a variety of motion-
torque relationships, though these are of course limited to
relationships that are physiologically plausible. For example,
the static component of limb impedance—often referred to
as stiffness—serves to generate torques that oppose externally
applied motions. Impedance control might therefore be sufficient
for hopping, in which joint torques must increase with increasing
joint excursion (Farris and Sawicki, 2012). However, for landing
from a jump in which joint torques tend to decrease—
following an initial increase—with increasing joint excursion
(Decker et al., 2003), an impedance control strategy alone
would not be possible. The alternative is to change muscle
activity continuously throughout the task to achieve the desired
motion-torque relationship; this is the only feasible solution
when the impedance established by the current state of the
neuromuscular system is not sufficient for the demands of the
task being performed.

There are many conditions in which impedance regulation
provides a simple and effective control strategy for stabilizing
limb posture or movement trajectories. Impedance has been
shown to be regulated in many postural tasks (Finley et al.,
2012; Krutky et al., 2013; Zenzeri et al., 2014), often to stabilize
the human limb against unpredictable disturbances. These
adaptations can occur through changes in limb configuration
(Mussa-Ivaldi et al., 1985; Tsuji et al., 1995; Trumbower et al.,
2009; Krutky et al., 2013), volitional muscle activation (Hogan,
1984; De Serres and Milner, 1991; Mirbagheri et al., 2000), or
involuntary activation through reflex pathways (Sinkjaer et al.,
1988; Doemges and Rack, 1992; Mirbagheri et al., 2000; van der
Helm et al., 2002). The same mechanisms can be used to stabilize
a limb during movement (Burdet et al., 2001; Franklin et al., 2007;
Ludvig et al., 2017). However, it remains unknown whether a
similar strategy of impedance regulation would be advantageous
for the coordination of motion and torque when stability is not a
primary concern.

Impedance control is not a viable strategy for coordinating
torque with motion when task demands are not compatible with
the intrinsic mechanical properties of a joint or limb. In these
cases, it is necessary to regulate joint torques through changes
in muscle activation. This approach has the advantage of being
flexible enough to generate arbitrary torque profiles independent
of the movement of the joint, even profiles that are inconsistent
with the inherent mechanical properties of the joint, such as those
that emulate a negative stiffness. However, such a strategy may
require more complex neural control and associated decreases
in performance or increases in cognitive demand relative to
an impedance control strategy. These complexities may arise
from external factors such as the unpredictable mechanical

properties of the environment (Johansson and Westling, 1988),
or internal factors such as the non-linear length-tension (Gordon
et al., 1966) and force-velocity (Hill, 1938; Wickiewicz et al.,
1984) properties of muscle or the inherent noisiness of muscle
activation (Carlton et al., 1985; Harris and Wolpert, 1998;
Jones et al., 2002; Tracy et al., 2005). Despite these potential
disadvantages, controlling torque through changes in muscle
activation could be more intuitive, and may result in tasks
that are perceived to be easy and can be completed accurately
(Corbett et al., 2011). Thus, it remains unclear which strategy
would be more advantageous in terms of neural simplicity, task
performance and metabolic cost.

The purpose of this study was to determine if humans
leverage the impedance of a limb to complete a motor task
more simply, which we defined as perceived to be easier and
more consistent, when that impedance is aligned with task
demands. We evaluated this by determining how the strategy
chosen by the subject influenced the perception of difficulty
and task performance. All experiments were performed on the
human ankle. Subjects were required to complete three tasks
differing in the required coordination between ankle motions
and ankle torques. Specifically, the three tasks had different
slopes associated with their motion-torque profiles. These slopes
have been described as the “quasi-stiffness” of a joint, as
they characterize a spring-like behavior that can be different
from the actual mechanical properties of the joint (Latash
and Zatsiorsky, 1993; Rouse et al., 2013). One of the tasks
had a positive quasi-stiffness consistent with the physiological
impedance of the ankle, allowing it to be completed either by
leveraging the impedance of the ankle or actively regulating
ankle torques through changes in muscle activation. The other
two tasks had zero or negative quasi-stiffness and could only be
completed by explicitly regulating ankle torques through changes
in muscle activation, allowing us to evaluate the influence of this
strategy on task performance. We computed ankle impedance
continuously throughout the experiment while simultaneously
measuring the activity of the major muscles crossing the ankle.
These measures were used to determine the contributions of
ankle impedance and changes in neural control to the net
ankle torque. We expected that when impedance of the ankle
was consistent with the task requirements there would be less
ankle torque due to muscle activity. We hypothesized that
this increased reliance on joint impedance and lesser reliance
on cyclic muscle activation would result in a task that was
perceived easier and more consistent to perform. These results
clarify the conditions in which impedance control is used
and demonstrate the impact of that use on task difficulty
and performance.

Portions of this work have been previously presented in
abstract form (Ludvig et al., 2020).

MATERIALS AND METHODS

Ethical Approval
Twenty unimpaired adults (7 female, 13 male; 27 ± 3 years)
participated in this study. All subjects provided informed consent

Frontiers in Integrative Neuroscience | www.frontiersin.org 2 March 2022 | Volume 16 | Article 80260875

https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-16-802608 March 15, 2022 Time: 19:15 # 3

Ludvig et al. Leveraging Mechanics Simplifies Movement Control

FIGURE 1 | Experimental apparatus.

to the protocol, which was approved by the Northwestern
University Institutional Review Board.

Apparatus
We secured each subject’s right ankle to an electric rotary
motor (BSM90N-3150AF, Baldor, Fort Smith, AR) via a custom
fiberglass cast (Figure 1). The cast encased the entire foot
but did not cover the ankle joint, preserving full range-of-
motion. We aligned the ankle to the center of rotation of
the motor and restricted movement to the sagittal plane.
Subjects sat reclined with their hips at 135 deg and their
right leg extended in front of them. We fixed the right knee
at 15 deg of flexion using a brace (Innovator DLX, Össur,
Reykjavik, Iceland) and secured it, along with the torso, to
the chair using straps. We recorded the ankle angle using
an encoder integrated with the motor. We used a 6-degree-
of-freedom load cell (45E15A4, JR3, Woodland, CA, United
States) to acquire force and torque data about the ankle. We
controlled the motor using a position control scheme, so the
position of the subject’s ankle was always dictated by the
position of the motor.

We measured electromyograms (EMGs) from four muscles
crossing the ankle—medial and lateral gastrocnemius (MG and
LG), soleus (SOL), and tibialis anterior (TA). Measurements were
made using bipolar surface electrodes (Noraxon 272, Scottsdale,
AZ), and amplified (AMT-8, Bortec, Calgary, AB) as needed to
maximize the range of the data acquisition system. The analog
data were anti-alias filtered at 500 Hz using a 5-pole Bessel
filter and sampled at 2.5 kHz (PCI-DAS1602/16, Measurement
Computing, Norton, MA, United States). Ankle position was
simultaneously recorded using a 24-bit quadrature encoder card
(PCI-QUAD04, Measurement Computing, Norton, MA, United

States). Data acquisition and motor control were executed using
xPC target (The Mathworks Inc., Natick, MA, United States).

Protocol
Two different experimental sessions were conducted. A unique
set of 10 subjects participated in each session. The goal of the first
session was to characterize the contribution of impedance and
muscle activation to torque generation during movement. The
goal of the second session was to evaluate the perceived difficulty
of the three tasks performed in both sessions.

The first session began with the collection of maximum
voluntary contractions (MVCs) to normalize the recorded EMG
and to scale the torque for the later trials (Besomi et al., 2020).
A MVC was collected for plantarflexion and dorsiflexion, with
the ankle fixed at the neutral posture, set to be 1.75 rad between
the shank and the foot. We defined ankle angle to be positive
when dorsiflexed from the neutral position, consistent with
previous work that has quantified ankle impedance (Mirbagheri
et al., 2000). Since the goal of the experiment was to produce
torques in the plantarflexion direction, we defined plantarflexion
torque to be positive.

Subjects completed three tasks: (1) a positive quasi-stiffness
task (+K); (2) a zero quasi-stiffness task (0K); (3) and a
negative quasi-stiffness task (–K). The +K task required subjects
to produce torques as if they were “resisting” an imposed
movement, while the –K task required subjects to produce
torques as if they were “assisting” the imposed movement. For
all tasks, the actuator moved the ankle through a sinusoidal
motion with a frequency of 0.5 Hz and an amplitude of 0.18 rad,
centered about the neutral position (Figure 2A). This frequency
and amplitude were selected as they are similar to the ankle
kinematics during walking (Borghese et al., 1996). For the +K
and –K tasks, subjects were instructed to produce a 0.5-Hz
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FIGURE 2 | Experimental Protocol. Subjects performed 3 tasks: A
positive-quasi-stiffness task (+K); a zero-quasi-stiffness task (0K) and
negative-quasi-stiffness task (–K). (A) In the +K task the target torque was in
phase with the imposed sinusoidal ankle rotation, while it was out of phase for
the –K task. (B) In the +K task, the slope of the target torque-angle trace is
positive, thus we termed it a positive-quasi-stiffness task. Similarly, the slope
of the target torque-angle trace is zero in the zero-quasi-stiffness (0K) task,
and negative in the negative-quasi-stiffness (–K) task.

sinusoidal plantarflexion torque ranging from 0 to 30% MVC and
were aided by visual feedback. The magnitude of the target torque
was selected to be feasible without fatigue over the duration of our
experiments. For the +K task, the desired torque was in phase
with the movement, while for the –K task the desired torque was
180◦ out of phase with the movement. For the 0K task, subjects
were instructed to maintain plantarflexion torque constant at
15%. Maintaining this level ensured that the average torque was
consistent across all three tasks. The+K task resulted in an angle-
torque relationship with a positive slope (Figure 2B) and hence
a quasi-stiffness that was consistent with the impedance of the
ankle. In contrast, the 0K and –K tasks had zero and negative
slopes, respectively, and could not be achieved simply by altering
the mechanical impedance of the ankle. In all tasks, subjects were
provided visual feedback of their torque and the target torque
trajectory. Prior to beginning each task, subjects were given a
minimum of 2 150-s trials (1 without and 1 with perturbations)
where they practiced coordinating their torque with the imposed
movement. Once subjects were able to track the desired torque
with an error that had a standard deviation of less than 3%
MVC, we proceeded to the experimental trials. All subjects
required only two trials for the +K and –K tasks, but some
found the 0K task more difficult. On average 2.6± 1.0 trials were
required for complete training for the 0K task. We subsequently
collected five 150-s trials for each of the three tasks. An additional
trial was collected to determine the passive mechanics of the
ankle. This involved applying the same sinusoidal movement
to the ankle while subjects remained relaxed. A small pseudo-
random binary sequence (PRBS) perturbation was imposed on
the larger sinusoidal movement to estimate ankle impedance. The
PRBS perturbation had an amplitude of 0.035 rad, a velocity of
1.75 rad/s, and a switching time of 0.153 s (Figure 3). Finally,
each subject tracked the sinusoidally varying target torque while
the ankle position was held constant. The data from this isometric
trial was used to estimate the relationship between changes in
muscle activation and ankle torque.

Task difficulty was assessed in a separate group of subjects who
completed the same three tasks as in the first session, but without
superimposed perturbations. Subjects completed one 60-s trial
for each task, and the order of the trials was randomized. After
completing all trials, subjects assigned a difficulty score to each
task using a continuous scale from 1 to 5, with 1 defined as very
easy and 5 as very hard.

Estimating Contributions of Impedance
and Muscle Activation to Ankle Torque
Prior to analysis, the recorded EMGs were notch-filtered to
remove 60-Hz noise and full-wave rectified. The angle, torque
and rectified EMG signals were digitally filtered to prevent
aliasing and decimated to 100 Hz. Ankle impedance was
estimated using an ensemble system identification algorithm
that requires numerous replications of a repeatable behavior
(Ludvig and Perreault, 2012). We therefore segmented all signals
into overlapping three-period long segments, with each segment
beginning one period (2 s) after the previous one. This resulted
in approximately 370 segments for each task. We used the 200
segments with the lowest mean-squared error between measured
torque and the target torque to maximize the similarity of our
repetitions used for system identification. Finally, torque and
EMG were normalized by each subject’s MVC torque/EMG to
facilitate comparisons across subjects. Figure 4A shows a 10-s
snippet of recorded data from a representative subject, with the
average of the 200 segments superimposed.

Estimation of Impedance Contributions to Torque
Following this pre-processing, the torque due to impedance was
computed as follows (numbers correspond to the steps shown in
Figure 3):

1. The large sinusoidal movement and small random
perturbations—as well as the torque due to the sinusoidal
movement and the random perturbations—were separated
by removing the ensemble mean of the ankle angle and
torque from each periodic segment.

2. Ankle impedance was estimated by computing a non-
parametric, time-varying impulse response function (IRF)
at each point within the periodic ankle motion (Ludvig
and Perreault, 2012). This impulse response described
the relationship between the small PRBS perturbations
and the ankle torques opposing them. Two-sided IRFs
(Kearney and Hunter, 1990; Westwick and Perreault, 2012)
were estimated with a duration ranging from −0.06 to
0.06 s relative each instance in time; the estimation used
a 0.1-s window of data centered about this same time
point (the mean %VAF of the time-varying IRFs in all
subjects and tasks was 81 ± 10%, n = 30). The non-
parametric IRFs were subsequently parameterized using a
second order model consisting of a stiffness, viscosity, and
inertia (Ludvig et al., 2011; Ludvig and Perreault, 2012).
Figure 4B shows the stiffness estimate of the impedance,
which we will show to be the dominant component of the
impedance at the frequencies relevant to the completion of
the three tasks.
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FIGURE 3 | Estimating the contributions of impedance and muscle activation to the net torque about the ankle. (1) Small pseudorandom binary sequence
perturbations (PRBS) were superimposed on the larger sinusoidal movement. (2) Ankle impedance was estimated by fitting a time-varying impulse response function
between the small perturbation and the resultant torque. (3) The torque due to the impedance was computed by convolving the larger sinusoidal movement with the
estimated impedance. (4) The net muscle activity about the ankle was approximated as the difference between the average of the plantarflexor activity and the
dorsiflexor activity. (5) The torque due to muscle activation was predicted by a static relationship between the net EMG and ankle torque, estimated from data
collected in a separate isometric experiment for each subject. (6) The torque due to muscle activation in the movement trials was computed using this static
relationship and the EMGs measured in the movement trial. (7) The net predicted torque was computed as the sum of the torques due to impedance and muscle
activation.

3. The torque due to the impedance (TqI) was computed by
convolving the estimated time-varying IRF (h(t,t)) with the
imposed sinusoidal movement (q).

TqI (t) =
∫ t∫

0

h (t, τ)
dθ
dt

(t − τ) dτdt (1)

This time-varying convolution allows for the impedance to vary
non-linearly with torque or ankle angle, and assumes an initial
equilibrium position at 0, the center angle of the imposed
movement. This computation of impedance torque is insensitive
to changes in the equilibrium position throughout the movement.
The validity of this assumption, which allows us to distinguish
torque due to impedance from that due to muscle activation, is
assessed by evaluating the accuracy of the modeled torque across
all experimental conditions.

This procedure was done for all three tasks, as well as the data
collected in the passive trial.

Estimation of Muscle Activation Contributions to
Torque
Following the initial EMG pre-processing outlined above, the
torque due to muscle activation was computed as follows:

4. For all tasks, the net EMG was computed by computing
the difference between the average plantarflexor (LG,
MG, SOL) EMG activity and the dorsiflexor (TA)
EMG activity.

5. A 2nd order polynomial was fit between the net
EMG and the torque measured in the isometric task
(%VAF = 98.0 ± 0.8%, n = 10) to create a model of the
EMG to torque relationship.

6. The torque due to muscle activity during the movement
trials was predicted from the EMGs measured in these trials
and the isometric model.

7. The net predicted torque was computed by summing the
torque due to muscle activity with the torque due to
impedance computed in step 3. It is important to note
that the models used to predict torques due to both
impedance and muscle activation were estimated from data
separate from that on which the full model was evaluated.
The torque response to small perturbations was used to
estimate impedance, and isometric contractions were used
to estimate the EMG-torque relationship. We then used
these estimated models to predict the net torque during
each of the three tasks involving sinusoidal movements
(Figure 3).
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with the ensemble of the 200 segments, thus we do not have estimates for a single trial, to match the 10-s snippets shown in (A).

Evaluation of Task Performance
Task performance was evaluated by how well subjects matched
the target torque, how consistent they were from trial to trial,
and whether they had any consistent deviations from the target.
Overall performance was quantified by the total error, which
described how well the subjects followed the desired torque
trajectory. It was computed by the root mean square (RMS) of
the tracking error between desired and actual torque trajectories.
This total error was then broken down into two components:
random error and bias error. Random error was a measure of
consistency, as it quantified how much trial-to-trial variability
there was in the torque trajectories. It was computed by finding
the RMS of the torque trajectories after removing the average
torque trajectory. Finally, the bias error, was used to quantify
consistent deviations from the target torque. It was computed
by finding the RMS of error between the desired and average
torque trajectories.

Statistical Analysis
The goal of this study was to determine how leveraging
joint impedance when feasible simplified the neural control
of movement. Specifically, we tested the hypothesis that
tasks that leveraged the impedance of the ankle would be
completed with an easier perceived difficulty and consistently.
We compared three metrics across the three tasks that were

studied: the torque due muscle activation, perceived difficulty
across the tasks, and performance in each of the three torque-
tracking tasks. We used a repeated measures ANOVA to
test for differences in each of these metrics across the three
tasks. Post hoc analyses were computed using Tukey’s Honest
Significant Difference when needed. Additionally, we ran paired
t-tests to determine whether impedance or muscle activation
was greater in each task. For all tests, significance was set
to p = 0.05. Results are presented as the mean and 95%
confidence intervals (mean ± 47.5% confidence interval), unless
otherwise specified. We completed the data analysis in MATLAB
(2017a, MathWorks).

RESULTS

A Model of Torques Due to Impedance
and Muscle Activation Described
Experimental Data
We found that the experimentally measured ankle torque was
modeled well by our simple model predicting the torques due
to impedance and muscle activation. Figure 5A shows the
experimentally measured torque, the predicted torques due to
impedance and muscle activation, and the net predicted torque
(impedance + muscle activation) for a typical subject. Across all
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FIGURE 5 | Contribution of impedance and muscle activation to the torque generated in the three tasks. (A) Ankle angle, measured torque, torque due to
impedance, torque due to muscle activation and their sum for all three tasks for one subject. The sum of the two modeled torque components was a good fit for the
measured torque for this subject in all three tasks. (B) Polar plot showing the phase and magnitude of the different torque components for all subjects. For each
task, the target torque is denoted by a bullseye. Since the torque due to impedance was always in phase with the imposed movement, muscle activation was
required to compensate for the impedance when it was not beneficial to task performance. (C) The torque due to impedance was greater than the torque due to
muscle activation in the +K task, whereas these torques were of similar magnitude in the 0K task, and had a reversed order of dominance in the –K task (∗p < 0.05,
∗∗p < 0.01; ∗∗∗p < 0.001). We conclude that subjects completed the +K task by relying more on ankle impedance and reducing muscle activity compared to the
other two tasks.

movement trials, the standard deviation of the residual error of
this model was 4.0± 1.6% MVC (mean± S.D.; n = 30). This was a
rather small error relative to the large torques produced in certain
movement trials that were up to 30% MVC. Furthermore, these
errors were consistent across the three tasks [+K: 3.6 ± 0.8%
MVC, 0K: 4.2± 1.0% MVC, –K: 4.3± 1.5% MVC; F(2, 18) = 0.58,
p = 0.58]. These results suggest that the assumptions inherent in
the model are appropriate for the tested experimental conditions.
Separating the measured torque into these two components
allowed us to investigate how these two potential mechanisms for
regulating motion-torque coordination were employed in each of
the tested tasks.

Tasks That Leverage Limb Impedance
Reduce the Need for Muscle Activation
We examined the contributions of ankle impedance and
changes in muscle activation to the net torque at the ankle to
determine the strategies that subjects employed in each task.
Figure 5A shows the measured torque, the torques attributed
to the impedance and muscle activation and the sum for a

representative subject. Figure 5B shows the magnitude and the
phase of the 0.5 Hz component of these torques for all subjects.
For both the representative subject and the entire group, the
torque due to impedance closely matched the measured torque
in the +K task, where subjects produced torques “resisting”
the imposed movement. For this task, the impedance torque
accounted for 88 ± 5% (mean ± S.D.; n = 10) of the measured
torque variance. In contrast, in the 0K task, the torque from
impedance was a sinusoid of similar magnitude to the +K task,
but not helpful as the 0K task required no sinusoidal torque
component. Finally, in the –K task, where subjects produced
torques to “assist” the imposed movement, the torque from
impedance was a sinusoid out of phase with the measured torque,
and therefore counterproductive.

In all tasks, the torque due to impedance was dominated
by the stiffness, resulting in an impedance torque that was in
phase with the movement. The non-parametric IRFs quantifying
ankle impedance were parameterized by second-order models
with stiffness, viscosity, and inertia (Figure 6). The torque due
to stiffness (+K: 10.9 ± 1.1% MVC; 0K: 11.2 ± 1.8% MVC;
–K: 7.9 ± 1.4% MVC) was an order of magnitude greater
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than the torque due to viscosity (+K: 0.79 ± 0.14% MVC; 0K:
0.96 ± 0.20% MVC; –K: 1.06 ± 0.16% MVC) and two orders of
magnitude greater than the torque due to inertia (0.16 ± 0.04%
MVC in all tasks) in all three tasks.

Subjects used changes in muscle activation to compensate for
counterproductive impedance torques. Since for all tasks, the
torque from ankle impedance was in phase with the movement
(Figure 5B), the presence or timing of the impedance torque was
therefore counterproductive in the 0K and –K tasks, respectively.
This required subjects to compensate for these counterproductive
torques in the 0K and –K tasks through changes in muscle
activation. The consequence was that subjects produced less
cyclic torque from changes in muscle activation during the +K
task and more torque due to ankle impedance (1 = 4.9 ± 2.1%
MVC, t9 = 5.3, p = 0.0005) (Figure 5C). These contributions
to the net cyclic ankle torque were more comparable in the 0K
task (1 = 1.8 ± 1.5% MVC, t9 = 2.8, p = 0.02), while there was
greater cyclic torque due to muscle activation in the –K Task
(1 =−12.3± 1.6% MVC, t9 =−17.5, p< 0.0001). Together, these
results suggest that subjects relied more heavily on the impedance
of the ankle to meet the task demands when impedance was
consistent with the task requirements.

We compared the torque from muscle activation across the
three tasks (Figure 7), to confirm our expectation that tasks
which aligned with the impedance of the joint would require
less muscle activation. We found that the torque due to muscle
activation was smallest in the+K task. The torque due to muscle
activation, as measured by the root mean square, varied between
the different tasks [F(2, 18) = 27, p < 0.0001]. The torque
from muscle activation was significantly lower in the +K task
compared to the –K task (1 = 13.9 ± 4.9% MVC, p < 0.0001)
and the 0K task (1 = 7.9 ± 4.9% MVC, p = 0.002). These
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FIGURE 7 | The +K task required subjects to generate less torque due to
muscle activation compared to the other two tasks. This was seen both in the
mean torque as well as the standard deviation of torque about the mean
value. *p < 0.05; **p <0.01; ***p < 0.001.

results confirm our expectation that the +K task resulted in
a task which required less torque due to muscle activation,
allowing us to link any changes in perceived difficulty and
task performance to a decreased reliance on neurally controlled
muscle activation.

To rule out the possibility that co-contraction resulted in an
increase in muscle activation with no increase in joint torque,
we verified that the plantarflexor EMG activity was lower in
the +K task. We found that the mean plantarflexor EMG
was significantly lower in the +K task compared to the 0K
task (1 = 5.8 ± 3.2% MVC, p = 0.0005) or the –K task
(1 = 4.4 ± 3.2% MVC, p = 0.006). This lesser amount of
plantarflexor EMG in the +K task indicates that co-contraction
of the plantarflexors and dorsiflexors did not result in low
levels of torque due to muscle activation despite high levels of
muscle activity.

Tasks That Can Leverage Limb
Impedance Are Perceived as Easy to
Perform
We asked subjects to rate the difficulty of each task to determine
how the different strategies we observed changed the perception
of task difficulty. Difficulty was rated, from 1 to 5 on a continuous
scale. These subjective measures were obtained from a new set
of subjects so that previous exposure to the three torque-tracking
tasks did not alter perceived difficulty. Eight of the 10 subjects
perceived the +K task to be easiest, while 2 subjects found the
–K task to be easiest. All subjects found the 0K task to be most
difficult. Using the subjects’ reported perceived difficulty scores
(Figure 8), we found that the there was a significant perceived
difficulty between the three tasks [F(2, 18) = 38, p < 0.0001].
The +K task was found to be significantly easier than both the
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–K (1 = 1.0 ± 0.7, p = 0.009) and the 0K tasks (1 = 2.5, ± 0.7,
p < 0.0001).

Tasks That Leverage Limb Impedance
Can Be Performed More Consistently
Than Others
We assessed the torque-tracking errors to evaluate how the
different control strategies influenced performance in each task.
Specifically, we quantified the total, random, and bias tracking
errors for the original groups of subjects (Figure 9) in which
we estimated the impedance from. Both random and bias error
varied cyclically with the imposed movement, resulting in a total
torque error that was approximately proportional to the torque
applied by each subject. As a result, we saw no difference in
the total tracking error across tasks [F(2, 18) = 1.6, p = 0.223].
This similar performance may be due to fact that subjects were
trained to achieve a certain level of proficiency in matching the
torque. However, we did observe differences in random error
[F(2, 18) = 16, p = 0.0001], which assesses the consistency of
task performance across repeated cycles of movement. There was
significantly less random error in the +K task compared to the
–K (1 root mean square error = 1.0 ± 0.5% MVC, p = 0.0004)
and 0K tasks (1 = 1.0 ± 0.5% MVC, p = 0.0003). We also
saw differences in the steady state or bias error across repeated
movements in each of the three tasks [F(2, 18) = 20, p < 0.0001].
There was greater bias error in the +K task compared to the –K
(1 = 0.7 ± 0.5% MVC, p = 0.01) and 0K tasks (1 = 1.4 ± 0.5%
MVC, p < 0.0001).

The decrease in random error in the +K task may
suggest a neural control strategy that required fewer cycle-
to-cycle corrective actions by the subject. We assessed this
possibility by computing the cycle-to-cycle variation in the
plantarflexor muscle activity, which was quantified by the power
of plantarflexor EMG following removal of the ensemble mean
(Figure 10). Similar to the random error, the +K task had
the lower cycle-to-cycle variability in EMG compared to both
the 0K (1 = −1.2 ± 0.9% MVC, p = 0.005) and –K tasks
(1 = −1.3 ± 0.9% MVC, p = 0.005), while the –K and 0K task
had similar amounts of variability (1 = 0.0% ± 0.8% MVC,
p = 0.99). Across all subjects we see a strong correlation between
the random error and the cycle-to-cycle EMG variability (r = 0.78,
p < 0.0001; Figure 10C), indicating that the increased cycle-
to-cycle tracking errors in the –K and 0K tasks were associated
with increased variability in how subjects controlled muscle
activation across cycles of movement. The reduced need for cycle-
to-cycle changes in neural control could be another way in which
leveraging the impedance in the +K task resulted in a simpler
task to complete.

DISCUSSION

The purpose of this study was to determine if leveraging the
impedance of a limb results in an easier and more consistent task
performance. We had subjects complete three torque-tracking
tasks using their ankle, only one of which could be achieved
by leveraging their impedance (the +K task). We evaluated the
control strategy used in each task by estimating the contributions
of ankle impedance and muscle activation to the net torque that
was produced. We found that subjects generated less torque from
muscle activation in the +K task, the task in which subjects had
to produce torques to “resist” the imposed movement. Subjects
perceived the +K task to be easiest and were able to complete
it more consistently than the other two tasks. These differences
were not simply the result of the reduced muscle activation
required to complete the +K task, as the task that required the
most muscle activity was not perceived as most difficult, nor
did it exhibit the lowest performance. These results demonstrate
that when subjects can leverage joint impedance to complete
a motor task, it results in a strategy that is easier and more
consistent to perform.

Tasks That Leverage Limb Impedance
Reduce the Need for Muscle Activation
In the +K task when the ankle impedance was consistent with
the task demands, subjects produced more torque via ankle
impedance and less through muscle activation. While this finding
on its own was not too surprising it provided a confirmation
of expectations, and a means to quantify how much impedance
could help or hinder neural control. In contrast, both other
tasks were completed by increasing the torque arising from
muscle activation, as neither could be completed using only
impedance modulation. This is because the dominant component
of impedance in these tasks was stiffness, which is a finite positive
value (Hunter and Kearney, 1982) and generates a torque that
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resists the imposed sinusoidal motion. Generating a constant
level of torque (0K task) or a torque that assists the imposed
motion (–K task) requires muscle activation to counter the
torque due to impedance. Our results agree with this expectation,
as there were nearly equivalent torques from impedance and
changes in muscle activation in the 0K task and substantially
more torque due to muscle activation in the –K task.

Even though subjects could have completed the +K task by
setting their impedance to a value appropriate for generating the
target torque, few used only this strategy. Completing the +K
task through impedance modulation alone would have required
our subjects to set their ankle stiffness to constant values ranging
from 49 to 94 Nm/rad, depending on each individual’s MVC.
This is well within the range of achievable ankle stiffnesses
(Hunter and Kearney, 1982; Loram and Lakie, 2002; Loram et al.,
2007). Subjects were able to rely on their impedance to generate
the majority of the necessary torque as the impedance torque
accounted for 88% of the measured torque. However, they did
not rely exclusively on an impedance control strategy, as the
impedance torque was on average 2.6 times greater than the
muscle activation torque (Figure 5C). Thus, while subjects did
rely on their impedance to complete the +K task, they did not
use an impedance control strategy exclusively.

Tasks That Leverage Impedance Are
Perceived to Be Easier
Subjects perceived the +K task to be the easiest to complete.
Two factors have been associated with the perceived difficulty
in completing force or torque production tasks: physical and
psychological factors (Slobounov et al., 2004). The leveraging
of impedance in the +K task resulted in less muscle activation
torque and that may partly explain why most subjects found
this task easier to perform. However, that explanation is not
consistent with the results of the 0K and –K tasks; subjects
universally found the 0K task to be most difficult despite
that it required less muscle activation torque than the –K
task. Therefore, the perceived difficulty may be related more
to psychological factors. The verbal feedback provided by
the subjects demonstrates this decreased mental challenge in
completing the +K task, as several described this task as “easier”
or “more natural.” The strategies they employed also suggest a
simpler approach to completing the +K task, in which some
subjects found it easy to “hold their foot still” in the +K task as
opposed to needing to “find the rhythm” in the 0K and –K tasks.
However, it remains unknown as to why subject perceived the 0K
task to be the most difficult.

Tasks That Leverage Impedance Are
Completed More Consistently
Subjects completed the +K task more consistently than the
other two tasks. While overall performance was similar in all
three tasks, subjects generated torques that were more consistent
from cycle-to-cycle in the +K task. Some of this decreased
variability might be explained by signal dependent noise. Muscle
activation is an inherently noisy process (Carlton et al., 1985;
Harris and Wolpert, 1998; Jones et al., 2002; Tracy et al., 2005)

and thus the tasks that require more muscle activation would
have more variability. Signal dependent noise could explain the
decreased random error in the +K task, but it cannot explain
the similar levels of random error in the 0K and –K tasks since
the –K task had higher levels of muscle activity than the 0K task
(Figures 7, 10A).

The cycle-to-cycle variability in matching the torque target
(i.e., the random error) correlated with the variability in muscle
activation across cycles. This correlation suggests that subjects
were generating corrective bursts of muscle activity in response to
deviating from the target torque trajectory (Hu et al., 2017), and
that these corrections were largest for the 0K and –K tasks. This
suggestion of increased cycle-to-cycle corrections is consistent
with the finding that steady-state or bias errors were largest
for the +K task. These differences in error performance across
tasks demonstrates how leveraging impedance can simplify
neural control. Once an appropriate level of limb impedance is
established, changes in neural control can be minimized as long
as the interaction torques required for task completion remain
consistent over time.

Implications
The mechanical impedance of human limbs has been studied
extensively in the context of maintaining stability during postural
control (Hogan, 1984; Mussa-Ivaldi et al., 1985; De Serres and
Milner, 1991; Trumbower et al., 2009; Krutky et al., 2013) and
movement (Gomi and Kawato, 1996; Burdet et al., 2001; Franklin
et al., 2007; Zenzeri et al., 2014). When stability is compromised
by unexpected disturbances or the exertion of forces on the
environment, we are able regulate impedance so as to complete
the task at hand (Hogan, 1985a). Impedance regulation has also
proven to be an important concept for robot control (Anderson
and Spong, 1988; Vanderborght et al., 2013), as it can be used
to generate stable motions and postures along with reliable and
forceful contact with the environment. Impedance in robotics
has been implemented both through software (Semini et al.,
2015) and hardware (Pratt and Williamson, 1995; Vanderborght
et al., 2013), analogous to the roles of muscle activation and joint
impedance play in generating torques in our study, respectively.
Using a hardware based approach can be simpler as it reduces
the complexity of the required control algorithms (Vanderborght
et al., 2013). We believe that our experimental findings are the
first to demonstrate that humans can also leverage the impedance
of their limbs to simplify the control required to generate forceful
interactions with the environment.

Many common locomotor tasks require joint motion-torque
relationships, or quasi-stiffnesses, that are consistent with the
impedance of our limbs. Due to the ability of our central
nervous system to precisely control muscle activation, humans
can generate a variety of motion-torque patterns at each joint.
One behavior that arises in many lower-limb movements is a
spring-like behavior, or a positive quasi-stiffness, for which the
generated joint torques or limb forces act to oppose changes
in length. Positive quasi-stiffness can be seen at the whole
limb level (Blickhan, 1989; Ferris and Farley, 1997) and at
the joint level (Farley and Morgenroth, 1999; Shamaei et al.,
2013a) during human locomotion. For example, the ankle, knee,
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and hip exhibit positive quasi-stiffness in a variety of tasks
including, walking (Shamaei et al., 2013a,b,c; Rouse et al., 2014),
running (Stefanyshyn and Nigg, 1998; Arampatzis et al., 1999;
Kuitunen et al., 2002), and hopping (Farley and Morgenroth,
1999). This positive quasi-stiffness is also present at the muscle-
tendon level during many phases of animal locomotion (Tu
and Dickinson, 1996; Roberts et al., 1997; Biewener et al.,
1998). A simple and efficient way to achieve this quasi-
stiffness would be to match the impedance of the joint to the
behavioral demands so that the demands on changes in muscle
activation are minimized. Our results demonstrate that task-
appropriate impedance simplifies neural control. An important
complementary experiment would be to evaluate if impedance is
actively regulated to simplify neural control.

Limitations
Our results were obtained using a novel method for decomposing
the net torque about the ankle into components arising from
impedance and from muscle activation. This was useful for
estimating the relative contributions of these two strategies
for controlling the net torque about the ankle, but potential
errors in the estimation process should be considered. However,
it is important to note that any errors in estimating either
torque due to impedance and muscle activation would
not alter our primary conclusions that the +K task was
completed more consistently and perceived as easier to
perform, as these primary outcomes were independent of our
decomposition technique.

The model used to estimate the torque from muscle
activation was constructed from data measured during isometric
contractions rather than the cyclical movements in which it
was eventually used. We chose to use an isometric model to
estimate the EMG-torque relationship to limit the assumptions
made and to avoid directly fitting models to the data. Directly
fitting the data would require us to remove the contribution
of the impedance from the measured torque, and any errors
in our estimation of the impedance torque could bias our
estimates of the torque due to muscle activation. While using
isometric data to determine the EMG-torque relationship has
the advantage of not being confounded by impedance torque it
did have limitations. Specifically, there was little activity in the
dorsiflexor muscle during the isometric trial and the EMG-torque
relationship changes during movement, as this relationship is
sensitive to the angle of the joint (Liu et al., 2013, 2015) and the
velocity of movement (Wickiewicz et al., 1984). These effects may
have introduced errors in our predictions of muscle activation
torque during our movement conditions, but the residuals of
our model suggest that these errors were modest and consistent
across all tested conditions. There was little activity in the
dorsiflexor muscles during the three cyclic movement tasks,
thus inaccuracies in modeling the contribution of the dorsiflexor
would not greatly affect our prediction of the torque due to
muscle activation. As can be seen in the sample data shown
in Figure 4, the muscle activity in the dorsiflexor muscle (TA),
is substantially smaller than the activity in the plantarflexor
muscles for all tasks. Across all subjects, the average activity in the
plantarflexor muscles was 11± 2, 10± 2, and 6± 1 times greater

than the activity in the dorsiflexor muscles in the+K, 0K, and –K
tasks, respectively. Thus, any errors in modeling the torque due
to the dorsiflexor muscles would be overshadowed by the much
larger torques generated by the plantarflexor muscles. We further
determined error bounds, by directly fitting a model between
the EMG and torque following removal of the impedance. This
model, which was directly fit to the data, did predict less torque
due to muscle activation compared to the isometric model we
used for our main results, but this decrease in predicted torque
due to muscle activation was consistently lower in all tasks
[+K: 5 ± 3% MVC; 0K: 7 ± 3% MVC; –K: 7 ± 3% MVC;
F(2, 18) = 1.0, p = 0.37], and thus would not have affected
our conclusions.

Our estimates of impedance were obtained during cyclical
movements, but the use of these estimated to compute the torque
due to impedance relied on an important assumption. This was
that any changes in torque arising from changes in the set-point
or equilibrium position were captured by the muscle activation
torque component. The accuracy of our modeled torque, which
was not fit to the experimental measures, suggests that any
errors in the estimated impedance torque were modest (4.0%
MVC). In addition, it is important to note that any errors that
did exist would not alter our primary conclusions that the +K
task was completed more consistently and perceived as easier to
perform, as these primary outcomes were independent of our
decomposition technique.

Our study only focused on leveraging joint mechanics in the
ankle to simplify neural control. It is remains unknown if our
findings generalize to other joints, especially to those of the upper
limb. Different brain areas are known to control the upper and
lower limbs (Luft et al., 2002). While impedance control has
been shown in both upper (Krutky et al., 2013) and lower limbs
(Finley et al., 2012), we do not know if our specific findings
generalize across limbs.

CONCLUSION

In summary, we found that humans can leverage the impedance
of the ankle to simplify neural control when that impedance
is consistent with the motion-torque demands of the task.
Such a strategy reduced the required muscular effort, leading
to performance that was perceived to be easier and was
completed more consistently. These findings were enabled
by the novel method we developed that allowed us to
separately estimate the contributions of ankle impedance
and changes in neural control to the net ankle torque
during large movements. These results suggest that relying on
impedance could be a simple way to complete many tasks
that require spring-like motion-torque profiles from the joints
within the human body.
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Emergence of Extreme Paw
Accelerations During Cat Paw
Shaking: Interactions of Spinal
Central Pattern Generator, Hindlimb
Mechanics and Muscle
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Boris I. Prilutsky1* , Jessica Parker2, Gennady S. Cymbalyuk2 and Alexander N. Klishko1

1 Laboratory of Biomechanics and Motor Control, School of Biological Sciences, Georgia Institute of Technology, Atlanta,
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Cat paw shaking is a spinal reflex for removing an irritating stimulus from paw by
developing extremely high paw accelerations. Previous studies of paw shaking revealed
a proximal-to-distal gradient of hindlimb segmental velocities/accelerations, as well as
complex inter-joint coordination: passive motion-dependent interaction moments acting
on distal segments are opposed by distal muscle moments. However, mechanisms
of developing extreme paw accelerations during paw shaking remain unknown. We
hypothesized that paw-shaking mechanics and muscle activity might correspond to
a whip-like mechanism of energy generation and transfer along the hindlimb. We
first demonstrated in experiments with five intact, adult, female cats that during
paw shaking, energy generated by proximal muscle moments was transmitted to
distal segments by joint forces. This energy transfer was mostly responsible for the
segmental velocity/acceleration proximal-to-distal gradient. Distal muscle moments
mostly absorbed energy of the distal segments. We then developed a neuromechanical
model of hindlimb paw shaking comprised a half-center CPG, activating hip flexors
and extensors, and passive viscoelastic distal muscles that produced length/velocity-
depended force. Simulations reproduced whip-like mechanisms found experimentally:
the proximal-to-distal velocity/acceleration gradient, energy transfer by joint forces and
energy absorption by distal muscle moments, as well as atypical co-activation of
ankle and hip flexors with knee extensors. Manipulating model parameters, including
reversal of segmental inertia distal-to-proximal gradient, demonstrated important
inertia contribution to developing the segmental velocity/acceleration proximal-to-distal
gradient. We concluded that extreme paw accelerations during paw shaking result
from interactions between a spinal CPG, hindlimb segmental inertia, and muscle
length/velocity-depended feedback that tunes limb viscoelastic properties.

Keywords: central pattern generator, inter-segmental energy transfer, cat paw-shake response, EMG activity,
whip-like motion, neuromechanical modeling, AnimatLab
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INTRODUCTION

Cats produce fast paw oscillations to remove water or adhesive
tape on the paw (Prochazka et al., 1977, 1989; Smith et al.,
1980; Abraham and Loeb, 1985; Pearson and Rossignol, 1991;
Hodson-Tole et al., 2012; Mehta and Prilutsky, 2014). This is a
spinal reflex, paw-shake response (Koshland and Smith, 1989;
Pearson and Rossignol, 1991), aimed to remove an irritating
light object stuck to the paw or foot. Previous studies have
demonstrated that cats during this motor behavior develop
extremely high paw velocities and accelerations, the latter
often exceeding gravitational acceleration by more than 10
times (Hoy et al., 1985). There is a proximal-to-distal gradient
of segmental and joint angular velocities and accelerations,
with foot velocities and accelerations exceeding those of the
shank and thigh by several times (Hoy et al., 1985; Hoy and
Zernicke, 1986). Previous studies have also documented complex
inter-joint coordination and atypical muscle synergies during
paw shaking, which are dramatically different from kinematic
and EMG activity patterns observed during locomotion. For
example, although most of flexor and extensor hindlimb muscles
demonstrate reciprocal EMG activity, as in locomotion, there
is atypical co-activation between ankle flexor tibialis anterior
and knee extensors vasti (Smith et al., 1985). Distal muscle
moments at the ankle and knee act to counteract passive
motion-depended interaction moments applied to the foot and
shank (Hoy et al., 1985; Hoy and Zernicke, 1986). Thus, ankle
and knee muscles are active mostly during their lengthening
(Hoy et al., 1985; Fowler et al., 1988; Prochazka et al., 1989;
Mehta and Prilutsky, 2014) and therefore primarily absorb
energy of the foot and shank. The above description suggests
that energy increase of distal segments (and their velocity
and acceleration) is provided by passive interaction motion-
depended forces and moments acting on the distal segments.
Similar increases in angular velocity of distal limb segments
have been observed in fast motor actions such as passive knee
extensions during the swing phase of locomotion and kicking
or throwing a ball (Bernstein, 1940; Phillips et al., 1983; Martin
and Cavanagh, 1990; Wisleder et al., 1990; Putnam, 1991;
Hirashima et al., 2003). The mechanism of energy transfer
from proximal to distal limb segments and enhancement of
velocity and acceleration of distal segments is called a whip-
like mechanism, and inverse dynamics analysis has been used
to quantify it (Robertson and Winter, 1980; Aleshinsky, 1986;
Putnam, 1991). In whip-like motion, mechanical energy is mostly
generated by muscle moments at proximal joints of the limb
and is transferred to distal segments primarily by the action
of joint forces that do not generate energy for the motion
by themselves. Muscle moments of the distal joints primarily
decelerate distal segments at the end of motion range to prevent
joint overextension by absorbing energy of the distal segments
(Robertson and Winter, 1980; Chapman and Caldwell, 1983;
Putnam, 1991).

To achieve the proximal-to-distal gradient of segmental
angular velocities and accelerations during whip-like movements,
the nervous system needs to precisely regulate activities of
multiple muscles and inter-joint coordination. Neural control

of paw shaking is still poorly understood. Although it has
been established that paw-shake-like rhythmic activity of
hindlimb flexor and extensor motoneurons can be generated by
spinal interneuronal networks, called central pattern generators
(CPG), without motion-depended sensory feedback (Pearson
and Rossignol, 1991) and that the activity of spindle group Ia
afferents from muscles crossing the ankle (triceps surae) and
knee joints (hamstrings) is extremely high during paw shaking
(Prochazka et al., 1989), it is not known how central and feedback
neural mechanisms interact to produce highly coordinated paw
shaking. Previously, we proposed a neuromechanical model of
cat hindlimbs controlled by a simple CPG (Parker et al., 2018),
generating rhythmic reciprocal inputs to flexor and extensor
motoneurons, and by motion-dependent sensory feedback,
modulating the CPG and motoneuronal activity (Bondy et al.,
2016). This model reproduced basic paw-shake kinematics and
muscle activity patterns (i.e., reciprocal activation of hip and
ankle flexors and extensors and atypical co-activation of knee
extensors and ankle flexors). However, complexity of that model,
in which all hindlimb muscles were activated by both the CPG
and somatosensory feedback and contributed to hindlimb energy
generation and transfer, did not allow us to isolate and investigate
in details the two major components of a whip-like motion.
These components are (i) the generation of mechanical energy
for motion by proximal hindlimb muscles and (ii) the energy
transfer to the paw and creating the proximal-to-distal gradient
of segmental angular velocities/accelerations by passive dynamics
of distal muscles and body segments. Therefore, the goal of
this study was twofold: (1) examine in intact cats if paw-shake
mechanics correspond to the whip-like mechanism and (2)
develop and analyze a simplified neuromechanical model of a cat
hindlimb with a CPG, activating only hip muscles, and passive
viscoelastic muscles of the knee, ankle, and metatarsophalangeal
(MTP) joints that produce length/velocity-depended force. We
hypothesized that cat paw shaking is organized as a whip-like
motion and that specific muscle and inter-joint coordination
in this motor behavior can emerge in interactions between
a spinal CPG, hindlimb mechanical properties and muscle
length/velocity-depended feedback.

MATERIALS AND METHODS

Animal Experiments
All animal surgeries and chronic experiments were in compliance
with the “Guide for the Care and Use of Laboratory Animals.
Eighth Edition” (National Research Council of the National
Academies, 2011) and were approved by the Institutional
Animal Care and Use Committee of the Georgia Institute of
Technology (protocol number A13063). Five adult female cats
(mass 3.27 ± 0.55 kg, Table 1) participated in this and our
previous studies and underwent previously described surgical
and experimental procedures (Maas et al., 2010; Hodson-Tole
et al., 2012; Mehta and Prilutsky, 2014; Gregor et al., 2018;
Klishko et al., 2021). Briefly, the animals were trained to walk on
a plexiglass enclosed walkway using food rewards. Major muscles
of the right hindlimb were implanted with Teflon-insulated
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TABLE 1 | Animal characteristics.

Cat Mass, kg Thigh length, mm Shank length, mm Tarsals length, mm Digits length, mm Paw-shake cycles analyzed

BL 3.00 100 100 77 31 23

BO 3.90 98 106 67 36 8

CO 3.83 95 119 66 30 2

JU 2.80 98 100 64 30 5

QL 2.80 93 103 59 30 3

Mean ± SD 3.27 ± 0.55 96.6 ± 2.7 105.5 ± 7.9 66.5 ± 6.6 31.4 ± 2.6 Total: 41

Each animal is indicated by a 2-letter code. Recorded kinematics of these animals were used in the analysis of energy generation, transfer and absorption by joint forces
and muscle moments. EMG recordings of cats BL, BO, CO and JU were also used in the analysis of EMG burst onset and offset times (see Table 2).

multistranded stainless-steel fine wires (CW5402; Cooner Wire,
Chatsworth, CA) under sterile conditions and general isoflurane
anesthesia. The animals recovered from surgery for 2 weeks with
pain medication and antibiotics administered.

We recorded kinematics of paw shaking using a 3D high-
speed video motion-capture system (Vicon, United Kingdom)
and reflective markers placed on the iliac crest, greater trochanter,
knee joint, lateral malleolus, 5th metatarsophalangeal joint,
and tip of 5th toe using double-sided adhesive tape. Prior to
recordings, we attached a small piece of adhesive tape (2 ×
3 cm) on the plantar surface of the right hindpaw and placed the
cat inside the walkway. The cat walked across the walkway and
periodically shook the hindlimb after initiating the swing phase;
during paw shaking, the cat interrupted walking and was standing
on the other three limbs. We recorded hindlimb kinematics and
muscle electromyographic (EMG) activity at sampling rate of 120
and 3,000 Hz, respectively.

Data Analysis
We used inverse dynamics analysis to compute resultant joint
forces and joint (muscle) moments in the sagittal plane using
recorded kinematics and inertial properties of cat hindlimb
segments as described previously (Prilutsky et al., 2005; Farrell
et al., 2014). Specifically, recorded vertical and horizontal marker
displacements were low-pass filtered (Butterworth zero-lag filter,
cut-off frequency 15 Hz). The recorded knee marker position
was recalculated using measured lengths of the shank and thigh
(Table 1) and recorded coordinates of the hip and ankle to reduce
effects of skin movement around the knee (Goslow et al., 1973).
We computed linear and angular velocities and accelerations
of hindlimb segments using numerical differentiation. For
further analysis, we selected only paw-shake episodes performed
approximately in a sagittal plane (deviations of the thigh from
the sagittal plane was within ∼25◦). We then calculated the
resultant joint forces and muscle moments using the computed
accelerations and inertial properties of hindlimb segments; for
review of inverse dynamics computations see, for example,
Zatsiorsky (2002) and Winter (2004). The mass, position of
the center of mass (COM) and moment of inertia with respect
to COM of each hindlimb segment were calculated from the
measured cat mass and body segment lengths (Table 1) using the
regression equations developed in Hoy and Zernicke (1985).

To quantify energy generation and absorption by resultant
muscle moments and energy transfer by resultant joint forces in
the sagittal plane, we computed power produced by the resultant

joint force and muscle moment at each hindlimb joint, as well
as the rate of total energy change of each hindlimb segment
(Robertson and Winter, 1980; see also Figure 1):

Rate of energy change of segment s due to power developed by
joint force F at joint j (ĖF,s,j):

ĖF,s,j = Fx,s,jvx,s,j + Fy,s,jvy,s,j, (1)

where Fx,s,j and Fy,s,j are two components of the force vector at
joint j of segment s; vx,s,j and vy,s,j are two components of the
linear velocity vector of joint j of segment s. Note that segments
thigh, shank, and tarsals have a proximal and a distal joint (hip
and knee for the thigh, knee and ankle for the shank, and ankle
and MTP for the tarsals), while hindpaw (hind digits) has only
the proximal MTP joint.

Rate of energy change of segment s due to power developed by
muscle moment M at joint j (ĖM,s,j):

ĖM,s,j = Ms,jωs, (2)

where Ms,j is muscle moment at joint j of segment s and ωs is
angular velocity of segment s.

The rate of total energy change of segment s due to power of
joint forces and muscle moments (Ės):

Ės =
∑
j

(ĖF,s,j + ĖM,s,j). (3)

The rate of total energy change of segment s computed as the time
derivative of the total energy of segment s (Ė

′

s):

Ė
′

s =
d
dt

(
msv2

x,s

2
+

msv2
y,s

2
+

Isω2
s

2
+msgys

)
, (4)

where ms and Is are segment mass and moment of inertia of
segment s with respect to the segment COM, respectively; vx,s and
vy,s are two components of the linear velocity vector of the COM
of segment s; ωs is the angular velocity of segment s; ys is vertical
coordinate of the COM of segment s; and g is gravitational
acceleration. Note that Ės = Ė

′

s (Robertson and Winter, 1980;
Aleshinsky, 1986; Zatsiorsky, 2002).

For these calculations, we used relatively steady-state paw-
shake cycles (between 2 and 5) in the middle of each paw-shake
episode [although there is a drift in the cycle duration (Smith
et al., 1985; Parker et al., 2021)] and discarded the cycles in the
beginning and the end. A cycle was defined as the period between
two consecutive time onsets of a hip flexion moment (Figure 2).
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FIGURE 1 | Schematic of cat hindlimb and sources of mechanical energy.
(A) Cat hindlimb schematic. Left panel: Hindlimb segments and joint angles.
MTP is metatarsophalangeal joint. Right panel: Schematic of the hindlimb
musculoskeletal model. Thick and thin black lines denote limb segments and
muscles, respectively; gray circles indicate locations of muscle origin, insertion
and via points. IP, iliopsoas (hip flexor); BFA, biceps femoris anterior (hip
extensor); SAM, sartorius medial (hip flexor and knee flexor); RF, rectus
femoris (hip flexor and knee extensor); ST-BFP, semitendinosus-biceps
femoris posterior (hip extensor and knee flexor); VA, vasti (knee extensor); GA,
gastrocnemius (ankle extensor and knee flexor); SO, soleus (ankle extensor);
TA, tibialis anterior (ankle flexor); EDL, extensor digitorum longus (flexor of
digits; its ankle flexion action is neglected in the model); FDL, flexor digitorum
longus (extensor of digits, its ankle extension action is neglected in the model).
(B) Sources of mechanical energy applied to a body segment (shank) and
their power (see section “Materials and Methods” and Eqs 1–4 for details).

To determine EMG burst onset and offset times during
paw shaking, we analyzed EMG activity of 4 out of 5 cats
from this study (BL, BO, CO, JU; Table 1) as well as EMG
activity of additional 8 intact cats (Table 2) recorded in our
previous study (Parker et al., 2021). We band-pass filtered
(30–1,500 Hz), demeaned and full-wave rectified the recorded
EMG signals. To reduce motion-depended noise, we slightly
smoothed the rectified EMG signal using a zero-lag, moving
average with an 8-ms window. We then determined EMG
burst onset and offset times using 3 standard deviations (SD)
from the EMG baseline and a condition of the minimum
EMG burst duration of 25 ms. We defined the EMG baseline
as the signal during a EMG inter-burst interval of at least
200 ms in duration. We determined the EMG burst onset

and offset time of each muscle with respect to the EMG
burst onset of the medial gastrocnemius muscle (GA) because
this muscle was recorded in the largest number of paw-
shake cycles.

Neuromechanical Modeling of Paw
Shaking
To simulate a whip-like motion of cat paw shaking, we
simplified our previous neuromechanical model of the hindlimb
with a half-center CPG and feedback signals (Bondy et al.,
2016) developed using software for neuromechanical simulations
AnimatLab (Cofer et al., 2010). We modeled hindlimb as a
planar system of 5 rigid segments (pelvis fixed in place, thigh,
shank, tarsals, and digits) that were interconnected by frictionless
hinge joints and actuated by major hindlimb muscles crossing
the hip, knee, ankle, and MTP joints (Figure 1A). Points of
muscle origin and attachment, as well as the via points along
the muscle paths, were selected to approximately match those
described in the literature and to reproduce reported muscle
moment arms with respect to the joints (Goslow et al., 1973;
Prilutsky et al., 1996; Boyd and Ronsky, 1998; Burkholder
and Nichols, 2004; MacFadden and Brown, 2007). Selected
parameters of the hindlimb model segments and muscles are
listed in Tables 3, 4, respectively. Hindlimb segments’ length
and mass (Table 3) were selected to be within small ranges (5–
20%) of the corresponding characteristics of the experimental
cats (Table 1). Muscle parameters, including parameters of
the three-element Hill-type muscle model (contractile element,
parallel elastic element, series elastic element) were originally
selected to match cat muscle properties reported in the literature
(Goslow et al., 1977; Sacks and Roy, 1982; Herzog et al., 1992;
Baratta et al., 1995; Scott and Loeb, 1995; Brown et al.,
1996; Prilutsky et al., 1996). These muscle parameters included
the optimal length of the muscle-tendon unit, parameters of
the isometric force-length relationship, and muscle viscosity
(the mean slope of the force-velocity relationship); resting length
and stiffness of the parallel elastic element; stiffness of the series
elastic element; and others (see Table 4 and AnimatLab model
in Data Sheet 1 of Supplementary Material). These parameters
were adjusted by hand within biologically realistic ranges to
reproduce as close as possible joint angle patterns of real paw
shaking (Figure 2).

In the simplified model, the half-center CPG provided
rhythmic reciprocal excitatory inputs to motoneurons of one-
joint hip flexor iliopsoas (IL) and one-joint hip extensor biceps
femoris anterior (BFA). The other more distal hindlimb muscles
in the model were considered passive and did not receive any
excitatory or inhibitory inputs. The model was actuated by active
contractions of the hip flexor and extensor muscles. Stiffness
coefficients of the parallel and series elastic components, as well
as a viscosity coefficient of the contractile component of the
passive muscles allowed them to produce length- and stretch
velocity-depended force. This model design was implemented
to simulate a whip-like mechanism of movement organization
more precisely. In this model, mechanical energy for motion is
supplied only by most proximal hip muscles, whereas the other
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FIGURE 2 | Examples of real and simulated paw shaking. Time periods separated by vertical dashed lines indicate cycles selected for analysis (cycle onset
corresponds to the onset of the flexion hip moment). (A) A representative episode of real paw shaking of cat BL (Table 1). Panels from top to bottom: joints angles,
joint angular velocities, joint accelerations, muscle moments, and EMG activities of ankle extensors SO (soleus), lateral gastrocnemius (LG), medial gastrocnemius
(MG), and plantaris (PL). Positive muscle moment values correspond to flexion at the hip, ankle, and MTP joints, and to extension at the knee; negative moment
values correspond to joint extension at the hip, ankle, and MTP joints, and to flexion at the knee. MTP is metatarsophalangeal joint. (B) Example of simulated paw
shaking. The first 4 panels show the same mechanical variables as in (A). Last bottom panel shows force produced by ankle extensors SO and GA, as well as
activation of hip flexor IP and hip extensor BFA as % of maximal activation (see Figure 1 for muscle definition).
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TABLE 3 | Hindlimb model segment parameters.

Segment Length, mm Mass, kg Modified mass, kg

Thigh 92.7 0.146 0.006

Shank 98.6 0.059 0.019

Foot 59.3 0.019 0.059

Digits 25.0 0.006 0.146

Length and mass of the model segments are within 5–10% of the values for the
experimental cats, except the digits (20%) (see Table 1).

more distal muscles can only dissipate or return some of this
energy to the system.

The model of a half-center CPG was described in detail
elsewhere (Bondy et al., 2016; Parker et al., 2018). Briefly,
each half-center was a spiking Hodgkin-Huxley neuron with six
ionic currents. The half-centers interacted through an inhibitory
synaptic current. The low voltage of half-inactivation and large
time constant of inactivation of this current prevent large
calcium currents during high frequency (∼10 Hz) paw-shake-
like rhythmic activities. Parameters of this CPG model generating
paw-shake-like activity can be found in Bondy et al. (2016)
and Parker et al. (2018).

We used simulated kinematics and kinetics of paw shaking
generated in AnimatLab forward simulations to compute power
of joint forces and muscle moments, as well as the rate of
total energy change as described by Eqs (1)–(4). We also
investigated effects of mass distribution along the hindlimb on
the proximal-to-distal gradient of segmental angular velocities
and accelerations. The mass and cross-section gradient of a
real whip is critical for developing an extremely high velocity
of the whip tip (Krehl et al., 1998; McMillen and Goriely,
2003). To this end, we reversed the gradient of segmental
masses in the hindlimb model (Table 3) and ran AnimatLab
forward simulations using the same CPG input and muscle
properties. In addition, we conducted simulations in which
we changed muscle stiffness parameters (Table 4) by ± 20%
from the nominal values and kept all other model parameters
unchanged. This relatively small range of muscle stiffness changes
led to a large increase in the joint angle movement magnitudes
exceeding in some joints the physiologically feasible ranges (e.g.,
the knee joint was slightly overextended). Similar simulations
were performed to investigate the role of muscle viscosity after
changing it by± 90%.

Statistics
We tested effects of hindlimb segments and joints (independent
factors) on experimentally determined peaks of joint and
segmental angular velocity and acceleration, muscle moments,
and segmental energy changes due to joint forces and muscle
moments (depended variables). We used a linear mixed-effects
model (MIXED) with paw shaking cycle as a random factor
(IBM SPSS Statistics 27, Chicago). We used a similar linear-mixed
model to test effects of independent factors muscle and cat on the
EMG burst onset and offset time, as well as on the EMG burst
duration in a cycle (depended variables). Pairwise comparisons
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TABLE 4 | Hindlimb model muscle parameters.

Muscle Maximum
force, N

Optimal
muscle-tendon

length, mm

Muscle fiber length
relative to the

muscle-tendon unit
length, %

Stiffness of parallel
elastic element,

kN/m

Stiffness of
series elastic

element,
kN/m

Contractile
element

viscosity,
Ns/m

IP 100 39.7 55 3.17 17.3 53.5

BFA 20 104.81 36 0.89 6.46 21.8

SAM 100 96.61 91 0.188 2.97 22.7

RF 100 93.0 20 0.5 50.0 197.5

ST-BFP 100 103.98 56 2.5 34.8 607.8

VA 100 94.58 27 7.9 37.3 534

GA 10 102.1 23 0.545 4.55 100

SO 10 74.65 58 0.062 0.99 100

TA 100 77.0 57 0.241 6.1 104

EDL 100 96.62 35 3.77 5.5 19.6

FDL 10 92.5 17 0.05 5.0 105

These muscle parameters were first taken from the literature (Goslow et al., 1977; Sacks and Roy, 1982; Herzog et al., 1992; Baratta et al., 1995; Scott and Loeb, 1995;
Brown et al., 1996; Prilutsky et al., 1996) and then adjusted by hand within biologically realistic ranges to reproduce joint angle patterns of paw shaking (see Figure 2).
IP, iliopsoas (hip flexor); BFA, biceps femoris anterior (hip extensor); SAM, sartorius medial (hip and knee flexor); RF, rectus femoris (hip flexor and knee extensor); ST-
BFP, semitendinosus-biceps femoris posterior (hip extensor, knee flexor); VA, vastus (knee extensor); GA, gastrocnemius (ankle extensor, knee flexor); SO, soleus (ankle
extensor); TA, tibialis anterior (ankle flexor); EDL, extensor digitorum longus (ankle flexor, digits flexor); FDL, flexor digitorum longus (ankle extensor, digits extensor).

were performed using Bonferroni adjustments. The significance
level was set at 0.05.

RESULTS

Real Paw Shaking in the Cat
General Characteristics
Kinematic variables of paw shaking of a single cat shown
in Figure 2A were representative of all 5 cats. The cycle of
steady-state paw shaking averaged across all cycles and animals
was 0.098 ± 0.014 s, which corresponded approximately to
10 Hz. The range of joint angles and peak joint velocities
increased from proximal to distal joints. For example, mean
peaks of MTP and ankle flexion velocities were 34.2 ± 16.3 rad/s
and 12.9 ± 3.7 rad/s, respectively, while the peak of hip
flexion velocity was 3.1 ± 1.8 rad/s (joint angles are defined
in Figure 1A). The effect of joint as an independent factor
on the peaks of flexion joint velocities was significant; [F(3,
144) = 57.297, p < 0.001]. Similar trends occurred for peaks
of extension velocities in these joints (25.3 ± 11.1 rad/s,
12.1 ± 2.9 rad/s and 3.1 ± 2.4, for MTP, ankle and hip joints,
respectively; [F(3, 144) = 80.128, p < 0.001]. Peaks of joint
moments had the opposite tendency—higher peaks occurred in
proximal joints (Figure 2A). For example, on average across
all cats and cycles, peaks of flexion MTP and ankle moments
(0.005 ± 0.002 Nm and 0.073 ± 0.018 Nm) were significantly
lower of the peak hip flexion moment [0.292 ± 0.091 Nm; F(3,
144) = 209.4, p < 0.001]. Note that in the first half of the paw-
shake cycle, a combination of MTP flexion, ankle flexion, knee
extension and hip flexion joint moments occurred, whereas in the
second half, these moments changed direction to MTP extension,
ankle extension, knee flexion and hip extension (Figure 2A).
Activity of distal muscles started when the joint was moving
in the direction opposite to the muscle action. For example,

ankle extensors (soleus, lateral and medial gastrocnemius and
plantaris) demonstrated EMG burst in the middle of each cycle
when the ankle was flexing (negative ankle angular velocity;
Figure 2A).

All 5 cats demonstrated a proximal-to-distal gradient of
segmental angular velocity and acceleration peaks in both flexion
and extension directions during paw shaking (Figure 3). The
mean peak of flexion velocity and acceleration across all cats and
cycles increased from 3.491± 1.595 rad/s and 152.5± 84.2 rad/s2

for the thigh to 42.6 ± 17.1 rad/s and 1992.2 ± 874.5 rad/s2

for the digits (paw) [see Figure 3 and Data Sheet 2 in
Supplementary Material; F(3, 144) = 71.4–71.9, p < 0.001].
The corresponding peaks of extension angular velocity and
acceleration were 2.635 ± 2.237 rad/s and 161.7 ± 79.3 rad/s2

for the thigh to 32.1 ± 10.5 rad/s and 2200.9 ± 807.4 rad/s2 for
the digits [Figure 3; F(3, 144) = 92.4–120.3, p < 0.001].

Energy Generation and Transfer by Muscle Moments
and Joint Forces in Real Paw Shaking
Typical patterns of power of joint forces and muscle moments
applied to each hindlimb segment are shown in Figures 4A,B,
respectively. Power of forces at the thigh joints during steady-
state paw shaking had mostly negative values, indicating that
the thigh energy was reduced by the joint forces applied to this
segment. The hip and knee joint forces decelerated the thigh,
which is confirmed by the decrease of thigh energy obtained
by integration of thigh power due to joint forces over time
(Figure 4C). The energy decrease in the thigh due to the actions
of the hip and knee forces corresponds to energy transferred to
the neighboring segments, including the shank, by these forces.
However, total power of joint forces applied to the shank was
more negative than positive (Figure 4A) as confirmed by the
decrease of the shank energy over the whole paw-shake episode
due to the action of the knee and ankle joint forces applied to
the shank (Figure 4C). This means that energy transferred from
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FIGURE 3 | Mean (± SD) peak values of segmental angular velocity (A) and acceleration (B) computed across individual paw-shake cycles of individual cats and all
cats together. Standard deviations (SD) for cats QL and CO were not computed because of the small number of cycles analyzed (see Table 1 for the number of
analyzed cycles).

the thigh to the shank was further transferred to the tarsals by
the ankle joint force. Although the tarsals receive energy from
the shank, energy of tarsals decreased (Figure 4C) due to its
transfer by the MTP joint force to the digits, whose energy during
paw shaking increased (Figure 4C). Energy transferred from the
thigh, shank and tarsals to the digits was generated by muscle
moments at the hip, knee and tarsals, which is evident from
mostly positive power of muscle moments acting on the thigh,
shank and tarsals (Figure 4B) and from growing energy of these
segments over the paw shaking episode (Figure 4D). Power of the
muscle moment applied to the digits is negative (Figure 4B), i.e.,
muscles at the MTP joint absorb and dissipate energy of the digits.

We observed similar patterns of energy generation, absorption
and transfer in all cats. The energy change of the thigh, shank
and tarsals in each paw-shake cycle due to the action of joint
forces was negative in most cases (Figure 5A). The digits received
energy (positive energy change) through joint forces in 3 out
5 cats, while two cats showed essentially no change in energy
on average. On average across all cats and cycles (Table 1), the
thigh, shank and tarsals lost energy due to the action of joint
forces—the corresponding values were 8.5± 0.4 mJ, 6.2± 9.7 mJ
and 6.6± 7.9 mJ (Figure 5A and Data Sheet 2 in Supplementary
Material). The joint force at the MTP increased energy of the

digits, 5.0 ± 4.7 mJ. The effect of the segment factor on the
energy transfer was significant [F(3, 144) = 14.3, p < 0.001] with
significant differences among all segments (p < 0.011), except
between the shank and tarsals (p = 0.696). Mostly opposite trends
of segmental energy change were caused by muscle moments
(Figure 5B). Muscle moments increased energy of the most
proximal segments, i.e., the thigh (in 4 cats), shank (in 2 cats)
and tarsals (in 3 cats); energy of the most distal segment, the
digits, was absorbed by muscle moments in all 5 cats. On average
across all cats and cycles, the energy changes in the thigh, shank,
tarsals and digits were 4.9 ± 6.6 mJ, 2.7 ± 11.8 mJ, 6.7 ± 8.3
mJ and –4.0 ± 2.0 mJ (Figure 5B). The effect of the segment
factor on these energy changes was significant [F(3, 144) = 7.698,
p < 0.001]. Pairwise comparisons revealed significant differences
in energy change between the digits and thigh (p < 0.001), the
digits and tarsals (p = 0.001), but not between the digits and shank
(p = 0.069). The energy change of the shank was significantly
lower than that of the thigh (p = 0.008), but was not different from
that of the tarsals (p = 0.114). The energy change of the thigh and
tarsals were not statistically different either (p = 0.280).

The sum of powers of all joint forces and muscle moments
applied to a body segment (Ės, Eq. 3) should be equal to the rate
of change of the total energy of the segment (Ė

′

s, Eq. 4). This was
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FIGURE 4 | Examples of power of sources of mechanical energy applied to hindlimb segments and the corresponding changes in total energy of the segments
during real paw shaking. Cat BL. (A) Total power of joint forces applied to each body segment. (B) Total power of muscle moments applied to each body segment.
(C) Changes of total energy of each body segment due to the action of joint forces. Energy changes were computed by integration of the corresponding total power
(A) over time. (D) Changes of total energy of each body segment due to the action of muscle moments. Energy changes were computed by integration of the
corresponding total power (B) over time.

not the case in the example shown in Figure 6A, although the
similarity of the two patterns was apparent. Possible reasons for
the observed differences will be considered in Discussion.

Simulated Paw Shaking
General Characteristics of Simulated Paw Shaking
An example of paw shake simulation results is shown in
Figure 2B. The ranges of joint motion and the peaks of
joint velocities were smaller than during real paw shaking for
the knee and ankle and similar for the hip and MPT joints.

Correspondingly, the hip flexion and extension moments and
the knee flexion moment had peak magnitudes similar to those
in real paw shaking. The model produced a very small knee
extension moment (below 0.03 Nm). The simulated ankle flexion
and extension moments were much lower than observed in the
experiments. There were differences in joint movement phases
between simulated and experimental paw shaking. Although
simulated muscle moments demonstrated the experimentally
observed muscle moment combinations in the first and second
half of the cycle (hip flexion-knee extension-ankle flexion and
hip extension-knee flexion-ankle extension, respectively), some
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FIGURE 5 | Mean (± SD) energy change of each hindlimb segment per cycle of real paw shaking due to the action of joint forces (A) and muscle moments (B)
computed across paw-shake cycles of individual cats and all cats together. Standard deviations (SD) for cats QL and CO were not computed because of the small
number of cycles analyzed (see Table 1 for the number of analyzed cycles).

phase shifts of angular displacements and velocities between
joints in simulated paw shaking were different compared to the
real one. For example, the peak of MTP flexion angle coincided
with the peak of ankle extension angle in simulations (Figure 2B),
whereas these events were separated by about 25% of the cycle
time in real paw shaking (Figure 2A). In addition, changes in
hip extension and flexion angles coincided perfectly with changes
in knee flexion and extension angles in simulations, whereas
in real paw shaking these angle changes were shifted in time
by a half of the cycle. Nevertheless, the model demonstrated
a clear proximal-to-distal gradient of the segmental angular
velocities and accelerations with peak values for the hip and
MPT joints closely matching the experimental values (compare

Figures 7A,B, nominal model with Figures 3A,B, all cats).
The simulated muscle moment peaks likewise demonstrated the
distal-to-proximal gradient (compare Figure 2B with Figure 2A).

Energy Generation and Transfer by Muscle Moments
and Joint Forces in Simulated Paw Shaking
Since the hindlimb model was designed to generate energy by
one-joint hip muscles only, we expected that muscle moments
would increase energy of the thigh only and that this energy
would be transmitted to the shank by the knee joint force, that
is, the thigh would lose energy through the action of the joint
forces applied to the thigh. This is exactly what we observed
(Figure 8A). Energy delivered to the thigh by muscle moments
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FIGURE 6 | Examples of the rate of total energy change and the sum of powers of all sources of energy for each hindlimb segment computed for a real paw shaking
episode of cat BL (A) and for simulated paw shaking (B).

increased throughout the simulated paw shake episode and
matched approximately the thigh energy loss due to the action
of the knee joint force (power of the hip joint force was zero

because the hip was fixed in place)—compare energy values in
the left and right panels at 0.7 s in Figure 8A. All other muscles
of the hindlimb model were passive and thus could not generate
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FIGURE 7 | Mean peaks of segmental angular velocity (A) and acceleration (B) computed across 10 simulated paw-shake cycles for different versions of the model.
Nominal parameters of the model are listed in Tables 3, 4. In model with reverse mass gradient, segmental masses were changed so that mass of hindlimb
segments decreased in the distal-to-proximal direction (see Table 2). In model with reduced and increased muscle stiffness, stiffness of muscle parallel and series
elements was reduced and increased by 20% from the nominal values, respectively (see Table 4). In model with reduced and increased muscle viscosity, viscocity of
muscle contractile element was reduced and increased from the nominal values by 90%, respectively (see Table 4).

energy by themselves. However, these muscles produced passive
forces as a function of muscle length and stretch velocity. As
seen in Figure 8A (right panel), muscle moments applied to
the shank, tarsals and digits absorbed energy and thus decreased
energy of these segments. The joint forces applied to the shank,
tarsals and digits increase their energy (Figure 8A, left panel).
In fact, the total energy gain of these segments corresponded
to the energy loss of the thigh through the action of the joint
forces since the muscle moments did not generate energy. The
increase of shank energy was relatively small because most of
energy received by the shank from the thigh was delivered to
the tarsals through the ankle joint force. The tarsals in turn
transferred about half of energy received from the shank to the
digits (Figure 8A, left panel).

The energy changes of hindlimb segments per cycle of
simulated paw shaking likewise show that energy of the thigh was
increased by muscle moments at the hip (11.5 mJ), while muscle
moments decreased energy of the more distal tarsals (−5.7
mJ) and digits (−4.6 mJ); energy of the shank did not change
substantially (–0.5 mJ; Figure 9A, right panel). Energy loss in
the thigh and energy gain in the tarsals and digits due to joint
forces were opposite to the energy gain and loss due to muscle
moments. Correspondingly, energy of the shank increased little

(1.0 mJ) because almost all energy it received from the thigh (11.4
mJ) was transferred to the tarsals (5.9 mJ) and digits (4.8 mJ);
Figure 9A, left panel; see also Data Sheet 2 in Supplementary
Material.

Comparisons between the sum of all powers delivered to each
segment by the joint forces and muscle moments (Ės, Eq. 3)
and the rate of change of the total energy of each segment (Ė

′

s,
Eq. 4) demonstrated a perfect match (Figure 6B). This verifies
the correctness of our segmental energy analysis.

Effects of Hindlimb Inertia Distribution and Muscle
Viscoelastic Properties on Simulated Energy Transfer
The change in hindlimb mass distribution altered energy
exchange among hindlimb segments. Energy generated by muscle
moments applied to the thigh (Figure 8B, right panel) was
transferred by the joint knee moment to the shank (the decrease
in the thigh energy due to the knee joint force led to the increase
in shank energy; Figure 8B, left panel). However, little energy was
transferred from the shank to the tarsals and especially to the
digits. For example, the digits received only 0.059 mJ of energy
in the paw shake cycle out of 7.8 mJ transferred from the thigh
(Figure 9B, left panel). The tarsals received slightly more energy
per cycle (1.381 mJ; Figures 8B, 9B, left panels). As a result,
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FIGURE 8 | Changes of total energy of each body segment due to the action of joint forces (left panels) and muscle moments (right panels) computed for simulated
paw shaking of different versions of the model. (A) Model with nominal inertial and muscle properties. (B) Model with reverse gradient of segmental masses
(Table 3). (C) Model with increased muscle viscosity by 90% (Table 4). (D) Model with decreased muscle stiffness by 20% (Table 4).

there was a substantial decrease in peaks of angular velocity
(by 3–4 times) and acceleration (by over 2 times) of the digits
compared to simulations with the nominal segmental masses, and
the proximal-to-distal gradient almost disappeared, especially for
accelerations (Figure 7).

We also investigated the effect of muscle elastic properties
(stiffness of the parallel and series elastic elements, Table 4) on
the whip-like mechanism in the model because elasticity was
shown to play a role in transmission of whip waves (McMillen
and Goriely, 2003) and because in our model, distal hindlimb
muscles develop passive length-dependent forces. We changed
the nominal stiffness values of all muscles in the model by± 20%

and conducted simulations with the same neural inputs to
motoneurons of hip muscles IP and BFA. The decrease in
stiffness increased the joint angle magnitudes and led to a
slight overextension at the knee by about 20◦. Simulations with
increased muscle stiffness demonstrated anatomically realistic
ranges of motion, i.e., without knee overextension. We did not
increase the range of stiffness changes further to keep the changes
symmetric and simulations anatomically realistic. Examples of
segmental energy changes with decreased muscle stiffness are
shown in Figure 8D). Energy delivered to the thigh by muscle
moments during simulated paw shaking were much smaller
than in the model with nominal stiffness. This was caused by
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FIGURE 9 | Mean energy change of each hindlimb segment per cycle of simulated paw shaking due to the action of joint forces (left panels) and muscle moments
(right panels) computed across 10 cycles of paw-shake simulations performed for different versions of the model. (A) Model with nominal inertial and muscle
properties. (B) Model with reversed gradient of segmental masses. (C) Model with reduced stiffness of the parallel and series elastic elements of each muscle by
20%. (D) Model with increased stiffness of the parallel and series elastic elements of each muscle by 20%. (E) Model with reduced viscosity of the contractile
element of each muscle by 90%. (F) Model with increased viscosity of the contractile element of each muscle by 90%.

smaller tendon forces due to much more compliant tendon of
the hip muscles (not shown). Energy transfer from the thigh to
the distal segments were minimal (2 mJ; Figures 8D, 9C, left
panels) due to low forces of the distal muscles. The changes in
energy generation and transfer with reduced stiffness were also
reflected in a reduced angular velocity and acceleration of the

digits compared to the nominal model (Figure 7). The increase
in muscle stiffness by 20% resulted in paw shake simulations
similar to those of the nominal model. Specifically, there was
comparable supply and absorption of segmental energy per cycle
by the muscle moments and energy transfer from the thigh to
the tarsals and digits by the joint forces in the two simulations
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(Figure 9D). In addition, the two simulations had comparable
proximal-to-distal gradients of segmental angular velocities and
accelerations (Figure 7).

Since muscle force development and energy absorption in the
model depend on muscle viscosity, we also investigated effects of
muscle viscosity on the whip-like mechanism. The model was
less sensitive to changes in muscle viscosity, so we conducted
simulations with viscosity changed by ± 90% from its nominal
values in all muscles (Table 4). Segmental energy changes in
simulated paw shaking with increased muscle viscosity by 90%
(Figure 8C) were comparable to the changes in the model with
nominal parameters (Figure 8A). For example, the difference in
energy changes due to joint forces in the thigh, shank, tarsals and
digits were 2.1 mJ (18% of the nominal model), 0.51 mJ (52%),
0.20 mJ (3%), and 0.43 mJ (9%), respectively. The corresponding
values for segmental energy changes due to joint moments were
2.15 mJ (19%), 0.42 mJ (44%), 0.40 mJ (7%), and 0.53 mJ (12%),
respectively. One noticeable difference was that muscle moments
supplied small amount of energy to the shank (the change of
energy per cycle is positive compared with a negative change in
the nominal simulations; compare Figure 8A with Figure 8C,
Figure 9A with Figure 9F). This was caused by a slightly greater
stretch velocity-depended muscle moments (quantified as the
mean of moment peaks) of the knee extensors (0.035 Nm vs.
0.026 Nm) and flexors (–0.302 Nm vs. –0.249 Nm). Energy
transferred by the joint forces from the thigh and shank to the
tarsals and digits was about the same as in the nominal model
(Figures 8C, 9F). The proximal-to-distal gradient of segmental
velocities and accelerations was preserved in this case with
higher digits velocity and acceleration than in the nominal model
(Figure 7). The decrease in muscle viscosity by 90% resulted in
very small muscle forces, in paw shaking that was very different
from the natural one, and in small energy generation, absorption
and transfer per cycle (Figure 9E). The velocity and acceleration
gradients were, however, generally preserved (Figure 7).

Muscle Coordination in Simulated Paw Shaking
Only two muscles in the model received excitatory input from
the CPG, hip flexor IP and hip extensor BFA. Their simulated
activation was reciprocal with little overlap at the cycle onset
(the extensor-flexor phase transition at the onset of hip flexion
moment) and at mid-cycle (the flexor-extensor phase transition
at the onset of hip extensor moment; Figure 10). Onset of the
simulated hip flexion moment (paw shake cycle onset, indicated
by vertical dashed lines in Figure 10) occurred with a delay of
14 ms after onset of simulated IP activation. Onset of the hip
extension moment occurred in the middle of the cycle, 16 ms after
BFA activation onset. By model design (see section “Materials and
Methods”), the other hindlimb muscles did not receive neural
input. They produced passive viscoelastic force (Figure 10) as a
function of the muscle length and stretch velocity (not shown but
can be inferred from the joint angles and velocities in Figure 2B).
For example, the ankle flexor TA developed passive force in the
first half of the cycle (Figure 10) when the hip moment is flexion
and ankle is extending (Figure 2B), i.e., when TA is lengthening.
The MTP flexor EDL likewise produced force in the first half
of the cycle, although its force production lasted slightly longer

FIGURE 10 | Activation patterns of one-joint hip muscles and passive
motion-depended forces of more distal hindlimb muscles during simulated
paw shaking. One-joint hip flexor iliopsoas (IP) and one-joint hip extensor
biceps femoris anterior (BFA) receive excitatory input from the CPG in the
flexor and extensor phases, respectively; their activation (A) is shown in % of
maximum activation. Passive motion-depended forces of the remaining
muscles (F) are shown in N. Vertical dashed lines separate paw-shake cycles.
The cycle onset is defined as the onset of the hip flexion moment (see
Figure 2). The EMG burst durations for selected muscles are shown for 2
cycles as horizontal bars connecting the EMG burst onset and offset times
measured in real paw shaking (mean ± SD, Table 2). To compare the
simulated muscle activation and forces with the measured EMG burst
durations, IP EMG burst onset was aligned with the IP simulated activation
onset in a cycle. The horizontal black bars shown in two cycles are identical.
For muscle abbreviation (see Figure 1 and Table 4).

since the maximal length of this muscle (or MTP extension
angle) in the cycle was reached slightly later than in TA (the TA
peak length occurs at peak of the ankle extension; Figure 2B).
The knee extensor VA produced force almost in phase with the
MPT flexor EDL and ankle flexor TA, although the onset of
VA force production was delayed compared to all other flexors
(by 10–17 ms, Figure 10). The VA passive force production
coincided with the knee flexion phase (Figure 2B), during which
VA was lengthening. In simulations, the hip extensor BFA was
activated in the second half of the paw-shake cycle (Figure 10).
The force development of the MTP and ankle extensors (FDL,
SO, GA) and of a two-joint hip extensor-knee flexor ST-BFP
occurred in the last 30–40% of the cycle (Figure 10) in phase with
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lengthening of these muscles (or extension of the knee and flexion
of the ankle and MTP joints; Figure 2B). Proximal two-joint
muscles SAM (hip and knee flexor) and RF (hip flexor and knee
extensor) produced their peak forces close to the extensor-flexor
phase transition (Figure 10) when the hip and knee joints were
extending and their angular velocities reached the maximum
values (Figure 2B).

Despite simplicity of the hindlimb neuromechanical model,
in which only hip one-joint muscles produced active muscle
force and generated mechanical energy while the other muscles
produced passive length- and stretch velocity-depended forces,
the time of simulated force development was generally consistent
with periods of EMG bursts recorded in selected muscles during
real paw shaking. For example, anterior hindlimb muscles that
accelerate the hindlimb forward (flexors IP, TA, EDL and extensor
VA) produced force in the first half of the cycle when the EMG
bursts of IP, TA and VA occurred in real paw shaking (Figure 10
and Table 2). Ankle extensors (SO and GA) and hip extensor
BFA produced their EMG bursts in the second half of the cycle
in phase with the simulated forces or activation of these muscles.
These muscles also demonstrated reciprocal EMG activity with
and shorter EMG burst durations than the corresponding ankle
and hip flexors (TA and IP; Figure 10 and Table 2). Specifically,
the EMG burst durations of extensors SO, GA and BFA were
46.3 ± 13.9 ms, 52.8 ± 14.6 ms and 35.1 ± 17.1 ms, respectively.
These values were significantly shorter than the EMG burst
durations of flexors TA (61.7± 16.5 ms) and IP (74.8± 16.1 ms);
[F(5, 305) = 33.8, p < 0.014]. The durations of the simulated
force development by extensors FDL, SO, GA and ST-BFP
and flexors EDL and TA had similar trends (24 ms–38 ms
vs. 55 ms–69 ms, respectively, Figure 10). Interestingly, the
knee extensor VA demonstrated a greater co-activation with
flexors TA and IP (EMG burst overlaps were 42 and 34 ms,
respectively) than with extensors SO, GA and BFA (overlap
between 8 and 12 ms), resembling the corresponding simulated
force patterns (Figure 10).

DISCUSSION

Study Goals and Hypotheses
One goal of the study was to examine if paw shaking in cats is
organized as a whip-like movement, in which energy generated
by larger proximal muscles is transferred to distal segments
by joint forces; for review see Zatsiorsky (2002). This whip-
like mechanism has been suggested to contribute to developing
high velocities of the distal segments of the arm and leg during
fast throwing and kicking movements in humans (Putnam,
1991; Hirashima et al., 2003) and knee extension during the
swing phase of locomotion in cats and humans (Chapman and
Caldwell, 1983; Martin and Cavanagh, 1990; Wisleder et al.,
1990). We confirmed and expended to the digits previous reports
(Hoy et al., 1985; Hoy and Zernicke, 1986) demonstrating
the proximal-to-distal gradient of segmental angular velocities
and accelerations during cat paw shaking. We showed for
the first time that during paw shaking, energy delivered to

hindlimb segments proximal to the digits by muscle moments
was transferred to the digits by the joint forces.

The second goal was to develop a simplified neuromechanical
model of a cat hindlimb with a half-center CPG, activating
hip flexor and extensor muscles, and passive viscoelastic distal
muscles. We also investigated if this model could reproduce
whip-like paw shake movements, i.e., the proximal-to-distal
gradient of segmental angular velocities and accelerations, as well
as energy generation and absorption by muscle moments and
energy transfer in the proximal-to-distal direction by the joint
forces. We found that this model was able to reproduce the above
features of the whip-like motion. In addition, we demonstrated
that the mass distribution along the hindlimb and muscle stiffness
had major effects on the generation of high angular velocity and
acceleration of the digits during paw shaking and on the transfer
of energy to the digits.

Whip-Like Mechanism
The term whip-like motion has been used in biomechanics
and neural control of movement to describe motion of multi-
segmented open kinematic chains of upper and lower extremities,
the goal of which is to develop a high linear or angular velocity
of the last segment of the kinematic chain; see for example
(Zatsiorsky, 2002). The progressively increasing angular velocity
of more distal segments in this motion has been explained in
part by the action of joint force applied at the proximal joint of
distal segments that creates a moment of force with respect to the
center of mass of the distal segment and increases its the angular
acceleration and velocity (Chapman and Caldwell, 1983; Martin
and Cavanagh, 1990; Putnam, 1993; Zatsiorsky, 2002).

Experimental studies and theoretical analyses of propagation
of whip waves along real whips demonstrated that the reduction
of the cross-sectional area and mass of the whip in the proximal-
to-distal direction is an important factor in increasing the whip
tip velocity above the speed barrier and achieving translational
accelerations of 50,000 times greater than the acceleration of
gravity (Krehl et al., 1998; McMillen and Goriely, 2003). This
result is explained by the laws of conservation of energy and
momentum. The energy and momentum imparted to the whip
at the handle travels as a whip wave along the whip, and the
decrease in mass along the whip must increase the speed of the
traveling wave, given constancy of the momentum. Although the
mechanism of velocity enhancement along a real whip is likely
different from the whip-like mechanism of energy transfer in
kinematic chains, these two mechanisms appear to shear some
common features. Efficiency of energy transfer and enhancement
of velocity in the whip and in the cat hindlimb model depends
on mass distribution along the length of the two systems and on
their elastic properties.

The cat hindlimb inertia and muscle mass and volume also
decrease in the proximal-to-distal direction (Sacks and Roy,
1982; Hoy and Zernicke, 1985), as reflected in mass of body
segments of our model (Table 3). This mass distribution in the
hindlimb not only enhances angular velocity and acceleration
of the digits in our simulated paw shaking, it also decreases
hindlimb inertia with respect to the hip joint and thus reduces
energy expenditure during the swing phase of locomotion (e.g.,
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Martin, 1985). This cat hindlimb inertia and muscle volume
distribution is also observed in the forelimbs of cats (Hoy
and Zernicke, 1985; Martin et al., 2010) and in human arms
(Zatsiorsky, 2002; Holzbaur et al., 2007). The greater ability
of larger proximal muscles to generate mechanical energy for
movement may also explain a typical organization of arm
reaching movements. Largest muscles around proximal (leading)
joints generate muscle moments that drive the arm toward
the target, while muscle moments at the distal (trailing) joints
counter the interaction motion-dependent moments (Sainburg
et al., 1999; Dounskaia, 2010). This joint coordination strategy
was suggested to reduce the number of control variables, simplify
neural control of reaching and minimize neural effort for joint
coordination (Dounskaia and Shimansky, 2016).

Our paw-shake simulations with changed muscle
viscoelasticity of distal hindlimb muscles suggested an
important role of this muscle property in muscle and inter-joint
coordination and efficient energy transfer along the hindlimb.
This result is consistent with previous studies demonstrating
the importance of limb stiffness regulation in various postural
and movement tasks (Mussa-Ivaldi et al., 1985; Nichols et al.,
1999; Frolov et al., 2006). This regulation is primarily mediated
by muscle length and force-depended spinal reflexes (Eccles
et al., 1957a,b; Fritz et al., 1989; Nichols, 2018). The length and
stretch-velocity sensitive muscle spindle group Ia afferents from
the triceps surae and hamstrings muscles demonstrate extremely
high firing rates during cat paw shaking (Prochazka et al., 1989).
This afferent activity occurs in phase with stretch and EMG burst
of these muscles, indicating that these muscles absorb energy of
the flexing tarsals and extending shank and slow them down, as
we observed in our simulations (Figures 8A, 9A). In real paw
shaking, we observed energy absorption by muscle moments
of only the most distal segment, the tarsals (Figures 4D, 5B).
This is because energy received by the shank and tarsals from
the action of joint forces and muscle moments exceeded energy
transported from them to the digits. Thus, it appears that length-
and stretch velocity-depended feedback from distal segments
help regulate the proper timing of muscle activity to coordinate
inter-joint coordination that allows for efficient energy transfer
and absorption. The role of this motion-depended feedback
in distal muscles of our simulation model played their passive
viscoelastic properties, i.e., the dependence of muscle force on
muscle length and stretch velocity. In fact, timing of forces
produced by the passive muscles during simulated paw shaking
were remarkably similar to the periods of EMG bursts of selected
muscles during real paw shaking in this (Figures 2A, 10) and
other studies (Smith et al., 1985). This similarity includes the
atypical co-activation between ankle and hip flexors TA and IP
and knee extensor VA. In the model, the VA force generation is
caused by VA elongation during limb forward acceleration due
to activation of IP. During real paw shaking, length-depended
feedback from elongating VA can also contribute to the VA EMG
burst in phase with flexors, although other factors including
central commands are also likely to contribute. EMG bursts
of VA during real paw shaking is more variable than in other
muscles, with bursts missing occasionally or consisting of two
parts—in phase with flexors and in phase with extensors (see

Figure 3 in Smith et al., 1985). Double activity bursts in the VA
nerve spanning the flexor and extensor phases were also reported
in fictive paw-shake-like activity, i.e., without motion-depended
feedback (Pearson and Rossignol, 1991). This suggests that
central inputs from spinal CPG contribute to EMG activity of
VA in real paw shaking. CPG is likely to contribute substantially
to EMG activity of other hindlimb flexors and extensors,
since they produce activity bursts in the corresponding flexor
and extensor phases defined by the direction of the flexion
and extension muscle moments (Figures 2A, 10). Additional
evidence for substantial contributions of central inputs to the
EMG magnitude of ankle extensors was provided in Mehta and
Prilutsky (2014); in that study removal of stretch reflex from
these muscles by muscle self-reinnervation had no effect on their
EMG burst timing and relative magnitude.

Possible Organization of Neural Control
of Paw Shaking
Since joint kinematics and kinetics, inter-joint coordination, and
EMG activity patterns (with co-activation of TA and VA) of
cat paw shaking appeared drastically different from those of cat
locomotion (Hoy et al., 1985; Smith et al., 1985, 1998; Carter
and Smith, 1986; Hoy and Zernicke, 1986; Koshland and Smith,
1989; Prochazka et al., 1989), it has been suggested that paw
shaking is controlled by a substantially reconfigured locomotor
unit-burst CPG (Carter and Smith, 1986). In addition, motion-
depended sensory feedback was suggested to affect primarily
EMG activity of the knee extensor VA and ankle flexor TA,
but not other muscles, because hindlimb deafferentation or
limb casting led to changes in their EMG burst onsets and
offsets (Smith and Zernicke, 1987; Koshland and Smith, 1989).
The organization of the mammalian CPG controlling rhythmic
behaviors, such as different forms of locomotion, scratching,
and paw shaking, is not fully understood. Although many
researchers agree that some common elements of the CPG
network can be used to control different rhythmic movements,
there is an ongoing debate about whether the spinal CPG
has a single-level or a multi-level architecture (McCrea and
Rybak, 2008; McLean and Dougherty, 2015; Ausborn et al.,
2021; Grillner and Kozlov, 2021; Klishko et al., 2021). In
the former, unit-bursts generators do not receive common
flexor- and extensor-related rhythmic inputs and can be flexibly
reorganized by sensory and/or central inputs to meet mechanical
demands of various motor behaviors (Grillner, 1981; Carter
and Smith, 1986; Grillner and Kozlov, 2021). In the latter, a
top half-center CPG layer sets a common rhythm and phase
for all flexor and extensor last order interneurons controlling
motoneuronal activities of flexors and extensors, and a lower
CPG layer can adjust the duration and magnitude of flexor and
extensor activity of the corresponding motoneurons based on
sensory and/or central inputs without necessarily changing the
rhythm, the so-called non-resetting effects (McCrea and Rybak,
2008). Our previous study (Bondy et al., 2016) demonstrated
that even a classic single-level half-center CPG organization
(Brown, 1911, 1914) in combination with specifically organized
motion-dependent feedback could reasonably predict basic
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features of mechanics and muscle activity of walking and
paw shaking. The current study extended previous results
to demonstrate that a simple half-center CPG, controlling
activity of hip flexors and extensors, with autogenic length
and stretch-velocity feedback controlling force production in
more distal muscles, can provide a proper inter-joint and
muscle coordination for energy generation and transfer to
the digits and for providing the proximal-to-distal gradient
of segmental angular velocities and accelerations during paw
shaking. The proper coordination appears to emerge from
interactions between the half-center CPG, inertial properties
of hindlimb segments, and muscle length and stretch-velocity
feedback. The neural control of paw shaking seems well adjusted
to the natural passive dynamics of the hindlimb and thus
requires minimal intervention. Similar well-adjusted interactions
between natural dynamics of the musculoskeletal system and
neural control have been proposed based on demonstrations
of human-like walking in a passive physical model (McGeer,
1990) and swimming of a dead fish against the flow (Beal
et al., 2006). Future studies will need to reconcile the current
and previous findings suggesting the importance of length
feedback for regulation of activity of ankle and knee muscles
during paw shaking (Koshland and Smith, 1989; Prochazka
et al., 1989; Bondy et al., 2016) with the fact that removal of
monosynaptic length feedback from ankle extensors by muscle
self-reinnervation does not affect their activity patterns in paw
shaking (Mehta and Prilutsky, 2014).

Limitations of the Study
We noticed substantial differences between the rate of the
total energy of hindlimb segments (Eq. 4) and the sum of
powers of the joint forces and muscle moments applied to
these segments (Eq. 3); Figure 6A. These mechanical variables
must be identical in accordance with the law of conservation
of energy. Our inverse dynamics analysis and computer code
were correct since we used the same code to compute these
variables for the model and obtained a perfect match (Figure 6B).
The differences between the real and simulated paw shaking
are that the latter is strictly planar and produced by a model
composed of ideal rigid segments interconnected by frictionless
hinge joints with fixed location and orientation of joint axes.
To perform inverse dynamics analysis of real paw shaking we
assumed constant segment lengths and inertial properties and
constant position and orientation of the rotation axis at each
joint. These assumptions seem justified for the cat as the body
COM acceleration computed from kinematics of a walking
cat was similar to the COM acceleration obtained from the
recorded ground reaction forces (Manter, 1938). However, real
paw shaking was not fully planar. As explained in Methods,
we discarded paw shakes in which the thigh was abducted-
adducted by more than ∼25◦. Still, in the retained cycles,
there were instantaneous deviations from the sagittal plane,
which could potentially explain the observed differences between
the rate of total energy changes and the total power for the
segments, although the exact reason for this offset is unclear.
Another source of observed differences, especially in the ranges
between maximal and minimal values of the two variables,

could be small random errors in digitized marker coordinates
magnified by the numerical differentiation, e.g., Winter (2004).
This explanation is consistent with greater peak values of the
total segmental total power, which requires more numerical
differentiation (e.g., computing second time derivatives of linear
and angular accelerations for obtaining joint forces and muscle
moments) than for computations of the rate of energy change.
Given the similar proximal-to-distal direction of energy flow
in the real and simulated paw shakes (Figures 4, 5, 8A,
9A), the described discrepancies do not appear to affect our
major conclusions.

Another limitation of the study was that our paw-shake
simulations did not fully match the real paw shaking. The
largest discrepancies of simulated paw shaking were in the in-
phase changes of knee and hip angles and velocities and in
the small knee extension moment (Figure 2). We expected
that our simplified version of a more complex previous model
(Bondy et al., 2016) would not reproduce precisely all aspects
of real paw shaking. In the simplified model, we removed CPG
input to all but two hip muscles and eliminated muscle spindle
length-depended excitation to all hindlimb muscle motoneurons,
except for IP and BFA. The force production in the passive
viscoelastic distal muscles of this model depended on muscle
length and stretch velocity. This was done to make the hindlimb
model and paw-shake simulations more similar to a whip and
to the process of energy generation at the proximal end of
the whip and to the velocity enhancement along the whip
length. Despite the mentioned discrepancies, the model clearly
reproduced the energy generation, transfer and absorption
(compare Figures 4C,D, 5 with Figures 8A, 9A), the proximal-
to-distal gradient of segmental angular velocity and acceleration
(compare Figure 3 with Figure 7), and timing of muscle force
production in selected muscles (Figures 2, 10).

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included
in the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

ETHICS STATEMENT

The animal study was reviewed and approved by the
Institutional Animal Care and Use Committee of Georgia
Institute of Technology.

AUTHOR CONTRIBUTIONS

BP conceived and designed the study, carried out the
experiments, data analysis and model development, and
drafted the manuscript. JP helped with data analysis and
model development, and critically revised the manuscript. GC
helped with conceiving and designing the study, carried out
model development, and critically revised the manuscript. AK

Frontiers in Integrative Neuroscience | www.frontiersin.org 18 March 2022 | Volume 16 | Article 810139105

https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-16-810139 March 24, 2022 Time: 14:45 # 19

Prilutsky et al. Whip-Like Mechanism of Paw Shaking

helped with conceiving and designing the study, carried out the
experiments, data analysis and model development, and critically
revised the manuscript. All authors contributed to the article and
approved the submitted version.

FUNDING

This work was supported by the NIH (grants NS110550 and
NS100928) to BP, NIH (grant NS111355) to GC, and the Georgia
State University Brains and Behavior Fellowship to JP.

ACKNOWLEDGMENTS

We would like to thank Ricky Mehta-Desai for help with
data collection.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fnint.
2022.810139/full#supplementary-material

REFERENCES
Abraham, L. D., and Loeb, G. E. (1985). The distal hindlimb musculature of the cat.

Patterns of normal use. Exp. Brain Res. 58, 583–593.
Aleshinsky, S. Y. (1986). An energy ’sources’ and ’fractions’ approach to the

mechanical energy expenditure problem–I. Basic concepts, description of the
model, analysis of a one-link system movement. J. Biomech. 19, 287–293. doi:
10.1016/0021-9290(86)90003-5

Ausborn, J., Shevtsova, N. A., and Danner, S. M. (2021). Computational Modeling
of spinal locomotor circuitry in the age of molecular genetics. Int. J. Mol. Sci.
22:6835. doi: 10.3390/ijms22136835

Baratta, R. V., Solomonow, M., Best, R., Zembo, M., and D’Ambrosia, R. (1995).
Architecture-based force-velocity models of load-moving skeletal muscles.Clin.
Biomech. (Bristol, Avon) 10, 149–155. doi: 10.1016/0268-0033(95)93705-x

Beal, D. N., Hover, F. S., Triantafyllou, M. S., Liao, J. C., and Lauder, G. V. (2006).
Passive propulsion in vortex wakes. J. Fluid Mech. 549, 385–402.

Bernstein, N. A. (1940). Studies of the Biodynamics of Walking, Running and
Jumping. Moscow: Central Research Institute of Physical Culture.

Bondy, B., Klishko, A. N., Edwards, D. H., Prilutsky, B. I., and Cymbalyuk, G.
(2016). “Control of cat walking and paw-shake by a multifunctional central
pattern generator,” in Neuromechanical Modeling of Posture and Locomotion,
eds B. I. Prilutsky and D. H. Edwards (New York, NY: Springer), 333–359.

Boyd, S. K., and Ronsky, J. L. (1998). Instantaneous moment arm determination of
the cat knee. J. Biomech. 31, 279–283. doi: 10.1016/s0021-9290(97)00135-8

Brown, I. E., Liinamaa, T. L., and Loeb, G. E. (1996). Relationships between range
of motion, lo, and passive force in five strap-like muscles of the feline hind
limb. J. Morphol. 230, 69–77. doi: 10.1002/(SICI)1097-4687(199610)230:1<69::
AID-JMOR6>3.0.CO;2-I

Brown, T. G. (1911). The intrinsic factors in the act of progression in the mammal.
Proc. R. Soc. B 84, 308–319. doi: 10.1016/0301-0082(96)00028-7

Brown, T. G. (1914). On the nature of the fundamental activity of the nervous
centres; together with an analysis of the conditioning of rhythmic activity in
progression, and a theory of the evolution of function in the nervous system.
J. Physiol. 48, 18–46. doi: 10.1113/jphysiol.1914.sp001646

Burkholder, T. J., and Nichols, T. R. (2004). Three-dimensional model of the feline
hindlimb. J. Morphol. 261, 118–129. doi: 10.1002/jmor.10233

Carter, M. C., and Smith, J. L. (1986). Simultaneous control of two rhythmical
behaviors. II. Hindlimb walking with paw-shake response in spinal cat.
J. Neurophysiol. 56, 184–195. doi: 10.1152/jn.1986.56.1.184

Chapman, A. E., and Caldwell, G. E. (1983). Factors determining changes in
lower limb energy during swing in treadmill running. J. Biomech. 16, 69–77.
doi: 10.1016/0021-9290(83)90047-7

Cofer, D., Cymbalyuk, G., Reid, J., Zhu, Y., Heitler, W. J., and Edwards,
D. H. (2010). AnimatLab: a 3D graphics environment for neuromechanical
simulations. J. Neurosci. Methods 187, 280–288. doi: 10.1016/j.jneumeth.2010.
01.005

Dounskaia, N. (2010). Control of human limb movements: the leading joint
hypothesis and its practical applications. Exerc. Sport Sci. Rev. 38, 201–208.
doi: 10.1097/JES.0b013e3181f45194

Dounskaia, N., and Shimansky, Y. (2016). Strategy of arm movement control is
determined by minimization of neural effort for joint coordination. Exp. Brain
Res. 234, 1335–1350. doi: 10.1007/s00221-016-4610-z

Eccles, J. C., Eccles, R. M., and Lundberg, A. (1957a). The convergence of
monosynaptic excitatory afferents on to many different species of alpha
motoneurones. J. Physiol. 137, 22–50. doi: 10.1113/jphysiol.1957.sp005794

Eccles, J. C., Eccles, R. M., and Lundberg, A. (1957b). Synaptic actions on
motoneurones caused by impulses in Golgi tendon organ afferents. J. Physiol.
138, 227–252. doi: 10.1113/jphysiol.1957.sp005849

Farrell, B. J., Bulgakova, M. A., Beloozerova, I. N., Sirota, M. G., and Prilutsky, B. I.
(2014). Body stability and muscle and motor cortex activity during walking with
wide stance. J. Neurophysiol. 112, 504–524. doi: 10.1152/jn.00064.2014

Fowler, E. G., Gregor, R. J., and Roy, R. R. (1988). Differential kinetics of fast and
slow ankle extensors during the paw-shake in the cat. Exp. Neurol. 99, 219–224.
doi: 10.1016/0014-4886(88)90141-0

Fritz, N., Illert, M., De La Motte, S., Reeh, P., and Saggau, P. (1989). Pattern
of monosynaptic Ia connections in the cat forelimb. J. Physiol. 419, 321–351.
doi: 10.1113/jphysiol.1989.sp017875

Frolov, A. A., Prokopenko, R. A., Dufosse, M., and Ouezdou, F. B. (2006).
Adjustment of the human arm viscoelastic properties to the direction of
reaching. Biol. Cybern. 94, 97–109. doi: 10.1007/s00422-005-0018-8

Goslow, G. E. Jr., Cameron, W. E., and Stuart, D. G. (1977). Ankle flexor muscles
in the cat: length-active tension and muscle unit properties as related to
locomotion. J. Morphol. 153, 23–37. doi: 10.1002/jmor.1051530103

Goslow, G. E. Jr., Reinking, R. M., and Stuart, D. G. (1973). The cat step cycle:
hind limb joint angles and muscle lengths during unrestrained locomotion.
J. Morphol. 141, 1–41. doi: 10.1002/jmor.1051410102

Gregor, R. J., Maas, H., Bulgakova, M. A., Oliver, A., English, A. W., and Prilutsky,
B. I. (2018). Time course of functional recovery during the first 3 mo after
surgical transection and repair of nerves to the feline soleus and lateral
gastrocnemius muscles. J. Neurophysiol. 119, 1166–1185. doi: 10.1152/jn.00661.
2017

Grillner, S. (1981). “Control of locomotion in bipeds, tetrapods, and fish,”
in Handbook of Physiology. Section I. The Nervous System, ed. V. Brooks
(Bethesda, MD: American Physiological Society), 1179–1236. doi: 10.1126/
science.1245629

Grillner, S., and Kozlov, A. (2021). The CPGs for limbed locomotion-facts and
fiction. Int. J. Mol. Sci. 22:5882. doi: 10.3390/ijms22115882

Herzog, W., Leonard, T. R., Renaud, J. M., Wallace, J., Chaki, G., and
Bornemisza, S. (1992). Force-length properties and functional demands of cat
gastrocnemius, soleus and plantaris muscles. J. Biomech. 25, 1329–1335. doi:
10.1016/0021-9290(92)90288-c

Hirashima, M., Kudo, K., and Ohtsuki, T. (2003). Utilization and compensation
of interaction torques during ball-throwing movements. J. Neurophysiol. 89,
1784–1796. doi: 10.1152/jn.00674.2002

Hodson-Tole, E. F., Pantall, A. L., Maas, H., Farrell, B. J., Gregor, R. J., and
Prilutsky, B. I. (2012). Task dependent activity of motor unit populations in
feline ankle extensor muscles. J. Exp. Biol. 215, 3711–3722. doi: 10.1242/jeb.
068601

Holzbaur, K. R., Murray, W. M., Gold, G. E., and Delp, S. L. (2007). Upper
limb muscle volumes in adult subjects. J. Biomech. 40, 742–749. doi: 10.1016/
j.jbiomech.2006.11.011

Hoy, M. G., and Zernicke, R. F. (1985). Modulation of limb dynamics in the swing
phase of locomotion. J. Biomech. 18, 49–60. doi: 10.1016/0021-9290(85)90
044-2

Frontiers in Integrative Neuroscience | www.frontiersin.org 19 March 2022 | Volume 16 | Article 810139106

https://www.frontiersin.org/articles/10.3389/fnint.2022.810139/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnint.2022.810139/full#supplementary-material
https://doi.org/10.1016/0021-9290(86)90003-5
https://doi.org/10.1016/0021-9290(86)90003-5
https://doi.org/10.3390/ijms22136835
https://doi.org/10.1016/0268-0033(95)93705-x
https://doi.org/10.1016/s0021-9290(97)00135-8
https://doi.org/10.1002/(SICI)1097-4687(199610)230:1<69::AID-JMOR6>3.0.CO;2-I
https://doi.org/10.1002/(SICI)1097-4687(199610)230:1<69::AID-JMOR6>3.0.CO;2-I
https://doi.org/10.1016/0301-0082(96)00028-7
https://doi.org/10.1113/jphysiol.1914.sp001646
https://doi.org/10.1002/jmor.10233
https://doi.org/10.1152/jn.1986.56.1.184
https://doi.org/10.1016/0021-9290(83)90047-7
https://doi.org/10.1016/j.jneumeth.2010.01.005
https://doi.org/10.1016/j.jneumeth.2010.01.005
https://doi.org/10.1097/JES.0b013e3181f45194
https://doi.org/10.1007/s00221-016-4610-z
https://doi.org/10.1113/jphysiol.1957.sp005794
https://doi.org/10.1113/jphysiol.1957.sp005849
https://doi.org/10.1152/jn.00064.2014
https://doi.org/10.1016/0014-4886(88)90141-0
https://doi.org/10.1113/jphysiol.1989.sp017875
https://doi.org/10.1007/s00422-005-0018-8
https://doi.org/10.1002/jmor.1051530103
https://doi.org/10.1002/jmor.1051410102
https://doi.org/10.1152/jn.00661.2017
https://doi.org/10.1152/jn.00661.2017
https://doi.org/10.1126/science.1245629
https://doi.org/10.1126/science.1245629
https://doi.org/10.3390/ijms22115882
https://doi.org/10.1016/0021-9290(92)90288-c
https://doi.org/10.1016/0021-9290(92)90288-c
https://doi.org/10.1152/jn.00674.2002
https://doi.org/10.1242/jeb.068601
https://doi.org/10.1242/jeb.068601
https://doi.org/10.1016/j.jbiomech.2006.11.011
https://doi.org/10.1016/j.jbiomech.2006.11.011
https://doi.org/10.1016/0021-9290(85)90044-2
https://doi.org/10.1016/0021-9290(85)90044-2
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-16-810139 March 24, 2022 Time: 14:45 # 20

Prilutsky et al. Whip-Like Mechanism of Paw Shaking

Hoy, M. G., and Zernicke, R. F. (1986). The role of intersegmental dynamics during
rapid limb oscillations. J. Biomech. 19, 867–877. doi: 10.1016/0021-9290(86)
90137-5

Hoy, M. G., Zernicke, R. F., and Smith, J. L. (1985). Contrasting roles of inertial and
muscle moments at knee and ankle during paw-shake response. J. Neurophysiol.
54, 1282–1294. doi: 10.1152/jn.1985.54.5.1282

Klishko, A. N., Akyildiz, A., Mehta-Desai, R., and Prilutsky, B. I. (2021). Common
and distinct muscle synergies during level and slope locomotion in the cat.
J. Neurophysiol. 126, 493–515. doi: 10.1152/jn.00310.2020

Koshland, G. F., and Smith, J. L. (1989). Mutable and immutable features of paw-
shake responses after hindlimb deafferentation in the cat. J. Neurophysiol. 62,
162–173. doi: 10.1152/jn.1989.62.1.162

Krehl, P., Engemann, S., and Schwenkel, D. (1998). The puzzle of whip cracking –
uncovered by a correlation of whip-tip kinematics with shock wave emission.
Shock Waves 8, 1–9.

Maas, H., Gregor, R. J., Hodson-Tole, E. F., Farrell, B. J., English, A. W., and
Prilutsky, B. I. (2010). Locomotor changes in length and EMG activity of feline
medial gastrocnemius muscle following paralysis of two synergists. Exp. Brain
Res. 203, 681–692. doi: 10.1007/s00221-010-2279-2

MacFadden, L. N., and Brown, N. A. (2007). Biarticular hip extensor and knee
flexor muscle moment arms of the feline hindlimb. J. Biomech. 40, 3448–3457.
doi: 10.1016/j.jbiomech.2007.05.021

Manter, J. T. (1938). The dynamics of quadrupedal walking. J. Exp. Biol. 15,
522–540. doi: 10.1242/jeb.15.4.522

Martin, P. E. (1985). Mechanical and physiological responses to lower extremity
loading during running. Med. Sci. Sports Exerc. 17, 427–433. doi: 10.1249/
00005768-198508000-00004

Martin, P. E., and Cavanagh, P. R. (1990). Segment interactions within the swing
leg during unloaded and loaded running. J. Biomech. 23, 529–536. doi: 10.1016/
0021-9290(90)90046-6

Martin, R., Tan, C., Burkholder, T. J., and Nichols, T. R. (2010). “Construction of
a musculoskeletal model of the cat forelimb. Abstract 381.19,” in Proceedings of
the Society for Neuroscience Meeting. San Diego, CA: Society for Neuroscience.
Online).

McCrea, D. A., and Rybak, I. A. (2008). Organization of mammalian locomotor
rhythm and pattern generation. Brain Res. Rev. 57, 134–146. doi: 10.1016/j.
brainresrev.2007.08.006

McGeer, T. (1990). Passive dynamic walking. Intern. J. Robot. Res 9, 62–82.
McLean, D. L., and Dougherty, K. J. (2015). Peeling back the layers of locomotor

control in the spinal cord. Curr. Opin. Neurobiol. 33, 63–70. doi: 10.1016/j.conb.
2015.03.001

McMillen, T., and Goriely, A. (2003). Whip waves. Phys. D 184, 192–225. doi:
10.1016/s0167-2789(03)00221-5

Mehta, R., and Prilutsky, B. I. (2014). Task-dependent inhibition of slow-
twitch soleus and excitation of fast-twitch gastrocnemius do not require high
movement speed and velocity-dependent sensory feedback. Front. Physiol.
5:410. doi: 10.3389/fphys.2014.00410

Mussa-Ivaldi, F. A., Hogan, N., and Bizzi, E. (1985). Neural, mechanical, and
geometric factors subserving arm posture in humans. J. Neurosci. 5, 2732–2743.
doi: 10.1523/JNEUROSCI.05-10-02732.1985

National Research Council of the National Academies. (2011). Guide for the Care
and Use of Laboratory Animals. Washington, DC: National Academies Press.

Nichols, T. R. (2018). Distributed force feedback in the spinal cord and the
regulation of limb mechanics. J. Neurophysiol. 119, 1186–1200. doi: 10.1152/
jn.00216.2017

Nichols, T. R., Cope, T. C., and Abelew, T. A. (1999). Rapid spinal mechanisms of
motor coordination. Exerc. Sport Sci. Rev. 27, 255–284.

Parker, J., Bondy, B., Prilutsky, B. I., and Cymbalyuk, G. (2018). Control of
transitions between locomotor-like and paw shake-like rhythms in a model
of a multistable central pattern generator. J. Neurophysiol. 120, 1074–1089.
doi: 10.1152/jn.00696.2017

Parker, J. R., Klishko, A. N., Prilutsky, B. I., and Cymbalyuk, G. S. (2021).
Asymmetric and transient properties of reciprocal activity of antagonists during
the paw-shake response in the cat. PLoS Comput. Biol. 17:e1009677. doi: 10.
1371/journal.pcbi.1009677

Pearson, K. G., and Rossignol, S. (1991). Fictive motor patterns in chronic spinal
cats. J. Neurophysiol. 66, 1874–1887. doi: 10.1152/jn.1991.66.6.1874

Phillips, S. J., Roberts, E. M., and Huang, T. C. (1983). Quantification of
intersegmental reactions during rapid swing motion. J. Biomech. 16, 411–417.
doi: 10.1016/0021-9290(83)90073-8

Prilutsky, B. I., Herzog, W., Leonard, T. R., and Allinger, T. L. (1996). Role of the
muscle belly and tendon of soleus, gastrocnemius, and plantaris in mechanical
energy absorption and generation during cat locomotion. J. Biomech. 29,
417–434. doi: 10.1016/0021-9290(95)00085-2

Prilutsky, B. I., Sirota, M. G., Gregor, R. J., and Beloozerova, I. N. (2005).
Quantification of motor cortex activity and full-body biomechanics during
unconstrained locomotion. J. Neurophysiol. 94, 2959–2969. doi: 10.1152/jn.
00704.2004

Prochazka, A., Hulliger, M., Trend, P., Llewellyn, M., and Durmuller, N. (1989).
Muscle afferent contribution to control of paw shakes in normal cats. J
Neurophysiol. 61, 550–562. doi: 10.1152/jn.1989.61.3.550

Prochazka, A., Westerman, R. A., and Ziccone, S. P. (1977). Ia afferent activity
during a variety of voluntary movements in the cat. J. Physiol. 268, 423–448.
doi: 10.1113/jphysiol.1977.sp011864

Putnam, C. A. (1991). A segment interaction analysis of proximal-to-distal
sequential segment motion patterns. Med. Sci. Sports Exerc. 23, 130–144.

Putnam, C. A. (1993). Sequential motions of body segments in striking and
throwing skills: descriptions and explanations. J. Biomech. 26(Suppl. 1), 125–
135. doi: 10.1016/0021-9290(93)90084-r

Robertson, D. G. E., and Winter, D. A. (1980). Mechanical energy generation,
absorption and transfer amongst segments during walking. J. Biomech. 13,
845–854. doi: 10.1016/0021-9290(80)90172-4

Sacks, R. D., and Roy, R. R. (1982). Architecture of the hind limb muscles
of cats: functional significance. J. Morphol. 173, 185–195. doi: 10.1002/jmor.
1051730206

Sainburg, R. L., Ghez, C., and Kalakanis, D. (1999). Intersegmental dynamics
are controlled by sequential anticipatory, error correction, and postural
mechanisms. J. Neurophysiol. 81, 1045–1056. doi: 10.1152/jn.1999.81.3.
1045

Scott, S. H., and Loeb, G. E. (1995). Mechanical properties of aponeurosis and
tendon of the cat soleus muscle during whole-muscle isometric contractions.
J. Morphol. 224, 73–86. doi: 10.1002/jmor.1052240109

Smith, J. L., Betts, B., Edgerton, V. R., and Zernicke, R. F. (1980). Rapid ankle
extension during paw shakes: selective recruitment of fast ankle extensors.
J. Neurophysiol. 43, 612–620. doi: 10.1152/jn.1980.43.3.612

Smith, J. L., Carlson-Kuhta, P., and Trank, T. V. (1998). Motor patterns
for different forms of walking: cues for the locomotor central pattern
generator. Ann. N. Y. Acad. Sci. 860, 452–455. doi: 10.1111/j.1749-6632.1998.
tb09073.x

Smith, J. L., Hoy, M. G., Koshland, G. F., Phillips, D. M., and Zernicke,
R. F. (1985). Intralimb coordination of the paw-shake response: a novel
mixed synergy. J. Neurophysiol. 54, 1271–1281. doi: 10.1152/jn.1985.54.5.
1271

Smith, J. L., and Zernicke, R. F. (1987). Predictions for neural control based on limb
dynamics. Trends Neurosci. 10, 123–128.

Winter, D. A. (2004). Biomechanics and Motor Control of Human Movement, 3rd
Edn. New York, NY: John Wiley & Sons.

Wisleder, D., Zernicke, R. F., and Smith, J. L. (1990). Speed-related changes in
hindlimb intersegmental dynamics during the swing phase of cat locomotion.
Exp. Brain Res. 79, 651–660. doi: 10.1007/BF00229333

Zatsiorsky, V. M. (2002). Kinetics of Human Motion. Champaign, IL: Human
Kinetics.

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Prilutsky, Parker, Cymbalyuk and Klishko. This is an open-
access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Integrative Neuroscience | www.frontiersin.org 20 March 2022 | Volume 16 | Article 810139107

https://doi.org/10.1016/0021-9290(86)90137-5
https://doi.org/10.1016/0021-9290(86)90137-5
https://doi.org/10.1152/jn.1985.54.5.1282
https://doi.org/10.1152/jn.00310.2020
https://doi.org/10.1152/jn.1989.62.1.162
https://doi.org/10.1007/s00221-010-2279-2
https://doi.org/10.1016/j.jbiomech.2007.05.021
https://doi.org/10.1242/jeb.15.4.522
https://doi.org/10.1249/00005768-198508000-00004
https://doi.org/10.1249/00005768-198508000-00004
https://doi.org/10.1016/0021-9290(90)90046-6
https://doi.org/10.1016/0021-9290(90)90046-6
https://doi.org/10.1016/j.brainresrev.2007.08.006
https://doi.org/10.1016/j.brainresrev.2007.08.006
https://doi.org/10.1016/j.conb.2015.03.001
https://doi.org/10.1016/j.conb.2015.03.001
https://doi.org/10.1016/s0167-2789(03)00221-5
https://doi.org/10.1016/s0167-2789(03)00221-5
https://doi.org/10.3389/fphys.2014.00410
https://doi.org/10.1523/JNEUROSCI.05-10-02732.1985
https://doi.org/10.1152/jn.00216.2017
https://doi.org/10.1152/jn.00216.2017
https://doi.org/10.1152/jn.00696.2017
https://doi.org/10.1371/journal.pcbi.1009677
https://doi.org/10.1371/journal.pcbi.1009677
https://doi.org/10.1152/jn.1991.66.6.1874
https://doi.org/10.1016/0021-9290(83)90073-8
https://doi.org/10.1016/0021-9290(95)00085-2
https://doi.org/10.1152/jn.00704.2004
https://doi.org/10.1152/jn.00704.2004
https://doi.org/10.1152/jn.1989.61.3.550
https://doi.org/10.1113/jphysiol.1977.sp011864
https://doi.org/10.1016/0021-9290(93)90084-r
https://doi.org/10.1016/0021-9290(80)90172-4
https://doi.org/10.1002/jmor.1051730206
https://doi.org/10.1002/jmor.1051730206
https://doi.org/10.1152/jn.1999.81.3.1045
https://doi.org/10.1152/jn.1999.81.3.1045
https://doi.org/10.1002/jmor.1052240109
https://doi.org/10.1152/jn.1980.43.3.612
https://doi.org/10.1111/j.1749-6632.1998.tb09073.x
https://doi.org/10.1111/j.1749-6632.1998.tb09073.x
https://doi.org/10.1152/jn.1985.54.5.1271
https://doi.org/10.1152/jn.1985.54.5.1271
https://doi.org/10.1007/BF00229333
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-16-836757 April 19, 2022 Time: 14:11 # 1

ORIGINAL RESEARCH
published: 26 April 2022

doi: 10.3389/fnint.2022.836757

Edited by:
Richard Nichols,

Georgia Institute of Technology,
United States

Reviewed by:
Ken Muramatsu,

Kyorin University, Japan
Leonardo Gizzi,

Fraunhofer Institute for Manufacturing
Engineering and Automation,

Germany

*Correspondence:
C. J. Heckman

c-heckman@northwestern.edu

Received: 15 December 2021
Accepted: 31 March 2022

Published: 26 April 2022

Citation:
Thompson CK, Johnson MD,

Negro F, Farina D and Heckman CJ
(2022) Motor Unit Discharge Patterns

in Response to Focal Tendon
Vibration of the Lower Limb in Cats

and Humans.
Front. Integr. Neurosci. 16:836757.

doi: 10.3389/fnint.2022.836757

Motor Unit Discharge Patterns in
Response to Focal Tendon Vibration
of the Lower Limb in Cats and
Humans
Christopher K. Thompson1, Michael D. Johnson2, Francesco Negro3, Dario Farina4 and
C. J. Heckman2*

1 Department of Health and Rehabilitation Sciences, Temple University, Philadelphia, PA, United States, 2 Department
of Physiology, Northwestern University, Chicago, IL, United States, 3 Department of Clinical and Experimental Sciences,
Università degli Studi di Brescia, Brescia, Italy, 4 Department of Bioengineering, Imperial College London, London,
United Kingdom

High-frequency vibration of the tendon provides potent activation of Ia afferents time-
locked to the stimulation frequency and provides excitatory ionotropic activation of
homonymous motor pools. In cats, the evoked motor unit discharge is constrained
to discharge at integer multiples of the vibration frequency, resulting in a probability
of discharge that is highly punctuated. Here we quantify the robustness of this
punctuated response in the cat and evaluate whether it is present in the human. Soleus
electromyography (EMG) was collected from eight cats using 64 channel electrodes
during three modes of motoneuron activation. First, tendon vibration parameters
were modified. Second, secondary reflex inputs are applied concurrently with tendon
vibration. Third, the state of the spinal cord was altered through pharmacological
or surgical manipulations. Analogous surface high-density EMG was collected from
the lower leg of six humans during both vibration evoked and matched volitional
contractions. Array EMG signals from both the cat and human were decomposed into
corresponding motor unit action potential spike trains, and the punctuation in discharge
was quantified. In the cat, regardless of vibration parameters, secondary synaptic
drive, and state of spinal circuitry, focal tendon vibration evoked punctuated motor unit
discharge. However, in the human lower limb, the vibration-evoked contractions do not
produce punctuated motor unit discharge.

Keywords: motor unit, tendon vibration, electromyogram (EMG), reflex, cat, human

INTRODUCTION

Focal vibration of the tendon is used to activate the homonymous motor pool in both animals and
humans, and it results in potent activation of the muscle spindles (Brown et al., 1967). Spindles
respond to vibration with a stereotypical Ia discharge, which is one-to-one with the period of
the vibration frequency. For example, in the cat, vibration up to 500 Hz results in Ia afferents
to discharging time-locked to the vibration frequency (Granit and Henatsch, 1956; Brown et al.,
1967). In humans, Ia afferent discharge may be locked to either the vibration frequency or its
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subharmonics (Burke et al., 1976; Houk, 1976). These afferents
activate the motoneuron pool in a one-to-all pattern, where
a single Ia afferent provides excitatory monosynaptic input to
nearly every motoneuron in the pool (Mendell and Henneman,
1968). At the level of the motoneuron, this induces membrane
depolarization at the vibration frequency (Westbury, 1972) and
can activate persistent inward currents (PIC; Lee and Heckman,
1996). As such, tendon vibration can evoke a tendon vibration
reflex (TVR), where the vibration of the distal tendon can evoke
motor output through activation of monosynaptic Ia afferents.

Recordings from the afferents, the motoneuron, and the
muscle are routinely made during these vibration evoked
contractions, however, the resulting discharge patterns of
individual motoneurons or motor units are less commonly
reported. In the cat, there is evidence that tendon vibration
produces motor output by inducing highly synchronous
discharge at integer multiples of the vibration frequency,
resulting in a probability of discharge that is highly punctuated
(Matthews, 1966; Homma et al., 1971; Thompson et al., 2018).
Though this result is strikingly apparent in the cat in response to
tendon vibration, it remains unclear how or if this rule-like motor
unit response to tendon vibration can be modified.

Observations in humans are less uniform. In fact, frequency-
locked discharges have been observed occasionally in the arm
(Romaiguere et al., 1991), leg (Homma et al., 1971; Burke and
Schiller, 1976), and jaw muscles (Desmedt and Godaux, 1975;
Hagbarth et al., 1976) of humans. Nevertheless, the majority
of human investigations of motor unit activity during TVR of
limb muscles do not observe (Godaux et al., 1975; Hagbarth
et al., 1976) or report (Bongiovanni et al., 1990; Bongiovanni
and Hagbarth, 1990; Romaiguere et al., 1993; Kiehn and Eken,
1997; Griffin et al., 2001; Gorassini et al., 2002, 2004; Grande and
Cafarelli, 2003; MacDonell et al., 2010; Fuglevand et al., 2015;
Mosier et al., 2017) rigid time-locked motor unit discharge.

Motor unit discharge patterns provide one of the most detailed
measures of the mammalian motor system. Given our initial
observations of punctuated discharge in the cat (Thompson et al.,
2018), we first sought to test how rigid this punctuated discharge
is in the cat. We did so by varying the vibration parameters,
adding secondary reflex drive, and altering the state of spinal
circuitry. In the cat, in all cases and in all units, punctuated
discharge in response to tendon vibration was observed. We
then sought to quantify motor unit discharge in response
to tendon vibration in the human using high density EMG
approaches. In the human, TVR evoked motor unit discharge
is not punctuated.

MATERIALS AND METHODS

Cat
Ethical Approval
Data presented here are from eight adult cats of either sex
weighing 2.5–4 kg. All animals were obtained from a designated
scientific research breeding establishment. Animals were housed
at Northwestern University’s Center for Comparative Medicine,
an AAALAC accredited animal research program. All procedures

were approved by the Institutional Animal Care and Use
Committee at Northwestern University.

Terminal Surgery
Anesthesia was induced with 4% isoflurane and a 1:3 mixture
of N2O and O2. A permanent tracheal tube was placed through
which isoflurane (0.5–2.5%) and gasses were delivered for the
duration of the procedures. The animal was immobilized using a
stereotaxic frame by a head clamp, a spinal clamp on the L2 dorsal
vertebral process, and bilateral hip pins at the iliac crest. The
left hindlimb was secured through pins at the knee and clamps
at the ankle, and the right hindlimb was secured using a clamp
distal to the ankle. The left soleus was dissected, isolated, and
its distal tendon was attached to a load cell via a calcaneus bone
chip in series with a linear variable differential transformer and
customized voice coil. A distal, cutaneous branch of the right
superficial peroneal nerve was dissected, and a cuff electrode
was secured around the nerve. Likewise, in one experiment, the
left common peroneal nerve was dissected and secured with
a cuff electrode proximal to the innervation of the left TA.
On select experiments, a L4-S1 laminectomy was provided for
intrathecal drug administration via subdural catheter. The dorsal
and ventral roots were left intact. In all experiments, following
a craniotomy, a precollicular decerebration was performed. At
this point, the animals are considered to have a complete lack
of sentience, and anesthesia was discontinued (Silverman et al.,
2005). An esophageal thermistor assisted in the maintenance
of heat lamps and hot pads to maintain a core temperature
of 35–37◦C. At the end of the experiment animals were
euthanized using a 2 mM/kg solution of KCl in addition to a
bilateral thoracotomy.

Electromyography and Force Recordings
Differential EMG recordings were collected using a custom
64-channel array electrode (5 × 13; 2.54 mm interelectrode
distance) placed on the surface of the exposed soleus
muscle. A ground electrode was placed on the back.
Array data were filtered (100–900 Hz), amplified (0.5–
2k), and sampled at 5,120 Hz by a 12-bit A/D converter
simultaneously with soleus force data (EMG-USB 2, OT
Bioelettronica, Torino, Italy).

Sensory Inputs
Vibration was delivered at high frequencies (∼130 Hz) and
small amplitude (∼80 µm) through the voice coil. This
device was fit with a linear variable differential transformer
to directly measure linear position of the voice coil. In one
experiment, a child size electric toothbrush (Colgate) was
manually applied to the distal tendon of the soleus. Such manual
application that is perpendicular to the tendon is similar to the
approach used in humans.

The role of additional synaptic inputs on the punctuated
discharge of motor units during tendon vibration was assessed
using three forms of inputs in three separate animals. First,
muscle stretch was delivered during tendon vibration through
the same voice coil using a low frequency (1 Hz), and large
amplitude (1 cm) imposed sin wave change in muscle length.
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Second, crossed extension reflex was evoked through stimulation
(20–50 Hz; 1-ms biphasic; 2× reflex threshold) delivered to
the contralateral superficial peroneal nerve through the cuff
electrode using a Grass S88 stimulator and isolation unit. Third,
reciprocal inhibition was evoked through stimulation (20–50 Hz;
1-ms biphasic; 1.2× reflex threshold) delivered to the ipsilateral
common peroneal nerve through the cuff electrode using a Grass
S88 stimulator and isolation unit.

State of the Spinal Cord
The motor unit response to tendon vibration was assessed
under three different states of the spinal cord: high levels
of neuromodulation, acute spinal lesion, and chronic spinal
lesion. To increase the activity of lumbar spinal neurons,
during one experiment, 50 µL of 100 mM Methoxamine, a
norepinephrine α1 agonist, was applied to the spinal cord
through the intrathecal catheter. Methoxamine has been shown
previously to increase the excitability of spinal motoneurons
through an increased magnitude of persistent inward currents
(Lee and Heckman, 1999).

In one experiment, a laminectomy was performed from T12
to L1 during the initial surgery. This was packed with saline-
soaked gauze, and the incision was held in opposition. Hours
after decerebration, the animal was placed back on isoflurane
(0.5%), the spine was re-exposed, the dura was cut, and a dorsal
hemisection was provided by lesioning the dorsal portion of the
cord to the central canal bilaterally. The isoflurane was removed,
and the animal was allowed 30 mins to recover.

In one animal, a dorsal hemisection was provided at T13
1 month prior to the terminal experiment. Prior to surgery,
cats were sedated (butorphanol, 0.4 mg/kg im; acepromazine,
0.05–0.1 mg/kg im; glycopyrrolate, 0.01 mg/kg sc) and induction
was done with propofol (2–3 mg/kg iv). The animal was
intubated, and anesthesia was maintained by adjusting isoflurane
concentration as needed (1.5–3%). The fur overlying the back
and forelimb was shaved with electric clippers. An intravenous
line was placed in a cephalic vein to deliver intravenously
saline with 2.5% dextrose at a rate of 5–10 ml/kg/h. Under
aseptic conditions, a small lower thoracic laminectomy was
performed, the dura was removed, and a dorsal hemisection
was provided by lesioning the dorsal portion of the cord to
the central canal bilaterally. Hemostatic material (Surgicel) was
inserted within the gap, and muscles and skin were sutured
in anatomic layers. A transdermal fentanyl patch (25 µg/h)
was taped to the base of the tail. During surgery and ∼6 h
later, an analgesic (buprenorphine, 0.01 mg/kg) was administered
subcutaneously. An oral antibiotic (Baytril, 5 mg/kg) was given
once a day for 5 days after surgery. The animals were monitored
daily by experienced personnel and veterinarians and included
manual bladder expressions 1–2 times per day and warm soapy
baths as needed.

The TVR data from the cat were compared to a
normative dataset of soleus motor unit discharge in the
cat (Thompson et al., 2019). This dataset consisted of 297
bouts of self-sustained discharge across 20 animals. These
EMG and force data were collected in a similar manner and
periods of self-sustained discharge were defined as motor

output remaining more than 5 s following the cessation of
a specific input.

Human
Ethical Approval
The human data presented here was collected from six adults
recruited from the university population. Subjects signed an
informed consent approved by the Institutional Review Board of
Temple University (protocol #23971).

Electromyography and Torque Recordings
Subjects are seated comfortably in an isokinetic dynamometer
(Biodex System 4; Shirley, NY, United States) with hips at 45–
90 degrees of flexion, the right knee fully extended, and the
ankle between 0 and 30 degrees of plantarflexion. The ankle
was securely attached to a footplate and which was coupled to
a six-degree of freedom load cell (JR3 75E20; Woodland, CA,
United States) with the axis of rotation aligned to the center
of the ankle joint. EMG signals are collected from the Tibialis
Anterior (TA), Soleus (Sol), Medial Gastrocnemious (MG), or
Lateral Gastrocnemious (LG) using 64 channel electrodes grids
placed on the belly of the muscle.

The output of a single 8.9 mm differential channel (channel
27) of the array was collected through a secondary data
acquisition system. Feedback of the rectified and smoothed
(500 ms RMS) EMG signal for TA or Sol was provided to the
subjects during dorsiflexion or plantarflexion, respectively, on a
42-inch monitor placed ∼1.5 m in front of the subject at eye level.

Vibration
A commercially available personal massager (Lyork, Guangdong
Sheng, China) was used to evoke TVR in humans by manually
holding the vibrator perpendicular to the TA or triceps surae
tendon. This consisted of a 3 cm silicone contact with the skin,
vibrating at 78 Hz. Vibration frequency was clearly visible in
the off-axis force component of the loadcell and used for this
calculation. To both promote the TVR response and provide
access to the tendon, the tested muscle was slightly lengthened by
rotating the ankle joint – to assess the TVR of the TA, the ankle
was put into 30 degrees of plantarflexion, whereas the ankle was
held neutral when assessing plantarflexion.

Experimental Design
Our primary goal with the human data was to quantify the
discharge of the same motor unit driven by vibration and by
voluntary drive. To accomplish this, we evoked a relatively long
TVR response over ∼40 s of vibration, the subject was then
provided ∼20 s of rest, afterward the subjects were asked to either
dorsiflex or plantarflex in an attempt to volitionally match the
conditioned TA or Sol EMG feedback signal from the vibration
period. Prior to each trial, the subjects were asked to relax during
the vibration and not intervene; following each trial, subjects
confirmed that they were relaxed during the vibration.

Analysis
In both the cat and human, the high-density EMG data was
decomposed into the discharge of individual motor units through
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a well-validated algorithm (Negro et al., 2016). Only units with
a silhouette value greater than 0.90 were isolated for further
analysis. In the cat, these motor unit discharge times have been
demonstrated to have a rate of agreement of 93% among the same
motor unit decomposed from both the array and fine wire signal
(Thompson et al., 2018).

To quantify the motor unit discharge response to tendon
vibration, all the ISIs from all of the motor units are collapsed
to form a composite interspike interval (cISI) histogram for
each period of interest. This cISI histogram was normalized by
dividing each bin by the total number to provide a percentage
used for further analysis. For the cat data with a single
input and all the human data, a 10–40 s segment of steady
state activity was chosen for analysis; for the cat data with
multiple inputs, segments of time with a single or combined
inputs were calculated. Histogram parameters are relatively
wide 20–800 ms range with 2-ms bin width allowing for
standardization across trials.

In the cat, the punctuation of the cISI histogram was calculated
in two manners. First, a within histogram metric of punctuation
was defined as the absolute sum of the first derivative of the
histogram (ASD). To calculate the ASD, sequential bin heights
were subtracted from one another using the normalized cISI
histogram, the absolute value was found and summated. Using
this measure, a cISI distribution whose sequential values are
relatively close in number, the ASD will be relatively small. In
contrast, a cISI histogram that has a large bin-to-bin variance
(as observed with the punctuated histograms) will have an
increasingly large number. Second, the TVR data from the cat
was compared to a normative data set of motor unit discharge
patterns collected from the soleus during self-sustained motor
unit discharge of the in vivo cat. Each of the current cISI
histograms was compared to each of the 297 cISI histograms
derived from 5,618 spike trains from control trials. To quantify
the pairwise similarity between these histograms, each histogram
was normalized and mean subtracted. The Euclidian distance
between these two normalized, mean-subtracted histograms was
calculated to provide a normalized measure of similarity from
zero (identical) to one (dissimilar). The TVR trials were grouped
as either TVR alone or TVR contaminated with secondary inputs
or altered spinal circuitry. The ASD and distance measures were
compared to the self-sustained discharge values using a one-way
analysis of variance. Significant pairwise differences were assessed
using Tukey’s Honest Significant Difference post hoc test.

The human data allowed for a similar within and across
trial analysis of the discharge characteristics. Normalized cISI
histograms are constructed for each muscle within a trial.
The ASD is calculated for both the vibration and volitional
evoked contractions. Further, within each trial, the vibration
and volitional induced motor output is compared by Euclidian
distance between the normalized, mean subtracted vibratory
and volitional histograms pairs. As we were able to get paired
vibration and volitional contractions in the humans, average
torque, EMG, and motor unit discharge rate were calculated
during the last 5 s of each contraction; in addition, the
recruitment threshold was calculated for each motor unit in
each contraction. Paired t-tests were performed to assess for

differences in torque and motor unit characteristics between each
set of vibration and volitional contractions.

RESULTS

Cat
To assess the robustness of punctuated discharge of motor units
in response to tendon vibration in the cat, we altered the vibration
parameters, combined TVR with additional reflexive inputs and
assessed TVR with spinal circuits in multiple states.

Tendon Vibration Reflex Parameters
Figure 1 shows a representative force and motor unit response to
40 s of tendon vibration. A gradual buildup of muscle force occurs
via the recruitment of additional motor units, whereas minimal
changes in discharge rate are observed following an initial
acceleration of discharge at the onset. When the instantaneous
discharge rates for each motor unit are overlaid onto one
another, a clear banding of discharge rates is observed. This is
further shown in the composite ISI histogram, where abrupt
punctuations are observed. ISI histograms of two of the 18
motor units collected during this contraction are plotted on top
of the cISI histogram and show individual motor units can be
non-overlapping within the range of the cISI histogram.

The punctuation of the ISI histogram is quantified in two ways.
First, we take the summation of the absolute sum of the sequential
difference of the cISI histogram (ASD). The data in Figure 2
demonstrates an ASD value of 1.54. The ASD value observed for
this TVR trial is well outside of the range of ASD values derived
from the control data (0.21 ± 0.09; mean ± SD). Second, we
can compare the TVR evoked histogram to a normative dataset
using the Euclidean distance between the normalized histograms.
Figure 2 demonstrates the distance from the vibration data to
each of the control trials. The control trials demonstrate an
average 0.31 ± 0.11 distance from one another, whereas this trial
has a mean distance of 0.66 ± 0.06. Both the ASD and the distance
measures demonstrate that motor unit discharge patterns in
response to tendon vibration in the cat are highly punctuated.
This punctuated activity is not observed in the control data,
where is an absence of stimulus-evoked motor unit activity.

In one animal, the amplitude of the vibration was altered over
a ∼100 µm range to quantify the occurrence of the punctuated
discharge. Figure 3 provides an example of motor unit response
to changes in vibration amplitude. Across the 136 motor unit
spike trains, punctuated discharge occurred under each of these
amplitudes, with an ASD of 1.56 ± 0.14 and a distance of
0.59 ± 0.05. There was, however, a leftward shift in the ISI
histogram with increasing vibration amplitudes.

To better understand the potential effect of the vibration
stimulus itself and to better replicate approaches used in humans,
a less precise vibrator (electric toothbrush), was manually applied
perpendicular to the distal tendon. Such apparatus and setup
are more akin to human approaches, as compared to precisely
controlled vibration delivered parallel to the muscle typically
performed in the cat. Such vibration stimuli produced results
qualitatively and quantitatively similar to those evoked by more
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FIGURE 1 | Motor unit response to vibration in the cat’s soleus. (A) Tendon
vibration of the soleus muscle produces motor output through the punctuated
discharge of motor units. (B). The cISI histogram reveals a highly punctuated
discharge across a range of intervals. Two motor units are overlaid on top of
the cISI histogram to demonstrate a single unit is relatively constrained further
from the population data.

traditional approaches used elsewhere. The response of 61 motor
unit spike trains evoked in response to the manual application of
the toothbrush perpendicular to the tendon contains an ASD of
1.18 ± 0.41 and a distance of 0.58 ± 0.04.

Tendon Vibration Reflex in Combination With
Secondary Synaptic Drive
Next, we added other excitatory and inhibitory inputs in
combination with tendon vibration in order to assess if such

secondary inputs could serve to diminish the punctuated
discharge observed with vibration alone. Electrical stimulation of
select peripheral nerves or stretch of the agonist muscle were used
to deliver three forms of secondary inputs.

Electrical stimulation of a distal branch of the contralateral
superficial peroneal nerve was used to elicit a net excitatory
stimulus to the soleus motor pool (XEX; Figure 4). During a
prolonged bout of 20 Hz XEX stimulation, 5–10 s long bouts
of tendon vibration are delivered. From 68 motor unit spike
trains, the ISI histograms derived from the XEX alone portions
showed no apparent punctuation in discharge with an ASD of
0.36 ± 0.07 and a distance of 0.30 ± 0.04. However, in the
XEX + TVR periods, significant increases in punctuation were
observed (ASD = 1.18 ± 0.19 and distance = 0.47 ± 0.08).
Punctuation is observed in the XEX + TVR periods but not in
the XEX alone epochs.

Next, during the vibration period, a 2 mm peak-to-
peak change in muscle length is delivered at 1 Hz. Motor
units are responsive to stretch, as demonstrated by their
change in discharge with muscle length. However, very
little difference is observed in the ASD (1.23 ± 0.06 and
1.21 ± 0.08) and distance (0.52 ± 0.04 and 0.58 ± 0.09)
values between the TVR alone and Stretch + TVR conditions
from 122 motor unit spike trains, with punctuation being
demonstrated throughout.

Lastly, electrical stimulation of the nerve to TA was used
to provide reciprocal inhibitory synaptic input to the soleus
motor pool. As with the stretch condition, a long bout of
TVR is interposed by ∼10 s train of electrical stimulation of
the common peroneal nerve. This was observed to decrease
ongoing force and EMG activity and was mediated by either
motor unit derecruitment or a decreased discharge frequency of
ongoing motor units. Therefore, during the inhibition + TVR
periods, a decreased frequency of discharge is observed.
However, data from 63 motor unit spike trains, there is little
change between the punctuation observed in the TVR and
inhibition + TVR conditions with ASD values of and 1.51 ± 0.07
and 1.50 ± 0.10 and distance values of 0.53 ± 0.05 and
0.67 ± 0.06, respectively.

Tendon Vibration Reflex in Altered States of the
Spinal Cord
In our final attempt to quantify the robustness of motor
unit response to TVR in the cat, we sought to quantify the
TVR evoked motor unit responses to altered states of spinal
circuitry through pharmacological and surgical approaches. First,
exogenous neuromodulation of spinal neurons can profoundly
alter the state of spinal circuitry. The NEa1 receptor agonist
methoxamine has been shown to increase the excitability
of spinal motoneurons (Lee and Heckman, 1996). In this
state, the increased intrinsic currents and receptiveness to
other inputs may serve to diminish the proportional role of
the vibratory input. Despite this, motor units can respond
to vibration, and this response maintains its punctuated
discharge. From the 33 motor unit spike trains collected in this
condition showed ASD and distance values of 1.08 ± 0.11 and
0.49 ± 0.09, respectively.
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FIGURE 2 | Quantification of punctuated discharge in response to tendon vibration. The data from Figure 1 is used to demonstrate both analyses of punctuated
discharge. (A) First, the mean subtracted, normalized cISI histogram is compared to a normative dataset of self-sustained discharge. The Euclidian distance is
calculated between these histograms. (B) The distance between the TVR evoked cISI histogram is greater than the distance between cISI histograms derived from
the self-sustained discharge. (C) Second, the absolute sum of the first derivative of the cISI histogram (ASD) during vibration is much greater than the ASD values
found during self-sustained discharge. Both the distance and ASD measures suggest the TVR cISI histogram is more punctuated than the cISI histogram derived
from a control dataset of self-sustained motor unit discharge.

FIGURE 3 | Motor unit response to vibration of different amplitudes in the cat’s soleus. A segment of position recording of vibration excursion overlapped across a
range of amplitudes is shown for six different amplitudes at the same vibration frequency in one animal. The corresponding cISI of evoked at each length shown
increased vibration amplitude will produce a leftward shift in the ISI, whereas the punctuation remains evident at all vibration amplitudes.

Additionally, spinal lesions in both the acute and chronic
stages will have a profound impact on the state of spinal
circuitry. Though motor unit discharge rates and force were
substantially lower, an acute dorsal hemisection had little
effect on the punctuated discharge (ASD = 1.35 ± 0.07 and
distance = 0.75 ± 0.18) across 82 motor unit spike trains. In an
animal with a chronic dorsal hemisection, punctuation remained

strong (ASD = 0.96 ± 0.28 and distance = 0.57 ± 0.10) across 53
motor unit spike trains.

Overall Comparison in the Cat
In the cat, every application of vibration to the soleus tendon
resulted in motor output that was highly punctuated. Such
punctuation was never observed during self-sustained discharge.
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FIGURE 4 | Punctuated discharge remains with the addition of crossed extension. A single trial of relatively brief train of vibration is applied during a longer bout of
crossed extension (XEX) stimulation. During XEX alone, no punctuation is observed. Concurrent vibration elicits an increase in both soleus torque and motor unit
discharge rates. Furthermore, the discharge during TVR + XEX shows robust punctuation. This is observed in the representative data and the cISI histograms for the
XEX alone (sides) and TVR + XEX (middle).

Across all 24 epochs of TVR alone from four animals, the
average ASD was 1.44 ± 0.15 and the average distance was
0.56 ± 0.05. Across the 18 epochs of TVR contaminated with
either secondary inputs or altered spinal circuitry from six
animals, the average ASD was slightly smaller (1.21 ± 0.23)
and the average distance was slightly larger (0.59 ± 0.14).
When the TVR alone and contaminated TVR groups were
compared to the 297 self-sustained discharge trials, both
the ASD and distance measure revealed a similar trend.
Separate one-way ANOVAs revealed self-sustained discharge
has a significantly lower ASD and distance compared to
both TVR alone and the corrupted TVR (all p < 0.0001).
Significant differences were observed between TVR alone
and the corrupted TVR for ASD (p < 0.0001) but not
distance (p = 0.77). Though significant, the difference
between the TVR alone and contaminated TVR on the
ASD measure was much smaller (0.23) than the difference
between these data and the self-sustained discharge (1.23 and
1.00, respectively).

Human
Six individuals (two female) with an average age of
22.8 ± 5.2 years, height of 171.6 ± 10.3 cm, and weight of
68.9 ± 10.9 kg participated in the experiment. The human
data was collected and analyzed in a manner akin to both
previous human investigations and the above cat experiments,
however, the human data provided us with the ability to have the

participants volitionally match the EMG evoked during the prior
tendon vibration.

The mean EMG amplitude was not different between vibration
and volitional contractions (26.2 ± 40.3 versus 25.8 ± 40.3 µV;
p = 0.822). However, this matched EMG resulted in greater ankle
torque in the voluntary (5.27 ± 6.84 Nm) as compared to the
vibration (3.78 ± 5.86) contractions (p = 0.012).

From the surface EMG arrays, 67 motor unit spike
trains were matched across both the vibration and volitional
conditions. This represented 44 TA motor units across 10
dorsiflexion trials from four individuals and 8 Sol, 6 LG,
and 9 MG motor units across 8 trials in two individuals.
On average, across all motor units the discharge rates
(9.5 ± 2.7 versus 9.5 ± 3.2 pps) and recruitment thresholds
(2.22 ± 3.99 vs. 2.01 ± 2.29 Nm) were not different
between vibration and volitional activation (p = 0.953 and
p = 0.586, respectively).

Moreover, punctuated motor unit discharges evoked
through tendon vibration were not observed in the human
lower limb. Figure 5 shows ankle torque, MG EMG, and
four MG motor units during vibration evoked contraction
of the triceps surae followed by a volitional match of
the EMG produced during the vibration period. A lack
of punctuated discharge is observed in the TVR evoked
motor unit discharge.

This lack of punctuated discharge is consistently observed
in the lower limb of subjects. Data from these six subjects
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FIGURE 5 | Vibration evoked and matched volitional contractions in the human. Representative data from a single human participant. The first contraction is elicited
by vibration of the triceps surae tendon, whereas the second contraction is a volitional contraction set to match the EMG profile of the vibration evoked contraction.
Similar motor unit discharge patterns are observed in both contractions. No punctuation is observed during the vibration evoked contraction with ASD values of 0.36
and 0.32 during vibration-evoked and volitional contractions, respectively. A distance of 0.28 is observed between these cISI histograms.

consistently demonstrates this lack of punctuated discharge in
response to focal TVR at the ankle. ASD values were nearly
identical between the vibration (0.25 ± 0.08) and volitional
(0.25 ± 0.06) histograms (p = 0.93). The average distance
between the vibration and volitional contraction is 0.27 ± 0.14,
slightly below the distance between the self-sustained discharge
condition in the cat.

Despite this lack of punctuated discharge, the neural
representation of the vibration frequency was not fully absent in
humans. Figure 6 shows the coherence between the CST and the
unfiltered force or torque output for one representative example
of the cat and human data. As expected, the CST extracted
from all cat recordings is highly coherent with the vibration
frequency (>0.8). On the other hand, human data show a much
lower amplitude, though not absent, coherence at the vibration
frequency (<0.2).

DISCUSSION

The punctuated motor unit discharge in response to tendon
vibration is a robust occurrence in the cat. However, in humans,
such punctuated discharge is not readily apparent.

FIGURE 6 | Coherence between the neural drive to muscle and the vibration
frequency. Representative data showing the coherence between the
composite spike train and the vibration frequency, determined through the
force signal, are shown for the cat (A) and human (B). The data from the cat
show relatively large coherence (0.93) at the vibration frequency, however,
data from the human shows a stark reduction, but not complete abolishment,
of the observed coherence (0.11) at the vibration frequency.

Tendon Vibration in the Cat
The TVR has been thoroughly investigated in the cat. Spindle
afferents are highly sensitive to vibration and result in
afferent action potentials time locked to the vibration period
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(Brown et al., 1967). This afferent drive provides distributed
monosynaptic input to each of the motoneurons of the motor
pool (Mendell and Henneman, 1968) and steady-state activation
of the Ia afferents will produce a relatively stable depolarization
of the spinal motoneuron (Lee and Heckman, 1996). Previous
data has shown spinal motoneurons in the cat discharge at integer
multiples of the vibration frequency. Here we demonstrate this
is a common occurrence for the soleus muscle across a wide
range of conditions.

It is possible that our vibration was not fully selective for Ia
afferents. Group II afferents may be activated by tendon vibration
in the cat, however, it is expected that the discharge of these
afferents would be proportional to the amplitude, rather than
frequency, of vibration (Brown et al., 1967). As the muscle was
surgically isolated from the surrounding tissue, it is likely that
potential heteronymous and cutaneous activation is diminished
but cannot be excluded. Given the strict rule-like nature of
the motoneuron discharge, it may be expected that recurrent
inhibition would be patterned in a similar manner. Lastly, Ib
fibers may be activated by the stimulus, but would also be
activated in a manner that is proportional to the active muscle
force generation. While it is clear that the activation of these other
pathways does not fully interfere with the punctuated discharge
of motoneurons, it remains unclear what role they may have in
modulating, or even promoting, this pattern of discharge.

To further explore this idea, we augmented non-Ia sources of
synaptic drive to these spinal motoneurons by providing specific
afferent drive in conjunction with the tendon vibration. The
addition of stretch, crossed extension, and reciprocal inhibitory
inputs had clear effects on the mean discharge frequency,
however, minimal effects were observed on the punctuated
discharges. Similarly, concurrent electrical activation of the nerve
to TA (the antagonist muscle) did not alter the discharge pattern
in response to tendon vibration of the soleus muscle. Lastly,
both pharmacological and surgical attempts to alter the state of
the spinal cord failed to significantly diminish the presence of
punctuated TVR evoked discharge in the cat.

Tendon Vibration in the Human
Focal tendon vibration failed to produce punctuated discharge
patterns in human lower leg motor units. When quantifying the
discharge of the same motor unit across conditions, the TVR
evoked contraction, and the volitional contraction produced
nearly identical patterns of motor output. This was consistently
observed in all units detected in the lower limb in each of the
human subjects assessed.

Though researchers have observed some level of phase-locking
(Homma et al., 1971; Desmedt and Godaux, 1975; Burke and
Schiller, 1976; Hagbarth et al., 1976; Romaiguere et al., 1991)
of, numerous other descriptions of human motor unit discharge
during focal tendon vibration either did not observe this
discharge pattern or did not report it. In the latter group, it may be
expected that these investigators would have noted such patterns,
as it is quite striking when observing the discharge rate overtime
or the ISI histogram. Additionally, a visual assessment of the
discharge patterns in these manuscripts does not demonstrate
punctuated discharge (Bongiovanni et al., 1990; Bongiovanni and

Hagbarth, 1990; Romaiguere et al., 1993; Kiehn and Eken,
1997; Gorassini et al., 2002, 2004; Grande and Cafarelli, 2003;
MacDonell et al., 2010; Fuglevand et al., 2015; Mosier et al., 2017).
The primary finding from the human data is that the punctuation
of motor unit discharge is much less robust than in the cat.

Potential Mechanisms
Several potential mechanisms may underlie this discrepancy in
motor unit discharge patterns in leg muscles in both the cat
and human. The discharge of spindle afferents is phase locked
to the primary or subharmonic frequency of vibration in both
the cat and humans. At sub motor threshold levels, human
spinal afferents may not discharge in a non-time locked manner
(Fallon and Macefield, 2007), however, at higher vibration
amplitudes, this discharge is locked to the vibratory stimulus
(Burke et al., 1976; Houk, 1976). If such afferent discharge
is phase locked to the vibratory input and if the one-to-all
distribution of Ia afferents to spinal motoneuron also holds
true, the discrepancy between the cat and human may be due
to either activation of non-monosynaptic pathways or length
of the reflex arc.

The gradual build-up of force generation during constant
vibratory input was initially taken as evidence of the slow
activation of polysynaptic circuits through collaterals from the
Ia afferents, which are thought to be “more insecure and less
straightforward in nature than the monosynaptic excitation”
(Godaux and Desmedt, 1975). Though such collaterals exist
(Scheibel and Scheibel, 1969; Brown and Fyffe, 1978; Ishizuka
et al., 1979; Vincent et al., 2017; Lucas-Osma et al., 2018) and
activation of the motoneuron through Ia mediated polysynaptic
circuits likely does occur (Jankowska et al., 1981; Burke et al.,
1984), the role of the persistent inward currents, intrinsic
to the motoneuron, seems highly plausible. Rather than the
gradual buildup of polysynaptic circuit activity, the gradual
warm-up of PIC activity may underlie this recruitment of
additional motoneurons (Heckman and Lee, 2001). In addition
to promoting a recruitment-based strategy for increasing torque
generation, this secondary form of input, whether extrinsic or
intrinsic, may diminish the punctuated discharge of motor units.
The motor unit data from the cat presented here demonstrate
that secondary forms of input do little to alter the punctuated
discharge of spinal motoneurons. Instead, the TVR evoked
punctuated discharge remains robust across either patterned
afferent drive or alterations in the state of the spinal cord.

Small changes in the dispersion of axonal conduction velocity
can affect the transmission of oscillations over longer pathways.
If the range of the latency jitter delays of Ia afferents exceeds
the vibration period, the motoneurons may receive a smoothed
and relatively more uniform synaptic input. Such phenomenon
is consistent with the substantial decrease of the correlation
between neural drive and vibration oscillations in humans.
In humans, the TVR evoked synchronization of motor units
may be less readily observed in more distal muscles (Hagbarth
et al., 1976). Such findings are consistent with both the cat
and human data presented here. However, this is contrary to
the patterns of motor unit synchronization during volitional
contractions. During voluntary contractions, more distal motor
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pools are observed to have a greater amount of synchronization
(Keen et al., 2012) and shared oscillations in alpha and beta
frequency bands (Negro and Farina, 2012; Castronovo et al.,
2015). Therefore, it is unclear if the same results will be observed
during a stochastic/non-periodic, lower frequency physiological
activation of spinal motoneurons.

There are several limitations to these results. First, the cat
data were obtained from a single muscle following decerebration.
An ideal model would be test this in a variety of muscles
in the awake behaving cat, like what was reported here for
the human lower limb. Future investigations should work
toward developing technical and behavioral approaches to
investigate motor unit activity during tonic sensory drive in the
awake behaving animal. Additionally, vibration was delivered
at different frequencies, however, previous work from the cat
has shown that motor unit discharge remains highly punctuated
across a range of frequencies (Thompson et al., 2018) and it
does not appear that there is a dramatic shift toward punctuated
discharge across a range of vibration frequencies in human
lower limb muscles (Mildren et al., 2019). Lastly, we may be
recording from a biased sample of motor units, particularly
in the human. The high-density EMG approach is selective to
superficial motor unit and it may be that larger motor units
are positioned more superficially (Knight and Kamen, 2005).
It would be of great interest to see if there is a subpopulation
of motor units which does demonstrate punctuated discharge
in response to tendon vibration, however, none of the 67
motor unit spike trains collected from the human lower limb
demonstrated this behavior.

Here we observe that focal tendon vibration in the cat
produces highly punctuated motor unit discharge. This occurs
across various vibration parameters, with the addition of
secondary inputs, and with altered states of the spinal cord.
This rule-like response to tendon vibration is observed in
every unit of every animal. The addition of non-monosynaptic
inputs does little to distort the punctuated discharge of spinal
motoneurons in response to tendon vibration in the decerebrate
cat. Such punctuated discharge is not observed in the human
limb. Taken together, these data suggest the lack of punctuated
discharge in humans may be due to phenomena other than

non-monosynaptic inputs. It may be the case that the dispersion
of the coherence between the neural drive and the vibration
oscillations is influenced by the long conductance distance
between the vibrated tendon and its motoneuron pool.
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Robust control of action relies on the ability to perceive, integrate, and act on
information from multiple sensory modalities including vision and proprioception. How
does the brain combine sensory information to regulate ongoing mechanical interactions
between the body and its physical environment? Some behavioral studies suggest
that the rules governing multisensory integration for action may differ from the
maximum likelihood estimation rules that appear to govern multisensory integration
for many perceptual tasks. We used functional magnetic resonance (MR) imaging
techniques, a MR-compatible robot, and a multisensory feedback control task to
test that hypothesis by investigating how neural mechanisms involved in regulating
hand position against mechanical perturbation respond to the presence and fidelity
of visual and proprioceptive information. Healthy human subjects rested supine in
a MR scanner and stabilized their wrist against constant or pseudo-random torque
perturbations imposed by the robot. These two stabilization tasks were performed
under three visual feedback conditions: “No-vision”: Subjects had to rely solely on
proprioceptive feedback; “true-vision”: visual cursor and hand motions were congruent;
and “random-vision”: cursor and hand motions were uncorrelated in time. Behaviorally,
performance errors accumulated more quickly during trials wherein visual feedback
was absent or incongruous. We analyzed blood-oxygenation level-dependent (BOLD)
signal fluctuations to compare task-related activations in a cerebello-thalamo-cortical
neural circuit previously linked with feedback stabilization of the hand. Activation in
this network varied systematically depending on the presence and fidelity of visual
feedback of task performance. Addition of task related visual information caused
activations in the cerebello-thalamo-cortical network to expand into neighboring brain
regions. Specific loci and intensity of expanded activity depended on the fidelity of
visual feedback. Remarkably, BOLD signal fluctuations within these regions correlated
strongly with the time series of proprioceptive errors—but not visual errors—when the
fidelity of visual feedback was poor, even though visual and hand motions had similar
variability characteristics. These results provide insight into the neural control of the
body’s physical interactions with its environment, rejecting the standard Gaussian cue
combination model of multisensory integration in favor of models that account for causal
structure in the sensory feedback.
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INTRODUCTION

Stabilizing hand-held objects is an important behavior in
everyday life. Despite decades of study, it remains unclear how
the brain uses sensory information to control manual interactions
with physical objects. Stabilizing a hand-held object like a glass
of water relies heavily on visual feedback to determine, for
example, the tilt of the water relative to the rim. Other actions like
stabilizing a car’s steering wheel are dominated by proprioceptive
feedback because maneuvering through traffic requires visual
attention to be focused on other vehicles. Still other activities
require flexible patterns of multisensory control, where the
relative importance of visual and proprioceptive feedback varies
as the dynamic demands of the task change. For example, a
restaurant server uses visual and proprioceptive cues to stabilize
a hand-held serving tray when removing one of several dishes
to be served, but likely uses proprioception alone to stabilize
the tray when delivering a plate to table because visual attention
is required to avoid table-top obstacles such as glasses and
silverware. How does the brain combine multiple sources of
sensory information for ongoing limb stabilization? This paper
addresses that question within the context of a limb stabilization
task we previously used to study electromyographic and neural
correlates of proprioceptive feedback control (Suminski et al.,
2007a). We now ask how the presence and fidelity of visual
feedback impacts the neural processing of proprioceptive and
visual signals related to feedback stabilization of the wrist against
uncertain environmental loads.

For decades, there has been debate about how the brain
integrates information from the different senses to estimate limb
state for perception (Tillery et al., 1991; Ernst and Banks, 2002;
van Beers et al., 2002; Ernst, 2006; Reuschel et al., 2010) and
action (Soechting and Flanders, 1989; Henriques and Crawford,
2002; Körding and Wolpert, 2004; Scheidt et al., 2005; Bagesteiro
et al., 2006; Judkins and Scheidt, 2014; Crevecoeur et al., 2016). As
one example, Ernst and Banks (2002) presented human subjects
with sequential pairs of “raised ridge” stimuli that they could
view binocularly and/or grasp with the index finger and thumb
(Ernst and Banks, 2002). Each presentation of visual and/or
mechanical stimuli lasted for 1 s and could vary in height. Noise
was sometimes added to the visual display to vary its reliability.
The subject’s task was to indicate which of the paired stimuli (first
or second) was apparently taller. The resulting data suggested
that the combination of sensory cues in the presence of noise
was well-described by an integration rule based on Maximum
Likelihood Estimation (MLE), which proposes that the brain
combines information from each sensory modality in a way that
minimizes uncertainty (variance) in a unified multisensory state
estimate:

SMS(t) =
∑

i
wiSi(t), with wi =

σ−2
i∑

j σ
−2
j

. (1)

In this model, the multisensory percept SMS (t) is a
combination of evidence provided by sensory cues Si(t) weighted
in inverse proportion to the cues’ uncertainties σ−2

i . The more
reliable the signal, the more it contributes to the multisensory

estimate of the state. By contrast, others have suggested that
the brain combines sensory cues for generating actions using
context-specific weighting schemes that may not strictly adhere
to the “static” integration rule described by Equation 1. For
example, in one study of goal-directed reaching, Sober and Sabes
(2003) reported evidence that multisensory integration rules vary
depending on what aspect of movement is being planned. Limb
position estimation for planning the direction and extent of a
goal-directed reach appears to rely mostly on visual feedback,
whereas limb position estimation for computing requisite
motor commands appears to be biased toward proprioceptive
information (Sober and Sabes, 2003). While such findings do not
outright contradict the conclusions of Ernst and Banks (2002),
they do suggest that multisensory integration in the estimation of
limb state for action may well be context-dependent, adjusting
dynamically even within the early stages of planning and
executing a single goal-directed action.

In another relevant study, Judkins and Scheidt (2014) used
a simple virtual reality display and a hand-held robotic handle
to examine sensorimotor adaptation of goal-directed reaching in
response to robotic (physical) and/or virtual (visual) spring-like
loads that varied randomly from one trial to the next. The virtual
load was driven by forces applied to the robot’s handle and thus,
the cursor’s motion could differ from that of the physical load
(i.e., the handle) if the simulated spring constants differed. This
decoupling of the physical and virtual responses to perturbation
allowed independent assessment of the influence of visually and
proprioceptively perceived performance errors on subsequent
movements. Surprisingly, the authors observed complete visual
capture in the trial-by-trial updating of goal-directed reaches
despite the presence of substantial uncertainty in both the visual
and proprioceptive percepts. Based on the experimental data,
the authors concluded that multisensory integration for the
adaptive control of reaching did not conform to predictions
of a MLE model, which instead predicted incomplete visual
capture (i.e., proprioceptive contributions in the presence of a
moderate visual bias) (Judkins and Scheidt, 2014). One possible
explanation for why a MLE of sensory integration might fail to
describe multisensory integration for the trial-by-trial correction
of movement errors is that the movements in that study were
fast and performance feedback was fleeting at the moment of
target capture. By contrast, subjects in perceptual tasks typically
have much more time to explore the stimuli and to make a
perceptual decision. Severe limitations in the amount of time
available for multisensory integration could constrain the neural
computations responsible for integrating sensory feedback for
the control of action, forcing the brain to choose one modality
over the other based on factors other than just the relative
reliability of the sensory cues (cf., a summary of Crevecoeur et al.,
2016 in “DISCUSSION”). Another possibility is that unimodal
sensory capture arises when the several feedback sources differ
to such an extent that they no longer are interpreted as deriving
from a common source, again forcing the brain to choose one
modality over the other to drive goal-directed actions. The
absence of integration is predicted by Bayesian Causal Inference
(BCI) models of perception (e.g., Körding et al., 2007; Debats
et al., 2017), which only integrate multimodal sensory cues as
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in Equation 1 if they have a common cause but keeps them
segregated if they have independent causes.

Here, we probe the neural mechanisms of multimodal
sensorimotor control in a task (wrist position stabilization)
that allows prolonged time-on-task while also permitting
independent manipulation of visual and proprioceptive feedback
of task performance. Subjects reclined in a magnetic resonance
(MR) scanner and underwent functional MR imaging (fMRI)
while stabilizing their hand against two forms of robotic
perturbations—constant and random wrist torques—using three
different forms of real-time sensory feedback: no visual feedback
(i.e., proprioception only), veridical visual feedback wherein a
visual cursor tracked hand motion faithfully, and a random
vision condition wherein cursor motion was uncorrelated with
actual hand motion. We analyzed correlations between blood-
oxygenation level-dependent (BOLD) signal fluctuations and
time series of visual and proprioceptive performance feedback
to probe how the presence and fidelity of visual feedback
of task performance impacts task-related activations in a
cerebello-thalamo-cortical neural circuit previously associated
with mechanical stabilization of the upper extremity (cf,
Suminski et al., 2007a). We examined the extent to which the
neural correlates of multisensory integration for control align
with predictions of the MLE and BCI models of perception.
The results advance a fundamental understanding of how
sensory context impacts information processing in the neural
circuits responsible for feedback stabilization of the hand against
unpredictable environmental perturbations.

MATERIALS AND METHODS

Twelve right-handed adults (4 female) participated in this
study. Subjects were between the ages of 19 and 48 years
(27.5 ± 8.4 year; mean ± 1 SD, here and elsewhere).
All subjects were strongly right-handed according to the
Edinburgh Handedness Inventory (Oldfield, 1971). Exclusion
criteria included: Significant neurological, psychiatric or other
medical history, currently taking psychoactive medications, and
additional exclusion criteria specific to MR scanning: Ferrous
objects within the body, weight inappropriate for height,
pregnancy, low visual acuity, or a history of claustrophobia.
No participants were excluded from this study based on these
criteria. Written informed consent was obtained from each
subject in accord with the Declaration of Helsinki and with the
institutional guidelines of Marquette University and the Medical
College of Wisconsin.

Experimental Procedure
Subjects rested supine in a 1.5T General Electric Signa scanner
(General Electric Healthcare, Milwaukee, WI) at Froedtert
Memorial Lutheran Hospital in Milwaukee, Wisconsin. The
scanner was equipped with a 3-axis local gradient head coil
and an elliptical endcapped quadrature radiofrequency coil. The
subjects’ heads were constrained by foam padding to reduce
motion inside the head coil. With arms at their sides, subjects
grasped the handle of a MR-compatible, 1 degree-of-freedom

robotic manipulandum with their right hands (Figure 1A). The
handle’s axis of rotation was aligned with that of the wrist. The
frame of the device was secured to both the subject’s forearm
and the inner wall of the scanner bore for support. The robot
includes a pneumatic actuator that exerts computer-controlled
torques about the wrist. Analog measurements of pressure within
the actuator were amplified and low-pass filtered with a cutoff
frequency of 20 Hz. The torque applied at the wrist joint was
computed based on the pressure in the actuator and the moment
arm of the device. Robotic signal processing and control was
performed at a rate of 1,000 samples per second. Additional
details of the robotic system’s design, performance and MR-
compatibility are described elsewhere (Suminski et al., 2007b).

Each subject performed a series of wrist stabilization tasks
while simultaneously undergoing fMRI scanning. A single
stabilization trial was conducted in 5 phases (Figure 1B). Phase
1: During the 30 s prior to stabilization onset, the subject was
instructed to relax while the robot held the hand in a comfortable
resting posture θr (40◦ flexion). Phase 2: 3 s prior to the start
of stabilization, the robot moved the relaxed hand to the target
posture (20◦ flexion) and held it there until stabilization onset.
Phase 3: During the stabilization period itself (30 s in duration),
subjects were instructed to maintain wrist position against
one of two types of extensor torque loads. In one, the robot
was programmed to apply a predictable, constant torque (CT,
mean = 1.2 Nm). In the other, the device applied pseudo-random
torques (RT) consisting of band-limited, Gaussian, “white” noise
(1.2 ± 1.1 Nm) having the same average extensor torque as the
constant perturbation and a low-pass cutoff frequency of 1.6 Hz.
Phase 4: At the end of the stabilization period, the subject was
instructed to relax as the robot moved the passive hand back to
its resting position at 40◦ flexion. Phase 5: the subject rested until
the start of the next trial.

Although direct view of the wrist was precluded, a wedge-
shaped cursor (Figure 1C) was sometimes projected onto a
screen at the subject’s feet using a back-projection LCD projector.
This cursor represented error between current and desired wrist
angles. Subjects viewed the screen using prism glasses, which
allowed them to see the visual feedback while lying on their
back as if it were displayed on a screen placed directly in front
of them. Subjects were provided with one of three types of
visual feedback during stabilization: true vision (TV), pseudo-
random vision (RV), and no vision (NV). Accurate real-time
feedback of wrist angle relative to the target angle was provided
in the TV condition. In the RV condition, a “surrogate” band-
limited Gaussian noise signal replaced the actual wrist angle
for computing real-time location of cursor feedback. Surrogate
visual feedback was matched to the hand displacement profiles
under RT perturbation both in range and spectral content, but
was constructed to include no significant temporal correlation
with the pseudo-random torque perturbation sequence. This
construction ultimately allowed for independent assessment of
neural correlates of physical (proprioceptive) and visual feedback
of performance errors. In the NV condition, no cursor wedge was
displayed. In all cases however, a thin, stationary fixation target
was displayed in the center of the display screen in an attempt to
minimize extraneous eye movements.
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FIGURE 1 | (A) Schematic representation of the 1 degree of freedom
pneumatic manipulandum illustrating how the subject interfaces to the device.
(B) A single trial was conducted in 5 phases. During the 30 s prior to
stabilization (phase 1), the subject was instructed to relax while the robot held
the hand in a comfortable posture of 40◦ flexion. Three seconds prior to the
start of stabilization (phase 2), the robot moved the relaxed hand to the target
posture (20◦ flexion) and held it there until the onset of the stabilization period.
During stabilization periods (phase 3), subjects were instructed to maintain
their wrist position at 20◦ flexion. At the end of the stabilization period, the
subject was instructed to relax, and the robot moved the passive hand to its
resting position at 40◦ flexion (phase 4) after which the subject rested (phase
5) in preparation for the next trial. (C) On select trials, visual feedback of wrist
angle was provided via a wedge-shaped cursor projected onto a vertical
display screen. A small fixation point (cross hairs) was visible in the middle of
the screen throughout the entire experiment.

Each subject participated in a single, blocked-design
experiment requiring alternating periods of rest and active
stabilization. Each subject performed 10 functional imaging
“runs,” which included each of the 6 trial types (2 torque × 3
visual conditions) presented one time per run in pseudo-random
order. During each run, whole-brain images were acquired using
a single-shot, blipped gradient-echo echo-planar pulse sequence
(19 contiguous sagittal 7-mm slices, TE = 40 ms, TR = 2.5 s,
90◦ flip angle, FOV = 24 cm, 64 × 64 matrix, 3.75-mm in-plane
resolution). Blood-oxygenation level-dependent (BOLD) signal
contrast was used to image hemodynamic-related changes
evoked by stabilization in the 6 trial conditions. High-resolution
3D spoiled gradient recalled at steady-state T1-weighted
anatomic images also were collected prior to functional imaging
for subsequent anatomic localization and co-registration of the
functional images (TE = 5 ms, TR = 24 ms, 40◦ flip angle, slice
thickness = 1.2 mm, FOV = 24 cm, 256× 192 matrix).

Behavioral Data Analysis
Time series of wrist joint angle and joint angular velocity were
low-pass filtered at a cutoff frequency of 10 Hz. Stabilization
was evaluated using several kinematic performance measures. We
computed objective stabilization error εo (nT) as the difference
between the actual and desired (target) hand positions:

εo (nT) = θ (nT)− θt (2)

where θt is the targets wrist angle (20◦ flexion) and θ (nT) is
the instantaneous wrist angle at sample instant nT. To compare
objective performance across stabilization conditions, we then
computed the root mean square (RMS) value of this objective
error time series throughout each 30-s trial (i.e., RMS (εo (nT))).

We quantified drift in the instantaneous joint angle
equilibrium position by fitting a first-order polynomial to
the joint angle time series data over the final 20 s of each
trial. We only considered the final portion of each trial to
avoid start-up transients that were visible within the first 5 s
on some trials. Drift was considered significant in those trials
where the slope of the regression line was statistically different
from zero. This polynomial defined the subjective wrist target
angle θs (nT) as the instantaneous reference angle about which
small corrections were observed. We used θs (nT) to estimate
a subjective stabilization error εs (nT) [i.e., the instantaneous
deviations of the wrist about θs (nT)]:

εs (nT) = θ (nT)− θs (nT) . (3)

We compared subjective performance across stabilization
conditions using the RMS (εs (nT)) value computed in each trial.

We constructed an estimate of subjective wrist state estimation
errors εq (nT) during phases 2 through 4 of each trial (i.e.,
during stabilization as well as during the preceding and following
passive movement phases) under the assumptions that during
trial phases 2 and 4, passive movement of the wrist induced a
discrepancy between actual limb position and the angle expected
given the recent history of motor output (resting angle θr = 40◦
flexion; target angle θt = 20◦ flexion), whereas during phase 3,
state estimation errors would arise from load-induced deviations
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from the subjective target angle θs (nT). Specifically,

εq (nT) =


θ (nT)− θr; phase 2
εs (nT) ; phase 3
θ (nT)− θt; phase 4

(4)

The time series of εq (nT) were used to compute RMS values
of limb state estimation errors on a moment-by-moment basis
[i.e., within each 2.5 s (2,500 sample) integration window, thereby
emulating the temporal sampling of the functional imaging pulse
sequence, TR], thus obtaining RMSTR

(
εq (m)

)
, where m is an

index running from 1 to the total number of TR sampling
intervals spanning phases 2 through 4 of the trial.

We quantified visual stabilization error εv (nT) during trial
phase 3 as the difference between the instantaneous visual
representation of wrist angle and the target wrist angle (i.e., the
angular size of the wedge-shaped cursor). Because visual feedback
faithfully tracked wrist angle during trials with TV feedback and
because visual feedback was absent during NV trials, εv (nT)
was quantifiably distinct from εs (nT) only during RV trials. For
subsequent use in functional neuroimage analysis, we computed
the RMS value of εv (nT) within 2.5 s integration windows to
emulate the temporal sampling of the functional imaging pulse
sequence, thus obtaining RMSTR (εv (m)).

Statistical Inference for Behavioral
Performance Measures
Objective RMS stabilization errors and the unsigned magnitude
of positional drift were averaged within subject by trial type.
Individual 2-way repeated measures ANOVA assessed differences
in stabilization error and drift due to the two factors: Torque
perturbation type (RT, CT) and visual feedback type (TV , NV ,
or RV). Post-hoc Tukey t-tests were used to identify the source
of significant main and interaction effects. Statistical testing was
carried out within the Minitab computing environment (Minitab,
Inc., State College, PA). Effects were considered statistically
significant at the α = 0.05 level.

Functional MR Imaging Data Analysis
Functional MR images were generated and analyzed within the
Analysis of Functional NeuroImages (AFNI) software package
(Cox, 1996). During each run, a total of 156 images were
collected at each voxel yielding a total run duration of 6.5 min.
The three images at the beginning and end of each run were
discarded to allow for equilibration of the magnetic field. For
each subject, the resulting 150 point time series from each of
the 10 imaging runs were first concatenated into one large
dataset. We then used an interactive, linear, least squares method
to align the images in three-dimensional space to counteract
the effects of head motion. Registration yielded 6 movement
indices per functional imaging run. The across-subjects average
head movement for the rotation indices were 0.63 ± 0.4◦,
0.29 ± 0.16◦, and 0.55 ± 0.44◦ (rotations in the superior-
inferior, anterior-posterior, and left-right planes, respectively);
average translational head movement were 0.95 ± 0.49 mm,
0.43± 0.28 mm, and 0.53± 0.24 mm (translation in the superior-
inferior, anterior-posterior, and left-right direction, respectively).

No subjects or trials were excluded from further analysis due to
head motions because none were found to exceed 1/2 the smallest
voxel dimension.

In a previous study (Suminski et al., 2007a), we asked
subjects to stabilize their wrists against robotic perturbations
in the absence of ongoing visual feedback and used a
hierarchical multilinear regression technique to identify BOLD
signal correlates of error corrections that operate over longer
(trial-by-trial) and shorter (TR-by-TR) time scales. Here, we
extended that approach to determine how the neural mechanisms
regulating hand position respond to the presence and fidelity
of visual feedback of ongoing performance. To do so, we
modeled BOLD signal fluctuations within each voxel as a
combination of three independent sources of variability: (1)
nuisance variables common to fMRI data collection (i.e., head
motion and baseline BOLD signal drift); (2) factors generally
related to the performance of the visuomotor stabilization task
that do not change from one trial to the next; and (3) factors
related to both visual and proprioceptive performances errors
that changed from TR-to-TR. In our analysis, unmodeled signal
variations that remained after an initial block-wise analysis (Stage
1 Regression—Baseline Noise Model and Block-by-Block Effects)
became the input to a subsequent TR-by-TR analysis focusing
on moment by moment changes in task performance (Stage 2
Regression—TR-by-TR Effects).

Stage 1 Regression—Baseline Noise
Model and Block-by-Block Effects
We performed an initial voxel-wise multiple linear regression
analysis that served two purposes: (1) To remove from the fMRI
dataset all BOLD signal modulations correlated with nuisance
cofactors such as head motion and baseline drift; and (2) to
identify fMRI signal fluctuations that were related generally
to execution of the wrist stabilization task under each testing
condition but did not vary in a manner reflecting moment-by-
moment task performance. The baseline noise model included
the six time series of head motion indices obtained from the
spatial registration process (sample interval = 1 TR). By including
these subject- and run-specific nuisance factors in the multilinear
regression, we reduced the likelihood of false positive results
due to stimulus-correlated motion. Next, we defined an input
reference function for each of the six stabilization conditions
to model general task-dependent effects. These time series
were assigned a value of 1 during their respective stabilization
periods and 0 otherwise. Each of these reference functions was
created separately for each run performed by each participant,
reflecting the pseudo-randomized presentation order of task
conditions across runs and participants. Each time series was
then convolved with a γ-variate function to model the temporal
filtering properties of the hemodynamic response.

Stage 2 Regression—TR-by-TR Effects
The purpose of the Stage 2 analysis was to identify BOLD
signal variations that correlated significantly with the moment-
by-moment (TR-by-TR) changes in wrist or cursor positioning
errors [i.e., RMSTR

(
εq
)

and RMSTR (εv), respectively]. We

Frontiers in Integrative Neuroscience | www.frontiersin.org 5 May 2022 | Volume 16 | Article 815750123

https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-16-815750 May 5, 2022 Time: 9:10 # 6

Suminski et al. Multisensory Integration for Feedback Control

restricted this event-related analysis to include trials only
wherein subjects experienced persistent physical perturbations
and subsequent error corrections (i.e., RT conditions) or visual
feedback that varied moment by moment (i.e., TV and RV
conditions). Therefore, CTTV and CTNV trials were not
included in this analysis because performance errors were
relatively constant throughout the trial. Note that in RTTV trials,
proprioceptive and visual performance errors were perfectly
correlated whereas in RTRV trials, proprioceptive and visual
performance errors were minimally correlated.

We therefore created a total of four reference functions
to explore the relationship between BOLD fluctuations and
behavioral errors. Two of these time series were derived
from the RTNV and RTRV conditions on a TR-by-TR basis;
they quantified performance errors that could be sensed
proprioceptively. The time series derived from the CTRV and
RTRV conditions quantified TR-by-TR variations in visual errors
that were distinct from proprioceptive errors. The last reference
function was derived from the RTTV condition, and it jointly
represented both proprioceptive and visual errors when they
were highly correlated. The proprioceptive and visuomotor
reference function values at each TR sampling instant were
defined, respectively, by the RMSTR

(
εq
)

and RMSTR (εv) values
computed during the corresponding 2.5 s TR sampling period.
Each of these reference functions was created separately for
each run performed by each participant, and then convolved
with a γ-variate function to model the temporal filtering of the
hemodynamic response.

Statistical Inference for Functional MR
Imaging Data
Functional images resulting from the hierarchical multilinear
regressions were interpolated to obtain a volumetric grid having
1 mm3 voxel volumes, co-registered, and then converted into
the Talairach stereotaxic coordinate space. To facilitate across-
subjects analyses, the normalized functional images were spatially
blurred using a 4-mm Gaussian, full-width half-maximum filter
to compensate for inter-subject anatomical variability. In all
across-subject analyses, a cluster-size and thresholding technique
was used to correct for multiple comparisons in the group
analysis to reduce type-I inference errors at the α = 0.05
level. We performed a 10,000-iteration Monte-Carlo simulation
using the 3dClustSim tool within AFNI to identify cluster
sizes and individual voxel p-values appropriate for the Stage
1 block-wise effects analysis (cluster size: 289 µl; individual
voxel p-value: 0.001). A second 10,000-iteration Monte-Carlo
simulation was performed to identify cluster sizes and individual
voxel p-values appropriate for the Stage 2 event-related analysis
(cluster size: 505 µl; individual voxel p-value: 0.005). The
use of a less conservative individual voxel probability value
in the TR-by-TR effects analysis was justified because the
BOLD signal fluctuations of interest were small and embedded
within the residuals of the Stage 1 analysis. The locations
of activated regions in the group statistical parametric maps
were obtained using the integrated atlas within AFNI. Surface

FIGURE 2 | (A) Wrist angle error θ for a representative single subject (S7) in
each of the six combinations of two environmental loads (CT, constant torque;
RT, random torque) and three sensory feedback conditions (TV, true vision;
NV, no vision; RV, random vision). Light gray lines indicate the subject’s
performance on individual trials, whereas heavy black lines denote the mean
performance of the subject across trials. Vertical gray band: initial portion of
data where startup transients were frequently observed. (B) Population
statistics—comparison of averaged RMS wrist angle errors across feedback
conditions (CT, white bars; RT, shaded bars). Error bars indicate the 95%
confidence interval about the mean (i.e., ± 1.96 * standard error).

based representations of cortical activations were visualized using
CARET (Van Essen et al., 2001).

For the analysis of BOLD signal activations on a longer (block-
by-block) time scale, we analyzed the functional neuroimaging
data in a manner similar to our analysis of behavioral data: we
used a 3-way, mixed-model, repeated measures ANOVA (treating
subjects as a random factor) to identify voxel clusters exhibiting
BOLD signal fluctuations that correlated systematically with
variations in load type, visual feedback condition, and the
interaction of these two factors. First, we used post-hoc t-tests
to identify patterns of neural activity that were related—in a
general sense—to the active compensation for wrist position
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FIGURE 3 | Cross-correlation between wrist angle and experimental perturbations during RTRV (red lines) and CTRV (blue lines) trials. (A) Cross-correlation
between wrist angle and the RT perturbation averaged across subjects. (B) Cross-correlation between the wrist angle and RV perturbation averaged across
subjects. Peaks at negative lags denote conditions where changes in the perturbation precede movement of the wrist in time. The horizontal gray band represents
an empirical estimation of the spurious correlation associated with the time series. Error envelopes indicate 1 standard error about the mean correlation.

errors (the “Error Correction” contrast). We did so by contrasting
BOLD signal changes (relative to rest) across the task conditions
requiring stabilization against random vs. constant torque
perturbations (i.e., the three RT conditions vs. the three CT
conditions). Second, we used the results of post-hoc t-tests to
visualize the neural mechanisms responding to visual motion of
the cursor during stabilization (the “Visual Motion” contrast).
Here, we contrasted the {RTTV , RTRV} conditions vs. the RTNV
condition, ignoring all CT conditions wherein motion of the
cursor was absent (CTNV), negligible (CTTV), or obviously
discrepant (CTRV). Finally, we examined the interaction between
the two factors by performing a set of three contrasts that
explored how neural activities related to error correction are
modulated by the presence and fidelity of real-time visual
feedback (the “Visual Interaction Effect”). Here, we used three
separate t-tests to contrast BOLD signal responses across RT vs.
CT stabilization tasks during the three visual feedback conditions
(i.e., RTNV-CTNV, RTTV-CTTV, and RTRV-CTRV).

Next, motivated by our previous finding that BOLD signal
contrast within brain regions involved in the proprioceptive
control of wrist position are sensitive to performance errors on
a moment-by-moment basis (Suminski et al., 2007a), we used
a 2 way, mixed-model, repeated measures ANOVA (treating
subjects as a random factor) to identify voxel clusters exhibiting
BOLD signal fluctuations that correlated significantly with TR-
by-TR changes in performance errors. This analysis of error
corrections on a short, moment-by-moment time scale used
the four separate and orthogonal reference functions that
captured the TR-by-TR variations in hand and cursor motion
as described earlier (Stage 2 Regressions—TR-by-TR Effects). For
this analysis, we applied post-hoc, voxel-wise t-tests (against
0) to the regression coefficients for each reference function
to identify BOLD signal correlates of TR-by-TR changes in
performance errors sensed proprioceptively (RTNV and RTRV),
visually (CTRV and RTRV), or jointly (RTTV). Finally, we

planned two additional contrasts to explore how neural activities
related to the TR-by-TR correction of proprioceptive errors
are modulated by the presence and fidelity of real-time visual
feedback (i.e., separate t-tests performing the RTTV-RTNV and
RTRV-RTNV contrasts.

RESULTS

Behavioral Correlates of Sensorimotor
Stabilization
We first sought to determine the extent to which the presence and
fidelity of visual feedback and differences in load type might have
elicited differences in performance during stabilization. Because
torque perturbations were biased into wrist extension in all task
conditions, subjects were required to actively engage in the task
to perform with any degree of success. If they were to “give up,”
the wrist would be driven into the robot’s mechanical limits at
30◦ extension. Because no wrist angle trajectories were observed
to reach and remain at 30◦ extension, we infer that all of the
participants performed in a task-appropriate manner on every
trial. Nevertheless, wrist angle deviations from the target were
variably compensated both within and between trials; subjects
were able to recover the desired reference position only on
average across many trials (Figure 2A).

Linear regression found significant drift in wrist angle as a
function of time in the vast majority of trials (RTTV: 79% of trials,
with the absolute magnitude of drift averaging 0.05 ± 0.03◦/s;
RTNV: 98%, 0.14 ± 0.06◦/s; RTRV: 98%, 0.14 ± 0.06◦/s; CTTV:
76%, 0.01 ± 0.01◦/s; CTNV: 77%, 0.03 ± 0.02◦/s; CTRV: 79%,
0.03 ± 0.02◦/s). In all cases, drift was evenly distributed about
the target angle and varied randomly from one trial to the
next. The magnitude of positional drift varied both by load type
[F(1, 60) = 135.7, p < 0.0005] and by visual feedback condition
[F(2, 60) = 19.8, p < 0.0005]. The interaction between these
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FIGURE 4 | Results of the Stage 1 voxel-wise multiple linear regression: block-by-block effects. BOLD signal correlates of ongoing error correction and visual motion
are depicted in separate arbitrary colors that should not be interpreted as a “heat map” signal intensity. Red: functional activation maps for the study population
showing the regions of interest (ROIs) that exhibited significantly enhanced activation during stabilization against random environmental torques relative to constant
torques (RT > CT) (i.e., the “Error Correction” contrast). This contrast highlights activities related to ongoing error correction (RT trials) above and beyond those
related more generally to the wrist stabilization task (CT trials). We observed prominent activation within a cerebello-thalamo-cortical network when stabilizing
against unpredictable loads as opposed to predictable loads. Blue: ROIs that exhibited enhanced activation during stabilization in RT trials with visual motion (the
RTTV and RTRV cases) relative to stabilization in RT trials with no visual motion (the RTNV case) (i.e., the “Visual Motion” contrast). We observed prominent
activation within secondary- and higher-order visual processing areas including middle/inferior occipital gyrus, middle temporal gyrus, fusiform gyrus, inferior parietal
lobule and premotor cortex. Colored areas indicate regions that were shown to be significantly active in these contrasts at the p < 0.05 level of significance
(corrected for multiple comparisons). Top: activations mapped onto inflated representations of the cerebral hemispheres; bottom: subcortical activations in the basal
ganglia and thalamus (left: z = 6; center-left: z = 1) and anterior cerebellar cortex (center-right: z = –7; right: z = –18).

factors was also significant [F(2, 60) = 8.9, p < 0.0005]. Post-
hoc t-tests found that the magnitude of drift was greatest when
subjects were perturbed by pseudo-random torques without
reliable visual performance feedback (RTNV and RTRV vs. all
other cases; p < 0.0005). In the TV cases, drift was approximately
one third that observed in the NV and RV cases, regardless
of perturbation type. The magnitude of drift observed here
is consistent with that reported in an earlier study of limb
stabilization without concurrent visual feedback of performance
(Suminski et al., 2007a).

Next, we investigated the effects of load type and visual
feedback on the RMS objective stabilization performance. We
found significant main effects of both load type and visual
feedback condition on RMS objective stabilization performance
as shown in Figure 2B [Load Type: F(1, 60) = 87.1, p < 0.0005;
Visual Feedback: F(2, 60) = 27.0, p < 0.0005]. The interaction
between load type and visual feedback condition failed to

reach statistical significance. On average, subjects were less able
to maintain steady hand posture while being perturbed by
band-limited pseudo-random torques than by constant torques
(p < 0.0005). Relative to the TV conditions, performance
degraded markedly as visual feedback was made less reliable (RV :
p < 0.0005) or was eliminated altogether (NV : p < 0.0005).
We found no difference in performance between the NV
and RV conditions, raising the possibility that subjects might
have ignored the visual feedback provided during both RV
conditions. To investigate this possibility, we computed the cross
correlation between objective stabilization error and the torque
or visual perturbation on CTRV and RTRV trials (Figure 3). As
expected, we observed strong, positive cross-correlations between
torque perturbation and stabilization error on RTRV trials at
a time lag averaging –273 ms (i.e., with torque perturbations
leading errors by about 1/4 s). In contrast, we found no
evidence of correlation between objective stabilization errors
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and the visual perturbation on CTRV and RTRV trials. This
supports the supposition that subjects severely discounted visual
feedback on these two trial types, even though the magnitude
and spectral content of the visual error signals were similar
to those in the RTTV case, which exhibited much smaller
performance errors.

Neural Correlates of Sensorimotor
Stabilization
Stage 1 Analyses: Block-by-Block Effects
As noted above, participants never “gave up” and each engaged in
active feedback stabilization of the wrist on every trial. Figure 4
presents the results of our Stage 1 block-by-block analyses,
wherein we separately examined the effects of load type and
visual feedback conditions on the neural mechanisms engaged
during wrist stabilization. Shown in red are regions of interest
(ROIs) that exhibited enhanced BOLD signal activation in block
conditions requiring active stabilization against RT perturbations
that elicit richly persistent errors, relative to blocks requiring
stabilization against CT loads that elicit significantly smaller
errors (Figure 4, Error Correction contrast). Because the RT
and CT perturbations had identical average extensor torque
magnitudes (1.2 Nm in both cases), observed differences in this
contrast were not due to differences in average torque applied
in the two conditions. Consistent with our previous report
(Suminski et al., 2007a), active compensation for kinematic
performance errors elicits enhanced BOLD signal activation in
the cerebello-thalamo-cortical pathways known to be engaged in
the feedback control of upper limb movements. Shown in blue
are ROIs that exhibited enhanced BOLD signal activation in block
conditions having a moving visual cursor, relative to blocks where
the cursor was stationary (Figure 4, Visual Motion contrast). As
expected, the presence of a moving visual cursor elicited bilateral
activations in areas known to process visual motion information
and to coordinate movements of the eyes and hands. Broadly
speaking, these ROIs include portions of the occipital, posterior
parietal, and premotor cortices (Table 1).

Next, we investigated how the neural activities related to
error correction were modulated by the presence and fidelity
of real-time visual feedback (i.e., the interaction between
load type and visual feedback condition). We did so by
performing a more fine-grained block-wise analysis that involved
three additional t-test contrasts to visualize how BOLD signal
activations in the cerebello-thalamo-cortical pathway vary across
the three visual feedback conditions (i.e., RTNV-CTNV, RTTV-
CTTV, and RTRV-CTRV ; Table 2). As shown in Figure 5,
active stabilization in the absence of visual feedback (i.e., the
NV contrast RTNV-CTNV ; red ROIs) elicits activations that
are largely restricted to regions in cerebello-thalamo-cortical
pathways. While activations in this error correction network
persist when visual feedback of cursor position is available
regardless of fidelity (Figure 5, TV and NV and RV, cyan
regions), we found that activations also expand into neighboring
areas and appear in new brain regions when veridical visual
feedback was available (Figure 5, TV: RTTV-CTTV ; blue ROIs).
During TV conditions (relative to NV conditions), cortical

activations in the left primary sensorimotor cortex, cerebellum
and bilateral parietal cortex increase in volume encompassing
areas traditionally associated with the processing of visuomotor
information. Further, additional cortical activations appear in
the right premotor cortex, bilateral inferior parietal lobule and
left occipital/temporal cortex. Of particular interest are the
subcortical activations related to error correction with veridical
visual and somatosensory feedback. These areas include the
left cerebellar cortex and bilateral ventral lateral nucleus of the
thalamus. By contrast, providing incongruent visual feedback
(Figure 5, RV: RTRV-CTRV; yellow ROIs) induced an anterior
migration of the stabilization activation volume further into areas
known to process somatosensory information, suggesting that
subjects exerted additional attentional focus on proprioceptive
rather than visual feedback when the two feedback sources were
in conflict. This migration (from blue ROIs to the cyan, green,
and yellow ROIs) is most prominently observed in the left parietal
cortex and left thalamus (z = 13).

Stage 2 Analyses: Neural Correlates of Error
Correction on a TR-by-TR Time Frame
As mentioned earlier, a previous neuroimaging study has
identified distinct neural networks responsible for processing
somatosensory-motor errors on long and short time scales during
wrist stabilization (i.e., over the full duration of 30 s trials and
from one moment to the next; Suminski et al., 2007a). We used
a similar approach to probe how the presence and integrity
of visual feedback impacts the processing of performance
errors on a moment-by-moment basis. Here, residuals from
the Stage 1 regression were used as inputs to the Stage 2
TR-by-TR regressions, which sought to identify BOLD signal
changes that correlate significantly with performance errors felt
proprioceptively [RMSTR

(
εq
)
] or observed visually [RMSTR (εv)].

In contrast to the Stage 1 analyses, the Stage 2 analyses examine
neural correlates of information processing specifically related to
visual and proprioceptive sensations of stabilization performance
errors that fluctuate on a relatively short timescale (i.e., from one
2.5 s TR to the next).

Many regions exhibited BOLD signal changes that were
correlated with the time series of somatosensory performance
errors RMSTR

(
εq
)
. Figure 6 (and Table 3) presents ROIs

exhibiting significant TR-by-TR correlations with RMSTR
(
εq
)

in
each of the threeRT trial conditions with rich, persistent, physical
perturbations (TV : blue; NV : red; RV : yellow). Additional colors
indicate regions of overlapping activations for the three feedback
conditions. A comparison of BOLD signal correlations during
the NV condition with the TV and RV conditions found
that the addition of visual feedback generally caused marked
changes in the overall network activity (a drop-out of prefrontal
activation as well as dramatically increased activity in bilateral
superior/inferior parietal lobule, right superior temporal/middle
occipital cortex and left cerebellar cortex). This was particularly
true when visual and proprioceptive feedback were congruent;
the presence of veridical visual feedback and the neural activities
it evoked enabled subjects to enhance wrist stability as shown
in Figure 2B. In RV trials with visuo-proprioceptive conflict,
representation of hand stabilization error information was greatly
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TABLE 1 | Regions exhibiting significant activation in the Stage 1 (block-by-block) contrasts examining error correction and visual motion.

Talairach coordinates

Hem X (mm) Y (mm) Z (mm) Volume (µl) Mean T

Error Correction

Precentral gyrus (BA 4,6) L –30.2 27.9 51.8 6,798 5.11

Postcentral gyrus (BA 2,3,5)

Inferior parietal lobule (BA 40)

Cerebellar cortex (Lobule V, VI) R 13.7 45.6 –13.1 5,171 5.33

Cerebellar vermis

Thalamus (VPL, VL, MD, Pulvinar) L –16.7 19.3 9.9 3,541 5.07

Cerebellar cortex (Lobule VI) L –28.5 46.6 –19.2 1,986 5.73

Inferior parietal lobule (BA 40) R 57.5 31.9 23.7 1,765 5.12

Thalamus (VPL, VL) R 17.8 15.5 7.3 1,698 5.03

Medial frontal gyrus (BA 6) L –4.6 12.4 48.5 1,216 4.88

Postcentral gyrus (BA 3,40) R 25.8 34.9 54.1 1,098 5.43

Inferior parietal lobule (BA 40)

Red nucleus/thalamus L –2.2 20.1 –5.6 404 4.98

Visual motion

Sup./Mid./Inf. Occipital Gyrus (BA 18,19) R 35.4 66.4 14.1 13,268 5.26

Cuneus/precuneus

Middle temporal gyrus (BA 39)

Sup./Inf. parietal lobule (BA 7,40)

Fusiform gyrus (BA 37)

Superior parietal lobule (BA 7) L –28 55.5 45.3 938 5.02

Mid./Inf. occipital gyrus (BA 19,37) L –40.5 68.8 3.4 936 4.87

Inferior frontal gyrus (BA 9) R 46.9 –2.5 25.9 834 4.99

Precentral gyrus (BA 4,6) L –40.4 12.7 46.8 797 5.21

Middle occipital gyrus (BA 19) L –29.3 80.5 21.6 619 5.08

Cuneus

Middle frontal gyrus (BA 6) R 23.9 5.5 45.9 518 4.81

Inferior parietal lobule (BA 40) R 43.5 33.4 41.7 505 5.40

Pulvinar R 18 27.6 8.7 382 4.96

BA, Broadman’s Area; Sup., Superior; Mid., Middle; Inf., Inferior.

expanded in right hemispheric and left cerebellar regions known
to respond preferentially to visual stimuli, but this did not
enhance wrist stabilization performance as shown in Figure 2B.

By contrast, analysis of the Stage 2 multilinear regression
identified no significant correlations with the time series of
visuomotor errors [i.e., RMSTR (εv)] in either RV condition.
Subjects effectively discounted (or ignored) real-time visual
feedback of wrist stabilization errors when visual and
somatosensory feedback were in conflict, despite the fact
that the mechanical and visual error signals varied in time in
similar ways, both in range and spectral content. Taken together,
these results suggest that our stabilization task elicited a pattern
of interaction between visual and proprioceptive feedback
sources that did not conform to the predictions of a MLE model
of sensory integration, which given the similar variability of the
two feedback signals, would instead predict a more balanced
contribution of visual and proprioceptive sources.

Finally, we examined how the presence and fidelity of
visual feedback impacted the processing of somatosensory
performance errors by directly comparing Stage 2 analysis

BOLD signal correlations in the TV and RV conditions to
those in the NV condition (Figure 7). In NV trials, Stage 2
BOLD signal correlates of right-hand wrist angle errors were
strongest in left intermediate cerebellum, and in the right
posterior parietal, insula, and frontal cortices (Figure 7, NV > 0,
green areas). Adding veridical visual resulted in a dramatic
increase in the representation of wrist angle error information
in the left primary sensorimotor, premotor, superior/inferior
parietal cortices, in the right inferior parietal lobule, and in
the left thalamus (ventral lateral, ventral posterior lateral and
medial dorsal nucleus) (Figure 7, TV > NV, orange areas).
By contrast, somatosensory-error processing in the presence
of incongruent random visual feedback yielded an expansion
of the representation of wrist angle error information into
the bilateral putamen, exterior segment of the globus pallidus,
and the right medial dorsal nucleus of the thalamus (Figure 7,
RV > NV, purple areas). Activations in these regions suggest their
involvement in the context-dependent evaluation of the disparate
somatosensory-motor and visuomotor signals and/or the
selection of the sensory information feedback channel more

Frontiers in Integrative Neuroscience | www.frontiersin.org 10 May 2022 | Volume 16 | Article 815750128

https://www.frontiersin.org/journals/integrative-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/integrative-neuroscience#articles


fnint-16-815750 May 5, 2022 Time: 9:10 # 11

Suminski et al. Multisensory Integration for Feedback Control

TABLE 2 | Regions exhibiting significant activation in the Stage 1 (block-by-block) analysis of proprioceptive errors during wrist stabilization under three different
sensory contexts.

Talairach coordinates

Hem X (mm) Y (mm) Z (mm) Volume (µl) Mean T

RTTV v CTTV

Postcentral gryus (BA 3) L –30.1 31.5 51.8 7,545 5.23

Precentral gyrus (BA 3, 4)
Inf. parietal lobule
Sup. parietal lobule (BA 7)
Precuneus (BA 7)

Culmen R 12.2 47.6 –15.1 7,396 5.20
Declive
Cerebellar lingual
Nodule

Culmen L –25.8 46.9 –19.8 4,762 5.62
Declive

Inf. parietal lobule (BA 40) R 57 31.8 22.9 1,862 5.25
Medial frontal gyrus (BA 6) L –2.4 12.2 49 1,846 4.91
Postcentral gryus (BA 40) R 24.9 36.5 54.2 1,217 5.24

Paracentral lobule (BA 40)

Thalamus R 15.7 13.6 9.4 1,049 4.73

Ventral lateral nucleus

Thalamus L –17 17.1 10.7 874 4.62
Ventral lateral nucleus
Lentiform nucleus

Inf. parietal lobule (BA 40) L –46.3 29.6 24.2 521 4.92
Precentral gyrus (BA 6) R 30.9 8.4 55.5 429 4.64

Mid. frontal gyrus

Cerebellar tonsil L –23.4 35.9 –44.6 427 5.41
Cerebellar tonsil R 13.7 48.7 –42.5 422 4.88

Mid. occipital gyrus L –37.1 67.5 5.9 396 4.79

Mid. temporal gyrus

Sup. temporal gyrus (BA 22) R 53.8 –12.9 –3.8 346 5.49

RTNV v CTNV

Precentral gyrus (BA 4) L –29.8 25.4 52.5 4,096 5.02
Postcentral gyrus (BA 3)

Culmen R 16.3 44.8 –13.7 2,192 5.29
Mid. occipital gyrus R 36.7 72.5 12.6 721 5.21
Medial frontal gyrus (BA 6) L –5.5 13.1 47.9 556 4.81
Postcentral gyrus R 26.5 33.9 54.5 362 5.27

Claustrum L –24.2 24 14.2 341 4.92
Insula

Thalamus

Thalamus L –14.5 18.3 6.8 308 4.78

Ventral posterior med. nucleus

RTRV v CTRV

Precentral gyrus (BA 4) L –30.3 29 51.7 3,932 5.20

Inf. parietal lobule

Postcentral gyrus (BA 40)

Culmen R 13.7 42.5 -12.2 3,488 5.38

Thalamus L –15.1 18 10.1 911 5.28

Lateral posterior nucleus

Ventral posterior lateral nucleus

Paracentral lobule (BA 31) L –5.8 12 47.2 373 5.02

Cingulate gyrus (BA 31)

Paracentral lobule L –6.8 23.7 42.9 366 4.96

Cingulate gyrus

BA, Broadman’s Area; Sup., Superior; Mid., Middle; Inf., Inferior; Med., Medial.
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FIGURE 5 | Block-by-block analysis: BOLD signal correlates of ongoing error correction under each of the three visual feedback conditions. Colored regions depict
functional activation maps for the study population showing ROIs that exhibited enhanced activation during stabilization against random environmental torques (RT)
relative to constant torques (i.e., the RT > CT contrast) for each of the three different feedback conditions (TV: blue; NV: red; RV: yellow). Additional colors indicate
regions of overlapping activations (conjunctions) for the three feedback conditions. Neural activities related to error correction are modulated by the presence and
fidelity of real-time visual feedback. The results indicate some overlap, but also some differentiation, in regions of activation under the three different feedback
conditions.

likely to facilitate success in the context of the current task. In
any case, our analyses reveal an absence of Stage 2 correlates
with RMSTR (εv) and an abundance of Stage 2 correlates with
RMSTR

(
εq
)

in each of the three RT trial conditions. This pattern
of results argues against the static MLE model of Eq. 1 as a
sufficient description of sensorimotor integration for feedback
stabilization of the wrist. Instead, the lack of Stage 2 BOLD
correlates with visuomotor errors in the RV conditions is
consistent with a model of sensory integration that also performs
causal inference (cf. Debats et al., 2017), i.e., where a lack
of kinematic correlation between hand and cursor motion
operationally segregates the two sources of feedback prior to
integration, with only one of them used subsequently for online
limb position control.

DISCUSSION

The primary goal of this study was to examine how the
presence and fidelity of visual and proprioceptive feedback
impact the neural mechanisms mediating limb stabilization—
an important form of mechanical interaction between the

body and the environment. To do so, we used a pneumatic
robot (Suminski et al., 2007b), functional MR imaging, a long
duration wrist stabilization task, and event-related BOLD signal
analysis techniques (cf., Suminski et al., 2007a) to elucidate
the neural circuits that integrate sensory information from
visual and proprioceptive sources to stabilize the wrist against
environmental perturbations. In our study, the presence and
relative reliability of visual feedback was manipulated, allowing
to test whether rules governing integration of visual and
proprioceptive information for limb stabilization might conform
to models of how the brain uses multisensory feedback for
perception (Tillery et al., 1991; Ernst and Banks, 2002; van Beers
et al., 2002; Ernst, 2006; Körding et al., 2007; Reuschel et al.,
2010; Seilheimer et al., 2014; Debats et al., 2017). In corroboration
with a prior neuroimaging study of wrist stabilization in the
absence of concurrent visual feedback (Suminski et al., 2007a),
we found that wrist stabilization elicited activation in a cerebello-
thalamo-cortical circuit known to be engaged in the active
feedback control of the upper limb. Relative to a no-vision
stabilization condition, the addition of veridical, task-related
visual feedback caused activations in the cerebello-thalamo-
cortical network to expand (Figures 5–7), ultimately yielding a
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FIGURE 6 | Results of a Stage 2 event-related analysis performed on the BOLD signal residuals from the Stage 1 regressions: TR-by-TR analysis of BOLD signal
correlations with wrist angle error RMSTR

(
εq
)

for each of the three visual feedback conditions. Color coding of functional activation maps is the same as for
Figure 5. BOLD signal fluctuations related to TR-by-TR variations in wrist angle error were broadly distributed in sensorimotor areas previously implicated in
feedback control of the wrist, including lateral cerebellum, thalamus, posterior parietal cortex, and the supplementary motor area (SMA). Note also the robust activity
related to wrist angle error within secondary visual processing areas, even in RV trials (green- and yellow-shaded regions). By contrast, we observed no significant
Stage-2 BOLD signal correlations with visual cursor motion in RV trials, suggesting that proprioceptive feedback dominated performance in this task, at least during
trials with visuo-proprioceptive conflict.

marked enhancement in behavioral performance (Figure 2B).
The intensity and specific loci of expanded activity depended on
the fidelity of visual feedback. When incongruous visual feedback
was added, additional subcortical activations were observed in
areas including the putamen, and thalamus (Figure 7), regions
thought to be involved in context dependent action selection
and multisensory integration amidst situational uncertainty (Reig
and Silberberg, 2014; Wilson, 2014; Robbe, 2018; see also Houk
and Wise, 1995). Upon further examination of the correlations
between BOLD signal fluctuations and the time series of visual
and proprioceptive errors, we found that subjects appeared to rely
exclusively on proprioceptive feedback to stabilize the wrist when
the fidelity of visual feedback was degraded, even though the
mechanical and visual error signals varied similarly in range and
spectral content, and despite the fact that objective measures of
limb position drifted substantially in many trials without veridical
visual feedback. Taken together, these results do not support a

model of multisensory integration for action that is governed
solely by the MLE rules commonly found to apply to perception.
Instead, they likely reflect the action of an early process of causal
inference (cf. Körding et al., 2007; Debats et al., 2017), wherein
lack of kinematic correlation between hand and cursor motion
in the RV conditions precludes binding of the hand and cursor
into a unified object to be manipulated, thereby causing subjects
to use just one of the feedback sources (proprioceptive feedback
from the hand) for online limb position control.

Neural Integration of Visual and
Proprioceptive Information for Feedback
Stabilization of the Wrist
How does the brain integrate the different senses to estimate
limb state for the control of stabilization behaviors? The
neuromuscular response to perturbation is complex and known
to involve at least three primary components: the segmental
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TABLE 3 | Regions exhibiting significant activation in the Stage 2 (TR-by-TR) analysis of proprioceptive errors during wrist stabilization under three different
sensory contexts.

Talairach coordinates

Hem X (mm) Y (mm) Z (mm) Volume (µl) Mean T

TV

Fastigium L –5.8 52.8 –21.6 8,999 3.78
Denate
Culmen
Declive
Pyramis

Inf. parietal lobule (BA 40) R 34.9 52.4 39.1 8,690 3.81
Sup. parietal lobule
Angular gyrus
Precuneus

Inf. parietal lobule (BA 40) L –39.7 40.6 40.5 4,498 3.78
Precuneus
Postcentral gyrus

Mid. temporal gyrus (BA 37) R 43.7 57.5 –1.4 4,314 3.76
Inf. temporal gyrus (BA 37)
Mid. occipital gyrus

Precentral gyrus R 47.1 –7.4 8.6 3,824 3.77
Insula
Inf. frontal gyrus
Sup. temporal gyrus

Thalamus R 6.9 11.1 2.7 1,787 3.77
Cingulate gyrus (BA 32) R 4.8 –12.7 39.2 774 3.70
Med. frontal gyrus L –15.1 4.4 56.1 767 3.77
Cerebellar tonsil R 23.6 35.1 –41.1 667 3.76
Lingual gyrus L –1 77.9 –0.8 651 3.79

NV

Inf. frontal gyrus (BA 46) R 42.9 –40.4 8.3 1,249 3.72
Declive L –14.1 71.6 –21.3 1,129 3.75
Precentral gyrus R 47.8 –6.5 9.4 1,087 3.75
Inf. parietal lobule (BA 40) R 42.8 51.2 41.1 911 3.66
Culmen L –22.4 53.4 –25.2 542 3.76

Dentate

RV

Declive L –17.3 61.5 –18.9 4,087 3.77

Culmen

Dentate

Mid. temporal gyrus (BA 37) R 45.8 60 0.2 2,707 3.76

Mid. occipital gyrus (BA 37)

Supramarginal gyrus R 52.9 39.8 31.1 1,497 3.71

Sup. temporal gyrus

Inf. parietal lobule (BA 40)

Insula (BA 13) R 46.6 –8.5 4.4 1,293 3.76

Sup. temporal gyrus

Inf. parietal lobule L –29.1 46.7 40.5 698 3.73

Angular gyrus R 35.7 54.3 36.6 681 3.71

Inf. parietal lobule

Cerebellar tonsil R 25 31.1 -37.8 617 3.74

Sup. temporal gyrus L –47.4 –5.2 1.4 596 3.79

Insula (BA 13)

Inf. parietal lobule L –47.9 34.7 38 571 3.66

Mid. temporal gyrus (BA 21) L –54.5 9.9 –14.2 538 3.82

BA, Broadman’s Area; Sup., Superior; Mid., Middle; Inf., Inferior; Med., Medial.
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FIGURE 7 | Results of a Stage 2 event-related analysis of how the presence and fidelity of real-time visual feedback influences the moment-by-moment neural
processing of proprioceptively-sensed wrist angle errors. In NV trials (NV > 0, green), BOLD signal correlates of right-hand wrist angle errors were strongest in the
left intermediate cerebellum, right posterior parietal cortex, insula and right frontal cortex. Addition of veridical visual feedback (TV > NV, orange) gave rise to a large
increase in BOLD signal correlates of proprioceptive errors in the left thalamus, lateral cerebellum, as well as primary sensorimotor, premotor, cingulate motor, and
posterior parietal cortices. By contrast, addition of incongruent visual feedback (RV > NV, purple) that was matched in amplitude and bandwidth to actual wrist
displacements—but otherwise uncorrelated with them—induced an increase in BOLD signal correlates of actual wrist angle error in the putamen, thalamus and in
the red nucleus/ventral tegmental area.

stretch reflex, long-loop reflex and voluntary responses (Phillips,
1969; Marsden et al., 1972). Our focus here is on the long-loop
reflex mechanisms, which consist of neural circuits linking the
motor cortex and anterior cerebellum, and which are known to
be intimately involved in the closed loop control of limb position
(Evarts and Tanji, 1976; Thach, 1978; Evarts and Fromm, 1981;
Strick, 1983; Horne and Butler, 1995). In closed loop feedback
control, the brain must compare the wrist’s desired position
with an estimate of its current state on an ongoing basis, and
generate appropriate neuromotor responses to restore the wrist
back to its desired position when errors are sensed. How does the
brain compose an estimate of the current limb state for use in
ongoing feedback control? Previously, we showed that the long-
loop pathways involved in feedback control are heavily recruited
in the no-vision version of our task when subjects stabilize against
random torque perturbations to the wrist, and that it is possible to
identify BOLD signal correlates of moment-by-moment changes
in performance error using the hierarchical regression technique
also employed in the present study (cf. Suminski et al., 2007a).

The current results confirm those prior results, and they extend
them into two additional sensory contexts involving veridical and
incongruent visual feedback conditions (c.f., Figures 5–7). The
results demonstrate that the neural processing of somatosensory
performance errors depends strongly on the sensory context of
the task. These results align well with recent behavioral and
electromyographic evidence demonstrating that the long-loop
reflex is a flexible, context-dependent mechanism that enables
precise feedback control of the limb (Pruszynski et al., 2008, 2011;
Nashed et al., 2012; Cluff et al., 2015; Crevecoeur et al., 2016; Ito
and Gomi, 2020).

More specifically, results of the Stage 1 analyses show that
providing veridical visual information about the position of
the hand with respect to the target in our study increased
activation in neural circuits typically implicated in visuomotor
control (c.f., Vaillancourt, 2003; Vaillancourt et al., 2006) and
enabled subjects to reduce the magnitude of stabilization errors
relative to the no-vision condition. Improvement in the ability
to correct positioning errors using visual feedback, over the
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course of the 30 s stabilization trial, was mediated by an increase
in the volume of activated brain regions in the cerebello-
thalamo-cortical pathway (Figure 5; TV) and expansion into
other regions supporting visuomotor information processing
including the left superior parietal lobule, inferior parietal
lobule, cerebellar cortex (lobule IV–VI), right premotor cortex
and inferior parietal lobule. By contrast, correcting persistent
position errors when visual feedback was unreliable (RV) resulted
in stabilization performance that was not very different than
the no-visual feedback conditions (Figure 2B). This was so
even though the condition with unreliable visual feedback
still engaged neural activity in the cerebello-thalamo-cortical
pathway, albeit to a reduced extent compared to both the
veridical and no visual feedback conditions (Figure 5, RV;
Table 2). Interestingly, we found that cortical activations in
the right premotor/parietal cortex and left cerebellum, which
were observed during stabilization with either veridical or no
visual feedback, were absent when visual feedback was unreliable.
Thus, degrading the reliability of visual information markedly
alters the engagement of neural networks normally recruited in
visuomotor tasks. These results both support and extend a prior
report by Vaillancourt et al. (2006), which examined the effect
of intermittent visual feedback on the neural mechanisms of
visuomotor control (Vaillancourt et al., 2006). In a grip force
control task, they showed that modulating the reliability of visual
feedback by reducing its refresh rate reduced the magnitude of
BOLD activity in the right premotor and parietal cortex and
fully eliminated activity in the cerebellar cortex. This alteration
of the neural circuits responsible for correcting persistent errors
during periods of reduced sensory fidelity indicates a context-
dependent change in control strategy used to integrate sensory
information during action (e.g., a switch from one sensory
modality to another).

We found further evidence of the context sensitivity of
multisensory integration for action in the results of the Stage 2
analyses of BOLD signal correlations with the time series of visual
and somatosensory performance errors under the three different
sensory feedback conditions. In all cases, we observed BOLD
responses related to the TR-by-TR variations in somatosensory
performance errors RMSTR

(
εq
)

to be strongly represented
throughout the brain, especially in areas known to process
and integrate information from multiple sensory modalities:
inferior parietal, superior temporal and lateral occipital cortices
(c.f., Beauchamp, 2005; Macaluso, 2006). We found multiple
overlapping activations in the right inferior parietal/superior
temporal and lateral occipital cortices, where conditions with
conflicting sensory feedback (RV) were represented more
posterior to conditions with veridical information (TV). This
patchy pattern of activity is similar to previous reports of
activity in the superior temporal sulcus during a visual/auditory
integration task (Beauchamp et al., 2004). By contrast, we found
no activations related to visuomotor errors RMSTR (εv) when
vision and somatosensation were in conflict, implying that
subjects severely discounted (or ignored) visual information in
the RV condition. On the one hand, this outcome was surprising
given the similarity in the range and spectral content of the
surrogate visual feedback and the applied torque perturbation

sequence. Under the assumptions of MLE for multisensory
integration (i.e., Eq. 1), we should have expected approximately
equal contributions of vision and somatosensation to the
feedback stabilization of the wrist given approximately equal
amounts of variability in the different feedback signals. On
the other hand, the absence of objective kinematic correlation
between hand and cursor motions in our task likely weakened
any belief that the visual and proprioceptive feedback signals
originated from a common source (c.f., Körding et al., 2007;
Debats et al., 2017). It is possible that the exclusive selection of
proprioception as the preferred source of sensory information
may be mediated by neural populations in the striatum, as shown
by their increased activity during periods of sensory conflict
(Figure 7, purple). These results are consistent with experimental
evidence demonstrating multisensory integration in the striatum
(Nagy et al., 2006; Reig and Silberberg, 2014; see also Wilson,
2014; Robbe, 2018) and with theoretical work describing the
putative role of the basal ganglia as a context detector (Houk
and Wise, 1995). Although elucidating the specific mechanism
of multisensory integration for limb stabilization would require
further refinement of the experimental approach described here
(see section “Limitations and Future Directions” below), our
results nevertheless provide strong support for the idea that
the rules governing multisensory integration for action need to
account for contextual factors such as the availability of—and
kinematic correlation between—the different sensory feedback
signals available before and during the task.

Factors Influencing Sensory Integration
for Action
In the INTRODUCTION, we also raised the possibility that
the standard MLE model might fail to describe limb state
estimation for sensorimotor control in part because the real-
time control of action places severe time constraints on the
processing of sensory feedback signals that are quite unlike
the timing constraints typically imposed in tasks of perceptual
decision making. One constraint in tasks requiring fast and
accurate movement derives from the fact that sensory feedback
of ongoing performance is fleeting; unless feedback is acted on
promptly, responses to evolving environmental perturbations
can soon become outdated (i.e., unreliable), leading to potential
instability in the coupled hand/handle system. Compounding
this problem, sensory feedback signals are subject to neural
transduction, transmission and processing delays that vary across
the different senses: delays in proprioceptive pathways (∼60 ms)
are approximately half those in visual pathways (∼120 ms; cf.,
Cameron et al., 2014).

To address this problem, Crevecoeur et al. (2016) recently
proposed a dynamic Bayesian limb state estimation approach that
augments the static approach of Eq. 1 with the ability to account
for neural information processing delays and noises in the visual
and proprioceptive feedback responses. Their model extends a
Kalman filter design and yields an optimal state estimate by
integrating (delayed) sensory feedback with corresponding prior
state estimates for each sensory input. Remarkably, the model
predicts that for system with visual delays approaching 100 ms
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and proprioceptive delays ∼50 ms, the reduction in posterior
variance obtained when both vision and proprioception were
available was < 10% of the variance obtained with proprioception
only. This is much smaller than the reduction expected if
the signals were combined based on their variance alone as
implied by the model of Eq. 1. As a consequence, simulated
kinematic responses to a step-wise mechanical perturbation to
the elbow were similar with or without concurrent veridical
visual feedback, suggesting that “when dealing with unpredictable
events such as external disturbances, vision plays a secondary
role to proprioceptive feedback” (Crevecoeur et al., 2016). The
authors tested the predictions of their model in a series of
experiments wherein subjects stabilized their arm against brief
elbow torque perturbations presented with and without veridical
visual feedback of hand position (as shown by a cursor on a
horizontal display screen). Subjects were instructed to follow
their hand (or the cursor representing it) with their eyes as
they corrected for the perturbation. The authors monitored eye
movements as an objective estimate of the subject’s internal
estimate of hand location. In agreement with their model, visual
feedback-related reductions in arm movement variability were
evident toward the later portion of error corrections (relative
to their no-vision condition), and the variability of saccadic eye
movement endpoints was reduced when visual feedback was
also provided. However, the model did not account for the
observation that saccade endpoint variability was lowest in a
vision-only task that required subjects to track the playback of
their prior recorded hand motions. In theory, the variability of a
multisensory estimate should be better than that of any unimodal
estimate for both the dynamic and static models, suggesting
that the visual process “was not fully contributing following the
mechanical perturbations.” The model also predicted greater
actual arm motions in response to the vision-only trials than
were observed, prompting the authors to suggest that “comparing
motor responses to visual or mechanical perturbations during
reaching may provide additional insight into dynamic multisensory
integration.”

Building on that prior work, we used a long-duration wrist
stabilization task and functional MR imaging techniques to infer
neural correlates of internal state estimates and the visual and
proprioceptive signals that contribute to them on a moment-by-
moment (TR-by-TR) basis. If the difference in feedback delays
were a primary factor influencing the preferential utilization of
somatosensory feedback over visual feedback in our study, as
would be suggested by the dynamic Bayesian estimation model,
somatosensory feedback should have dominated kinematic
performance regardless of whether or not visual feedback
were available and veridical. This proposition can be rejected
because subjects did in fact leverage veridical visual feedback to
improve stabilization performance relative to the NV condition
(Figure 2B), and they did so while increasing task-related activity
in the cerebello-thalamo-cortical pathway and other visuomotor
support areas (Figures 5–7). Instead, it is probable that additional
important factors influencing multisensory integration pertain
to the coherence between the available sensory signals (cf.,
Debats et al., 2017) and prior expectations as to whether
the hand and cursor move together as a common controlled

object (c.f., Körding et al., 2007). Because the robot’s physical
perturbations stimulated a rich set of proprioceptors sensitive
to mechanical stimuli (including stretch receptors embedded in
muscle bodies, force-sensitive Golgi tendon organs, and pressure-
sensitive mechanoreceptors in the glabrous skin of the hand),
RMSTR

(
εq
)

was bound to be highly correlated with each of
these afferent signals regardless of sensory context in this study.
By contrast, the visual feedback signal RMSTR (εv) had high
coherence with the somatosensory signals in the TV condition
and low coherence with those signals in the RV condition.
A lack of cross modal sensory coherence in the RV conditions
could have been a trigger that caused subjects to discount the
cursor feedback as irrelevant to the task at hand: i.e., physically
stabilizing the wrist. A neural mechanism for such context-
dependent gating is suggested by the BOLD signal activations
observed in the basal ganglia and thalamus in the RV > NV
contrast shown in Figure 7.

Limitations and Future Directions
This study has several limitations. One limitation derives from
our experimental design, which only included the two extreme
visual feedback conditions (TV and RV) in addition to the
NV control condition. Our design did not include intermediate
blends of congruent and incongruent visual feedback, which
would have allowed to test whether the lack of BOLD signal
correlation with RMSTR (εv) in the current study was due to
the fact that this signal was uncorrelated with the physical
consequences of perturbation, as shown in Figure 3. A future
study could address this limitation by requiring wrist stabilization
in the presence of visual feedback θvision (t) that could be variably
masked by bandlimited Gaussian noise θsurrogate (t) as in:

θvision (t) = λ θhand (t) + (1− λ) θsurrogate (t) . (5)

Here, λ is a weighting factor determining the extent to which
visual cursor motion corresponds to actual motion of the
wrist θhand (t) vs. bandlimited noise. Under the hypothesis that
visual stimuli are discounted below some threshold of cross-
modal coherence, one might expect to observe BOLD signal
correlates with θsurrogate (t) in brain regions involved in the
low-level processing of moving visual stimuli when λ takes on
moderate values, but to not observe such correlates when λ

approaches extreme values of 0 or 1. However, other hypotheses
are possible; if slow visual feedback is not really involved in
the moment-by-moment formation of feedback responses to
performance errors but is instead used to calibrate (or center)
the faster proprioceptive feedback corrections about the desired
goal posture, then one might expect to observe no BOLD signal
correlates with θsurrogate (t) for any value of λ .

Another limitation derives from the fact that the data we
present were collected on a 1.5T MR scanner, which limited
our image resolution and whole brain image capture rate.
A significant benefit of using functional MR imaging in this
study (rather than some other imaging technique such as
electroencephalography, EEG) includes the ability to image the
whole brain for neural correlates of signals of interest such
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as somatosensory and visual performance errors. If it were
possible to repeat the study on a higher resolution scanner, the
resulting data would undoubtedly have improved spatial and
temporal resolution relative to those presented here. However,
it is unlikely that any of our main conclusions would change,
in part because the neural events of interest in functional MR
imaging studies are commonly low-pass filtered both in space
(with a blurring filter to accommodate inter-subject anatomical
differences in across-subjects analyses) and in time (with a
γ-variate or related hemodynamic response function to account
for the sluggish physiological hemodynamic response). As shown
above, our data have sufficient resolution to detect changes in
the Stage 1 block-wise analyses of BOLD signals related to the
different environmental load and sensory feedback conditions
(Table 1 and Figures 4, 5). The data show that relative
to the NV control condition, wrist-angle error-related BOLD
signals expand in the cerebello-thalamo-cortical pathways known
to contribute to feedback stabilization when veridical visual
feedback is added, and they shift to include brain regions involved
in context detection and action selection when incongruent
visual feedback is added. Our data also suffice to identify Stage
2 BOLD signal correlates of wrist angle errors over a much
shorter, TR-by-TR time frame (Table 2 and Figures 6, 7)
riding on top of the signals described in the Stage 1 analysis.
Improved temporal resolution would undoubtedly improve the
statistical power of the Stage 2, TR-by-TR regressions, which
could in turn improve sensitivity to BOLD signal correlates of
RMSTR (εv), the RV errors sensed visually. However, no degree
of improved spatial or temporal resolution would change the
observation that BOLD signal correlates of error signals sensed
proprioceptively far outpower BOLD correlates of RV errors
sensed visually; this degenerate outcome was rather unexpected
because the magnitude and spectral characteristics of the visual
feedback was similar in the TV and RV conditions. The fact
that visual errors elicit no measurable BOLD signal correlates
during wrist stabilization in the RV case argues against the
idea that multisensory integration for limb stabilization is
adequately described by the form of MLE model often posed
for multisensory integration for perceptual decision making
tasks, even as updated to account for differing sensory feedback
delays. Instead, our findings bolster the idea that an early
stage of sensorimotor control—prior to integration—involves
discrete decisions: the binding of kinematically correlated

feedback signals into a unified object to be controlled and the
segregation/suppression of uncorrelated signals that are assumed
to be task irrelevant. Further research is needed to clarify which
contextual factors impact causal inference and multisensory
integration for perception, cognition, and action.
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Stride intervals in human walking fluctuate from one stride to the next, exhibiting

statistical persistence. This statistical property is changed by aging, neural disorders, and

experimental interventions. It has been hypothesized that the central nervous system is

responsible for the statistical persistence. Human walking is a complex phenomenon

generated through the dynamic interactions between the central nervous system and

the biomechanical system. It has also been hypothesized that the statistical persistence

emerges through the dynamic interactions during walking. In particular, a previous

study integrated a biomechanical model composed of seven rigid links with a central

pattern generator (CPG) model, which incorporated a phase resetting mechanism as

sensory feedback as well as feedforward, trajectory tracking, and intermittent feedback

controllers, and suggested that phase resetting contributes to the statistical persistence

in stride intervals. However, the essential mechanisms remain largely unclear due

to the complexity of the neuromechanical model. In this study, we reproduced the

statistical persistence in stride intervals using a simplified neuromechanical model

composed of a simple compass-type biomechanical model and a simple CPG model

that incorporates only phase resetting and a feedforward controller. A lack of phase

resetting induced a loss of statistical persistence, as observed for aging, neural

disorders, and experimental interventions. These mechanisms were clarified based on

the phase response characteristics of our model. These findings provide useful insight

into the mechanisms responsible for the statistical persistence of stride intervals in

human walking.

Keywords: human walking, stride interval fluctuation, neuromechanical model, central pattern generator, phase

resetting, statistical persistence

1. INTRODUCTION

Human walking is not perfectly periodic. The stride interval fluctuates from one stride to the next,
exhibiting statistical persistence (Hausdorff et al., 1995; West and Griffin, 1998, 1999; Dingwell
and Cusumano, 2010), which indicates that deviations in a time series are statistically more
likely to be followed by subsequent deviations in the same direction. Although the stride interval
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fluctuations change depending on the gait speed and during
development from childhood to adulthood, the statistical
persistence remains unchanged (Hausdorff et al., 1996,
1999). However, the stride interval fluctuations for elderly
subjects (Hausdorff et al., 1997) and patients with Huntington’s
disease (Hausdorff et al., 1997) or Parkinson’s disease (Frenkel-
Toledo et al., 2005) become uncorrelated. Experimental
interventions for walking, such as the use of a metronome, also
make the stride interval fluctuations uncorrelated (Hausdorff
et al., 1996). It is largely unclear why statistical persistence
appears in stride intervals in human walking and why this
statistical property is changed by aging, neural disorders, and
experimental interventions.

It has been hypothesized that the central nervous system
has an underlying persistence and is responsible for the
statistical persistence in stride intervals. This is supported by
the finding that statistical persistence remains in patients
with significant peripheral nerve degeneration (Gates
and Dingwell, 2007). Various neural system models have
been developed to reproduce the statistical persistence and
investigate the associated mechanisms. Hausdorff et al. (1995)
developed a model of the central pattern generators (CPGs)
in the spinal cord and introduced “memory” into the CPG
model by allowing transitions from frequency to frequency.
Ashkenazy et al. (2002) extended this model by introducing
a random walk for the signal transmission of neural circuits.
West and Scafetta (2003) developed a “Super CPG” model
that introduces external interventions via a forced van der
Pol oscillator.

Human walking is a complex phenomenon generated
through dynamic interactions between the central nervous
system and the biomechanical system. It has also been
hypothesized that the statistical persistence in stride intervals
emerges through complex interactions during walking. Fu
et al. (2020) integrated a biomechanical model composed of
seven rigid links with a CPG model, which incorporated
a phase resetting mechanism as sensory feedback as well
as feedforward, trajectory tracking, and intermittent feedback
controllers, to reproduce statistical persistence. They showed
that a lack of phase resetting induces a loss of statistical
persistence. However, it is difficult to fully understand the
essential mechanisms responsible for generating and changing
this statistical property because of the complexity of the neural
and biomechanical models.

In human walking, the stance leg, which is almost straight,
rotates around the foot contact point like an inverted pendulum.
To investigate the essential mechanisms responsible for
generating human walking from a dynamic viewpoint, simple
compass-type mechanical models have been used (Kuo,
2001; Donelan et al., 2002; Kuo et al., 2005; Bruijn et al.,
2011; Okamoto et al., 2020). Gates et al. (2007) and Ahn
and Hogan (2013) reproduced the statistical persistence
in stride intervals using simple compass-type models with
sensory feedback controllers. However, they did not investigate
the contribution of the feedback controllers to changes in
the statistical persistence; thus, the essential mechanisms
remain unclear.

FIGURE 1 | Neuromechanical model of human walking composed of CPG

model with phase resetting and compass-type biomechanical model.

The aim of this study is to clarify the contribution of
phase resetting to the generation and change in the statistical
persistence using a simple model. Specifically, we used a
simplified neuromechanical model composed of a simple
compass-type biomechanical model and a simple CPG model
that incorporates phase resetting and a feedforward controller.
Our model reproduced the statistical persistence in stride
intervals. A lack of phase resetting induced a loss of statistical
persistence, as observed in Fu et al. (2020). Furthermore, we
clarified themechanisms responsible for changes in this statistical
property caused by phase resetting based on the phase response
characteristics. Our findings provide important insights into
the mechanisms underlying the generation and change of the
statistical persistence in the stride intervals in human walking.

2. METHODS

2.1. Mechanical Model
We used a simple compass-type model (Figure 1). This model
has two legs (swing and stance legs), the lengths of which are both
l, connected by a frictionless hip joint. The masses are located
at the hip and on the legs at a distance b from the hip joint;
M is the hip mass and m is the leg mass. θ1 is the angle of
the stance leg with respect to the vertical, and θ2 is the relative
angle between the stance and swing legs. The tip of the stance
leg, which corresponds to the ankle, is fixed on the ground. The
stance leg rotates freely without friction. This model walks on
level ground via joint torques u1 (at the ankle) and u2 (at the hip).
g is the acceleration due to gravity. We used the following model
parameters based on Winter (2004): M = 50 kg, m = 11 kg,
l = 1 m, b = 0.4 m, and g = 9.8 m/s2.

When the tip of the swing leg is in the
air, the equations of motion for our model are
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[

Ml2 +m{l2 + (l− b)2} − 2mlb cos θ2 +mb2 mlb cos θ2 −mb2

mlb cos θ2 −mb2 mb2

] [

θ̈1
θ̈2

]

+
[

−mlb(θ̇2 − 2θ̇1)θ̇2 sin θ2
−mlbθ̇21 sin θ2

]

+
[

−{gm(2l− b)+ gMl} sin θ1 − gmb sin(θ2 − θ1)
gmb sin(θ2 − θ1)

]

=
[

u1
u2

]

(1)

The tip of the swing leg touches the ground (touchdown) when
the following conditions are satisfied:

2θ1 − θ2 = 0 (2)

θ1 < 0 (3)

2θ̇1 − θ̇2 < 0 (4)

We used condition (3) so that touchdown occurs only in front
of the model to move forward, and condition (4) to ignore the
scuffing of the leg tip on the ground when the swing leg is swung
forward. We assumed that touchdown is a fully inelastic collision
(no slip, no bounce) and that the stance leg lifts off the ground
just after touchdown. Because the roles of the swing and stance
legs are reversed just after touchdown, we obtain

θ+1 = −θ−1 (5)

θ+2 = −θ−2 (6)

where ∗− and ∗+ are the state ∗ just before and after
touchdown, respectively. Due to this collision, the angular
velocities discontinuously change. We assumed that when the
stance leg leaves the ground, it does not interact with the ground
and the work of the joint torques can be neglected. These
assumptions yield

[

θ̇+1
θ̇+2

]

= {Q+(θ−1 )}−1Q−(θ−1 )

[

θ̇−1
θ̇−2

]

(7)

where

Q+(θ−1 ) =
[

−Ml2 − 2m(l− b)2 − 2mlb(1− cos 2θ−1 ) mb(b− l cos 2θ−1 )
−ml(b− l cos 2θ−1 ) mlb

]

Q−(θ−1 ) =
[

2m(l− b)(b− l cos 2θ−1 )−Ml2 cos 2θ−1 −m(l− b)b
ml(l− b) 0

]

2.2. CPG Model
The CPGs in the spinal cord are largely responsible for
rhythmic leg movements, such as during locomotion (Grillner,
1975; Shik and Orlovsky, 1976; Orlovsky et al., 1999). They
can produce oscillatory behavior even in the absence of
rhythmic input and sensory feedback. However, sensory feedback
is crucial for producing adaptive locomotor behavior. To
investigate the contribution of CPGs to adaptive locomotion
in humans, various oscillator models, such as the van der Pol
oscillator (Dutra et al., 2003; West and Scafetta, 2003), Matsuoka

oscillator (Matsuoka, 1987; Taga et al., 1991; Taga, 1995a,b;
Ogihara and Yamazaki, 2001; Hase et al., 2003; Kim et al., 2011),
and phase oscillator (Yamasaki et al., 2003; Aoi et al., 2010, 2019;
Dzeladini et al., 2014; Aoi and Funato, 2016; Fu et al., 2020;
Tamura et al., 2020; Owaki et al., 2021), have been developed.

In this study, we used a phase oscillator, whose phase is φ

(0 ≤ φ < 2π), to generate the motor commands for our model.
The oscillator phase follows the dynamics expressed by

φ̇ = ω (8)

where ω is the basic frequency. We determined the joint torques
u1 and u2 as

u1 = A1 cosφ + σ1 (9)

u2 = A2 cos(φ + 1)+ σ2 (10)

where A1 and A2 are the amplitudes, σ1 and σ2 are noise terms,
and 1 is the phase difference between u1 and u2.

It has been reported that locomotion rhythm and phase are
regulated by the production of a phase shift and rhythm resetting
(phase resetting) for periodic motor commands in response to
sensory feedback (Lafreniere-Roula and McCrea, 2005; Rybak
et al., 2006). Cutaneous feedback has been observed to contribute
to phase shift and rhythm resetting behavior (Duysens, 1977;
Schomburg et al., 1998). Phase resetting has thus been modeled
so that the oscillator phase is reset based on foot contact
information (Yamasaki et al., 2003; Aoi et al., 2010; Aoi and
Funato, 2016; Fu et al., 2020; Tamura et al., 2020). In this study,
we used the following relationship at touchdown:

φ+ = φ0 (11)

where φ0 is a constant. When phase resetting is not applied, φ

is not regulated at touchdown. However, because the roles of
the swing and stance legs are reversed just after touchdown so
that θ+i = −θ−i (i = 1, 2), we used the following relationship
at touchdown:

φ+ = φ− − π (12)

so that u+i = −u−i (i = 1, 2) when the noise
terms σ1 and σ2 are neglected. We designated φ0 as the
value to which φ+ converged during steady walking (limit
cycle) for the model without phase resetting and noise.
Therefore, steady walking is identical between the models
with and without phase resetting in the absence of noise.
This allows us to clearly investigate the difference in the
response to torque noise between cases with and without
phase resetting.
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This CPG model has four parameters, namely ω, A1, A2,
and 1. We used ω = 4.8 rad/s based on Hausdorff et al.
(1996). Without noise (σ1 = σ2 = 0), we first investigated the
dependence of gait speed during steady walking on A1, A2, and
1, and then calculated the energy cost ε =

∫

(u21 + u22)dt for
one step cycle for A1, A2, and 1. We determined the parameter
set (A1,A2,1) required to minimize ε for each gait speed. When
phase resetting was used, we determined φ0 for each gait speed
using the obtained parameter set.

2.3. Torque Noise
To simulate the stochastic fluctuation of the gait, we used two
independent series of white Gaussian noise for torque noise terms
σ1 and σ2 in (9) and (10), respectively, as follows:

σi = ξUi i = 1, 2 (13)

where ξ is the amplitude of the noise, and U1 and U2 are
independent white Gaussian noise with standard deviation 1.
This torque noise never induces consecutive touchdowns at
extremely short intervals because of discontinuous and large
changes in the state variables (5)–(7) at touchdown. We
numerically solved the governing equations using the Euler-
Maruyama method (Higham, 2001) with a time step of 10−5 s.

To be consistent with previous experiments on
humans (Hausdorff et al., 1995, 1996, 1997), a stride was
defined as two consecutive steps. Stride intervals were calculated
based on the time difference between every other touchdown
(strides did not overlap). Each simulation trial required the
model to walk 1300 steps (650 strides). The first 150 strides were
omitted from the analysis to remove transient behavior due to
initial conditions.

2.4. Detrended Fluctuation Analysis
We used detrended fluctuation analysis (DFA) to determine the
statistical persistence in the time series of stride intervals for
each trial of the computer simulation. This method decreases the
effect of noise and removes local trends, making it less affected
by non-stationarities. The details of the method can be found
elsewhere (e.g., Peng et al., 1993, 1994a,b; Hausdorff et al., 1995;
Hardstone et al., 2012; Ihlen, 2012). Briefly, the feature amount
F(n) constructed from segments of length n of the time series
exhibits a power-law relationship, indicating the presence of
scaling as F(n) ∼ nα . We investigate the scaling exponent α to
determine the statistical persistence for the time series data.

In this study, we first formed the following accumulated sum
using the sequence of stride intervals x(i) for i = 1, 2, . . . ,N,
where N is the total number of strides (N = 500):

y(i) =
i

∑

k=1

[x(k)− x̄] i = 1, 2, . . . ,N (14)

where x̄ is the mean stride interval from x(1) to x(N). We then
divided the integrated series y(i) into segments of length n (n <

N), yj(s) (j = 1, 2, . . . ,N/n, s = 1, 2, . . . , n), so that each segment
is equal in length and non-overlapping. We next detrended each
segment yj(s) by subtracting a least squares linear regression line

ŷj(s) fit to yj(s), and averaged the squares of the detrended data
(i.e., the residuals). We thus obtained the standard deviation
F(n) as

F(n) =

√

√

√

√

1

n

n
∑

s=1

[

yj(s)− ŷj(s)
]2

(15)

We used a set of n distributed equally on a logarithmic scale
between 4 and N/4 (Jordan et al., 2006), specifically, n =
4, 5, 6, . . . , 87, 104, and 125 (sample size is 20).

In general, F(n) increases with increasing n and a graph of
log F(n) vs. log n exhibits a power-law relationship, indicating the
presence of scaling as F(n) ∼ nα . We fit log F(n) vs. log n plots
with a linear function using a standard least squares regression
approach, and obtained the scaling exponent α from the slope of
this line. In particular, α = 0.5 indicates that the stride intervals
are completely uncorrelated (i.e., white noise). That is, DFA will
still produce α = 0.5 even if the time series is rearranged in any
manner (through surrogate data analysis). In contrast, α < 0.5
indicates statistical anti-persistence in stride intervals and 0.5 <

α ≤ 1.0 indicates statistical persistence. When α > 1.0, the
time series is brown noise (i.e., integrated white noise) (Hausdorff
et al., 1995).

3. RESULTS

3.1. Determination of Parameters for Each
Gait Speed
Without noise (ξ = 0), our model achieved stable walking with
a gait speed v of 0.25 to 0.6 m/s depending on the parameters
A1, A2, and 1. Figure 2A shows the contour of the evaluation
criterion ε for A1, A2, and 1, which generated v = 0.3, 0.4, and
0.5 m/s. Figure 2B shows the parameter sets (A1,A2,1), each of
which minimized ε for a given gait speed v. The use of phase
resetting did not affect these results. We use the parameter set
A1 = A1(v),A2 = A2(v), and1 = 1(v) in the following sections.

3.2. Stride Interval Fluctuations
Figure 3 compares the simulation results between the models
with and without phase resetting at a walking speed of 0.4 m/s
(A1 = 4.9, A2 = 10, 1 = 0.47) using the noise amplitude
ξ = 1. Figures 3A,B show the angles θ1 and θ2 and the
stride intervals, respectively, during 500 strides. Although ξ is
identical between the models, the model without phase resetting
has larger stride interval fluctuations than those for the model
with phase resetting. Figure 3C shows a plot of log F(n) for
log n and the scaling exponent α obtained from the slope of
the fitted line. The model with phase resetting exhibits statistical
persistence in stride intervals (0.5 < α ≤ 1.0), which is
consistent with observations of healthy adults (Hausdorff et al.,
1995). Furthermore, the standard deviation of stride interval
fluctuations of the model with phase resetting is 0.03, which is
also consistent with observations of healthy adults (Hausdorff
et al., 1995). In contrast, the model without phase resetting
exhibits statistical anti-persistence in stride intervals (α < 0.5).
Figure 4 shows the dependence of α on ξ . The models with and
without phase resetting, both of which kept walking when ξ ≤ 1,
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FIGURE 2 | Dependence of gait performance on parameters A1, A2, and 1

without noise. (A) Contour of evaluation criterion ε for parameters that

generate gait speed v = 0.3, 0.4, and 0.5 m/s. Data point indicates the

parameter set that minimizes ε. (B) Parameter sets that minimize ε for each

gait speed v.

FIGURE 3 | Comparison of gait fluctuations between models with and without

phase resetting at gait speed v = 0.4 m/s using noise amplitude ξ = 1 (see

Supplementary Movie). (A) Angles θ1 and θ2. Black lines and colored areas

indicate the average and standard deviation, respectively. (B) Stride intervals.

(C) Plot of log F (n) for log n and scaling exponent α obtained from slope of

fitted line.

exhibited statistical persistence and anti-persistence, respectively,
regardless of ξ .

Figure 5 compares the simulation results for the models with
and without phase resetting for various values of gait speed v
using ξ = 10−2. Figures 5A,B show the stride intervals and
log F(n) plot, respectively, for v = 0.3 m/s (A1 = 1.3, A2 = 6.1,
1 = 0.57), 0.4 m/s (A1 = 4.9, A2 = 10, 1 = 0.47),
and 0.5 m/s (A1 = 14, A2 = 15, 1 = 0.37). Figure 5C
shows the dependence of α on v. The model with phase resetting
exhibits statistical persistence regardless of v, which is consistent
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FIGURE 4 | Comparison of scaling exponent α for noise amplitude ξ between

models with and without phase resetting at gait speed v = 0.4 m/s. Data

points and error bars correspond to the means and standard deviations,

respectively, of the results of 10 simulations.

with observations of healthy adults (Hausdorff et al., 1996). In
contrast, the model without phase resetting exhibits statistical
anti-persistence regardless of v.

4. DISCUSSION

4.1. Mechanisms for Statistical Persistence
and Anti-persistence of Stride Intervals
In this study, the model with phase resetting exhibited statistical
persistence in stride intervals (0.5 < α ≤ 1.0), whereas
the model without phase resetting exhibited statistical anti-
persistence (α < 0.5) (Figure 3), as observed in a previous
modeling study (Fu et al., 2020). Statistical anti-persistence is
characterized by the alternation of large and small values. Fu
et al. (2020) performed a linearized stability analysis on a model
without phase resetting and noise, and showed that the dominant
mode (least stable mode) characterized by Floquet multipliers
was a pair of complex conjugates whose amplitude was less than
but close to unity and whose argument was greater than π/2.
This suggests that the fluctuation ξn of the stride number n
can be approximately written as ξn = (−r)nξ1, where r ∼ 1
(r < 1) and ξ1 is an initial deviation, corresponding to a slowly
damped period-2 oscillation. They explained that this period-
2 oscillation induced the alternation of long and short stride
intervals and statistical anti-persistence. Although we performed
the same stability analysis for our model, the dominant mode
of our model without phase resetting and noise was positive
real, whose amplitude is less than 1, indicating that the initial
deviation monotonically decreases. In addition, our model with
phase resetting had almost the same dominant mode as that for
our model without phase resetting and it is difficult to conclude
that these stability characteristics explain the difference in the
statistical properties in stride intervals between the models with
and without phase resetting. Furthermore, the amplitude of our
dominant mode was 0.65 and the damping was relatively fast.

Next, we directly consider the difference in the response of
the stride interval to disturbances. Specifically, we focus on the

phase response curve in phase reduction theory (Winfree, 1980;
Kuramoto, 1984), which explains how the phase of a limit cycle
oscillator shifts by a perturbation at an arbitrary phase (Figure 6).
The model with phase resetting shows a shift of the locomotion
phase after the recovery due to phase resetting in (11) at foot
contact, whereas the model without phase resetting shows no
phase shift (Tamura et al., 2020). Furthermore, the phase shift for
the model with phase resetting varies depending on the timing
of the disturbance. Therefore, the accumulated sum y of stride
intervals in (14) tends to move to the cumulative sum of the
amount of phase shifts induced by input noise in the model
with phase resetting, which results in a relatively smooth signal
with large low-frequency components, as shown in Figure 7.
In contrast, y tends to converge to 0 in the model without
phase resetting, which results in a rough signal with large high-
frequency components. Because the scaling exponent α increases
with the degree of smoothness (Eke et al., 2000), this difference
induces the difference in the scaling exponent α and statistical
properties between the models with and without phase resetting.

4.2. Biological Relevance of Our Findings
The scaling exponent α greatly decreases during walking to
a metronome in humans (Hausdorff et al., 1996), where the
stride interval is constrained by an external cadence (i.e.,
metronome). This corresponds to the walking of the model
without phase resetting, where the stride interval is constrained
by the frequency ω in (8) of the phase oscillator. Therefore, the
locomotion phase remains almost unchanged during walking to
a metronome, and α decreases as in the model without phase
resetting (Figure 3), as discussed in Section 4.1. It has been
reported that α also greatly decreases for the stride interval
fluctuations of elderly subjects (Hausdorff et al., 1997) and
patients with Huntington’s disease (Hausdorff et al., 1997) or
Parkinson’s disease (Frenkel-Toledo et al., 2005). Although the
phase response characteristics have been clarified during walking
for healthy adults (Yamasaki et al., 2003; Funato et al., 2016;
Nessler et al., 2016), those during walking for elderly subjects and
patients with neural disorders remain unclear. Investigating them
would help clarify the mechanisms responsible for changes in the
statistical persistence caused by aging and neural disorders.

Although stride interval fluctuations change depending
on gait speed in humans, the statistical persistence remains
unchanged (Hausdorff et al., 1996). Our model with phase
resetting also exhibited statistical persistence regardless of the
gait speed (Figure 5). The constraint on gait rhythm seems more
crucial for the statistical persistence than the constraint on gait
speed, as observed for walking to a metronome (Hausdorff et al.,
1996).

The standard deviation of stride interval fluctuations is about
0.04 s in human walking, which is 3% of the mean stride
interval (Hausdorff et al., 1995). It was difficult for previous
studies (Gates et al., 2007; Fu et al., 2020) using biomechanical
models to reproduce a magnitude of stride interval fluctuations
similar to that for humans. Although Gates et al. (2007)
reproduced statistical persistence in stride intervals (0.5 < α ≤
1.0) using a simple biomechanical model as in this study, their
model was not robust and the noise amplitude was limited.
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FIGURE 5 | Comparison of stride interval fluctuations for various values of gait speed v between models with and without phase resetting using noise amplitude

ξ = 10−2. (A) Stride intervals and (B) plot of log F (n) for log n for gait speed v = 0.3, 0.4, and 0.5 m/s. (C) Scaling exponent α vs. gait speed v. Data points and error

bars correspond to the means and standard deviations, respectively, of the results of 10 simulations.

Therefore, their stride interval fluctuations were much smaller
than those in humans. Furthermore, the scaling exponent α was
sensitive to the noise amplitude, and the fluctuations exhibited

brown noise at high noise levels (α > 1.0). In contrast, phase
resetting made our model robust, which allowed a magnitude
of stride interval fluctuations similar to that for healthy adults
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FIGURE 6 | Phase shift caused by disturbance to limit cycle of walking. After recovery, locomotion phase is shifted (x1 + · · · + xN > Nτ ).

(Figure 3). Furthermore, α was 0.5 to 1.0, which is consistent
with observations of healthy adults, and was not sensitive to the
noise amplitude (Figure 4), but sensitive to the controller (i.e.,
whether phase resetting was used).

Previous studies (Yamasaki et al., 2003; Aoi et al., 2010;
Fujiki et al., 2018; Tamura et al., 2020) have shown that phase
resetting contributes to adaptive walking. In this study, we found
that it also contributes to the statistical persistence of gait. In
addition to the fact that statistical persistence is impaired by
aging (Hausdorff et al., 1997), central nervous system diseases,
such as Parkinson’s disease (Frenkel-Toledo et al., 2005) and
Huntington’s disease (Hausdorff et al., 1997), and experimental
intervention for walking (Hausdorff et al., 1996), it has been
suggested that statistical persistence is linked to important
characteristics of gait. Bohnsack-McLagan et al. (2016) suggested
that fluctuation persistence leads to redundancies in gait and
helps predict and prevent fall risk. Ahn and Hogan (2013) and Fu
et al. (2020) showed that fluctuation persistence appears in gait
with low gait stability. Gates et al. (2007) showed that a decrease
in the ability to perform finely controlled movements leads to
an increase in motor output noise and impairs the persistence
of fluctuations.

Many studies have reported long-range correlations in
stride intervals in human walking based on the results
of DFA (Hausdorff et al., 1995, 1996, 1997; Ashkenazy
et al., 2002), which indicates that stride-to-stride correlations
decay in a scale-free (fractal-like) power-law fashion and
suggests that each stride depends explicitly on many previous
strides. However, DFA is highly sensitive to yielding false
positive results (Maraun et al., 2004; Höll and Kantz, 2015),
and it is difficult to conclude the presence of long-range
correlations from DFA alone. Instead, DFA provides a valid
indicator of statistical persistence and anti-persistence in a time
series (Maraun et al., 2004). In this study, we used statistical
persistence instead of long-range correlations to interpret the
results of DFA, as discussed in Dingwell and Cusumano
(2010).

FIGURE 7 | Comparison of accumulated sum y of stride intervals between

models with and without phase resetting at gait speed v = 0.4 m/s and using

noise amplitude ξ = 1 in Figure 3.

4.3. Limitations of Our Model and Future
Work
Based on the hypothesis that the statistical persistence in stride
intervals emerge through dynamic interactions between the
neural and biomechanical systems, we integrated a simple neural
model and a simple biomechanical model to reproduce statistical
persistence in stride intervals and change in this statistical
property. However, our model is very simple and has limitations
with regard to replicating many aspects of human walking. In
particular, because the feedforward torques (9) and (10) were
simply composed of a sinusoidal wave, the gait speeds of our
model were slower than those of healthy adults (Figure 2). In
addition, although statistical persistence could be associated with
low gait stability (low convergence speed to the limit cycle) (Ahn
and Hogan, 2013; Fu et al., 2020), our model had higher stability
than that of complicated models due to its simplicity. The high
stability of our model with phase resetting might have caused the
scaling exponent α to be ∼ 0.6, which is smaller than that (∼ 1)
in healthy adults (Hausdorff et al., 1995). Furthermore, stochastic
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noise is ubiquitous in the central nervous system and peripheral
sensory-motor systems (Jones et al., 2002; van Beers et al., 2004;
Churchland et al., 2006). However, our model used only torque
noise, which may result in the difference between the statistical
anti-persistence in the model without phase resetting and the
white noise in walking to a metronome in humans (Hausdorff
et al., 1996; Bohnsack-McLagan et al., 2016).

Based on the findings in this study, it is important to verify
the essential mechanisms responsible for changes in the statistical
persistence by using biologically detailed neuromusculoskeletal
models. In a previous study (Tamura et al., 2020), we integrated
a musculoskeletal model composed of seven rigid links and
18 muscles with a CPG model with a muscle synergy-based
controller to investigate the contribution of phase resetting to
the phase response characteristics during walking. In another
previous study (Fujiki et al., 2019), we used a half-center type
CPGmodel composed of a rhythm generator network, which was
modeled using neuron populations of flexor and extensor centers
based on Danner et al. (2016, 2017) and Rybak et al. (2006),
to clarify the mechanisms responsible for the CPG responses
to afferent stimulation using dynamic systems theory based on
nullclines. We plan to incorporate these biologically detailed
models to further investigate the mechanisms responsible for
changes in the statistical persistence.

5. CONCLUSION

In this study, we clarified the contribution of phase resetting to
the generation and change of statistical persistence using a simple
neuromechanical model. Specifically, our model reproduced
the statistical persistence in stride intervals. A lack of phase

resetting induced a loss of statistical persistence. Furthermore,
we clarified the mechanisms responsible for changes in statistical
persistence caused by phase resetting based on the phase response
characteristics. Our findings provide important insight into
the mechanisms underlying the generation and change of the
statistical persistence in the stride intervals in human walking.
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