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Editorial on the Research Topic

High-performance tensor computations in scientific computing and

data science

Introduction

In the last two decade, tensor computations developed from a small and little known

subject to a vast and heterogeneous field with many diverse topics ranging from high-

order decomposition and low-rank approximation to optimization and multi-linear

contractions. At the same time, several of these operations with tensors are progressively

and diversely applied to many, rather distinct domains; from Quantum Chemistry to

Deep Learning, and from Condensed Matter Physics to Remote Sensing. These domain-

specific applications of tensor computations present a number of particular challenges

originating from their high dimensionality, computational cost, and complexity. Usually,

because these challenges could be quite diverse among application areas, there is not an

homogeneous and uniform approach in the development of software programs tackling

tensor operations. On the contrary, very often developers implement domain-specific

libraries which compromise their use across disciplines. The end result is a fragmented

community where efforts are often replicated and scattered [1].

This Research Topic represents an attempt in bringing together different

communities, spearheading the latest cutting-edge results at the frontier of tensor

computations, and sharing the lessons learned in domain-specific applications. The issue

includes ten research articles written by experts in the field. For the sake of clarity, the

articles can be somewhat artificially divided in four main areas: (i) decompositions, (ii)

low-rank approximations, (iii) high-performance operations, and (iv) tensor networks.

In practice, many of the works in this Research Topic spill over the boundaries of such
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areas and are interdisciplinary in nature, thus demonstrating

how cross-fertilizing the field of tensor computations is.

Decompositions

In multilinear algebra, the Canonical Polyadic

decomposition (CP) is one of several generalization of the

matrix Singular Value Decomposition (SVD) to tensors. The

problem considered in Psarras et al. is the estimation of the

uncertainty associated with the parameters of a Canonical

Polyadic tensor decomposition. The authors demonstrate that it

is possible to perform such an estimation (jackknife resampling)

without altering the input tensor at the cost of a modest

increase in floating point operations. This observation makes it

possible to take advantage of a recent technique—Concurrent

Alternating Least Squares (CALS, [2])—to accelerate the

computation of jackknife resampling. The authors make the

software generated publicly available.

Khoromskaia and Khoromskij present the reduced higher-

order SVD (RHOSVD), which is an efficient version of the

high-order SVD (HOSVD) applicable to tensors in CP format.

The authors focus on the important step of rank truncation

necessary in domain-specific computations with large scale

tensors in scientific computing. Besides a survey, the article

offers new error and stability results for the RHOSVD, as

well as several applications to problems for computational

physics, notably the rank-structured computations involving

multi-particle interaction potentials by using range-separated

tensor format.

While recovering the decomposition of a tensor can be

seen as an a-posterior operation on a given tensor, a specific

tensor decomposition can be a-priory imposed as initial

condition to the solution of a given problem. The work by

Hendrikx et al. studies problems that can be formulated as

a block row Kronecker-structured (BRKS) linear system with

a constrained tensor as the solution. The authors consider

low-rank multilinear singular value decomposition (MLSVD),

CP, and tensor train (TT) as the constrained tensors. Efficient

algorithms to find these solutions are provided for large and

high-order data tensors. This work also derives conditions under

which the constrained tensors can be retrieved from a BRKS

system. The experimental results demonstrate effectiveness of

the proposed algorithms including an application to hyper-

spectral image reconstruction.

Low-rank approximations

One important application of low-rank tensors is the

representation of high-dimensional functions. In their

respective papers, Ayvaz et al. and Götte et al. demonstrate how

low-rank tensor decomposition can be used for representing

and optimizing certain classes of multivariate polynomials,

essentially by using a low-rank model for their coefficient

tensors. This approach provides practical access to quite a rich

set of nonlinear classes of multivariate polynomials in low-

parametric format that can be used as models in several tasks

of data science and machine learning. These applications are

amply demonstrated in the papers and used as a confirmation of

the efficacy and correctness of the methods. While in Ayvaz et

al. the authors focus on the CP format and efficient optimization

based on Gauss-Newton-type algorithms, the work presented in

Götte et al. proposes a block sparse TT format in combination

with alternating least squares optimization.

Cohen introduces a framework for structured low-rank

approximations of matrices and tensors in which the columns

of one of the factor matrices are known or required to be

sparse with respect to a fixed dictionary. Such a model subsumes

several special cases with important applications in signal

processing and data science. The focus of the work is on efficient

optimization algorithms, especially on the sparse-coding sub-

problem that appears when applying an alternating optimization

strategy, which is of interest in itself. Several approaches,

both convex and non-convex, are considered for handling

this important problem and their performance is compared.

The paper therefore also serves as a valuable overview on

the subject.

HPC operations

In their rather comprehensive paper Georganas et al.

present a programming abstraction (the Tensor Processing

Primitives or TPP for short) striving for efficient and portable

implementation of tensor operations, with a special focus on

Deep Learning (DL) workloads. The aim of these primitives

is to provide a ’middle way’ between the monolithic and

inflexible operators offered by DL libraries and the high level

of abstraction provided by Tensor Compilers. The TPP attempt

to strike a balance between these two extremes by providing

relatively low-level 2D tensor primitives that act as building

blocks for more complex and high-level DL operators. In

other words, the TPP specification are platform agnostic while

their implementation is platform specific. The article provides

numerous practical examples where TPP are used in the

realm of DL workloads as well as HPC tasks not specific to

data science.

On a completely different direction, Bassoy presents a

technique to implement basic tensor operations in C++

avoiding pointer arithmetic and instead relying on iterators.

The technique is incorporated into the uBlas extension of

Boost, and is demonstrated on element-wise tensor operations

(e.g., tensor addition), as well as tensor multiplications

(tensor-times-vector, tensor-times-matrix, and tensor-times-

tensor). The aim is a modular design to deal with tensors
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and sub-tensors of arbitrary dimension, abstracting from

storage formats.

Tensor Networks

Tensor Networks methods originated from Condensed

Matter Physics but their application nowadays can span diverse

fields such as Quantum Computing and Artificial Intelligence

and has emerged as a mainstream field in tensor computations

[3]. This Research Topic includes two publications which are

at the crossroad between HPC and Tensor Networks. The

paper by Lyakh et al. considers the processing of tensor

networks. Specifically, it introduces a high-performance library

to build, transform, and numerically evaluate tensor networks

with arbitrary graph structures and complexity. The library

is designed to run on laptops, workstations, as well as HPC

platforms, including shared-memory, distributed-memory, and

GPU-accelerated systems.

While Lyakh et al. focus on the specifics of tensor networks

operations, the work by Evenbly maintains an high-level

approach and is aimed at researchers already familiar with the

theoretical setup of Tensor Networks that want to code their

own software programs. It provides a practical description of

how such programs need to be designed and implemented if

they are going to ripe the benefits of High-Performance low-

level numerical libraries and parallel architectures. The content

is organized in sections, each covering a specific building block

appearing in Tensor Network algorithms, such as contractions,

decompositions, and gauge transformations. At the end of each

section a useful summary is provided as a sort of recipe to realize

in practice the specific Tensor Network operation in terms of the

building blocks.
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A Block-Sparse Tensor Train Format
for Sample-Efficient
High-Dimensional Polynomial
Regression
Michael Götte, Reinhold Schneider and Philipp Trunschke*

Department of Mathematics, Technische Universität Berlin, Berlin, Germany

Low-rank tensors are an established framework for the parametrization of multivariate
polynomials. We propose to extend this framework by including the concept of block-
sparsity to efficiently parametrize homogeneous, multivariate polynomials with low-rank
tensors. This provides a representation of general multivariate polynomials as a sum of
homogeneous, multivariate polynomials, represented by block-sparse, low-rank tensors.
We show that this sum can be concisely represented by a single block-sparse, low-rank
tensor.

We further prove cases, where low-rank tensors are particularly well suited by showing that
for banded symmetric tensors of homogeneous polynomials the block sizes in the block-
sparse multivariate polynomial space can be bounded independent of the number of
variables.

We showcase this format by applying it to high-dimensional least squares regression
problems where it demonstrates improved computational resource utilization and sample
efficiency.

Keywords: sample efficiency, homogeneous polynomials, sparse tensor networks, alternating least square,
empirical L2 approximation

1 INTRODUCTION

An important problem inmany applications is the identification of a function frommeasurements or
random samples. For this problem to be well-posed, some prior information about the function has
to be assumed and a common requirement is that the function can be approximated in a finite
dimensional ansatz space. For the purpose of extracting governing equations the most famous
approach in recent years has been SINDy [1]. However, the applicability of SINDy to high-
dimensional problems is limited since truly high-dimensional problems require a nonlinear
parameterization of the ansatz space. One particular reparametrization that has proven itself in
many applications are tensor networks. These allow for a straight-forward extension of SINDy [2]
but can also encode additional structure as presented in [3]. The compressive capabilities of tensor
networks originate from this ability to exploit additional structure like smoothness, locality or self-
similarity and have hence been used in solving high-dimensional equations [4–7]. In the context of
optimal control tensor train networks have been utilized for solving the Hamilton–Jacobi–Bellman
equation in [8,9], for solving backward stochastic differential equations in [10] and for the
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calculation of stock options prices in [11,12]. In the context of
uncertainty quantification they are used in [13–15] and in the
context of image classification they are used in [16,17].

A common thread in these publications is the parametrization of
a high-dimensional ansatz space by a tensor train network which is
then optimized. In most cases this means that the least-squares error
of the parametrized function to the data is minimized. There exist
many methods to perform this minimization. A well-known
algorithm in the mathematics community is the alternating least-
squares (ALS) [18,19], which is related to the famousDMRGmethod
[20] for solving the Schrödinger equation in quantum physics.
Although, not directly suitable for recovery tasks, it became
apparent that DMRG and ALS can be adapted to work in this
context. Two of these extensions to the ALS algorithm are the
stablilized ALS approximation (SALSA) [21] and the block
alternating steepest descent for Recovery (bASD) algorithm [13].
Both adapt the tensor network ranks and are better suited to the
problem of data identification. Since the set of tensor trains of fixed
rank forms a manifold [22] it is also possible to perform gradient
based optimization schemes [48]. This however is not a path that we
pursue in this work. Our contribution extends the ALS (and SALSA)
algorithm and we believe that it can be applied to many of the fields
stated above.

In this work we consider ansatz spaces of homogeneous
polynomials of fixed degree and their extension to polynomials of
bounded degree. We introduce the concept of block-sparsity as an
efficient way to parametrize homogeneous polynomials with low
rank tensors. Although, this is not the first instance in which sparsity
is used in the context of low-rank tensors (see [24–26]), we believe,
that this is the first time where block-sparsity is used to parametrize
homogeneous polynomials. The sparsity used in the previous works
is substantially different to the block-sparsity discussed in this work.
Block-sparsity is preserved under most tensor network operations
such as summation, orthogonalization and rounding and the
parametrization of tangent spaces which is not the case for
standard sparsity. This is important since orthogonalization is an
essential part of numerically stable and efficient optimization
schemes and means that most of the existing tensor methods,
like HSVD (see [27]), ALS, SALSA or Riemannian optimization
can be performed in this format.We also show that, if the symmetric
tensor of a homogeneous polynomial is banded, it can be represented
very efficiently in the tensor train format, since the sizes of the non-
zero blocks can be bounded independently of the number of
variables. In physics this property can be associated with the
property of locality, which can be used to identify cases where
tensor trains work exceptionally well.

Quantum physicists have used the concept of block-sparsity for at
least a decade [28] but it was introduced to the mathematics
community only recently in [29]. In the language of quantum
mechanics one would say that there exists an operator for which
the coefficient tensor of any homogeneous polynomial is an
eigenvector. This encodes a symmetry, where the eigenvalue of this
eigenvector is the degree of the homogeneous polynomial, which acts
as a quantum number and corresponds to the particle number of
bosons and fermions.

The presented approach is very versatile and can be combined
with many polynomial approximation strategies like the use of

Taylor’s theorem in [30] and there exist many approximation
theoretic results that ensure a good approximation with a low
degree polynomial for many classes of functions (see e.g. [31]).

In addition to the approximation theoretic results, we can
motivate these polynomial spaces by thinking about the sample
complexity for successful recovery in the case of regression
problems. In [32] it was shown that for tensor networks the
sample complexity, meaning the number of data points needed, is
related to the dimension of the high-dimensional ansatz space.
But, these huge sample sizes are not needed in most practical
examples [14]. This suggests that the regularity of the sought
function must have a strong influence on the number of samples
that are required. However, for most practical applications,
suitable regularity guarantees cannot be made — neither for
the best approximation nor for the initial guess, nor any
iterate of the optimization process. By restricting ourselves to
spaces of homogeneous polynomials, the gap between observed
sample complexity and proven worst-case bound is reduced.

In the regression setting, this means that we kill two birds with
one stone. By applying block-sparsity to the coefficient tensor we
can restrict the ansatz space to well-behaved functions which can
be identified with a reasonable sample size. At the same time we
reduce the number of parameters and speed up the least-squares
minimization task. Finally, note that this parametrization allows
practitioners to devise algorithms that are adaptive in the degree
of the polynomial, thereby increasing the computational resource
utilization even further. This solves a real problem in practical
applications where the additional and unnecessary degrees of
freedom of conventional low-rank tensor formats cause many
optimization algorithms to get stuck in local minima.

The remainder of this work is structured as follows. Notation
introduces basic tensor notation, the different parametrizations of
polynomials that are used in this work and then formulates the
associated least-squares problems. In Theoretical Foundation we
state the known results on sampling complexity and block
sparsity. Furthermore, we set the two results in relation and
argue why this leads to more favorable ansatz spaces. This
includes a proof of rank-bounds for a class of homogeneous
polynomials which can be represented particularly efficient as
tensor trains. Method Description derives two parametrizations
from the results of Theoretical Foundation and presents the
algorithms that are used to solve the associated least-squares
problems. Finally,Numerical Results gives some numerical results
for different classes of problems focusing on the comparison of
the sample complexity for the full- and sub-spaces. Most notably,
the recovery of a quantity of interest for a parametric PDE, where
our approach achieves successful recovery with relatively few
parameters and samples. We observed that for suitable problems
the number of parameters can be reduced by a factor of almost 10.

2 NOTATION

In our opinion, using a graphical notation for the involved
contractions in a tensor network drastically simplifies the
expressions making the whole setup more approachable. This
section introduces this graphical notation for tensor networks, the
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spaces that will be used in the remainder of this work and the
regression framework.

2.1 Tensors and Indices
Definition 2.1. Let d ∈ N. Then n � (n1, . . . , nd) ∈ Nd is called a
dimension tuple of order d and x ∈ Rn1×/×nd �: Rn is called a
tensor of order d and dimension n. LetNn � {1, . . . , n} then a tuple
(l1, . . . , ld) ∈ Nn1 ×/ × Nnd � : Nn is called amulti-index and the
corresponding entry of x is denoted by x (l1, . . ., ld). The positions
1, . . ., d of the indices l1, . . ., ld in the expression x (l1, . . ., ld) are
called modes of x.

To define further operations on tensors it is often useful to
associate each mode with a symbolic index.

Definition 2.2.A symbolic index i of dimension n is a placeholder
for an arbitrary but fixed natural number between 1 and n. For a
dimension tuple n of order d and a tensor x ∈ Rn we may write x (i1,
. . ., id) and tacitly assume that ik are indices of dimension nk for each
k � 1, . . ., d. When standing for itself this notation means
x(i1, . . . , id) � x ∈ Rn and may be used to slice the tensor

x i1, l2, . . . , ld( ) ∈ Rn1

where lk ∈ Nnk are fixed indices for all k � 2, . . ., d. For any
dimension tuple n of order d we define the symbolic multi-index
in � (i1, . . ., id) of dimension n where ik is a symbolic index of
dimension nk for all k � 1, . . ., d.

Remark 2.3. We use the letters i and j (with appropriate
subscripts) for symbolic indices while reserving the letters k, l and
m for ordinary indices.

Example 2.4. Let x be an order 2 tensor with mode
dimensions n1 and n2, i.e. an n1-by-n2 matrix. Then x (ℓ1, j)
denotes the ℓ1-th row of x and x (i, ℓ2) denotes the ℓ2-th
column of x.

Inspired by Einstein notation we use the concept of symbolic
indices to define different operations on tensors.

Definition 2.5. Let i1 and i2 be (symbolic) indices of
dimension n1 and n2, respectively and let φ be a bijection

φ: Nn1 × Nn2 →Nn1n2.

We then define the product of indices with respect to φ as
j � φ(i1, i2) where j is a (symbolic) index of dimension n1n2. In
most cases the choice of bijection is not important and we will
write i1 · i2dφ(i1, i2) for an arbitrary but fixed bijection φ. For a
tensor x of dimension (n1, n2) the expression

y i1 · i2( ) � x i1, i2( )
defines the tensor y of dimension (n1n2) while the expression

x i1, i2( ) � y i1 · i2( )
defines x ∈ Rn1×n2 from y ∈ Rn1n2 .

Definition 2.6. Consider the tensors x ∈ Rn1×a×n2 and
y ∈ Rn3×b×n4 . Then the expression

z in1 , in2 , j1, j2, i
n3 , in4( ) � x in1 , j1, i

n2( ) · y in3 , j2, i
n4( ) (1)

defines the tensor z ∈ Rn1×n2×a×b×n3×n4 in the obvious way.
Similary, for a � b the expression

z in1 , in2 , j, in3 , in4( ) � x in1 , j, in2( ) · y in3 , j, in4( ) (2)

defines the tensor z ∈ Rn1×n2×a×n3×n4 . Finally, also for a � b the
expression

z in1 , in2 , in3 , in4( ) � x in1 , j, in2( ) · y in3 , j, in4( ) (3)

defines the tensor z ∈ Rn1×n2×n3×n4 as

z in1 , in2 , in3 , in4( ) �∑a
k�1

x in1 , k, in2( ) · y in3 , k, in4( ).

We choose this description mainly because of its simplicity
and how it relates to the implementation of these operations in
the numeric libraries numpy [33] and xerus [34].

2.2 Graphical Notation and Tensor
Networks
This section will introduce the concept of tensor networks [35] and a
graphical notation for certain operationswhichwill simplify working
with these structures. To this end we reformulate the operations
introduced in the last section in terms of nodes, edges and half-edges.

Definition 2.7. For a dimension tuple n of order d and a tensor
x ∈ Rn the graphical representation of x is given by.

where the node represents the tensor and the half-edges represent
the d different modes of the tensor illustrated by the symbolic
indices i1, . . ., id.

With this definition we can write the reshapings of Defintion
2.5 simply as

and also simplify the binary operations of Definition 2.6.
Definition 2.8. Let x ∈ Rn1×a×n2 and y ∈ Rn3×b×n4 be two

tensors. Then Operation Eq. 1 is represented by

and defines z ∈ R/×a×b×/. For a � b Operation Eq. 2 is
represented by
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and defines z ∈ R/×a×/ and Operation Eq. 3 defines
z ∈ R/×/ by.

With these definitions we can compose entire networks of
multiple tensors which are called tensor networks.

2.3 The Tensor Train Format
A prominent example of a tensor network is the tensor train
(TT) [19,36], which is the main tensor network used
throughout this work. This network is discussed in the
following subsection.

Definition 2.9. Let n be an dimensional tuple of order-d.
The TT format decomposes an order d tensor x ∈ Rn into d
component tensors xk ∈ Rrk−1×nk×rk for k � 1, . . ., d with r0 � rd � 1.
This can be written in tensor network formula notation as

x i1,/, id( ) � x1 i1, j1( ) · x2 j1, i2, j2( )/xd jd−1, id( ).
The tuple (r1, . . ., rd−1) is called the representation rank of this

representation.
In graphical notation it looks like this.

Remark 2.10. Note that this representation is not unique. For
any pair of matrices (A, B) that satisfies AB � Id we can replace xk
by xk (i1, i2, j) · A (j, i3) and xk+1 by B (i1, j) · x (j, i2, i3) without
changing the tensor x.

The representation rank of x is therefore dependent on the
specific representation of x as a TT, hence the name.
Analogous to the concept of matrix rank we can define a
minimal necessary rank that is required to represent a tensor
x in the TT format.

Definition 2.11. The tensor train rank of a tensor x ∈ Rn with
tensor train components x1 ∈ Rn1×r1 , xk ∈ Rrk−1×nk×rk for k � 2, . . .,
d − 1 and xd ∈ Rrd−1×nd is the set

TT − rank(x) � r1, . . . , rd( )
of minimal rk’s such that the xk compose x.

In [[22], Theorem 1a] it is shown that the TT-rank can be
computed by simple matrix operations. Namely, rk can be
computed by joining the first k indices and the remaining d − k
indices and computing the rank of the resulting matrix. At last,
we need to introduce the concept of left and right orthogonality
for the tensor train format.

Definition 2.12. Let x ∈ Rm×n be a tensor of order d + 1. We
call x left orthogonal if

x im, j1( ) · x im, j2( ) � Id j1, j2( ).

Similarly, we call a tensor x ∈ Rm×n of order d + 1 right
orthogonal if

x i1, j
n( ) · x i2, j

n( ) � Id i1, i2( ).
A tensor train is left orthogonal if all component tensors x1, . . .,

xd−1 are left orthogonal. It is right orthogonal if all component
tensors x2, . . ., xd are right orthogonal.

Lemma 2.1 [36]. For every tensor x ∈ Rn of order d we can find
left and right orthogonal decompositions.

For technical purposes it is also useful to define the so-called
interface tensors, which are based on left and right orthogonal
decompositions.

Definition 2.13. Let x be a tensor train of order d with rank
tuple r.

For every k � 1, . . ., d and ℓ � 1, . . ., rk, the ℓ-th left interface
vector is given by

τ≤k,ℓ(x) i1, i2, . . . , ik( ) � x1 i1, j1( ) . . . xk jk−1, ik, ℓ( )
where x is assumed to be left orthogonal. The ℓ-th right interface
vector is given by

τ≥k+1,ℓ(x) ik+1, . . . , id( ) � xk+1 ℓ, ik+1, jk+1( ) . . . xd jd−1, id( )
where x is assumed to be right orthogonal.

2.4 Sets of Polynomials
In this section we specify the setup for our method and define the
majority of the different sets of polynomials that are used. We
start by defining dictionaries of one dimensional functions which
we then use to construct the different sets of high-dimensional
functions.

Definition 2.14. Let p ∈ N be given. A function dictionary of
size p is a vector valued function Ψ � (Ψ1, . . . ,Ψp): R→Rp.

Example 2.15. Two simple examples of a function dictionary
that we use in this work are given by the monomial basis of
dimension p, i.e.

Ψmonomial(x) � 1 x x2 . . . xp−1( )T (4)

and by the basis of the first p Legendre polynomials, i.e.

ΨLegendre(x) � 1 x
1
2

3x2 − 1( ) 1
2

5x3 − 3x( ) . . .( )T . (5)

Using function dictionaries we can define the following
high-dimensional space of multivariate functions. Let Ψ be
a function dictionary of size p ∈ N. The d-th order product
space that corresponds to the function dictionary Ψ is the
linear span

Vd
p d〈 ⊗d

k�1Ψmk
: m ∈ Nd

p〉. (6)

This means that every function u ∈ Vd
p can be written as

u x1, . . . , xd( ) � c i1, . . . , id( )∏d
k�1

Ψ xk( ) ik( ) (7)

with a coefficient tensor c ∈ Rp where p � (p, . . ., p) is a dimension
tuple of order d. Note that equation Eq. 7 uses the index notation
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from Definition 2.6 with arbitrary but fixed xk’s. Since R
p is an

intractably large space, it makes sense for numerical purposes to
consider the subset

Tr Vd
p( )d u ∈ Vd

p : TT − rank(c)≤ r{ } (8)

where the TT rank of the coefficient is bounded. Every u ∈ Tr(Vd
p)

can thus be represented graphically as

where the Ck’s are the components of the tensor
train representation of the coefficient tensor c ∈ Rp of
u ∈ Vd

p .
Remark 2.16. In this way every tensor c ∈ Rp (in the

tensor train format) corresponds one to one to a function
u ∈ Vd

p .
An important subspace of Vd

p is the space of homogeneous
polynomials. For the purpose of this paper we define the
subspace of homogeneous polynomials of degree g as the
space

Wd
gd〈⊗d

k�1Ψmk : m ∈ Nd
p and ∑d

k�1
mk � d + g〉, (10)

where again 〈•〉 is the linear span. From this definition it is easy
to see that a homogeneous polynomial of degree g can be
represented as an element of Vd

p where the coefficient tensor c
satisfies

c m1, . . . ,md( ) � 0, if ∑d
k�1

mk ≠ d + g.

In Theoretical Foundation we will introduce an efficient
representation of such coefficient tensors c in a block sparse
tensor format.

Using Wd
g we can also define the space of polynomials of

degree at most g by

Sdg � ⊕g
̃g�0W

d
̃g . (11)

Based on this characterization we will define a block-sparse
tensor train version of this space in Theoretical Foundation.

2.5 Parametrizing Homogeneous
Polynomials by Symmetric Tensors
In algebraic geometry the spaceWd

g is considered classically only
for the dictionary Ψmonomial of monomials and is typically
parameterized by a symmetric tensor

u(x) � B i1, · · ·, ig( ) · x i1( ) · · · x ig( ), x ∈ Rd (12)

where d � (d, . . ., d) is a dimension tuple of order g and B ∈ Rd

satisfies B (m1, . . .,mg) � B (σ(m1, . . .,mg)) for every permutation
σ in the symmetric group Sg. We conclude this section by showing
how the representation Eq. 7 can be calculated from the

symmetric tensor representation Eq. 12, and vice versa. By
equating coefficients we find that for every (m1, . . . ,md) ∈ Nd

p
either m1 + / + md ≠ d + g and c (m1, . . ., md) � 0 or

c m1, . . . ,md( ) � ∑
σ(n) : σ∈Sg{ }

B σ n1, . . . , ng( )( ) where n1, . . . , ng( )
� ( 1, . . . , 1︸︷︷︸

m1−1 times

, 2, . . . , 2︸︷︷︸
m2−1 times

, . . . , ) ∈ N
g
d.

Since B is symmetric the sum simplifies to

∑
σ(n) : σ∈Sg{ }

B σ n1, . . . , ng( )( ) � g
m1 − 1, . . . ,md − 1( )B n1, . . . , ng( ).

From this follows that for (n1, . . . , ng) ∈ N
g
d

B n1, . . . , ng( ) � 1
g

m1 − 1, . . . ,md − 1( ) c m1, . . . ,md( ) where

mk � 1 +∑g
ℓ�1

δk,nℓ for all k � 1, . . . , d

and δk,ℓ denotes the Kronecker delta. This demonstrates how our
approach can alleviate the difficulties that arise when symmetric
tensors are represented in the hierarchical tucker format [37] in a
very simple fashion.

2.6 Least Squares
Let in the following Vd

p be the product space of a function
dictionary Ψ such that Vd

p 4 L2(Ω). Consider a high-
dimensional function f ∈ L2(Ω) on some domain Ω ⊂ Rd and
assume that the point-wise evaluation f(x) is well-defined for
x ∈ Ω. In practice it is often possible to choose Ω as a product
domain Ω � Ω1 × Ω2 ×/ Ωd by extending f accordingly. To find
the best approximation uW of f in the spaceW4Vd

p we then need
to solve the problem

uW � argminu∈W‖f − u‖2L2(Ω). (13)

A practical problem that often arises when computing uW is
that computing the L2(Ω)-norm is intractable for large d. Instead of
using classical quadrature rules one often resorts to a Monte Carlo
estimation of the high-dimensional integral. This means one draws
M random samples {x(m)}m�1,...,M from Ω and estimates

‖f − u‖2L2(Ω) ≈
1
M

∑M
m�1

‖f x(m)( ) − u x(m)( )‖2F,
where ‖·‖F is the Frobenius norm. With this approximation we
can define an empirical version of uW as

uW,M � argmin
u∈W

1
M

∑M
m�1

‖f x(m)( ) − u x(m)( )‖2F. (14)

For a linear space W, computing uW,M amounts to solving a
linear system and does not pose an algorithmic problem. We
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use the remainder of this section to comment on the
minimization problem Eq. 14 when a set of tensor trains is
used instead.

Given samples (x(m))m�1,...,M we can evaluate u ∈ Vd
p for each

x(m) � (x(m)1 , . . . , x(m)d ) using Eq. 7 If the coefficient tensor c of u
can be represented in the TT format then we can use Eq. 9 to
perform this evaluation efficiently for all samples (x(m))m�1,...,M at
once. For this we introduce for each k � 1, . . ., d the matrix

Ξk � Ψ x(1)k( ) . . . Ψ x(M)
k( )( ) ∈ Rp×M . (15)

Then theM-dimensional vector of evaluations of u at all given
sample points is given by.

where we use Operation Eq. 2 to join the differentM-dimensional
indices.

The alternating least-squares algorithm cyclically updates each
component tensor Ck by minimizing the residual corresponding
to this contraction. To formalize this we define the operator
Φk ∈ RM×rk−1×nk×rk as

.

(16)

Then the update for Ck is given by a minimal residual solution
of the linear system

Ck � argmin
C∈Rrk−1×nk×rk

‖Φk j, i1, i2, i3( ) · C i1, i2, i3( ) − F(j)‖2F

where F(m)dy(m)df (x(m)) and i1, i2, i3, j are symbolic indices of
dimensions rk−1, nk, rk, M, respectively. The particular algorithm
that is used for this minimization may be adapted to the problem at
hand. These contractions are the basis for our algorithms inMethod
Description. We refer to [19] for more details on the ALS algorithm.

Note that it is possible to reuse parts of the contractions in Φk

through so called stacks. In this way not the entire contraction has
to be computed for every k. The dashed boxes mark the parts of

the contraction that can be reused. Details on that can be found
in [38].

3 THEORETICAL FOUNDATION

3.1 Sample Complexity for Polynomials
The accuracy of the solution uW,M of Eq. 14 in relation to uW is
subject to tremendous interest on the part of the mathematics
community. Two particular papers that consider this problem are
[32,39]. While the former provides sharper error bounds for the
case of linear ansatz spaces the latter generalizes the work and is
applicable to tensor network spaces. We now recall the relevant
result for convenience.

Proposition 3.1. For any set W 4 L2(Ω) ∩ L∞(Ω), define the
variation constant

K(W)d sup
v∈W\ 0{ }

‖v‖2L∞(Ω)
‖v‖2L2(Ω)

.

Let δ ∈ (0, 2−1/2). If W is a subset of a finite dimensional linear
space and kdmax{K ({f − uW}), K ({uW}−W)} <∞ it holds that

P ‖f − uW,M‖L2(Ω) ≤ (3 + 4δ)‖f − uW‖L2(Ω)[ ]≥ 1 − q

where q decreases exponentially with a rate
of ln (q) ∈ O( −Mδ2k−2).

Proof. Since k <∞, Theorems 2.7 and 2.12 in [32] ensure that

‖f − uW,M‖L2(Ω) ≤ 1 + 2

����
1 + δ

1 − δ

√⎛⎝ ⎞⎠‖f − uW‖L2(Ω).

holds with a probability of at least 1 − 2C exp ( − 1
2Mδ2k−2). The

constant C is independent ofM and, sinceW is a subset of a finite
dimensional linear space, depends only polynomially on δ and

k−1. For δ ∈ (0, 2−1/2) it holds that
���
1+δ
1−δ

√
≤ 1 + 2δ. This concludes

the proof.
Note that the value of k depends only on f and on the setW

but not on the particular choice of representation of W.
However, the variation constant of spaces like Vd

p still
depends on the underlying dictionary Ψ. Although the
proposition indicates that a low value of k is necessary to
achieve a fast convergence, the tensor product spaces Vd

p
considered thus far does not exhibit a small variation
constant. The consequence of Proposition 3.1 is that
elements of this space are hard to learn in general and
may require an infeasible number of samples. To see this
consider Ω � [−1,1]d and the function dictionary ΨLegendre of
Legendre polynomials Eq. 5. Let L4Nd

p and define
Pℓ(x)d∏d

k�1
������
2ℓk − 1

√
(ΨLegendre(xk))ℓk for all ℓ ∈ L. Then,

{Pℓ}ℓ∈L is an L2-orthonormal basis for the linear subspace
Vd〈Pℓ: ℓ ∈ L〉4Vd

p and one can show that

K(V) � sup
x∈Ω

∑
ℓ∈L

Pℓ(x)2 �∑
ℓ∈L

∏d
k�1

2ℓk − 1( ), (17)

by using techniques from [[32], Sample Complexity for Polynomials]
and the fact that each Pℓ attains its maximum at 1. If L � Nd

p , we can
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interchange the sum and product in Eq. 17 and can conclude that
K(Vd

p) � p2d . This means that we have to restrict the space Vd
p to

obtain an admissible variation constant.We propose to use the space
Wd

g of homogeneous polynomials of degree g. Employing Eq. 17
with L � {ℓ : |ℓ| � d + g} we obtain the upper bound

K Wd
g( )≤(d − 1 + g

d − 1
) max

|ℓ|�d+g
∏d
k�1

2ℓk − 1( )

≤(d − 1 + g
d − 1

) 2⌊g
d
⌋ + 3( )g mod d

2⌊g
d
⌋ + 1( )d−g mod d

where the maximum is estimated by observing that (2 (ℓ1 + 1) −
1) (2ℓ2 − 1) ≤ (2ℓ1 − 1) (2 (ℓ2 + 1) − 1) 5 ℓ2 ≤ ℓ1. For g ≤ d this
results in the simplified bound K(Wd

g )≤ (3e
d−1+g

g )g , where e is the
Euler number. This improves the variation constant substantially
compared to the bound K(Vd

p)≤ p
2d , when g ≪ d. A similar

bound for the dictionary of monomials Ψmonomial is more
involved but can theoretically be computed in the same way.

In this work, we focus on the case where the samples are drawn
according to a probability measure on Ω. This however is not a
necessity and it is indeed beneficial to draw the samples from an
adapted samplingmeasure. Doing so, the theory in [32] ensures that
K(V) � dim(V) for all linear spaces V — independent of the
underlying dictionary Ψ. This in turn leads to the bounds K(Vd

p) �
pd and K(Wd

g ) � (d−1+gd−1)≤(e d−1+g
g )g for g ≤ d. These optimally

weighted least-squares methods however, are not the focus of this
work and we refer the interested reader to the works [39,40].

3.2 Block Sparse Tensor Trains
Now that we have seen that it is advantageous to restrict ourselves
to the spaceWd

g we need to find a way to do so without loosing the
advantages of the tensor train format. In [29] it was rediscovered
from the physics community (see [28]) that if a tensor train is an
eigenvector of certain Laplace-like operators it admits a block
sparse structure. This means for a tensor train c the components
Ck have zero blocks. Furthermore, this block sparse structure is
preserved under key operations, like e.g. the TT-SVD. One
possible operator which introduces such a structure is the
Laplace-like operator

L �∑d
k�1

⊗
k−1
ℓ�1Ip( )⊗ diag(0, 1, . . . , p − 1)⊗ ⊗

d

ℓ�k+1Ip( ). (18)

This is the operator mentioned in the introduction encoding a
quantum symmetry. In the context of quantum mechanics this
operator is known as the bosonic particle number operator but we
simply call it the degree operator. The reason for this is that for the
function dictionary of monomials Ψmonomial the eigenspaces of L for
eigenvalue g are associated with homogeneous polynomials of degreee
g. Simply put, if the coefficient tensor c for the multivariate polynomial
u ∈ Vd

p is an eigenvector ofLwith eigenvalue g, thenu is homogeneous
and the degree of u is g. In general there are polynomials in Vd

p with
degree up to (p − 1)d. To state the results on the block-sparse
representation of the coefficient tensor we need the partial operators

L≤k � ∑k
m�1

⊗
m−1
ℓ�1Ip( )⊗ diag(0, 1, . . . , p − 1)⊗ ⊗

k

ℓ�m+1Ip( )
L≥k+1 � ∑d

m�k+1
⊗
m−1
ℓ�k+1

Ip( )⊗ diag(0, 1, . . . , p − 1)⊗ ⊗
d

ℓ�m+1Ip( ),
for which we have

L � L≤
k ⊗ ⊗

d

ℓ�k+1Ip + ⊗
k

l�1Ip ⊗ L
≥
k+1.

In the following we adopt the notation x � Lc to abbreviate the
equation

x i1, . . . , id( ) � L i1, . . . , id , j1, . . . , jd( )c j1, . . . , jd( )
where L is a tensor operator acting on a tensor c with result x.

Recall that by Remark 2.16 every TT corresponds to a
polynomial by multiplying function dictionaries onto the
cores. This means that for every ℓ � 1, . . ., r the TT τ≤k,ℓ(c)
corresponds to a polynomial in the variables x1, . . ., xk and the TT
τ≥k+1,ℓ(c) corresponds to a polynomial in the variables xk+1, . . ., xd.
In general these polynomials are not homogeneous, i.e. they are
not eigenvectors of the degree operators L≤k and L≥k+1. But since
TTs are not uniquely defined (cf. Remark 2.10) it is possible to
find transformations of the component tensors Ck and Ck+1 that
do not change the tensor c or the rank r but result in a
representation where each τ≤k,ℓ(c) and each τ≥k+1,ℓ(c) correspond
to a homogeneous polynomial. Thus, if c represents a
homogeneous polynomial of degree g and τ≤k,ℓ(c) is
homogeneous with deg(τ≤k,ℓ(c)) � ̃g then τ≥k+1,ℓ(c) must be
homogeneous with deg(τ≥k,ℓ(c)) � g − ̃g.

This is put rigorously in the first assertion in the subsequent
Theorem 3.2. There Sk, ̃g contains all the indices ℓ for which the
reduced basis polynomials satisfy deg(τ≤k,ℓ(c)) � ̃g. Equivalently, it
groups the basis functions τ≥k+1,ℓ(c) into functions of order g − ̃g.
The second assertion in Theorem 3.2 states that we can only
obtain a homogeneous polynomial of degree ̃g +m in the
variables x1, . . ., xk by multiplying a homogeneous polynomial
of degree ̃g in the variables x1, . . ., xk−1 with a univariate
polynomial of degree m in the variable xk. This provides a
constructive argument for the proof and can be used to ensure
block-sparsity in the implementation. Note that this condition
forces entire blocks in the component tensor Ck in equation (20)
to be zero and thus decreases the degrees of freedom.

Theorem 3.2 [[29], Theorem 3.2]. Let p � (p, . . ., p) be a
dimension tuple of size d and c ∈ Rp {0}, be a tensor train of rank
r � (r1, . . ., rd−1). Then Lc � gc if and only if c has a representation
with component tensors Ck ∈ Rrk−1×p×rk that satisfies the following
two properties.

1. For all ̃g ∈ {0, 1, . . . , g} there exist Sk, ̃g4{1, . . . , rk} such that
the left and right unfoldings satsify

L≤
kτ

≤
k,ℓ(c) � ̃gτ≤k,ℓ(c)

L≥
k+1τ

≥
k+1,ℓ(c) �(g − ̃g)τ≥k+1,ℓ(c) (19)

for ℓ ∈ Sk, ̃g .
2. The component tensors satisfy a block structure in the sets

Sk, ̃g for m � 1, . . ., p

Ck ℓ1,m, ℓ2( )≠ 0 0 ∃ 0≤ ̃g ≤ g −(m − 1):
ℓ1 ∈ Sk−1, ̃g∧ℓ2 ∈ Sk, ̃g+(m−1) (20)
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where we set S0,0 � Sd,g � {1}.
Note that this generalizes to other dictionaries and is not

restricted to monomials.
Although, block sparsity also appears for g + 1 ≠ p we restrict

ourselves to the case g + 1 � p in this work. Note that then the
eigenspace of L for the eigenvalue g has a dimension equal to the
dimension of the space of homogeneous polynomials, namely(d − 1 + g
d − 1 ) . Defining ρk, ̃gd|Sk, ̃g |, we can derive the following

rank bounds.
Lemma 3.3 [[29], Lemma 3.6]. Let p � (p, . . ., p) be a

dimension tuple of size d and c ∈ Rp {0}, with Lc � gc. Assume
that g + 1 � p then the block sizes ρk, ̃g from Theorem 3.2 are
bounded by

ρk, ̃g ≤ min (k + g ̃ − 1
k − 1

),(d − k + g − g ̃ − 1
d − 1

){ } (21)

for all k � 1, . . ., d − 1 and ̃g � 0, . . . , g and ρk,0 � ρk,g � 1.
The proof of this lemma is based on a simple combinatorial

argument. For every k consider the size of the groups ρk−1, ̄g for
̄g ≤ ̃g. Then ρk, ̄g can not exceed the sum of these sizes. Similarly,
ρk, ̄g can not exceed ∑ ̄g≤ ̃gρk+1, ̄g . Solving these recurrence relations
yields the bound.

Example 3.1 (Block Sparsity). Let p � 4 and g � 3 be given
and let c be a tensor train such that Lc � gc. Then for k � 2, . . .,
d − 1 the component tensors Ck of c exhibit the following
block sparsity (up to permutation). For indices i of order rk−1
and j of order rk

Ck(i, 1, j) �
* 0 0 0
0 * 0 0
0 0 * 0
0 0 0 *

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ Ck(i, 2, j) �
0 * 0 0
0 0 * 0
0 0 0 *
0 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Ck(i, 3, j) �

0 0 * 0
0 0 0 *
0 0 0 0
0 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ Ck(i, 4, j) �
0 0 0 *
0 0 0 0
0 0 0 0
0 0 0 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

This block structure results from sorting the indices i and j in
such a way that maxSk,g ̃ + 1 � minSk,g ̃+1 for every ̃g.

The maximal block sizes ρk,g ̃ for k � 1, . . ., d − 1 are given by

ρk,0 � 1, ρk,1 � min k, d − k{ }, ρk,2 � min k, d − k{ },
ρk,3 � 1.

As one can see by Lemma 3.3 the block sizes ρk,g ̃ can still be
quite high.

The expressive power of tensor train parametrizations
can be understood by different concepts, such as locality or
self similarity. We use the remainder of this section to
provide d-independent rank bounds in the context of
locality.

Definition 3.2. Let u ∈ Wd
g be a homogeneous polynomial and

B be the symmetric coefficient tensor introduced in
Parametrizing homogeneous polynomials by symmetric tensors
We say that u has a variable locality of Kloc if B (ℓ1, . . ., ℓg) � 0 for
all (ℓ1, . . . , ℓg) ∈ N

g
d with

max |ℓm1 − ℓm2| : m1,m2 � 1, . . . , g{ }>Kloc.

Example 3.3. Let u be a homogeneous polynomial of
degree 2 with variable locality Kloc. Then the symmetric
matrix B (cf. Eq. 12) is Kloc-banded. For Kloc � 0 this means
that B is diagonal and that u takes the form

u(x) �∑d
ℓ�1

Bℓℓx
2
ℓ
.

This shows that variable locality removes mixed terms.
Remark 3.4. The locality condition in the following

Theorem 3.4 is a sufficient, but in no way necessary,
condition for a low rank. But since locality is a prominent
feature of many physical phenomena, this condition allows us
to identify an entire class of highly relevant functions which
can be approximated very efficiently.

Consider, for example, a many-body system in one dimension,
where each body is described by position and velocity coordinates. If
the influence of neighboring bodies is much higher than the
influence of more distant ones, the coefficients of the polynomial
parts that depend on multiple variables often can be neglected. The
forces in this system then exhibit a locality structure. An example of
this is given in equationEq. 6 in [3], where this structure is exhibited
by the force that acts on the bodies. A similar structure also appears
in the microscopic traffic models in Notation of [41].

Another example is given by the polynomial chaos expansion
of the stochastic process

Xt ξ1, . . . , ξt( )dc i1, . . . , it( )∏t
k�1

Ψ ξk( ) ik( )

for t ∈ N, whereΨ is the function dictionary of Hermite polynomials.
Inmany applications, it is justified to assume that themagnitude of the
covariance Cov(Xt1,Xt2) decays with the distance of the indices |t1− t2|
If the covariance decays fast enough, the coefficient tensor exhibits
approximate locality, i.e. it can be well approximated by a coefficient
tensor that satisfies the locality condition. Examples of this areGaussian
processes with a Matérn kernel [42,43] or Markov processes.

Theorem 3.4. Let p � (p, . . ., p) be a dimension tuple of size d
and c ∈ Rp {0} correspond to a homogeneous polynomial of degree
g + 1 � p (i.e. Lc � gc) with variable locality Kloc. Then the block
sizes ρk, ̃g are bounded by

ρk, ̃g ≤ ∑Kloc

ℓ�1
min

⎧⎨⎩ Kloc − ℓ + 1 + ̃g − 2
Kloc − ℓ

⎞⎠, ℓ + g − ̃g − 2
ℓ − 1

( )⎫⎬⎭⎛⎝ (22)

for all k � 1, . . ., d − 1 and ̃g � 1, . . . , g − 1 as well as ρk,0 � ρk,g � 1.
Proof. For fixed g > 0 and a fixed componentCk recall that for each

l the tensor τ≤k,l(c) corresponds to a reduced basis function vl in the
variables x1, . . ., xk and that for each l the tensor τ≥k+1,l(c) corresponds
to a reduced basis function wl in the variables xk+1, . . ., xd. Further
recall that the sets Sk, ̃g group these vl and wl. For all l ∈ Sk, ̃g it holds
that deg(vl) � ̃g and deg(wl) � g − ̃g. For ̃g � 0 and ̃g � g we know
from Lemma 3.3 that ρk, ̃g � 1. Now fix any 0< ̃g < g and arrange all
the polynomials vl of degree ̃g in a vector v and all polynomials wl of
degree g − ̃g in a vector w. Then every polynomial of the form vuQw
for some matrix Q satisfies the degree constraint and the maximal
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possible rank of Q provides an upper bound for the block size ρk, ̃g .
However, due to the locality constraint we know that certain entries of
Q have to be zero. We denote a variable of a polynomial as inactive if
the polynomial is constant with respect to changes in this variable and
active otherwise. Assume that the polynomials in v are ordered
(ascendingly) according to the smallest index of their active
variables and that the polynomials in w are ordered (ascendingly)
according to the largest index of their active variables. With this
ordering Q takes the form

Q �

0
Q1

* Q2

* * Q3

« « « 1
* * * / QKloc

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

This means that for ℓ � 1, . . ., Kloc each block Qℓ matches a
polynomial vl of degree ̃g in the variables xk−Kloc+ℓ, . . . , xk with a
polynomial wl of degree g − ̃g in the variables xk+1, . . ., xk+ℓ.

Observe that the number of rows in Qℓ decreases while the
number columns increases with ℓ. This means that we can
subdivide Q as

Q �
0 0 0
QC 0 0
* QR 0

⎛⎜⎝ ⎞⎟⎠,

where QC contains the blocks Qℓ with more rows than columns (i.e.
full column rank) and QR contains the blocks Qℓ with more columns
than rows (i.e. full row rank). So QC is a tall-and-skinny matrix while
QR is a short-and-wide matrix and the rank for general Q is bounded
by the sumover the column sizes of theQℓ inQC plus the sumover the
row sizes of the Qℓ in QR i.e.

rank(Q) � ∑Kloc

ℓ�1
rank Qℓ( ).

To conclude the proof it remains to compute the row and
column sizes of Qℓ. Recall that the number of rows of Qℓ equals
the number of polynomials u of degree ̃g in the variables
xk−Kloc+ℓ, . . . , xk that can be represented as
u(xk−Kloc+ℓ, . . . , xk) � xk−Kloc+ℓũ(xk−Kloc+ℓ, . . . , xk). This corresponds
to all possible ũ of degree ̃g − 1 in the Kloc − ℓ + 1 variables
xk−Kloc+ℓ, . . . , xk. This means that

#rows Qℓ( )≤ Kloc − ℓ + 1 + ̃g − 2
Kloc − ℓ

⎞⎠⎛⎝
and a similar argument yields

#columns Qℓ( )≤ ℓ + g − ̃g − 2
ℓ − 1

( ).
This concludes the proof.
This lemma demonstrates how the combination of the model

space Wd
g with a tensor network space can reduce the space

complexity by incorporating locality.
Remark 3.5. The rank bound in Theorem 3.4 is only sharp for

the highest possible rank. The precise bounds can be much

smaller, especially for the first and last ranks, but are quite
technical to write down. For this reason, we do not provide them.

One sees that the bound only depends on g and Kloc and is
therefore d-independent.

Remark 3.6. The rank bounds presented in this section do not
only hold for the monomial dictionary Ψmonomial but for all
polynomial dictionaries Ψ that satisfy deg(Ψk) � k − 1 for all
k � 1, . . ., p. When we speak of polynomials of degree g, we mean
the space Wd

g � {v ∈ Vd
p : deg(v) � g}. For the dictionary of

monomials Ψmonomial the space Wd
g contains only homogeneous

polynomials in the classical sense. However, when the basis of
Legendre polynomialsΨLegendre is used one obtains a space in which
the functions are not homogeneous in the classical sense. Note that
we use polynomials since they have been applied successfully in
practice, but other function dictionaries can be used as well. Also
note that the theory is much more general as shown in [29] and is
not restricted to the degree counting operator.

With Theorem 3.4 one sees that tensor trains are well suited to
parametrize homogeneous polynomials of fixed degree where the
symmetric coefficient tensor B (cf. Eq. 12) is approximately banded
(see also Example 3.3). This means, that there exist an Kloc such that
the error for a best approximation of B by a tensor B

̃
with variable

locality Kloc is small. However, Kloc is not known precisely in practice
but can only be assumed by physical understanding of the problem at
hand. Therefore, we still rely on rank adaptive schemes to find
appropriate rank and block sizes. Moreover, the locality property
heavily depends on the ordering of the modes. This ordering can be
optimized, for example, by using entropymeasures for the correlation
of different modes, as it is done in quantum chemistry (cf. [[44],
Remark 4.2]) or by model selection methods (cf. [25,27,45,46]).

4 METHOD DESCRIPTION

In this section we utilize the insights of Theoretical Foundation to
refine the approximation spaces Wd

g and Sdg and adapt the
alternating least-squares (ALS) method to solve the related
least-squares problems. First, we define the subset

Bρ Wd
g( )d{u ∈ Wd

g : c is block−sparse with ρk, ̃g ≤ ρ for

0≤ ̃g ≤ g, k � 1, . . . , d} (23)

and provide an algorithm for the related least-squares problem in
Algorithm 1 which is a slightly modified version of the classical
ALS [19].1 With this definition a straight-forward application of
the concept of block-sparsity to the space Sdg is given by

Sdg,ρ � ⊗
g

̃g�0
Bρ Wd

̃g( ). (24)

This means that every polynomial in Sdg,ρ can be represented by
a sum of orthogonal coefficient tensors2

1It is possible to include rank adaptivity as in SALSA [21] or bASD [13] and we
have noted this in the relevant places.
2The orthogonality comes from the symmetry of L which results in orthogonal
eigenspaces.
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∑g
̃g�0
c( ̃g) where Lc( ̃g) � ̃gc( ̃g). (25)

There is however another, more compact, way to represent this
function. Instead of storing g + 1 different tensor trains c(0), . . ., c(g) of
order d, we can merge them into a single tensor c of order d + 1 such
that c(id , ̃g

̃
) � c( ̃g)(id). The summation over ̃g can thenbe represented

by a contraction of a vector of 1’s to the (d + 1)-th mode. To retain the
block-sparse representationwe can view the (d+1)-th component as an
artificial component representing a shadow variable xd+1.

Remark 4.1. The introduction of the shadow variable xd+1
contradicts the locality assumptions of Theorem 3.4 and implies
that the worst case rank bounds must increase. This can be
problematic since the block size contributes quadratically to the
number of parameters. However, a proof similar to that of
Theorem 3.4 can be made in this setting and one can show
that the bounds remain independent of d

ρk, ̃g ≤ 1+ ∑Kloc

ℓ�1
min Kloc − ℓ + 1 + ̃g − 2

Kloc − ℓ
( ), ℓ +1 + g − ̃g − 2

ℓ +1 − 1
⎛⎝ ⎞⎠⎧⎨⎩ ⎫⎬⎭

(26)

where the changes to Eq. 22 are underlined. This is crucial, since
in practice one can assume locality by physical understanding of
the problem at hand. With this statement, we can guarantee that
the ranks are only slightly changed by the auxiliary contraction
and the locality property is not destroyed.

We denote the set of polynomials that results from this
augmented block-sparse tensor train representation as

Sd,augg,ρ (27)

where again ρ provides a bound for the block-size in the representation.
Since Sd,augg,ρ is defined analogously to Bρ(Wd

g ) we can use
Algorithm 1 to solve the related least-squares problem by
changing the contraction Eq. 16 to

. (28)

To optimize the coefficient tensors c(0), . . ., c(g) in the space Sdg,ρ
we resort to an alternating scheme. Since the coefficient tensors

are mutually orthogonal we propose to optimize each c( ̃g)

individually while keeping the other summands {c(k)}k≠ ̃g fixed.
This means that we solve the problem

u( ̃g) � argmin
u∈Wd

̃g

1
M

∑M
m�1

‖f x(m)( ) − ∑g
k�0
k≠ ̃g

u(k) x(m)( ) − u x(m)( )‖2F (29)

which can be solved usingAlgorithm1. The original problemEq. 14 is
then solved by alternating over g

̃
until a suitable convergence criterion

is met. The complete algorithm is summarized in Algorithm 2.
The proposed representation has several advantages. The

optimization with the tensor train structure is computationally less
demanding than solving directly in Sdg . Let D � dim(Sdg ) � ( d

d+g).
Then a reconstruction on Sdg requires to solve a linear system of size
M × D while a microstep in an ALS sweep only requires the solution
of systems of size less thanMpr2 (depending on the block sizes ρk, ̃g).
Moreover, the stack contractions as shown in Least Squares also
benefit from the block sparse structure. This also means that the
number of parameters of a full rank r tensor train can bemuch higher
than the number of parameters of several c(m)’s which individually
have ranks that are even larger than r.

Remark 4.2. Let us comment on the practical pondering behind
choosing Sd,augg,ρ or Sdg,ρ by stating some pros and cons of [1]these
parametrizations.We expect that solving the least-squares problem for
Sd,augg,ρ will be faster than for Sdg,ρ since it is computationalmore efficient
to optimize all polynomials simultaneously than every degree
individually in an alternating fashion. On the other hand, the
hierarchical scheme of the summation approach may allow one to
utilizemulti-levelMonte Carlo approaches. Together with the fact that
every degree g

̃
possesses a different optimal sampling density thismay

result in a drastically improved best case sample efficiency for the
direct method. Additionally, with Sdg,ρ it is easy to extend the ansatz
space simply by increasing gwhich is not so straight-forward for Sd,augg,ρ .
Which approach is superior depends on the problem at hand.

Algorithm 1 | Extended ALS (SALSA) for the least-squares problem on Bρ(W
d
g )

input: Data pairs (x(m) , y(m)) ∈ Rd × R form � 1, . . .,M, a function dictionaryΨ,
a maximal degree g, and a maximal block size ρ.

output: Coefficent tensor c of a function u ∈ B(Wd
g ) that approximates the data.

For k � 1, . . ., d compute Ξk according to Eq. 15;
Initialize the coefficient tensor c for u ∈ B(Wd

g );
Initialize SALSA parameters;
while not converged do

Right orthogonalize c;
for k � 1, . . ., d do

Compute Φk according to Eq. 16;
Compute the index set I of the non-zeros components in Ck according to
Eq. 20;
Update Ck by solving the SALSA-regularized version of Φk (j, i

3) · Ck(i
3) � y(j)

restricted to i3 ∈ I ;
Left orthogonalize Ck and adapt the kth rank while respecting block size
bounds ρ and Eq. 21;

end
Update SALSA parameters;

end
return c
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5 NUMERICAL RESULTS

In this section we illustrate the numerical viability of the proposed
framework on some simple but common problems. We estimate
the relative errors on test sets with respect to the sought function f
and are interested in the required number of samples leading to
recovery. Our implementation is meant only as a proof of concept
and does not lay any emphasis on efficiency. The rank is chosen a
priori, the stopping criteria are naïvely implemented and rank
adaptivity, as would be provided by SALSA, is missing all
together.3 For this reason we only compare the methods in
terms of degrees of freedom and accuracy and not in terms of
computing time. These are relevant quantities nonetheless, since
the degrees of freedom are often the limiting factor in high
dimensions and the computing time is directly related to the
number of degrees of freedom.

In the following we always assume p � g + 1. We also restrict
the group sizes to be bounded by the parameter ρmax. In our
experiments we choose ρmax without any particular strategy but
ideally, ρmax would be determined adaptively by the use of SALSA,
which we did not do in this work. For every sample size the error
plots show the distribution of the errors between the 0.15 and 0.85
quantile. The code for all experiments has been made publicly
available at https://github.com/ptrunschke/block_sparse_tt.

5.1 Riccati Equation
In this section we consider the closed-loop linear quadratic
optimal control problem

minimize
u

‖y‖2L2([0,∞] ×[−1,1]) + λ‖u‖2L2([0,∞])
subject to zty � z2xy + u(t)χ[−0.4,0.4],

(t, x) ∈ [0,∞] ×[−1, 1]
y(0, x) � y0(x), x ∈ [−1, 1]
zxy(t,−1) � zxy(t, 1) � 0

After a spatial discretization of the heat equation with finite
differences we obtain a d-dimensional system of the form

minimize
u

∫∞

0
y(t)uQy(t) + λu(t)2 dt subject to _y

� Ay + Bu and y(0) � y0.

It is well known [47] that the value function for this problem
takes the form v(y0) � yu0 Py0 where P can be computed by

solving the algebraic Riccati equation (ARE). It is therefore a
homogeneous polynomial of degree 2. This function is a perfect
example of a function that can be well-approximated in the space
Wd

2 . We approximate the value function on the domain Ω �
[−1,1]d for d � 8 with the parameters g � 2 and ρmax � 4.

In this experiment we use the dictionary of monomials Ψ �
Ψmonomial (cf. Eq. 4) and compare the ansatz spaces W8

2,
B4(W8

2), T6(V8
3) and V8

3. Since the function v(x) is a general
polynomial we use Lemma 3.3 to calculate the maximal block
size 4. This guarantees perfect reconstruction since
B4(W8

2) � W8
2. The rank bound 6 is chosen s.t.

B4(W8
2)4T6(V8

3). The degrees of freedom of all used spaces
are listed in Table 1. In Figure 1 we compare the relative
error of the respective ansatz spaces. It can be seen that the
block sparse ansatz space recovers almost as well as the sparse
approach. As expected, the dense TT format is less favorable
with respect to the sample size.

A clever change of basis, given by the diagonalization ofQ, can
reduce the required block size from 4 to 1. This allows to extend
the presented approach to higher dimensional problems. The
advantage over the classical Riccati approach becomes clear when
considering non-linear versions of the control problem that do
not exhibit a Riccati solution. This is done in [8,9] using the dense
TT-format Tr(Vd

p).

5.2 Gaussian Density
As a second example we consider the reconstruction of an
unnormalized Gaussian density

f (x) � exp −‖x‖22( ).

Algorithm 2 | Alternating extended ALS (SALSA) for the least-squares problem
on Sd

g,ρ

input: Data pairs (x(m) , y(m) ) ∈ Rd × R for m � 1, . . ., M, a function dictionary Ψ, a
maximal degree g, and a maximal block size ρ.

output: Coefficent tensors c(0), . . ., c(g) of a function u ∈ Sd
g,ρ that approximates the

data.
Initialize the coefficient tensors c( ̃g ) of u( ̃g ) ∈ Bρ(W

d
̃g ) for g̃ � 0, . . . , g;

while not converged do
for g̃ � 0, . . . , g do

Compute z(m)dy(m) −∑k≠ ̃gu
(k)(x(m) ) for m � 1, . . ., M;

Update c( ̃g ) by using Algorithm 1 on the data pairs (x
(m)
, z

(m)
) form � 1, . . .,M;

end
end
return c( ̃g ) for g̃ � 0, . . . , g

TABLE 1 | Degrees of freedom for the full spaceWd
g of homogeneous polynomials

of degree g �2, the TT variant Bρmax
(Wd

g ) with maximal block size ρmax �4, the
space Tr (V

d
p ) with TT rank bounded by r �6, and the full space Vd

p for
completeness.

W8
2 B4(W8

2) T6 (V8
3) V8

3

36 94 390 6561

FIGURE 1 | 0.15–0.85 quantiles for the recovery error in W8
2 (blue),

B4(W
8
2) (orange), and T6(V

8
3) (green). The relative error is computed with

respect to the L2-norm using a Monte Carlo estimation with 106 samples.
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again on the domain Ω � [−1,1]d with d � 6. For the dictionary
Ψ � ΨLegendre [cf. Eq. 5] we chose g � 7, ρmax � 1 and r � 8 and
compare the reconstruction w.r.t. Sdg , S

d
g,ρmax

and Tr(Vd
p), defined

in (11), (24) and (8). The degrees of freedom resulting from these
different discretizations are compared in Table 2. This example is
interesting because here the roles of the spaces are reversed. The
function has product structure

f (x) � exp −x21( ) . . . exp −x2d( )
and can therefore be well approximated as a rank 1 tensor train with
each component Ck just being a best approximation for exp (−x2k) in
the used function dictionary. Therefore, we expect the higher degree
polynomials to be important. A comparison of the relative errors to
the exact solution are depicted inFigure 2. This example demonstrates
the limitations of the ansatz space S67 which is not able to exploit the
low-rank structure of the function f. Using S67,1 can partially remedy
this problem as can be seen by the improved sample efficiency. But
since S67,14S67 the final approximation error of S67,1 can not deceed
that of S67. One can see that the dense formatT1(V6

8) produces the best
results but is quite unstable compared to the other ansatz classes. This
instability is a result of the non-convexity of the set Tr(Vd

p) and we
observe that the chance of getting stuck in a local minimum increases
when the rank r is reduced from 8 to 1. Finally, we want to address the
peaks that are observable at M ≈ 500 samples for T8(V6

8) and M ≈
1716 samples for S67. For this recall that the approximation in S67
amounts to solving a linear systemwhich is underdetermined forM <
1716 samples and overdetermined for M > 1716 samples. In the
underdetermined case we compute the minimum norm solution
and in the overdetermined case we compute the least-squares

solution. It is well-known that the solution to such a
reconstruction problem is particularly unstable in the area of
this transition [39]. Although the set S67,1 is non-linear we take
the peak at M ≈ 500 as evidence for a similar effect which is
produced by the similar linear systems that are solved in the micro
steps in the ALS.

5.3 Quantities of Interest
The next considered problem often arises when computing
quantities of interest from random partial differential
equations. We consider the stationary diffusion equation

∇xa(x, y)∇xu(x, y) � f (x) x ∈ D
u(x, y) � 0 x ∈ zD

on D � [−1,1]2. This equation is parametric in y ∈ [−1,1]d. The
randomness is introduced by the uniformly distributed random
variable y ∼ U([−1, 1]d) that enters the diffusion coefficient

a(x, y)d1 + 6
π2
∑d
k�1

k−2 sin ϖ̂kx1( )sin ϖ̌kx2( )yk
with ϖ̂k � π⌊k2⌋ and ϖ̌k � π⌈k2⌉. The solution u often measures the

concentration of some substance in the domain Ω and one is
interested in the total amount of this substance in the entire domain

M(y)d∫
Ω
u(x, y) dx.

An important result proven in [31] ensures the ℓp summability, for
some 0 < p ≤ 1, of the polynomial coefficients of the solution of
this equation in the dictionary of Chebyshev polynomials.
This means that the function is very regular and we presume
that it can be well approximated in Sdg for the dictionary of
Legendre polynomials ΨLegendre. For our numerical
experiments we chose d � 10, g � 5 and ρmax � 3 and
again compare the reconstruction w.r.t. Sdg , the block-
sparse TT representations of Sdg,ρmax

and Sd,augg,ρmax
and a dense

FIGURE 2 | 0.15–0.85 quantiles for the recovery error in S6
7 (blue), S

6
7,1 (orange), T1(V

6
8) (green), and T8(V

6
8) (red). The relative error is computed with respect to the

L2-norm using a Monte Carlo estimation with 106 samples.

TABLE 2 | Degrees of freedom for the full space Sd
g , the TT variant Sd

g,ρmax
with

maximal block size ρmax �1, the space Tr (V
d
p ) with TT rank bounded by r �1,

the space Tr (V
d
p ) with TT rank bounded by r �8, and the full space Vd

p for
completeness.

S6
7 S6

7,1 T1(V6
8 ) T8(V6

8 ) V6
8

1716 552 48 2,176 262,144
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TT representation of Tr(Vd
p) with rank r ≤ 14. Admittedly, the

choice d � 10 is relatively small for this problem but was
necessary since the computation on Sdg took prohibitively long
for larger values. A comparison of the degrees of freedom for the
different ansatz spaces is given in Table 3 the relative errors to the
exact solution are depicted in Figure 3. In this plot we can
recognize the general pattern that a lower number of parameters
can be associated with an improved sample efficiency. However, we
also observe that for small M the relative error for Sdg,ρ is smaller
than for Sd,augg,ρ . We interpret this as a consequence of the regularity
of u since the alternating scheme for the optimization in Sdg,ρ favors
lower degree polynomials by construction. In spite of this success,
we have to point out that optimizing over Sdg,ρ took about 10 times
longer than optimizing over Sd,augg,ρ . Finally, we observe that the
recovery in T14(V10

6 ) produces unexpectedly large relative errors
when compared to previous results in [13]. This suggests that the
rank-adaptive algorithm from [13] has a strong regularizing effect
that improves the sample efficiency.

6 CONCLUSION

We introduce block sparsity [28,29] as an efficient tool to
parametrize, multivariate polynomials of bounded degree.
We discuss how to extend this to general multivariate
polynomials of bounded degree and prove bounds for the
block sizes for certain polynomials. As an application we

discuss the problem of function identification from data for
tensor train based ansatz spaces and give some insights into
when these ansatz spaces can be used efficiently. For this we
motivate the usage of low degree multivariate polynomials by
approximation results (e.g. [30,31]) and recent results on
sample complexity [32]. This leads to a novel algorithm for
the problem at hand. We then demonstrate the applicability
of this algorithm to different problems. Up until now block
sparse tensor trains are not used for these recovery tasks. The
numerical examples, however, demonstrate that at least dense
tensor trains can not compete with our novel block-sparse
approach. We observe that the sample complexity can be much
more favorable for successful system identification with block
sparse tensor trains than with dense tensor trains or purely
sparse representations. We expect that the inclusion of rank-
adaptivity using techniques from SALSA or bASD is straight
forward, which we therefore consider an interesting direction
from an applied point of view for forthcoming papers. We
expect, that this would improve the numerical results even
further. The introduction of rank-adaptivity would moreover
alleviate the problem of having to choose a block size a-priori.
Finally, we want to reiterate that the spaces of polynomials with
bounded degree are predestined for the application of least-squares
recovery with an optimal sampling density (cf [39]) which holds
opportunities for further improvement of the sample efficiency. This
leads us to the strong believe that the proposed algorithm can be
applied successfully to other high dimensional problems in which
the sought function exhibits sufficient regularity.
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FIGURE 3 | 0.15–0.85 quantiles for the recovery error in S10
5 (blue), S10

5,3

(orange), S10,aug
5,3 (green), and T14(V

10
6 ) (red). The relative error is computed with

respect to the L2-norm using a Monte Carlo estimation with 106 samples. The
experiment for T14(V

10
6 ) was stopped early at M �1,200 due to its prohibitive

computational demand and because the expected behaviour is already observable.

TABLE 3 | Degrees of freedom for the full space Sd
g , the TT variant Sd

g,ρmax
with

maximal block size ρmax �3, the space Tr (V
d
p ) with TT rank bounded by r �14,

and the full space Vd
p for completeness.

S10
5 S10

5,3 S10,aug
5,3 T14(V10

6 ) V10
6

3,003 1726 803 7,896 60,466,176
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Constrained tensor andmatrix factorization models allow to extract interpretable patterns

from multiway data. Therefore crafting efficient algorithms for constrained low-rank

approximations is nowadays an important research topic. This work deals with columns

of factor matrices of a low-rank approximation being sparse in a known and possibly

overcomplete basis, a model coined as Dictionary-based Low-Rank Approximation

(DLRA). While earlier contributions focused on finding factor columns inside a dictionary

of candidate columns, i.e., one-sparse approximations, this work is the first to tackle

DLRA with sparsity larger than one. I propose to focus on the sparse-coding subproblem

coinedMixed Sparse-Coding (MSC) that emerges when solving DLRA with an alternating

optimization strategy. Several algorithms based on sparse-coding heuristics (greedy

methods, convex relaxations) are provided to solve MSC. The performance of these

heuristics is evaluated on simulated data. Then, I show how to adapt an efficient MSC

solver based on the LASSO to compute Dictionary-based Matrix Factorization and

Canonical Polyadic Decomposition in the context of hyperspectral image processing and

chemometrics. These experiments suggest that DLRA extends the modeling capabilities

of low-rank approximations, helps reducing estimation variance and enhances the

identifiability and interpretability of estimated factors.

Keywords: dictionary, tensors, sparse, low-rank, non-convex optimization, LASSO

1. INTRODUCTION

Low-Rank Approximations (LRA) are well-known dimensionality reduction techniques that allow
to represent tensors or matrices as sums of a few separable terms. One of the main reasons
why these methods are used extensively for pattern recognition is their ability to provide
part-based representations of the input data. This is particularly true for Nonnegative Matrix
Factorization (NMF) or Canonical Polyadic Decomposition (CPD), see section 2 for a quick
introduction and the following surveys and book for more details [1–3]. In order to fix notations
while retaining generality, let us make use of the following informal mathematical formulation
of LRA.
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DEFINITION 1 (Low-Rank Approximation). Given a data matrix
Y ∈ R

n×m and a small nonzero rank r ∈ N, compute so-called
factor matrices A ∈ R

n×r and B ∈ R
m×r in

arg,min
A∈�A , B∈�B

‖Y − ABT‖2F . (1)

The set �A is an additional constraint set for A, such as
nonnegativity elementwise. The set �B is the structure required on
B to obtain a specific LRA model; for instance in the unconstrained
CPD of an order three tensor,�B is the set of matrices written as the
Khatri-Rao product of two factor matrices. A precise qualification
of “small” rank depends on the sets � and is omitted for simplicity.

Among LRA models, identifiability1 properties vary
significantly. While CPD is usually considered to have mild
identifiability conditions [4], NMF on the other hand is often
not essentially unique [3]2. Generally speaking, additional
regularizations are often imposed in both matrix and tensor
LRA models to help with the interpretability of the part-based
representation. These regularizations may take the form of
constraints on the parameters or penalizations, like the sparsity-
inducing ℓ1 norm [5, 6]. They can also take the form of a
parameterization of the factors [7, 8] if such a parameterization
is known.

This work focuses on imposing an implicit parameterization
on A. More precisely, each column of factor A is assumed to be
well represented in a known dictionary D ∈ R

n×d using only a
small number k < n of coefficients. In other words, in this work
the set �A is the union of subspaces of dimension k spanned by
columns of a given dictionary D, and there exist a columnwise k-
sparse code matrix X ∈ R

d×r such that A = DX. A low-rank
approximation model which such a constraint on at least one
mode is called Dictionary-based LRA (DLRA) thereafter.

DEFINITION 2 (Dictionary-based Low-Rank Approximation). Given a
data matrix Y ∈ R

n×m, a small nonzero rank r ∈ N, a sparsity
level k < n and a dictionary D ∈ R

n×d, compute columnwise
k-sparse code matrix X ∈ R

n×r and factor matrix B ∈ R
m×r in

arg,min
X∈�X , ∀i≤r, ‖Xi‖0≤k, B∈�B

‖Y − DXBT‖2F , (2)

where Xi is the i-th column of X. The set �X is an additional
constraint set for X, such as nonnegativity elementwise. The set
�B is the structure required on B to obtain a specific LRA model.
Additionally, assume that B is full column-rank.

Abbreviations: LRA, low-rank approximation; CPD, canonical polyadic

decomposition; DLRA, dictionary-based LRA; DCPD, dictionary-based CPD;

DNMF, dictionary-based Nonnegative Matrix Factorization; NMF, nonnegative

matrix factorization; DMF, dictionary-based matrix factorization; MSC, mixed

sparse coding; AO, alternating optimization; HT, hard thresholding; IHT, iterative

hard thresholding; OMP, orthognal matching pursuit; FISTA, fast iterative soft

thresholding algorithm; HOMP, hierarchical OMP; SNR, signal to noise ratio;

SAM, spectral angular mapper.
1Informally, the parameters of a model are identifiable if they can be uniquely

recovered from the data.
2Essential uniqueness means uniqueness up to trivial scaling ambiguities and

rank-one terms permutation.

1.1. Motivations
To better advocate for the usefulness of DLRA, below two
particular DLRA models are introduced:

• Dictionary-based Nonnegative Matrix Factorization (DNMF)

may be formulated as

arg,min
X∈Rd×r

+ , ∀i≤r, ‖Xi‖0≤k, B∈Rm×r
+

‖Y − DXBT‖2F . (3)

To ensure that A = DX is nonnegative, dictionary D is
supposed to be entry-wise nonnegative so that the constraint
X ≥ 0 is sufficient. NMF is known to have strict identifiability
conditions [3, 9], and in general one should expect that NMF
has infinitely many solutions. The dictionary constraint can
enhance identifiability by restraining the set of solutions. For
instance setting D = Y and k = 1 yields the Separable NMF
model, which is solvable in polynomial time and which factors
are generically identifiable even in the presence of noise [10].
Moreover, DNMF is also a more flexible model than NMF.
In section 5.2, it is shown that DNMF can be used to solve a
matrix completion problem with missing rows in the data that
NMF cannot solve.

• Dictionary-based Canonical Polyadic Decomposition (DCPD),

for an input tensor Y ∈ R
n×m1×m2 may be formulated as

arg,min
X∈Rd×r , ∀i≤r, ‖Xi‖0≤k, B∈Rm1×r , C∈Rm2×r

‖Y − DX (B⊙ C)T ‖2F .

(4)
where ⊙ is the Khatri-Rao product [1]. Unlike NMF,
CPD factor are identifiable under mild conditions [4]. But
in practice, identifiability may still be elusive, and the
approximation problem is in general ill-posed [11] and
algorithmically challenging [12]. Therefore, the dictionary
constraint can be used to reduce estimation variance given an
adequate choice of dictionary D. It was shown when k = 1
in Equation (4) that it enhances identifiability of the CPD and
makes the optimization problem well-posed [13].

Note that these models have known interesting properties when
k = 1, but have not been studied in the general case. Amotivation
for this work is therefore to expand these previous works to the
general case n > k ≥ 1, focusing on the algorithmic aspects.
Section 2 provides more details on the one-sparse case.

1.2. Contributions
The first contribution of this work is to propose the new DLRA
framework. The proposed DLRA allows to constrain low-rank
approximation problems so that some of the factor matrices are
sparse columnwise in a known basis. This includes sparse coding
the patterns estimated by constrained factorization models such
as NMF, or tensor decomposition models such as CPD. The
impact of the dictionary constraint on the LRA parameter
estimation error is studied experimentally in section 5.2
dedicated to experiments with DLRA, where the flexibility of
DLRA is furthermore illustrated on real applications. I show that
DLRA allows to complete entirely missing rows in incomplete
low-rank matrices. I also show the advantage of finding the
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best atoms algorithmically when imposing smoothness in DCPD
using B-splines.

A second contribution is to design an efficient algorithm to
solve Problem (2). To that end, I shall focus on (approximate)
Alternating Optimization (AO), understood as Block Coordinate
Descent (BCD) where each block update consists in minimizing
almost exactly the cost with respect to the updated block
while other parameters are fixed. There are two reasons for
this choice. First, AO algorithms are known to perform very
well in many LRA problems. They are state-of-the-art for
NMF [3] and standard for Dictionary Learning [14, 15] and
tensor factorization problems [16, 17]. Nevertheless inexact BCD
methods and all-at-once methods are also competitive [18–
21] and an inertial Proximal Alternating Linearization Method
(iPALM) for DLRA is quickly discussed in section 5.1.2. The
proposed algorithm is coined AO-DLRA.

As a third contribution, I study the subproblem in Problem (2)
with respect to X. Developing a subroutine to solve it for known
B allows not only for designing AO-DLRA, but also for post-
processing a readily available estimation of A. In fact a significant
part of this manuscript is devoted to studying the subproblem of
minimizing the cost in Problem (2) with respect to X, which is
labeled Mixed Sparse Coding (MSC),

arg,min
∀i≤r, ‖Xi‖0≤k

‖Y − DXBT‖2F . (MSC)

In this formulation of MSC, no further constraints are imposed
on X and therefore �X is R

d×r . While similar to a matrix
sparse coding, which is obtained by setting B to the identity
matrix, it will become clear in this manuscript that MSC should
not be handled directly using sparse coding solvers in general.
For instance, it is shown in section 3.1.4 that while having an
orthogonal dictionary D yields a polynomial time algorithm to
solve MSC when r = 1 using Hard Thresholding, this does not
extend when r > 1. In this work, the MSC problem, which is NP-
hard as a generalization of sparse coding, is studied in order to
build several reasonable heuristics that may be plugged into an
AO algorithm for DLRA.

1.3. Structure
The article is divided in three remaining sections. The first
section provides the necessary background for this manuscript.
The second one is devoted to studying MSC and heuristics
to solve it. The third section shows how to compute DLRA
using the heuristics developed in the first part. In section 3.1,
we study formally the MSC problem and its relationship with
sparse coding. In section 3.2, we study a simple heuristic based
solely on sparse coding each column of YB†. Two ℓ0 heuristics
similar to Iterative Hard Thresholding (IHT) and Orthogonal
Matching Pursuit (OMP) are also introduced, while two types
of convex relaxations are studied in Section 3.3. Section 3.5 is
devoted to compare the practical performance of the various
algorithms proposed to solve MSC and shows that a columnwise
ℓ1 regularization coined Block LASSO is a reasonable heuristic
for MSC. Section 5.1 shows how Block LASSO can be used
to compute various DLRA models, while section 5.2 illustrates
DLRA on synthetic and real-life source-separation problems.

All the proofs are deferred to the Supplementary Material

attached to this article, as well as the pseudo-codes of some
proposed heuristics and additional experiments.

1.4. Notations
Vectors are denoted by small letters x, matrices by capital letters
X. The indexed quantity Xi refers to the i-th column of matrix
X, while Xij is the (i, j)-th entry in X. A subset S of columns of
X is denoted XS, while a submatrix with columns in Si and rows
in Sj is denoted XSiSj . The submatrix of X obtained by removing
the i-th column is denoted by X−i. The i-th row of matrix X is
denoted by X·i and X·I is the submatrix of X with rows in set I.
The ℓ0(x) = ‖x‖0 map counts the number of nonzero elements
in x. The product ⊗ denotes the Kronecker product, a particular
instance of tensor product [22]. The Khatri Rao product ⊙ is
the columnwise Kronecker product. The support of a vector or
matrix x, i.e., the location of its nonzero elements, is denoted
by Supp(x). If S = Supp(x), the location of the zero elements
is denoted S. The list [M,N, P] denotes the concatenation of
columns of matricesM,N and P. A set I contains |I| elements.

2. BACKGROUND

Let us review the foundations of the proposed work, matrix and
tensor decompositions and sparse coding, as well as existing
models closely related to the proposed DLRA.

2.1. Matrix and Tensor Decompositions
Matrix and tensor decompositions can be understood as pattern
mining techniques, which extract meaningful information out of
collections of input vectors in an unsupervised manner. Arguably
one of the earliest form of interpretable matrix factorization
is Principal Component Analysis [23, 24], which extract a few
orthogonal significant patterns out of a given matrix while
performing dimensionality reduction.

Other matrix factorization models exploit other constraints
than orthogonality to mine interpretable patterns. Blind source
separation models such as Independent Component Analysis
historically exploited statistical independence [25], while NMF,
which assumes all parameters are elementwise nonnegative,
has received significant scrutiny over the last two decades
following the seminal paper of Lee and Seung [26]. Sparse models
such as Sparse Component Analysis exploit sparsity on the
coefficients [27]. It can be noted that while all those factorization
techniques aim at providing interpretable representations, they
are typically identifiable under strict conditions not necessarily
met in practice [9, 28, 29]. It should be noted that the
most important underlying hypothesis in matrix factorization
is the linear dependency of the input data with respect to the
templates/principal components stored in matrix A following the
notations of Equation (1).

In practice, to compute for instance NMF, one solves an
optimization problem of the form

arg,min
A≥0, B≥0

‖Y − ABT‖2F (5)
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which is non-convex with respect to A,B jointly but convex
for each block. A common family of methods therefore uses
alternating optimization in the spirit of Alternating Least
Squares [30]. Other loss functions can easily be used [26].
However, computing matrix factorization models is often a
difficult task; in fact NMF and sparse component analysis are
both NP-hard problems in general and existing polynomial time
approximation algorithms should be considered heuristics [31,
32].

Tensor decompositions follow the same ideas of unsupervised
pattern mining and linearity with respect to the representation
basis, but extract information out of tensors rather than
matrices. Tensors in this manuscript are considered simply
as multiway arrays [1] as is usually done in data sciences.
Tensors have become an important data structure as they appear
naturally in a variety of applications such as chemometrics [33],
neurosciences [34], remote sensing [35], or deep learning [36].

At least two families of tensor decomposition models can
be considered, with quite different identifiability properties
and applications. A first family contains intepretable
models such as the Canonical Polyadic Decomposition,
often called PARAFAC [37], or closely related models
such as PARAFAC2 [38]. Contrarily to constrained matrix
decomposition models, the addition of at least a dimension
compared to matrix factorization fixes the rotation ambiguity
inherent to matrix factorization models, and therefore the
CPD model is identifiable under mild conditions [4, 39, 40].
Nevertheless, additional constraints are commonly imposed
on the parameters of these models to refine the interpretability
of the parameters, reduce estimation errors or improve the
properties of the underlying optimization problem [41, 42].
A second family is composed of tensor formats, in particular
the Tucker decomposition [43] and a wide class of tensor
networks such as tensor trains [44]. These models are not used in
general for solving inverse problems but rather for compression
or dimensionality reduction. Nevertheless, they turn into
interesting pattern mining tools given adequate constraints such
as nonnegativity [45, 46].

2.2. Sparse Coding
Spare Coding (SC) and other sparse approximation problems
typically try to describe an input vector as a sparse linear
combination of well-chosen basis vectors. A typical formulation
for sparse coding an input vector y ∈ R

n in a code book or
dictionary D ∈ R

n×d is the following non-convex optimization
problem

arg,min
‖x‖0≤k

‖y− Dx‖22, (SC)

where k ≤ n is the largest number of nonzero entries allowed in
vector x, i.e., the size of the support of x. As long as the dictionary
D is not orthogonal, this problem is difficult to solve efficiently
and is in fact NP-hard [31]. The body of literature of algorithms
proposed to solve SC is very large, see for instance [47] for a
comprehensive overview. Overall, there exist at least three kind
of heuristics to provide candidate solutions to SC:

• Greedy methods, such as OMP [48, 49] which is described
in more details in section 3.2.3. These methods select indices
where x is nonzero greedily until the target sparsity level or a
tolerance on the reconstruction error is reached. They benefit
from optimality guarantees when the dictionary columns,
called atoms, are “far” from each others. In that case the
dictionary is said to be incoherent [50].

• Nonconvex first order methods, such as IHT [51], that
are based on proximal gradient descent [52] knowing that
the projection on the set of k-sparse vectors is obtained
by simply clipping the n − k smallest absolute values
in x. Convergence guarantees for first order constrained
optimization methods is a rapidly evolving topic out of the
scope of this communication, but a discussion on optimality
guarantees of IHT is available in section 3.2.2.

• Convex relaxation methods, such as Least Absolute Shrinkage
and Selection Operation (LASSO). The non-convex ℓ0
constraint in Equation (SC) is replaced by a surrogate convex
constraint, typically using the ℓ1 norm. This makes the
problem convex and easier to solve, at the cost of potentially
changing the support of the solution [53]. Solving the LASSO
can be tackled with the Fast Iterative Soft Thresholding
Algorithm (FISTA) [54, 55] which is essentially an accelerated
proximal gradient method with convergence guarantees.

2.3. Models Closely Related to DLRA
While this work is interested in constraining the factor matrix
A in Equation (1) so that its columns are sparse in a known
dictionary (in other words, sparse coding the columns of A), a
few previous works have been concerned with encoding each
such column with only one atom. Most related to this work is
the so-called Dictionary-based CPD [13], which I shall rename
as one-sparse dictionary-based LRA. Within this framework, a
model such as NMF becomes

arg,min
K∈Pr([1,d]), B≥0

‖Y − DKB
T‖2F (6)

where Pr([1, d]) is the set of all parts of [1, d] with r elements,
therefore K is a set of r indices from 1 to d. This problem is a
particular case of the proposed DLRA framework because DK

can be written as DX where the columns of X are one-sparse.
It was shown that one-sparse DLRA makes low-rank matrix
factorization identifiable under mild coherence conditions on
the dictionary, and makes the computation of CPD a well-posed
problem. Intuitively, the dictionary constraint may be used to
enforce a set of known templates to be used as patterns in the
pattern mining procedure, and therefore one-sparse DLRA may
be seen as a glorified pattern matching technique.

Other works in the sparse coding literature are related to
DLRA, in particular the so-called multiple measurement vectors
or collaborative sparse coding [56–58], which extends sparse
coding when several inputs collected in a matrix Y are coded
with the same dictionary using the same support. Effectively this
means solving a problem of the form

arg,min
‖
∑r

i=1 Z
2
i ‖0≤kr

‖Y − DZT‖2F (7)
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where the square is meant elementwise. DLRA can also be seen as
a collaborative sparse coding by noticing that Z : = XBT is at least
kr row-sparse in Equation (2). However the low-rank hypothesis
is lost, as well as the affectation of at most k atoms per column of
matrix A.

3. MIXED SPARSE CODING HEURISTICS

3.1. Properties of Mixed Sparse Coding
In order to design efficient heuristics to solve MSC, let us first
cover a few properties of MSC such as uniqueness of MSC
solutions, relate MSC with other sparse coding problems, and
check whether special simpler cases exists such as when support
of the solution is known or when the dictionary is orthogonal.
The following section covers this material.

3.1.1. Equivalent Formulations and Relation to

Sparse Coding
Let us start our study by linking MSC to other sparse coding
problems. For reference sake, in this work the standard matrix
sparse coding problem is formulated as

arg,min
∀i≤r, ‖Xi‖0≤k

‖Y − DX‖2F . (8)

which is equivalent to solving r vector sparse coding problems as
defined in Equation (SC).

Because the Frobenius norm is invariant to a reordering
of the entries, it can be seen easily that Problem (MSC) is
equivalent after vectorization3 to a structured vector sparse
coding Problem (SC) with block-sparsity constraints:

arg,min
∀i≤r, ‖vec(Xi)‖0≤k

‖vec(Y)−(D⊗B)
[
vec(X1), . . . , vec(Xr)

]
‖22 . (9)

It appears that MSC is therefore a structured sparse coding
problem since the dictionary is a Kronecker product of two
matrices. Moreover, the sparsity constraint applies on blocks of
coordinates in the vectorized input vec(X), as studied in [60].
To the best of the author’s knowledge, block sparse coding
with Kronecker structured dictionary have not been specifically
studied. In particular, the conjunction of Kronecker structured
dictionary [61] and structured sparsity leads to specific heuristics
detailed in the rest of this work. Nevertheless, in section 3.2, it is
shown that MSC reduces to columnwise sparse coding under a
small noise regime.

On a different note, consider the following problem

min
‖Y−DXBT‖2F≤ǫ1

max
i

‖Xi‖0 . (10)

for some positive constant ǫ1. Just like how Quadratically
Constrained Basis Pursuit and LASSO are equivalent [47], one
can show using similar arguments that Problems (MSC) and (10)
have the same solution given a mild uniqueness assumption.

3Vectorization in this manuscript is row-first [59].

PROPOSITION 1. Suppose that Problem (10) has a unique solution
X∗ with ǫ1 ≥ 0. Then there exist a particular instance of
Problem (MSC) such that X∗ is the unique solution of (MSC).
Conversely, a unique solution to Problem (MSC) is the unique
solution to a particular instance of Problem (10).

Formulation (10) of MSC could also be expressed with matrix
induced norms. Indeed, defining ℓ0,0(X) : = sup‖z‖0=1‖Xz‖0 =

maxi ‖Xi‖0 as an extension of matrix induced norms4 ℓp,q(X) : =
sup‖z‖p=1‖Xz‖q [62], Problem (10) is equivalent to

min
‖Y−DXBT‖2F≤ǫ1

ℓ0,0(X) , (11)

a clear structured extension of quadratically constrained sparse
coding [47]. Some authors preferably work with Problem (10)
rather than (MSC) because in specific applications, choosing an
error tolerance ǫ1 is more natural than choosing the sparsity level
k. While heuristics introduced further are geared toward solving
Problem (MSC), they can be adapted to solve Problem (10).

The quadratically constrained formulation also sheds light on
the fact that, if there exist some solution X to MSC such that
the residual ‖Y − DXBT‖2F is zero, then MSC is equivalent to
matrix sparse coding Problem (8). Indeed, since it is assumed that
B is full column rank, any such solution yields YB(BTB)−1 =

DX. Consequently, noiseless formulations of MSC will not be
considered any further.

3.1.2. Generic Uniqueness of Solutions to MSC
In sparse coding, sparsity is introduced as a regularizer to enforce
uniqueness of the regression solution. It is therefore natural to
wonder if this property also holds for MSC. It is not difficult
to observe that indeed generically the solution to MSC will be
unique, under the usual spark condition on the dictionaryD [63].

PROPOSITION 2. Define spark(D) as the smallest number of
columns of D that are linearly dependent. Suppose that spark(D) >

2k and suppose B is a full column rank matrix. Then the set of Y
such that Problem (MSC) has strictly more than one solution has
zero Lebesgue measure.

This result basically states that in practice, most MSC
instances will have unique solutions as long as the dictionary is
not too coherent.

3.1.3. Solving MSC Exactly When the Support Is

Known
Solving the NP-hard MSC problem exactly is difficult because
the naive, brute force algorithm implies testing all combinations

of supports for all columns, which means computing
(k
d

)r

least squares and is significantly slower than brute force for
Problem (8). However, in the spirit of sparse coding which boils
down to finding the optimal support for a sparse solution, MSC
also reduces to a least squares problem when the locations of
the zeros in a solution X are fixed and known. Below is detailed

4Mind the possible confusion with the Lp,q convention ℓ0,∞ commonly

encountered.
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how to process this least squares problem to avoid forming the
Kronecker matrix D⊗ B explicitly.

From the observation in Equation (9) that the vectorized
problem is really a structured sparse coding problem, one can
check that for a given support S = Supp(vec(X)), solving MSC
amounts to solving a linear system

arg,min
z∈Rkr

‖y− (D⊗ B)Sz‖
2
2 . (12)

where y : = vec(Y).
It is not actually required to form the full Kronecker product

D ⊗ B and then select a subset S of its columns, nor is it
necessary to vectorize Y . More precisely, one needs to compute

two quantities:
(
(D⊗ B)S

)T
(D ⊗ B)S and

(
(D⊗ B)S

)T
y to feed

a linear system solver, and these products can be computed
efficiently. Denote Si the support of column Xi. Formally, one
may notice that (D⊗B)S is a blockmatrix [DS1⊗b1, . . . ,DSr⊗br].
Therefore, using the identity (D ⊗ b)T(D ⊗ b) = bTbDTD, one
may compute the cross product by first precomputingU = DTD5

and V = BTB, then computing each block (DSi ⊗ bi)
T(DSj ⊗ bj)

as vijUSiSj .
For the data and mixing matrix product, notice that (DSi ⊗

bi)
Ty = DSiYb

T
i . Therefore, the model-data product can be

obtained by first precomputing N = YBT , then computing each

block
(
(D⊗ B)Si

)T
y as DSiNi.

Remark on regularization: It may happen that for a fixed

support, the linear system (12) is ill-posed. This may be caused
by a highly coherent dictionary D or the choice of a large rank
r. To avoid this issue, when the system is ill-conditioned in later
experiments, a small ridge penalization may be added.

3.1.4. MSC With Orthogonal Dictionary Is Easy for

Rank One LRA
An important question is whether the problem generally becomes
easier if the dictionary is left orthogonal. This is the case for
Problem (8), where orthogonal D allows to solve the problem
using only Hard Thresholding (HT) onDTY columnwise. Below,
it is shown that a similar HT procedure can be used when r = 1,
but not in general when r > 1.

Supposing D is left orthogonal, the MSC problem becomes

arg,min
‖Xi‖0≤k ∀i∈[1,r]

‖DTY − XBT‖2F . (13)

When r = 1, matrix BT is simply a row vector, which is
a right orthogonal matrix after ℓ2 normalization such that
solving Problem (13) amounts to minimizing ‖ 1

‖b‖22
DTYb − x‖22.

Then the solution is obtained using the thresholding operator
HTk(

1
‖b‖22

DTYb) which selects the k largest entries of its input.

Sadly when r > 1, matrix BT is not right orthogonal in general
and neither isD⊗B. Therefore this thresholding strategy does not
yield a MSC solution in general despite D being left orthogonal.

5If this is not possible because D is too large, one may instead compute the blocks

USiSj without pre-computing DTD.

3.2. Non-convex Heuristics to Solve Mixed
Sparse Coding
We now focus on heuristics to find candidate solutions to
MSC. Similarly to sparse coding, MSC is an NP-hard problem
for which obtaining the global solution typically requires
costly algorithms [64, 65]. Therefore, in the following section,
several heuristics are proposed that aim at finding good sparse
approximations in reasonable time.

• A classical sparse coding algorithm [here OMP [49]] applied
columnwise on YB(BTB)−1. Indeed in a small noise regime,
columnwise sparse coding on YB(BTB)−1 is proven to be
equivalent to solving MSC.

• A Block-coordinate descent algorithm that features OMP as a
subroutine.

• A proximal gradient algorithm similar to Iterative Hard
Thresholding.

• Two convex relaxations analog to LASSO [66], which are
solved by accelerated proximal gradient in the spirit of
FISTA [55]. Maximum regularization levels are computed, and
a few properties concerning the sparsity and the uniqueness of
the solutions are provided.

The performance of all these heuristics as MSC solvers is studied
in section 3.5.

3.2.1. A Provable Reduction to Columnwise Sparse

Coding for Small Noise Regimes
At first glance, one may think that projecting Y onto the row-
space of BT maps solutions of Problem (MSC) to solutions of
Problem (8). Indeed, writing Y = YB + Y−B with YB : =

YB(BTB)−1BT the orthogonal projection of Y on the row-space
of BT , it holds that Problem (MSC) has the sameminimizers than

min
‖Xi‖0≤k ∀i∈[1,r]

‖YB − DXBT‖2F . (14)

This problem is however not in general equivalent to matrix
sparse coding because BT distorts the error distribution.

Even though they are not equivalent, one could hope to solve
MSC, in particular settings, by using a candidate solution to the
matrix sparse coding Problem (8) with YB(BTB)−1 as input. The
particular case of k = 1 is striking: matrix sparse coding is solved
in closed form whereas MSC has no general solution as far as I
know. This kind of heuristic replacement of Problem (MSC) by
Problem (8) has been used heuristically in [13] when k = 1, and
can be interpreted as “First find Z that minimizes ‖Y − ZBT‖2F ,
then find a k-sparse matrix X that minimizes ‖Z − DX‖2F”.

We show below that in a small perturbation regime, for
a dictionary D and a mixing matrix B satisfying classical
assumptions in compressive sensing, the matrix sparse coding
solution has the same support than the MSC solution.

LEMMA 1. Let X,X′ columnwise k-sparse matrices and ǫ >

0, δ > 0 such that ‖Y − DXB‖2F ≤ ǫ and ‖YB(BTB)−1 −

DX′‖2F ≤ δ. Further suppose that spark(D) > 2k and that B has
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full column-rank. Then

‖X − X′‖F ≤
1

σ
(2k)
min (D)

√
δ +

ǫ

σ 2
min(B)

(15)

where σmin(B) is the smallest nonzero singular value of B and

σ
(2k)
min is the smallest nonzero singular value of all submatrices of

D constructed with 2k columns.

Remarkably, if k = 1, then Problem (8) has a closed-form
solution, and one may replace δ by the best residual to remove
this unknown quantity in Lemma 1. On a different note, variants
of this result can be derived under similar assumptions, for
instance if D satisfies a 2k restricted isometry property.

We can now derive a support recovery equivalence between
MSC and SC.

PROPOSITION 3. Under the hypotheses of Lemma 1, supposing
that X and X′ are exactly columnwise k-sparse, if

min
j≤r

√
min

i∈Supp(Xj)
Xij

2 + min
i′∈Supp(X′

j )
X′
i′j
2

>
1

σ
(2k)
min (D)

√
δ +

ǫ

σ 2
min(B)

,

(16)
then Supp(X) = Supp(X′).

In practice, this bound can be used to grossly check whether
support estimation in MSC may reduce to support estimation in
matrix sparse coding or not. To do so, one may first tentatively
solve Problem (8) with YB(BTB)−1 as input and obtain a
candidate value X′ as well as some residual δ. Furthermore,
while this is costly, the values of σmin(B) and σ

(2k)
min (D) may be

computed. Then removing the termXij from Equation (16) yields
a bound of the noise level ǫ:

σmin(B)

(
−δ + (σ

(2k)
min (D))

2
min

j,i∈Supp(X′)
X′
ij
2
)

> ǫ (17)

under which the reduction is well-grounded.
These observations lead to the design of a first heuristic,

which applies OMP to each column of YB(BTB)−1. The obtained
support is then used to compute a solutionX toMSC as described
in section 3.1.3. This heuristic will be denoted TrickOMP in
the following.

3.2.2. A First Order Strategy: Iterative Hard

Thresholding
Maybe the most simple way to solve MSC is by proximal gradient
descent. In sparse coding, this type of algorithm is often referred
to as Iterative Hard Thresolding (IHT), and this is how I will
denote this algorithm as well for MSC.

Computing the gradient of the differentiable convex term
f (X) = ‖Y − DXB‖2F with respect to X is easy and yields

∂f

2∂X
= −DTYB+ DTDXBBT . (18)

Note that depending on the structure �B, products D
TYB and

BTBmay computed efficiently.

Then it is required to compute a projection on the set
of columnwise k-sparse matrices. This can easily be done
columnwise by hard thresholding. However, for the algorithm
to be well-defined and deterministic, we need to suppose
that projecting on the set of columnwise k-sparse matrices
is a closed-form single-valued operation. This holds if, when
several solution exist, i.e., when several entries are the k-th
largest, one picks the right number of these entries in for
instance the lexicographic order. The proposed IHT algorithm
leverages the classic IHT algorithm and is summarized in
the Supplementary Material. However, contrarily to the usual
IHT, the proposed implementation makes use of the inertial
acceleration proposed in FISTA [55]. Compared to using IHT
for solving sparse coding, as hinted in Equation (9), here IHT
is moreover applied to a structured sparse coding problem. This
does not significantly modify the practical implementation of the
algorithm.

IHT benefits from both convergence results as a
(accelerated) proximal gradient algorithm with semi-algebraic
regularization [51, 67] and support recovery guaranties for
sparse coding [47, 68]. While the convergence results directly
apply to MSC, extending support recovery guaranties to MSC is
an interesting research avenue.

3.2.3. Hierarchical OMP
Before describing the proposed hierarchical algorithm, it might
be helpful to understand how greedy heuristics for sparse coding,
such as the OMP algorithm, are derived. Greedy heuristics
select the best atom to reconstruct the data, then remove its
contribution and repeats this process with the residuals. The key
to understanding these techniques is that selecting only one atom
is a problem with a closed-form solution. Indeed, for any y ∈ R

n,

arg,min
‖x‖0≤1

‖y− Dx‖22 = arg,min
z∈R

arg,min
j∈[1,d]

‖y− zDj‖
2
2 (19)

and after some algebra, for a dictionary normalized columnwise,

‖y− zDj‖
2
2 = ‖y‖22 + z2 − 2zDT

j y = cst(j)− 2zDT
j y (20)

which minimum with respect to j does not depend on the value z
of the nonzero coefficient z in the vector x (except for the sign of
z). Therefore the support of x is argmaxj|D

T
j y|.

Reasoning in the same manner for MSC does not yield a
similar simple solution for finding the support. Indeed, even
setting k = 1,

arg,min
‖Xi‖0≤1

‖Y−DXBT‖2F = arg,min
∀i≤r, zi∈R

arg,min
∀i≤r, ji∈[1,d]

‖Y−

r∑

i=1

ziDjiB
T
i ‖

2
F

(21)
and the interior minimization problem of the right-hand side
is still difficult, referred to as dictionary-based low-rank matrix
factorization in [13]. Indeed, the cost can be rewritten as ‖Y −

D(:,K)Diag(z)BT‖2F with K the list of selected atoms in D. As
discussed in section 3.2.1, the solutions to this problem in a
noisy setting are in general not obtained by minimizing instead
‖YB(BTB)−1 − D(:,K)Diag(z)‖2F with respect to K which would
be solved in closed form.
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Therefore, even with k = 1, a solution to MSC is not
straightforward. While a greedy selection heuristic may not be
straightforward to design, one may notice that if the rank had
been set to one, i.e., if r = 1, then for any k one actually ends up
with the usual sparse coding problem.

Indeed, given a matrix V ∈ R
n×m, the rank-one case means

we try to solve the problem

arg,min
x∈Rd ,‖x‖0≤k

‖V − DxbT‖2F (22)

which is equivalent to

arg,min
x∈Rd ,‖x‖0≤k

‖
1

‖b‖22
Vb− Dx‖22 . (23)

This is nothing more than Problem (SC). Consequently, we are
now ready to design a hierarchical, i.e. block-coordinate, greedy
algorithm. The algorithm updates one column of X at a time,
fixing all the others. Then, finding the optimal solution for that
single column is exactly a sparse-coding problem.

This leads to an adaptation of OMP for MSC that I call
Hierarchical OMP (HOMP), where OMP is used to solve
each sparse coding subproblem, see Algorithm 1. The routine
OMP(x,D, k) applies Orthogonal Matching Pursuit to the input
vector x with normalized dictionary D and sparsity level k and
returns estimated codes and support. Note that after HOMP
has stopped, it is useful to run a least square joint final update
with fixed support as described in section 3.1.3 because the
final HOMP estimates may not be optimal for the output
support. HOMP does not easily inherit from OMP recovery
conditions [50] because it employs OMP inside an alternating
algorithm. On a practical side, any optimized implementation of
OMP such as batch OMP [69] can be used to implement HOMP
as a subroutine.

A note on restart: A restart condition is required, i.e.,
checking if the error increases after an inner iteration and
rejecting the update in that case. Indeed OMP is simply a
heuristic which, in general, is not guarantied to find the best
solution to the sparse coding subproblem. When restart occurs,
simply compute the best update with respect to the previously
known support and move to the next column update. If restart
occurs on all modes, then the algorithm stops with a warning.
Due to this restart condition, the cost always decreases after each
iteration, therefore it is guarantied that the HOMP algorithm
either converges or stops with a warning.

3.3. Convex Heuristics to Solve MSC
The proposed greedy strategies TrickOMP and HOMP may
not provide the best solutions to MSC or even converge to a
critical point, and the practical performance of IHT is often not
satisfactory (see section 3.5). Therefore, taking inspiration from
existing works on sparse coding, onemight as well tackle a convex
problem which solutions are provably sparse. This means, first of
all, finding convex relaxations to the ℓ0,0 regularizer.

In what follows, we study two convex relaxations and propose
a FISTA-like algorithm for each. In both cases, the solution is

Algorithm 1Hierarchical OMP.

Input: data Y , dictionary D, sparsity level k, initial value X.
Output: estimated codes X, support S
Precompute DTD and DTY if memory allows.
while stopping criterion is not reached do

for p from 1 to r do
Set Vb = 1

‖Bp‖
2
2
(Y − DX−pB

T
−p)Bp.

Compute Xp, Sp = OMP(Vb,D, k)
If error increased, reject this update, and perform a least
squares update with the previous support. End if rejection
happened for each column.

end for

end while

Set X as the least squares solution following section 3.1.3 with
support S.

provably sparse and there exist a regularization level such that
the only solution is zero. Therefore, these regularizers force the
presence of zeros in the columns of the solution.

3.3.1. A Columnwise Convex Relaxation: The Block

LASSO Heuristic
A first convex relaxation of MSC is obtained by replacing
each sparsity constraint ‖Xi‖0 ≤ k by an independent ℓ1
regularization. This idea has already been theoretically explored
in the literature, in particular in [60] where several support
recovery results are established.

Practically, fixing a collection {λi}i≤r of positive regularization
parameters, the following convex relaxed problem, coined Block
LASSO,

arg,min
X∈Rd×r

1

2
‖Y − DXBT‖2F +

r∑

i=1

λi‖Xi‖1 (CVX1)

provides candidates solutions to MSC. This is a convex problem
since each term is convex. Moreover, the cost is coercive so that
a solution always exists. However, it is not strictly convex in
general, thus several solutions may co-exist.

Adapting the proof in [47], one can easily show that under
uniqueness assumptions, solutions to Problem (CVX1) are
indeed sparse.

PROPOSITION 4. Let X∗ a solution to Problem (CVX1), and
suppose that X∗ is unique. Then denoting Si the support of each
column X∗

i , it holds that DSi is full column-rank, and that |Si| ≤ n.

This shows that the Block LASSO solutions have at most
n non-zeros in each column. Therefore, the columnwise ℓ1
regularization induces sparsity in all columns of X and solving
Problem (CVX1) is relevant to perform MSC. But this does
not show that the support recovered by solving Block LASSO
is always the support of the solution of MSC, see [60] for
such recovery results given assumptions on the regularizations
parameters λi.

Conversely, it is of interest to know above which values of λi
the solutionX is null. Proposition 5 states that such a columnwise
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maximum regularization can be defined. This can be used to set
the λi regularization parameters individually given a percentage
of λi,max and provide a better intuition for choosing each λi.

PROPOSITION 5. A solution X∗ of Problem (CVX1) satisfies X∗ =

0 if and only if for all i ≤ r, λi ≥ λi,max where λi,max = ‖DTYBi‖∞
(element-wise absolute value maximum). Moreover, if X∗

i = 0 is a
column of a solution, then λi ≥ λi,max.

Relation with other models: Vectorization easily transform
the matrix Problem (CVX1) into a vector problem reminiscent
of the LASSO. In fact, if the regularization parameters λi = λ

are set equal, then Problem (CVX1) is nothing else than the
LASSO. A related but different model is SLOPE [70]. Indeed, in
SLOPE, it is possible to have a particular λji for each sorted entry
Xσi(j)i, but in Problem (CVX1) the regularization parameters
are fixed by blocks and the relative order of elements among
the blocks changes in the admissible space. Thus the relaxed
Problem (CVX1) cannot be expressed as a particular SLOPE
problem.

Solving block LASSO with FISTA: A workhorse algorithm for

solving the LASSO is FISTA [55]. Moreover, the regularization
term is separable in Xi, and the proximal operator for each
separable term is well-known to be the soft-thresholding operator

Sλi (x) = [|x| − λ]+sign(x), S[λ1 ,...,λr](X) = [Sλ1 (X1), . . . , Sλr (Xr)]

(24)
understood element-wise. Therefore, the FISTA algorithm can
be directly leveraged to solve Problem (CVX1), see Algorithm 2

coined Block-FISTA hereafter. Convergence of the cost iterates of
this proposed extrapolated proximal gradient method is ensured
as soon as the gradient step is smaller than the inverse of the
Lipschitz constant of the quadratic term, which is given by
σ (D)2σ (B)2 with σ (M) the largest singular value of M. The
resulting FISTA algorithm is denoted as Block FISTA. Note that
after Block FISTA returns a candidate solution, this solution’s
support is extracted, truncated to be of size k columnwise using
hard thresholding, and an unbiased MSC solution is computed
with that fixed support.

3.3.2. Mixed ℓ1 Norm for Tightest Convex Relaxation
The columnwise convex relaxation introduced in section 3.3.1
has the disadvantage of introducing a potentially large number
of regularization parameters that must be controlled individually
to obtain a target sparsity level columnwise. Moreover, this
relaxation is not the tightest convex relaxation of the ℓ0,0
regularizer on [−1, 1].

It turns out that using the tightest convex relaxation of the
ℓ0,0 regularizer does solve the proliferation of regularization
parameters problem, and in fact this yields a uniform
regularization on the columns of X. This comes however at the
cost of loosing some sparsity guaranties as detailed below.

PROPOSITION 6. The tightest convex relaxation of ℓ0,0 on
[−1, 1]d×r is ℓ1,1 :X 7→ maxi ‖Xi‖1 = : ‖X‖1,1.

According to Proposition 6, Problem (MSC) may be relaxed
into the following convex optimization problem coined Mixed

Algorithm 2 FISTA for Block LASSO (Block-FISTA)

Input: data Y , dictionary D, mixing matrix B, regularization
ratio α ∈ [0, 1]r , sparsity level k, initial value X.
Output: estimated codes X, support S.
Precompute DTD,DTYB and BTB if memory allows.
Compute λi,max as in Proposition 5, and set λi = αiλi,max, λ =

[λ1, . . . , λr]
Compute stepsize η = 1

σ (D)2σ (B)2

Initialize Z = X, β = 1.
while stopping criterion is not reached do

Xold = X
X = Sηλ

(
Z − η(DTDZBTB− DTYB)

)

βold = β

β = 1
2 (1+

√
1+ 4β2)

Z = X +
βold−1

β
(X − Xold)

end while

Estimate the support S = S(X)
Set X as the least squares solution following section 3.1.3 with
support S.

LASSO hereafter:

arg,min
X∈Rd×r

1

2
‖Y − DXBT‖2F + λ‖X‖1,1 . (25)

To again leverage FISTA to solve Problem (25) and produce a
support for a solution of MSC requires to compute the proximal
operator of the regularization term. For the ℓ1,1 norm, the
proximal operator has been shown to be computable exactly
with little cost using a bisection search [71–73]. In this work I
used the low-level implementation of [72]6. The resultingMixed-
FISTA algorithm is very similar toAlgorithm 2 but using the ℓ1,1
proximal operator instead of soft-thresholding, and its pseudo-
code is therefore differed to the Supplementary Material.

Properties of the Mixed LASSO: Differently from the Block
LASSO problem, the Mixed LASSO may not have sparse
solutions if the regularization is not set high enough.

PROPOSITION 7. Suppose there exist a unique solution X∗ to the
Mixed LASSO problem. Let I the set of indices such that for all i in
I, ‖X∗

i ‖1 = ‖X∗‖1,1. Denote S the support of X
∗. Then there exist

at least one i in I such that DSi is full column rank, and ‖X∗
i ‖0 ≤ n.

Moreover, if D is overcomplete, I = {1, . . . , r}.

This result is actually quite unsatisfactory. The uniqueness
condition, which is generally satisfied for the LASSO, seems
a much stricter restriction in the Mixed LASSO problem. In
particular all columns of the solution must have equal ℓ1 norm
in the overcomplete case. Moreover sparsity is only ensured for
one column. However, from the simulations in the Experiment
section, it seems that in general the Mixed LASSO problem does
yield sparser solutions than the above theory predicts.

Maximum regularization: Intuitively, by setting the

regularization parameter λ high enough, one expects the

6https://github.com/bbejar/prox-l1oo.
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solution of the Mixed LASSO to be null. Below I show that this is
indeed true.

PROPOSITION 8. X∗ = 0 is the unique solution to the Mixed
LASSO problem if and only if λ ≥ λmax where λmax =∑r

i=1 ‖D
TYBi‖∞.

Similarly to Block-FISTA, this result can be used to chose the
regularization parameter as a percentage of λmax.

3.4. Nonnegative MSC
In this section I quickly describe how to adapt the Block LASSO
strategy in the presence of nonnegativity constraints on X. This
is a very useful special case of MSC since many LRA models
use nonnegativity to enhance identifiability such as Nonnegative
Matrix Factorization or Nonnegative Tucker Decomposition.

The nonnegative MSC problem can be written as follows:

arg,min
X≥0, ‖Xi‖0≤k

‖Y − DXBT‖2F . (26)

Block LASSO minimizes a regularized cost which becomes
quadratic and smooth due to the nonnegativity constraints:

arg,min
X≥0

‖Y − DXBT‖2F +

n∑

i=1

λi1
TXi . (27)

The Nonnegative least squares Problem (26) is easily solved by a
modified nonnegative Block-FISTA, where the proximal operator
is a projection on the nonnegative orthant.

While in the general case a least-squares update with fixed
support is performed at the end of Block-FISTA to remove
the bias induced by the convex penalty, in the non-negative
case a nonnegative least squares solver is used on the estimated
support with a small ridge regularization. One drawback of this
approach is that the final estimate for X might have strictly
smaller sparsity level than the target k in a few columns. In the
Supplementary Material, a quick comparison between Block-
FISTA and its nonnegative variant shows the positive impact of
accounting for nonnegativity for support recovery.

3.5. Comparison of the Proposed
Heuristics
Numerical experiments discussed hereafter provide a first
analysis of the proposed heuristics to solve MSC. A few natural
questions arise upon studying these methods:

• Are some of the proposed heuristics performing well or poorly
in terms of support recovery in a variety of settings?

• Are some heuristics much faster than others in practice?

We shall provide tentative answers after conducting synthetic
experiments. However, because of the variety of proposed
methods and the large number of experimental parameters
(dimensions, noise level, conditioning of B and coherence
of D, distribution of the true X, regularization levels), it is
virtually impossible to test out all possible combinations and the
conclusions of this section can hardly be extrapolated outside our
study cases. All the codes used in the experiments below are freely

available online7. In particular, all the proposed algorithms are
implemented in Python, and all experiments and figures can be
reproduced using the distributed code.

In the Supplementary Material, I cover additional questions
of importance: the sensitivity of convex relaxation methods to
the choice of the regularization parameter, the sensitivity of all
methods to the conditioning of B and the sensitivity to random
and zero initializations.

3.5.1. Synthetic Experiments
In general and unless specified otherwise we set n = 50,m =

50, d = 100, k = 5, r = 6. The variance of additive Gaussian
white noise is tuned so that the empirical SNR is exactly
20dB. To generate D, its entries are drawn independently from
the Uniform distribution on [0, 1] and its columns are then
normalized. The uniform distribution is meant to make atoms
more correlated and therefore increase the dictionary coherence.
The entries of B are drawn similarly. However, the singular
value decomposition of B is then computed, its original singular
values discarded and replaced with linearly spaced values from
1 to 1

cond(B)
where cond(B) = 200. The values of the true X

are generated by first selecting a support randomly (uniformly),
then sampling nonzero entries from standard Gaussian i.i.d.
distributions. The initial X is set to zero.

In most test settings, the metric used to assess performance
is based on support recovery. To measure support recovery, the
number of correctly found nonzero position is divided by the
total number of non-zeros to be found, yielding a 100% recovery
rate if the support is perfectly estimated and 0% if no element in
the support of X is correctly estimated.

The input regularization in Mixed-FISTA and Block-FISTA
is always scaled from 0 to 1 by computing the maximum
regularization, see Propositions 5 and 8. To choose the
regularization ratio α, before running each experiment, Mixed-
FISTA and Block-FISTA are ran on three instances of separately
generated problems with the same parameters as the current
test using a grid [10−5, 10−4, 10−3, 10−2, 10−1]. Then the average
best α for these three tests is used as the regularization level for
the whole test. This procedure is meant to mimic how a user
would tune regularization for a given problem, generating a few
instances by simulation and picking a vaguely adequate amount
of regularization.

The stopping criterion for all methods is the same: when

the relative decrease in cost |errit+1−errit |
errit

reaches 10−6, the
algorithm stops. The absolute value allows for increasing the
cost. Note that the cost includes the penalty terms for convex
methods. Additionally, the maximum number of iterations is set
to 1,000.

3.5.2. Test 1: Support Recovery vs. Noise Level
For the first experiment, the noise level varies in
power such that the SNR is exactly on a grid
[1, 000, 100, 50, 40, 30, 20, 15, 10, 5, 2, 0]. A total of 50
realizations of triplets (Y ,D,B) are used in this experiment,

7https://github.com/cohenjer/mscode and https://github.com/cohenjer/dlra.
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as well as in Test 2 and 3. Results are shown in
Figure 1.

It can be observed that IHT performs poorly for all noise
levels. As expected, TrickOMP performs well only at low
noise levels. HOMP and the FISTA methods have degraded
performance when the SNR decreases, but provide with
satisfactory results overall. Block-FISTA seems to perform the
best overall.

3.5.3. Test 2: Support Recovery vs. Dimensions (k,d)
This time the sparsity level k is on a grid [1, 2, 5, 10, 20] while
the number of atoms d is also on a grid [20, 50, 100, 200, 400].
Figure 2 shows the heat map results.

The TrickOMP has strikingly worse performance than the
other methods. Moreover, as the number of atoms d increases
or when the number of admissible supports

(d
k

)
, correct atom

selection becomes more difficult for all methods. Again, Block-
FISTA seems to perform better overall, in particular for large d.

3.5.4. Test 3: Runtime vs. Dimensions (n,m) and (k,d)
In this last test, all algorithms are run until convergence for
various sizes n = [10, 50, 1, 000] and m = [10, 50, 1, 000], or for
various sparsity parameters k = [5, 10, 30] and [50, 100, 1, 000].
Table 1 provides runtime and number of iterations averaged for
N = 10 runs.

From Table 1, it can be inferred that HOMP is often much
slower than the other methods. TrickOMP is always very fast
since it relies on OMP which runs in exactly k iterations. Block-
FISTA generally runs faster than Mixed-FISTA. Moreover, it is
notmuch slower than fastermethods such as IHT and TrickOMP,
in particular for larger sparsity values.

4. DISCUSSION

In all the experiments conducted above and in the
Supplementary Material, the Block-FISTA algorithm provides
the best trade-off between support recovery and computation

FIGURE 1 | Support recovery (in %) of the proposed heuristics to solve MSC at various Signal to Noise ratios. A total of 50 problems instances are used, with a single

random but shared initialization for all methods.

FIGURE 2 | Support recovery (in %) of the proposed heuristics to solve MSC for different sparsity levels k and different number of atoms d in the dictionary. A total of

50 problems instances are used, with a single random but shared initialization for all methods. When k = d = 20, the support estimation is trivial thus all methods

obtain 100% support recovery.
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TABLE 1 | Average computation time in seconds and number of iterations with respect to (n,m) and (k,d).

(n,m) (10, 10) (10, 50) (10, 1,000) (50, 10) (50, 50) (50, 1,000) (1,000, 10) (1,000, 50) (1,000, 1,000)

HOMP 0.8, 148 0.9, 149 2, 88 2.6, 450 2, 330 10, 290 13, 280 13, 247 70, 376

M.-FISTA 0.4, 1000 0.4, 950 0.5, 875 0.4, 842 0.4, 799 1.6, 734 0.6, 393 1, 365 4.4, 388

B.-FISTA 0.3, 998 0.3, 898 0.3, 907 0.3, 843 0.3, 764 1, 724 0.5, 376 0.7, 369 4.2, 388

IHT 0.1, 356 0.2, 354 0.1, 254 0.07, 121 0.09, 105 0.2, 116 0.1, 92 0.2, 63 0.9, 80

TrickOMP 0.03, – 0.03, – 0.03, – 0.03, – 0.03, – 0.04, – 0.08, – 0.07, – 0.09, –

(d,k) (50, 5) (50, 10) (50, 30) (100, 5) (100, 10) (100, 30) (1,000, 5) (1,000, 10) (1,000, 30)

HOMP 0.59, 95 2.2, 185 64, 886 0.39, 50 4.3, 345 14, 176 1.3, 40 3.9, 53 53, 161

M.-FISTA 0.1, 356 0.3, 467 0.5, 456 0.37, 691 0.56, 814 0.78, 609 8.9, 1000 9.6, 1000 9.5, 1000

B.-FISTA 0.12, 492 0.23, 319 0.57, 373 0.23, 668 0.38, 679 0.63, 619 5.2, 1000 4.7, 369 5.4, 1000

IHT 0.05, 103 0.15, 92 0.69, 1000 0.06, 111 0.15, 100 0.52, 324 2.5, 215 3.3, 353 4.6, 528

TrickOMP 0.02, – 0.08, – 0.57, – 0.43, – 0.14, – 0.55, – 0.04, – 0.13, – 0.67, –

The format is (time, it). Computations are single threaded, and use a Intelr CoreTM i7-8650U CPU @ 1.90 GHz × 8 processor. TrickOMP exactly runs k steps of OMP equivalent to one

HOMP inner iteration, therefore TrickOMP iterations are not reported in the table. Maximal number of iteration was set to 1,000.

time. Moreover, it is very easy to extend to nonnegative low-rank
approximation models which are very common in practice.
Therefore, to design an algorithm for DLRA, we shall make use
of Block-FISTA (topped with a least-squares update with fixed
support) as a solver for the MSC sub-problem. Note however
than Block-FISTA required to select many regularization
parameters, but the proposed heuristic using a fixed percentage
of λi,max worked well in the above experiments.

5. DICTIONARY-BASED LOW RANK
APPROXIMATIONS

5.1. A Generic AO Algorithm for DLRA
Now that a reasonably good heuristic for solving MSC has been
found, let us introduce an AO method for DLRA based on
Block-FISTA. The proposed algorithm is coined AO-DLRA and
is summarized in Algorithm 3. It boils down to solving for X
with Block-FISTA (Algorithm 2) and automatically computed
regularization parameters, and then solving for the other blocks
using any classical alternating method specific to the LRA at
hand. Because solving exactly the MSC problem is difficult, even
using Block-FISTA with well tuned regularization parameters, it
is not guarantied that the X update will decrease the global cost.
In fact in practice the cost may go up, and storing the best update
along the iterations is good practice.

5.1.1. Selecting Regularization Parameters
It had already been noted in section 3.5 that choosing themultiple
regularization parameters λi of Block-FISTA can be challenging.
In the context of Alternating Optimization, this is even more
true. Indeed, the (structured) matrix B is updated at each
outer iteration, therefore there is a scaling ambiguity between
X and B that makes any arbitrary choice of regularization
level λi meaningless. Moreover the values λi,max change at each
outer iteration. Consequently, obtaining a sparsity regularization
percentage αi in each column of X at each iteration is challenging
without some ad-hoc tuning in each outer iteration. To that
end, the regularization percentages α = [α1, . . . ,αr] are tuned
inside each inner loop until the columnwise number of non-zeros
reaches a target range [k, k+ τ ] where τ ≥ 0 is user-defined. This

Algorithm 3 An AO algorithm for DLRA (AO-DLRA)

Input: Initial guesses X(0),B(0), data Y , dictionary D, sparsity
level k ≤ n, initial regularization α ∈ [0, 1]r , iteration number
lmax, sparsity tolerance τ .
Output: Best estimated factors X(l) and B(l)

Precompute DTD, DTY and σD = σ (DTD) if memory allows.
for l = 1 . . . lmax do

B update:

Compute B(l) ∈ �B that decreases the cost in Problem (2)
with respect to B.
X update:

Stepsize evaluation: η(l) = 1

σDσ (B(l)
T
B(l))

.

Compute efficiently data-factor product(DTY)B(l) and inner

products B(l)
T
B(l).

(∗) Update X(l) using Block-FISTA (Algorithm 2) with
regularization parameters α, stepsize η(l) and initial guess
X(l−1)

while ∃i ≤ r, ‖X
(l)
i ‖0 /∈ [k, k+ τ ] do

for i = 1 . . . r do
if ‖X

(l)
i ‖0 ≤ k then

Decrease regularization α : = α/1.3

else if ‖X
(l)
i ‖0 ≥ k+ τ then

Increase regularization α : = min(1.01α, 1)
end if

end for

Go to (∗) with X(l−1)
: = X(l)

end while

Unbiaised estimation: update X(l) with fixed support SX(l) as
in section 3.1.3.
StoreX(l) and B(l) if residuals ‖Y−DX(l)B(l)‖2F have improved
with respect to previous best.

end for

range is deliberately shifted to the right so that the each column
does not have size strictly less than k non-zeros. Indeed, in that
situation, a few atoms would have to be chosen arbitrarily during
the unbiased estimation. More precisely, when a column has too

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 12 February 2022 | Volume 8 | Article 80165033

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Cohen Dictionary-Based Low Rank Approximations

many zeros, αi is divided by 1.3, while it is multiplied by 1.01
if it has few non-zeros. Note that an interesting research avenue
would be to use an adaption of homotopy methods [74] for Block
LASSO instead of FISTA, which would remove the need for this
heuristic tuning.

5.1.2. A Provably Convergent Algorithm: Inertial

Proximal Alternating Linear Minimization (iPALM)
The AO-DLRA algorithm proposed above is a heuristic with
several arbitrary choices and no convergence guaranties. If
designing an efficient AO algorithmwith convergence guarantees
proved difficult, designing a convergent algorithm is in fact
straightforward using standard block-coordinate non-convex
methods. I focus in the following on the iPALM algorithm, which
alternates between a proximal gradient step on X similar the
one discussed in section 3.2.2 and a proximal gradient step on
B. iPALM is guarantied to converge to a stationary point of
the DLRA cost, despite the irregularity of the semi-algebraic
ℓ0,0 map. A pseudo-code for iPALM to initialize Algorithm 3 is
provided in the Supplementary Material.

5.1.3. Initialization Strategies
Because DLRA is a highly non-convex problem, one can only
hope to reach some stationary point of the cost in Problem (2).
Furthermore, the sparsity constraint on the columns of X implies
that Xi must belong to a finite union of subspaces, making the
problem combinatorial by nature. Using a local heuristic such
as AO-DLRA or iPALM, it is expected to encounter many local
minima—a fact also confirmed in practical experiments reported
in section 5.2 and in previous works [13]. Therefore, providing
an initial guess for X and B close to a good local minimum is
important.

There are at least two reasonable strategies to initialize the
DCPD model. First, for any low-rank approximation model
which is mildly identifiable (such as NMF, CPD), the suggested
method is to first compute the low-rank approximation with
standard algorithms to estimate A(0) and B(0), and then perform
sparse coding on the columns of A(0) to estimate X(0). The
identifiability properties of these models should ensure that A(0)

is well approximated by DX with sparse X. Second, several
random initialization can be carried out, only to keep the best
result. A third option for AO-DLRA would be to use a few
iterations of the iPALM algorithm itself initialized randomly,
since iPALM iterations are relatively cheap. However, it is shown
in the experiments below that this method does not yield
good results.

5.2. Experiments for DLRA
In the next section, two DLRA models are showcased on
synthetic and real-life data. First, the Dictionary-based Matrix
Factorization (DMF, see below) model is explored for the task
of matrix completion in remote sensing. It is shown that
DMF allows to complete entirely missing rows, something that
low-rank completion cannot do. Second, nonnegative DCPD
(nnDCPD) is used for denoising smooth images in the context
of chemometrics, and better denoising performance are obtained
with nnDCPD than with plain nonnegative CPD (nnCPD) or

when post-processing the results of nnCPD. Nevertheless, the
goal of these experiments is not to establish a new state-of-the-
art in these particular, well-studied applications, but rather to
demonstrate the versatile problems that may be cast as DLRA
and the efficiency of DLRA when compared to other low-rank
strategies. The performance of AO-DLRA and iPALM in terms
of support recovery and relative reconstruction error for DMF
and DCPD is then further assessed on synthetic data.

5.2.1. Dictionary-Based Matrix Factorization With

Application to Matrix Completion
Let us study the following Dictionary-based Matrix Factorization
model:

arg,min
X∈Rd×r , ∀i≤r, ‖Xi‖0≤k, B∈Rm×r

‖Y − DXBT‖2F . (28)

Low-rank factorizations have been extensively used in machine
learning for matrix completion [75], since the low-rank
hypothesis serves as regularization for this otherwise ill-posed
problem. A use case for DMF is the completion of a low-
rank matrix which has missing rows. Using a simple low-rank
factorization approach would fail since a missing row removes all
information about the column-space on that row. Formally, if a
data matrix Y ≈ AB has missing rows indexed by I, then the rows
of matrix A in I cannot be estimated directly from Y . Dictionary-
based low-rank matrix factorization circumvents this problem by
expressing each column of A as a sparse combination of atoms in
a dictionary D, such that Y ≈ DXBT with X columnwise sparse.
While fitting matrices X and B can be done on the known entries,
the reconstruction DXBT will provide an estimation of the whole
data matrix Y , including the missing rows. Formally, first solve

arg,min
X∈R(n−|I|)×r , ∀i≤r, ‖Xi‖0≤k, B∈Rm×r

‖Y:,I − D:,IXB
T‖2F (29)

using Algorithm 3 and then build an estimation for the
missing values in Y as Ŷ:,I = D:,IXB

T . Initialization is
carried out using random factors sampled element-wise from a
normal distribution.

In remotely acquired hyperspectral images, missing rows in
the data matrix are common as they correspond to corrupted
pixels. Moreover, it is well-known that many hyperspectral
images are approximately low-rank. Therefore, in this toy
experiment, a small portion of the Urban hyperspectral image is
used to showcase the proposed inpainting strategy. Urban is often
considered to be between rank 4, 5, or 6 [76]. I will use r = 4
hereafter. Urban is a collection of 307 × 307 images collected on
162 clean bands. For the sake of simplicity, only a 20×20 patch is
considered, with 50 randomly-chosen pixels removed from this
patch in all bands, and therefore after pixel vectorization the
data matrix Y ∈ R

400×162 has 50 missing rows. Since columns
of factor A in this factorization should stand for patches of
abundance maps, they are reasonably sparse in a 2D-Discrete
Cosine Transform dictionary D, here using d = 400 atoms. Note
that similar strategies for HSI denoising have been studied in
the literature albeit without columnwise sparsity imposed on X,
see [77].
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FIGURE 3 | Performance of DMF (blue) vs. Columnwise OMP (red, single valued box) for inpainting a patch of the Urban HSI with missing pixels at various sparsity

levels. Twenty random initializations are used for DMF.

We measure the performance of two strategies: DMF
computed on known pixels solving Problem (29), and OMP for
each band individually. Both approaches use the same dictionary
D. To evaluate performance, the test estimation error on missing
pixels ‖YI − ŶI‖F/‖YI‖F is computed alongside with the average

Spectral Angular Mapper (SAM) 1
|I|

∑
i∈I arccos(

YT
i Ŷi

‖Yi‖2‖Ŷi‖2
) on

all missing pixels. The sparsity level k is defined on the grid
[10, 30, 50, 70, 100, 120, 150∗, 200∗, 250∗], where k∗ is not used
for the OMP inpainting because of memory issues. Results are
averaged on N = 20 different initializations. For AO-DLRA, the
initial regularization α is set to 5× 10−3, and τ = 20.

Figure 3 shows the reconstruction error and SAM obtained
after each initialization for various sparsity levels. First, for both
metrics, there exist a clear advantage of the DMF approach
when compared to sparse coding band per band. In particular,
the band-wise OMP reconstruction does not yield good spectral
reconstruction. Second, DMF apparently works similarly to
sparse coding approaches for inpainting: if the sparsity level is
too low the reconstruction is not precise, but if the sparsity level is
too large the reconstruction is biased. Therefore, DMF effectively
allows to perform inpainting with sparse coding on the factors of
a low-rank matrix factorization.

5.2.2. Dictionary-Based Smooth Canonical Polyadic

Decomposition With Application to Data Denoising
The second study examines the DCPD discussed around
Equation (4) to perform denoising using smoothness. In this
context, the data tensor Y is noisy, meaning formally that

Ỹ = Y + ǫ, and Y = A(B⊙ C)T (30)

where ǫ has a large power compared to A(B ⊙ C)T (e.g. Signal
to Noise Ratio at -8.7dB in the following). Furthermore, let us
suppose that A has smooth columns. The dictionary constraint
can enforce smoothness on A by choosing D as a large collection
of smooth atoms, in this case B-splines8. Because the first mode
is constrained such that A = DX, each column of A is a
sparse combination of smooth functions and will therefore itself

8The exact implementation of D is detailed in the code.

be smooth. The sparsity constraint k prevents the use of too
many splines and ensures that A is indeed smooth. Hereafter, the
sparsity value is fixed to k = 6.

There has been significant previous works on smooth CPD,
perhaps most related to the proposed approach is the work of
[8]. Their method also consists in choosing a dictionary D of B-
splines. However, this dictionary has very few atoms (the actual
number is determined by cross-validation), and picking the knots
for the splines requires either time-consuming hand crafting, or
some cross validation set. The advantage of their approach is that
no sparsity constraint is imposed since there are already so few
atoms in D, and the problem becomes equivalent to CPD on the
smoothed data.

The rationale however is that heavily crafting the splines is
unnecessary. Using DCPD allows an automatic picking of good
(if not best) B-splines. Furthermore, each component in the CPD
may use different splines while the method of [8] uses the same
splines for all the components. Hand-crafting is still required to
build the dictionary, but one does not have to fear introducing an
inadequate spline.

An advantage of B-splines is that they are nonnegative,
therefore one can compute nonnegative DCPD by imposing
nonnegativity on the sparse coefficients X as explained in
section 3.4. Imposing nonnegativity in the method of [8] is not
as straightforward albeit doable [35].

For this study the toy fluorescence spectroscopy dataset
“amino-acids” available online9 is used. Its rank is known to
be r = 3, and dimensions are 201 × 61 × 5. Fluorescence
spectroscopy tensors are nonnegative, low-rank and feature
smooth factors. In fact factors are smooth on two modes
related to excitation and emission spectra, therefore a double-
constrained DCPD is also of interest. It boils down to solving

minimize
‖X

(A)
i ‖0≤k(A), ‖X

(B)
i ‖0≤k(B) , C∈Rm2×r

‖Ỹ−D(A)X(A)(D(B)X(B)⊙C)T‖2F .

(31)
where D(A,B) and k(A,B) are the respective dictionaries of sizes
201 × 180 and 61 × 81 and sparsity targets for modes one and

9http://www.models.life.ku.dk/Amino_Acid_fluo.
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two. The third mode factor contains relative concentrations [78].
Additional Gaussian noise is added to the data so that the
effective SNR used in the experiments is −8.7dB. Because
CPD is identifiable, in particular for the amino-acids dataset,
nnCPD of the noisy data is used for initialization, computed
using Hierarchical Alternating Least Squares [45]. We compare
sparse coding one or two modes of the output of HALS with
AO-DCPD (i.e., AO-DLRA used to compute DCPD) with
smoothness on one mode, two modes, and on two modes with
nonnegativity (AO-nnDCPD). We set α = 10−3 and τ = 5, and
k(A) = k(B) = 6.

Figure 4 shows the reconstructed factors and the relative error
‖Ŷ−Y‖F/‖Y‖F with respect to the true data, and Figure 5 shows
one slice (here the fourth one) of the reconstructed tensor. It
can be observed both graphically and numerically that DCPD
techniques are overall superior to post-processing the output of
HALS. In particular, the factors recovered using nnDCPD with
dictionary constraints on two modes are very close to the true
factors (obtained from the nnCPD of the clean data) using only
k = 6 splines at most.

5.2.3. Performance of AO-DLRA for DMF and DCPD

on Synthetic Data
To assess the performance of AO-DLRA in computing DMF
and DCPD, the support recovery and reconstruction error
are monitored on synthetic data. For both model, a single
initialization is performed for N = 100 problem instances with
the same hyperparameters. Matrices D,X,B,C involved in both
problems and the noise tensors are generated as in section 3.5.
The rank is r = 6 for a sparsity level of k = 8 and the
conditioning of B is set to 2 × 102. In the DMF experiment, the
sizes are n = m = 50, d = 60 and the SNR is 100dB. For DPCD,
we set n = 20,m1 = 21,m2 = 22, d = 30 and the SNR is 30 dB.
We set α = 10−2, τ = 20 for AO-DMF and α = 10−4, τ = 20
for AO-DCPD.

A few strategies are compared: AO-DLRA initialized
randomly, iPALM initialized randomly, and AO-DLRA
initialized with iPALM. The same random initialization is used
for all methods in each problem instance. For DCPD, we also
consider AO-DLRA and iPALM initialized with a CPD solver
(here Alternating Least Squares), and sparse coding the output

FIGURE 4 | Factors estimated from nonnegative CPD and dictionary-based (non-negative) CPD with smoothness imposed by B-splines on either one (emission, top

row) or two (emission, excitation in middle row) modes. The (bottom) row shows the third mode factor that relates to relative concentration of the amino-acids in the

mixture. The right-most plot shows AO-DLRA when imposing smoothness on two modes and non-negativity on all modes.

FIGURE 5 | The fourth slice (index 3 if counting from 0) of the reconstructed tensors, see Figure 4 for details on each method. Row index relates to the emission

wavelength while the column index relates to the excitation wavelength. The bottom values indicate the relative reconstruction error with respect to the clean tensor.
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of the ALS. AO-DLRA always stops after at most 100 iterations,
while iPALM runs for at most 1,000 iterations or when relative
error decrease is below 10−8. The safeguard for stepsize in
iPALM is set to µ = 0.5 for DMF and µ = 1 for DCPD.

Figure 6 shows the obtained results. It can be observed that
both in DMF and DCPD, iPALM initialization is not significantly
better than random initialization, and iPALM in fact provides
quite poor results on its own. For DCPD, support recovery
and reconstruction error is always better with AO-DLRA than
when sparse coding the output of the ALS, even with random
initialization. Overall, these experiments show that while the
DLRA problem is challenging (the optimal support is almost
always never found), reasonably good results are obtained using
the proposed AO-DLRA algorithm. Furthermore, the support
recovery scores of DMF using AO-DLRA are much higher than
what could be obtained by chance, randomly picking elements in
the support. This observation hints toward the identifiability of
DMF. Remember indeed that without the dictionary constraint,
matrix factorization is never unique when r > 1, thus
any posterior support identification for a matrix A given a
factorization Y = AB should fail.

6. CONCLUSIONS AND OPEN QUESTIONS

In this manuscript, a Dictionary-based Low-Rank
Approximation framework has been proposed. It allows to
constrain any factor in a LRA to live in the union of k-
dimensional subspaces generated by subsets of columns of a
given dictionary. DLRA is shown to be useful for various signal
processing tasks such as image completion or image denoising.
A contribution of this work is an Alternating Optimization
algorithm (AO-DLRA) to compute candidate solutions to
DLRA. Additionally, the subproblem of estimating the sparse
codes of a factor in a LRA, coined Mixed Sparse Coding, is
extensively discussed. A heuristic convex relaxation adapted
from LASSO is shown to perform very well for solving MSC
when compared to other modified sparse coding strategies,
and along the way, several theoretical results regarding MSC
are provided.

There are several research directions that stem from this
work. First, the identifiability properties of DLRA have not
been addressed here. It was shown in previous works [13]
that dictionary-based matrix factorization is identifiable when

FIGURE 6 | Relative reconstruction error (left) and support recovery (right, in %) for DMF algorithms (top) and DCPD algorithms (bottom). One shared initialization

is used for the randomly initialized methods, and 100 instances of each problem are tested. AO-DLRA, iPALM init is when the result of iPALM, random init is used as

an initialization for AO-DLRA.
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sparsity is exactly one, but the general case is harder to analyse.
The identifiability analysis is furthermoremodel dependent while
this work aims at tackling the computation of any DLRA. Second,
while the proposed AO-DLRA algorithm proved efficient in
practice, its convergence properties are lacking. It is reasonably
easy to design an AO algorithm with guaranties for DLRA, but
I could not obtain an algorithm with convergence guarantees
which performance matched the proposed AO-DLRA. Finally,
the proposed DLRA model could be extended to a supervised
setting, where D is trained in a similar fashion to Dictionary
Learning [15]. This would mean computing a DLRA for several
tensors with the same dictionary, a problem closely related to
coupled matrix and tensor factorization with linearly coupled
factors [79].
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Several problems in compressed sensing and randomized tensor decomposition can

be formulated as a structured linear system with a constrained tensor as the solution.

In particular, we consider block row Kronecker-structured linear systems with a low

multilinear rank multilinear singular value decomposition, a low-rank canonical polyadic

decomposition or a low tensor train rank tensor train constrained solution. In this

paper, we provide algorithms that serve as tools for finding such solutions for a large,

higher-order data tensor, given Kronecker-structured linear combinations of its entries.

Consistent with the literature on compressed sensing, the number of linear combinations

of entries needed to find a constrained solution is far smaller than the corresponding

total number of entries in the original tensor. We derive conditions under which a

multilinear singular value decomposition, canonical polyadic decomposition or tensor

train solution can be retrieved from this type of structured linear systems and also derive

the corresponding generic conditions. Finally, we validate our algorithms by comparing

them to related randomized tensor decomposition algorithms and by reconstructing a

hyperspectral image from compressed measurements.

Keywords: tensor, decomposition, compressed sensing (CS), randomized, Kronecker, linear system

1. INTRODUCTION

In a wide array of applications within signal processing, machine learning, and data analysis,
sampling all entries of a dataset is infeasible. Datasets can be infeasibly large either because
their dimensions are huge, like a matrix with millions of rows and columns, or because they are
higher-order. In several cases, a relatively limited set of indirectly sampled datapoints, i.e., linear
combinations A x = b of the datapoints x, suffices for recovering an accurate approximation of
the full dataset, making the problem tractable again. For example in compressed sensing [1, 2]
and randomized tensor decomposition algorithms [3], random measurement matrices are used to
compress the data x. Directly sampling a subset of the datapoints can also be written in the format
A x = b, in which the measurement matrix a now consists of a subset of the rows of the identity
matrix. Hence, problems such as incomplete tensor decomposition [4], non-uniform sampling [5]
and cross-approximation [6] can also be formulated in this manner.

Retrieving the original data from such a linear system is generally only possible if it is
overdetermined. This would mean that the number of indirectly sampled datapoints equals at least
the total number of dataset entries, which is the opposite of what is needed in the compressed
sensing (CS) setting. This requirement becomes especially restrictive for higher-order datasets.

41
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“Higher-order” means that the dataset consists of more than
two dimensions or modes, in which case the number of
entries increases exponentially with the number of modes.
This phenomenon is commonly known as the curse of
dimensionality (CoD).

Real data often allows compact representations thanks to
some intrinsic structure, such as the data being generated by
an underlying lower-dimensional process [1, 7]. In this case,
x can be well approximated by a sparsifying basis 8 and a
sparse coefficient vector θ , namely x ≈ 8θ . The literature on
compressed sensing (CS) shows that for a measurement matrix
and sparsifying basis pair with low coherence, the linear system
can be solved in the underdetermined case [1, 2]. This means that
x can be recovered using far fewer compressed measurementsAx
than the total number of entries in x, breaking the CoD in the
case of a higher-order dataset. An appropriate sparsifying basis is
known a priori for some types of data, for example a wavelet basis
for images, or can be obtained through dictionary learning [8]. If
the sparsifying basis is known, then the measurement matrix can
be chosen such that the coherence between the sparsifying basis
and the measurement matrix is low. If no sparsifying basis for
x is known a priori, one often chooses a random measurement
matrix, as they are largely incoherent with any fixed basis [1].

In this paper, we exploit intrinsic structure that is common
in real data by compactly approximating x using tensor
decompositions, which in turn allows us to solve A x = b in the
underdetermined case. This means that we will solve

Avec (X) = b with X of low rank and vec (X) = x. (1)

Concretely, we will consider X constrained to a multilinear
singular value decomposition (MLSVD), a canonical polyadic
decomposition (CPD) or a tensor train (TT) of low rank1. Note
that at this point we have addressed the dimensionality issue
only partially: on one hand, x is compactly modeled by a tensor
decomposition; however, on the other hand, the number of
columns of A remains equal to the total number of entries in x

and thus still suffers from the CoD. Therefore, we will employ
a block row Kronecker-structured (BRKS) measurement matrix
A. Efficient algebraic algorithms for solving this linear system
will be obtained by combining this Kronecker structure with
the low-rank constraints on x such that A and x do not need
to be fully constructed. A standard approach for computing the
CPD of a tensor is to first orthogonally compress this tensor, for
example using the MLSVD, and then compute the CPD of the
compressed tensor [9]. In this paper, we generalize this approach
to the CS-setting.

Unstructured measurement matrices compress all modes
of X simultaneously. On the contrary, Kronecker-structured
measurement matrices produce compressed versions of X by
compressing each mode individually, making them useful for
higher-order datasets. Therefore, these Kronecker-structured
measurement matrices are used in the CS-setting [10–12]. In
Sidiropoulos and Kyrillidis [10] the CPD of a tensor is computed

1In this context, rank pertains to the definition of rank that corresponds to the

respective tensor decomposition.

by first decomposing multiple compressed versions of X and
then retrieving the factor matrices of the full tensor under
the assumption that their columns are sparse. There is some
similarity between the Kronecker compressive sampling (KCS)
approach [11] and ours, because it uses a Kronecker-structured
measurement matrix and assumes that x is sparse in a Kronecker-
structured basis. However, in KCS this basis is assumed to be
known a priori, while in our approach it is estimated as well.
In Kressner and Tobler [13], a low-rank approximation to the
solution of a parametrized set of linear systems, which can be
rewritten as a large linear system in which the coefficient matrix
consists of a sum of Kronecker products, is computed. This
approach is suited toward applications such as solving partial
differential equations rather than CS, as the requirement that
the smaller individual systems should be overdetermined makes
it infeasible for the latter purpose. Additionally, this approach
utilizes the hierarchical Tucker decomposition to constrain the
solution, as opposed to the MLSVD, CPD and TT constraints in
this paper.

Algorithms similar to the ones in this paper appear in the
literature on randomized tensor decomposition (RTD) [3, 14–
16]. The main difference is that the full tensor is available in
such a randomized algorithm, while our algorithms can also be
applied when only compressed measurements are available. In
a randomized algorithm, the tensor is compressed in multiple
modes to speed up further computations. In Zhou et al. [16]
the factor matrices of an MLSVD are computed by randomly
compressing the tensor. However, this compression is carried
out simultaneously in multiple modes in a manner that is not
Kronecker-structured. Also, the full tensor is needed to retrieve
the core S, as opposed to only compressed measurements like in
our approach. A similar randomized approach for computing the
MLSVD is introduced in Che et al. [15], with the difference that
the compression is carried out independently in different modes.
An overview of RTD algorithms for computing an MLSVD is
given in Ahmadi-Asl et al. [3, Section 5]. In Sidiropoulos et al.
[12], a CPD is computed by decomposing multiple randomly
compressed versions of the tensor in parallel and then combining
the results. The algorithm in Yang et al. [17] improves upon
this by replacing the dense random matrices with sketching
matrices in the compression step to reduce the computational
complexity. In Battaglino et al. [14], sketching matrices are used
to speed up the least squares subproblems in the alternating
least squares approach for computing the CPD. Multiplication
with a sketching matrix is a Johnson-Lindenstrauss Transform
(JLT), which transforms points in a high dimensional subspace
to a lower dimensional subspace while preserving the distance
between points up to a certain bound. In Jin et al. [18], it is
proven that applying a JLT along each mode of a tensor is
also a JLT. On the other hand, in cross approximation, CUR
decompositions and pseudo-skeleton decompositions, a tensor
is decomposed using a subset of directly sampled vectors along
each mode [6, 19–21]. These subsets are determined on the basis
of heuristics, for which algebraic results on the obtained quality
of the approximation are available [22].

In the next part of this section, we introduce notations and
definitions for further use in this paper. In Section 2, we propose
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an algorithm for computing an MLSVD from a BRKS linear
system and derive conditions under which a solution can be
found. In Section 3, we generalize the standard approach for
computing a CPD, in which the tensor is first compressed
using its MLSVD, to computing a CPD from a BRKS linear
system. We also derive conditions under which the CPD can
be retrieved. In Section 4, we compute a TT from a BRKS
linear system and derive conditions under which the TT can
be retrieved. Finally, in Section 5, we validate our algorithms
by computing tensor decompositions in a randomized approach
using synthetic data and by applying them to a hyperspectral
imaging application.

1.1. Notations and Definitions
A scalar, vector, matrix and tensor are, respectively, denoted by
x, x,X andX. The dimensions of a tensorX ∈ R

I1×···×IN of order
N are denoted by In for n = 1, . . . ,N. The rank of a matrix X is
denoted by r (X). The identity matrix is denoted by II ∈ R

I×I .
A set and its complementary set are, respectively, denoted by
I and I

c. A matricization of a tensor is obtained by reshaping
the tensor into a matrix and is denoted by X[I;Ic], with I ⊂

{1, . . . ,N}. The sets I and I
c, respectively, indicate which modes

of the tensor are in the rows and columns of the matricization.
See Kolda [23] for a more detailed, elementwise definition of a
matricization. We use a shorthand notation for the matricization
that contains a single mode in its rows, also known as the mode-n
unfolding, namely

X[n] := X[n;1,...,n−1,n+1,...,N].

The mode-n, outer, Kronecker and Khatri–Rao product are
denoted by ·n, ⊗,⊗ and ⊙. The mixed product property of the
Kronecker product is (A⊗B) (C⊗D) = (AC)⊗ (BD), with
A ∈ R

I×J , B ∈ R
L×M , C ∈ R

J×K and D ∈ R
M×N .

Similarly, the mixed product property of the Khatri–Rao product
is (A⊗B) (C⊙D) = (AC)⊙ (BD). The rank of the Kronecker
product of matrices equals the product of the ranks of those
matrices, i.e., r (A⊗B) = r (A) r (B). A shorthand notation for
a sequence of products is:

N
⊗
n=1

U(n)
:= U(1)⊗ · · ·⊗U(N),

N
⊙
n=1

U(n)
:= U(1)⊙ · · ·⊙U(N).

The multilinear singular value decomposition (MLSVD)
decomposes a tensor as

X = S ·1 U
(1) · · · ·N U(N) =:

r
S;U(1), . . . ,U(N)

z
,

with column-wise orthonormal factor matrices U(n) ∈ R
In×Rn

for n = 1, . . . ,N and an all-orthogonal core tensor S ∈

R
R1×···×RN [24]. The tuple (R1, . . . ,RN) is the multilinear rank

of X, in which Rn = r
(
X[n]

)
for n = 1, . . . ,N. In vectorized

form, this decomposition equals

vec (X) =

(
N
⊗
n=1

U(n)

)
vec (S) . (2)

The canonical polyadic decomposition (CPD) decomposes a
tensor as a minimal sum of rank-1 tensors

X =

R∑

r=1

u(1)r
⊗ · · · ⊗ u(N)

r =:
r
U(1), . . . ,U(N)

z
,

with factor matricesU(n) ∈ R
In×R for n = 1, . . . ,N. The number

of rank-1 tensors R equals the rank of X. In vectorized form, the
CPD equals

vec (X) =

(
N
⊙
n=1

U(n)

)
1R

with 1R a vector of length R containing all ones. The tensor train
(TT) factorizes each entry ofX as a sequence of matrix products

xi1···iN = G
(1)
: i1 :

· · ·G
(N)
: iN :,

with G
(n)
: in :

∈ R
Rn−1×Rn for n = 1, . . . ,N and R0 = RN = 1

[25]. An index that has not been fixed is indicated by :, meaning

thatG
(n)
: i : is the ith mode-2 slice of a third-order tensor. The cores

of the TT are obtained by stacking G
(n)
: in :

for n = 2, . . . ,N − 1

and for n = 1,N into third-order tensors and matrices G(n) ∈

R
Rn−1×In×Rn , respectively. The tuple (R0, . . . ,RN) is the TT-rank

ofX. We use

X = LG(1), . . . ,G(N)M

as a shorthand notation for the TT.

2. COMPUTING AN MLSVD FROM A BRKS
LINEAR SYSTEM

Using a BRKS linear system avoids the need for constructing and
storing the full measurement matrix A and results in efficient
algorithms for retrieving a low-rank constrained x. With this
structure, Equation (1) becomes




⊗N
n=1 A

(1,n)

⊗N
n=1 A

(2,n)

...

⊗N
n=1 A

(M,n)


 vec (X) =




b(1)

b(2)

...

b(M)


 , (3)

with generating matrices A(m,n) ∈ R
Pmn×In and compressed

measurements b(m) ∈ R

∏N
n=1 Pmn for m = 1, . . . ,M and n =

1, . . . ,N. This type of linear system appears, for instance, in
RTD and hyperspectral imaging, as illustrated in Section 5. Each
block row of this linear system corresponds to a linear subsystem
that produces a compressed version of X. This can be seen by
tensorizing themth block row as

B(m) = X ·1 A
(m,1) · · · ·N A(m,N), (4)

in which B(m) is b(m) reshaped into a tensor of dimensions
Pm1 × · · · × PmN . Each mode of B(m) has been compressed by
mode-nmultiplication with A(m,n) for n = 1, . . . ,N.
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If X is approximately of low multilinear rank (R1, . . . ,RN),
reflecting some inherent structure, then the vectorized MLSVD
in Equation (2) can be substituted into Equation (3):

A

(
N
⊗
n=1

U(n)

)
vec (S) = b. (5)

Note that the factor matrices would be in the reverse order
when vectorizing conventionally, meaning ⊗1

n=N U(n). However,
by vectorizing like in Equation (5), the index n of the generating
matrices A(m,n) for m = 1, . . . ,M and n = 1, . . . ,N corresponds
nicely to the mode it operates on.

In order to solve the linear system in Equation (5) in
the underdetermined case, it will not be directly solved for(
⊗N

n=1 U
(n)
)
vec (S). Instead, the factor matrices U(n) for n =

1, . . . ,N will be retrieved individually using the linear subsystems

(
N
⊗
n=1

A(m,n)

)(
N
⊗
n=1

U(n)

)
vec (S) = b(m) form = 1, . . . ,M

(6)
in Equation (5). If the BRKS linear system consists of N
linear subsystems, then all factor matrices can be computed.
Therefore, we assume from this point on that M = N. The
case where M < N is of use when not all factor matrices need
to be retrieved. Next, the core tensor will be retrieved using
the computed factor matrices. The linear system in Equation
(6) is similar to the problem that is solved in KCS, namely
⊗N

n=1 A
(m,n),⊗N

n=1 U
(n) and vec (S), respectively, correspond to

the Kronecker-structured measurement matrix, the Kronecker-
structured sparsifying basis and the sparse coefficients. In CS,
choosing a good basis that sparsifies the data [8] and determining
the sparse coefficients of the data in this basis [1, 2] are separate
problems. In this paper, both problems are solved simultaneously
using one BRKS linear system. Furthermore, unlike in the CS-
setting, the coefficients vec (S) are not necessarily sparse. In the
remainder of this section, we discuss the methods for retrieving
the factor matrices and the core tensor.

2.1. Computing the Factor Matrices
Themth linear subsystem in Equation (6) can be simplified to

(
N
⊗
n=1

(
A(m,n)U(n)

))
vec (S) = b(m) form = 1, . . . ,N (7)

using the mixed product property of the Kronecker product.
This corresponds to a vectorized MLSVD with factor matrices
A(m,n)U(n) for n = 1, . . . ,N and core S. Rearranging Equation
(7) as the mode-mmatrix unfolding of this MLSVD

A(m,m)U(m)S(m) = B
(m)
[m] with (8)

S(m) =


∏

n6=m

S ·n

(
A(m,n)U(n)

)



[m]

form = 1, . . . ,N

= S[m]

(
⊗

n6=m

(
A(m,n)U(n)

))T

,

shows that solving the linear system

A(m,m)F(m) = B
(m)
[m] with F(m) = U(m)S(m) form = 1, . . . ,N

(9)
for the unknown matrix F(m) yields linear combinations of the
columns of U(m). Therefore, the dominant column space of
F(m) is the same as the subspace spanned by the columns of
U(m) if S(m) is of full column rank. This means that we can
find the column space of the mth factor matrix by computing
an orthonormal basis that spans the dominant column space
of F(m). In applications that allow the generating matrices to
be chosen, setting A(m,m) = IIm for m = 1, . . . ,N avoids
the need for solving this linear system altogether. In this case,
B(m) in Equation (4) equals X multiplied in every mode except
the mth with a generating matrix. This situation is similar to
RTD methods for computing an MLSVD, where the tensor is
compressed in all modes except themth in order to retrieve U(m)

[15, 16]. Generically, the dimensions Pmn, for m, n = 1, . . . ,N
and n 6= m, of the generating matrices can be chosen much
smaller than the rank Rn of the mode-n unfolding of X, as we
will further explain in Section 2.4. As a first indication, note that
for the factorization in the right-hand side of Equation (9), we
expect

∏
n6=m Pmn = Rm to be sufficient, allowing Pmn ≪ Rm for

m, n = 1, . . . ,N and n 6= m.

2.2. Computing the Core Tensor
In some applications, not only the factor matrices U(n) for n =

1, . . . ,N but also the core S are needed. At first sight, it looks
like a data efficient way to compute the core is reusing the linear
combinations with which the column space of the factor matrices
has been computed. The core tensor that corresponds to the
retrieved column spaces of the factor matrices is then obtained
by solving the linear system in Equation (5) for vec (S), with the
column space ofU(n) already available for n = 1, . . . ,N, which is




⊗N
n=1

(
A(1,n)U(n)

)

⊗N
n=1

(
A(2,n)U(n)

)

...

⊗N
n=1

(
A(N,n)U(n)

)



vec (S) = b. (10)

The core can be retrieved if the coefficient matrix of this
system is of full column rank. However, the requirement that
this coefficient matrix must be of full column rank imposes
much more severe constraints on the dimensions Pmn than the
constraints for computing the factor matrices in Section 2.4.
Under these harder constraints, the right hand sides b(n) would
have to contain far more compressedmeasurements than actually
needed to retrieve the nth factor matrix U(n) for n = 1, . . . ,N.
The reason is that in the coefficient matrix in Equation (10) there
are many linear dependencies between the rows, because the
same factor matrices U(n) appear in each block row. Therefore,
it is not practical to compute the core by solving the system in
Equation (10) for vec (S).

Instead, the core can be computed by solving a separate linear
system, independent from the N block rows of the BRKS system
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used for computing the factor matrices, for vec (S), namely

(
N
⊗
n=1

(
C(n)U(n)

))
vec (S) = d (11)

with extra generating matrices C(n) ∈ R
Qn×In for n = 1, . . . ,N

and compressed measurements d ∈ R

∏N
n=1 Qn . This approach

allows us to choose the dimensions Qn for n = 1, . . . ,N such
that the core can be retrieved, without the need to increase
the dimensions Pmn for m, n = 1, . . . ,N. Additionally, this
additional system can be solved efficiently by subsequently
solving smaller linear systems

(
C(n)U(n)

)
S̃
(n)
new = S̃

(n)
for n = 1, . . . ,N (12)

for S̃
(n)
new. Here, S̃

(1)
= D[1], in which D[1] is the mode-1 matrix

unfolding of the tensorization D ∈ R
Q1×···×QN of d, and S̃

(n)
=

reshape
(
S̃
(n−1)
new , [Qn,

∏n−1
i=1 Ri

∏N
i=n+1 Qi]

)
for n = 2, . . . ,N.

After solving all N systems, S̃
(N)
new is the mode-N matrix unfolding

of S. These linear systems, with coefficient matrices of size Qn ×

Rn for n = 1, . . . ,N, are much smaller than the linear system in
Equation (10), consisting of all compressed measurements used
to estimate the factor matrices, with a coefficient matrix of size∑N

m=1

(∏N
n=1 Pmn

)
×
∏N

n=1 Rn. This coefficient matrix is so large

because of the Kronecker products. In Section 2.4, we show that
generically the core can be retrieved if the dimensions Qn are
greater than or equal to Rn for n = 1, . . . ,N. Therefore, solving
the subsequent systems in Equation (12) is a computationally
much cheaper approach for computingS than solving the system
in Equation (10) is. This additional linear system can be added
to the BRKS linear system in Equation (3) by renaming C(n)

for n = 1, . . . ,N and d to A(N+1,n) and b(N+1), respectively.
The complete BRKS linear system now consists of N + 1 block
rows with generating matrices A(m,n) ∈ R

Pmn×In and compressed

measurements b(m) ∈ R

∏N
n=1 Pmn for m = 1, . . . ,N + 1 and for

n = 1, . . . ,N.
If we estimate the core tensor using a separate linear system,

we do not use all available compressed measurements, since we
disregard the first N block rows of the BRKS linear system. This
can be resolved by solving the full BRKS linear system for vec (S)

with a numerical algorithm such as conjugate gradients, using the
matrix-vector product




⊗N
n=1

(
A(1,n)U(n)

)

...

⊗N
n=1

(
A(N+1,n)U(n)

)


 vec (S) ,

which can be computed efficiently by exploiting the block
rowwise Kronecker structure. Alternatively, all block rows of
the system can also be used if the full BRKS system is solved
for a sparse core S, which we will illustrate in an experiment
in Section 5.

Algorithm 1: MLSVD from a BRKS linear system
(lsmlsvd_brks).

Input: (CS-setting) A(m,n), b(m) for
m = 1, . . . ,N + 1; n = 1, . . . ,N

Input: (RTD-setting) A(m,n) for
m = 1, . . . ,N + 1; n = 1, . . . ,N andX

Output: S, U(m) for m = 1, . . . ,N
begin

if RTD-setting then

Compute b(m) for m = 1, . . . ,N using Equation (3)
/* Estimate factor matrices */
form = 1 to N do

Solve A(m,m)F(m) = B
(m)
[m] for F

(m)

Find U(m) by computing an orthonormal basis that
spans the dominant column space of F(m)

/* Estimate core tensor */

S̃ = reshape
(
b(N+1), [PN+1,1,

∏N
i=2 PN+1,i]

)

for n = 1 to N do

Solve
(
A(N+1,n)U(n)

)
S̃new = S̃ for S̃new

S̃ = reshape
(
S̃new, [PN+1,n,

∏n−1
i=1 Ri

∏N
i=n+1 PN+1,i]

)

2.3. Algorithm
By combining the steps in Sections 2.1 and 2.2, we obtain
Algorithm 1 for computing theMLSVD ofX from a BRKS linear
system. In the outlined version of the algorithm, the additional
linear system in Equation (11) is used to estimate the core tensor.
The computation of each factor matrix depends only on one
compressed tensorB(m) for m = 1, . . . ,N, allowing the different
factor matrices to be computed in parallel. In the RTD-setting,
the full tensor is available and is then randomly compressed
in order to efficiently compute a tensor decomposition. On the
other hand, compressed measurements can be obtained directly
in the data acquisition stage in the CS-setting. To accommodate
for both settings, Algorithm 1 accepts either the generating
matrices and the compressed measurements or the generating
matrices and the full tensor as inputs.

2.4. Conditions for MLSVD Retrieval
In this section, we derive the conditions in Theorem 1, under
which the retrieval of the MLSVD of X from a BRKS system is
guaranteed. Since the factor matrices and the core are intrinsic
to the data X, the conditions in this section are to be seen as
constraints on the generating matrices.

Theorem 1. Consider a tensor X ∈ R
I1×···×IN of multilinear

rank (R1, . . . ,RN), admitting an MLSVD
r
S;U(1), . . . ,U(N)

z

with factor matrices U(n) ∈ R
In×Rn for n = 1, . . . ,N and core

tensor S ∈ R
R1×···×RN . Given linear combinations b of vec (X)

obtained from a BRKS linear system with generating matrices
A(m,n) ∈ R

Pmn×In for m = 1, . . . ,N + 1 and n = 1, . . . ,N,
the factor matrices U(n) for n = 1, . . . ,N can be retrieved if and
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only if

1) r
(
A(m,m)

)
= Im form = 1, . . . ,N;

2)

N∏

n6=m

r
(
A(m,n)U(n)

)
≥ Rm form = 1, . . . ,N.

The core S can be retrieved if and only if

3)

N∏

n=1

r
(
A(N+1,n)U(n)

)
=

N∏

n=1

Rn.

Proof: Condition 1): The linear system in Equation (9) can be
uniquely solved for F(m) if and only if A(m,m) is of full column
rank Im for m = 1, . . . ,N.
Condition 2): An orthonormal basis of dimension Rm for the
column space of F(m) can be retrieved if and only if

r
(
U(m)S(m)

)
= r

(
U(m)S[m]

(
⊗

n6=m

(
A(m,n)U(n)

)))

= Rm form = 1, . . . ,N

holds. Since r
(
U(m)

)
= r

(
S[m]

)
= Rm, which follows from the

definition of the MLSVD, this condition reduces to

r

(
⊗

n6=m

(
A(m,n)U(n)

))
=

N∏

n6=m

r
(
A(m,n)U(n)

)

≥ Rm form = 1, . . . ,N.

Condition 3): The linear system in Equation (11) can be
uniquely solved for vec (S) if and only if the coefficient matrix

⊗N
n=1

(
A(N+1,n)U(n)

)
is of full column rank:

r

(
N
⊗
n=1

A(N+1,n)U(n)

)
=

N∏

n=1

r
(
A(N+1,n)U(n)

)
=

N∏

n=1

Rn.

The conditions in Theorem 1 are satisfied in the generic case, in
which the generating matrices are sampled from a continuous
probability distribution and thus are of full rank with probability
1, if and only if the conditions in Theorem 2 hold. The conditions
in the latter theorem allow us to determine the dimensions Pmn

for m = 1, . . . ,N+1 and n = 1, . . . ,N of the generatingmatrices
such that generically the MLSVD ofX can be retrieved.

Theorem 2. With generic generating matrices A(m,n) for m =

1, . . . ,N + 1 and n = 1, . . . ,N, the conditions in Theorem 1 hold
if and only if

1) Pmm ≥ Im form = 1, . . . ,N;

2)
∏

n6=m

min (Pmn,Rn) ≥ Rm form = 1, . . . ,N;

3) PN+1,n ≥ Rn for n = 1, . . . ,N.

Proof: The proof of these conditions follows from the conditions
in Theorem 1 and the properties of generic matrices.
Condition 1): Since a generic matrix is of full rank,

r
(
A(m,m)

)
= min(Pmm, Im) for m = 1, . . . ,N.

Condition 2): The matrix product A(m,n)U(n) is of full rank
min (Pmn,Rn) with probability 1 for a generic matrix A(m,n) and
U(n) of full column rank (the latter following from the definition
of an MLSVD) with Pmn,Rn ≤ In for m = 1, . . . ,N + 1 and
n = 1, . . . ,N [10, Lemma 1].
Condition 3): Similar to the proof of condition 2),

generically r
(
A(N+1,n)U(n)

)
= min

(
PN+1,n,Rn

)
for

n = 1, . . . ,N according to Sidiropoulos and Kyrillidis [10,
Lemma 1]. Condition 3) in Theorem 1 then reduces to∏N

n=1min(PN+1,n,Rn) ≥
∏N

n=1 Rn, which holds if and only if
condition 3) in this theorem is satisfied.

In practice, the dimensions Pmn can easily be chosen such
that the second generic condition is satisfied with Pmn < Rn
for m, n = 1, . . . ,N and n 6= m. The second condition then
reduces to

∏N
n6=m Pmn ≥ Rm for m = 1, . . . ,N. Assuming that

Pmn for m = 1, . . . ,N and n 6= m are approximately equally
large, we obtain the condition Pmn ≥ N−1

√
Rm, meaning that the

generating matrices A(m,n) ∈ R
Pmn×In for m, n = 1, . . . ,N and

n 6= m can be chosen as fat matrices. Therefore, the mth block
row of Equation (3) compresses all modes of X except the mth,
as illustrated in Figure 1, similar to an RTD algorithm for the

MLSVD. Additionally, this implies that B
(m)
[m] ∈ R

Pmm×
∏

n6=m Pmn

holds at least Rm columns, which is indeed the minimum
required number for estimating the Rm-dimensional mode-m
subspace of X. Algorithm 1 uses an oversampling factor q ≥ 1
such that this matrix holds more than the minimum required
number of columns, namely

∏
n6=m Pmn = qRm columns for

m = 1, . . . ,N. These additional compressed measurements allow
a better estimation of the factor matrices if the data is noisy.

2.5. Noisy Data
In applications, noise can be present on the compressed
measurements and/or on the entries of the tensor. In the former

,

,

FIGURE 1 | Similar to the RTD algorithm in Che et al. [15], we recover the first

MLSVD factor matrix from B
(1), which is a version of X that is compressed in

every mode except the first.

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 6 March 2022 | Volume 8 | Article 83288346

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Hendrikx and De Lathauwer BRKS Systems With Low-Rank Solutions

case, the linear system becomes Avec (X) = b + n, in which
the noise vector n is partitioned into subvectors n(m) for m =

1, . . . ,N, consistent with the partitioning of b in Equation (3).
The linear system in Equation (8), with a noise term n, becomes

A(m,m)F(m) = B
(m)
[m] + N

(m)
[m] form = 1, . . . ,N,

in which N(m) ∈ R
Pm1×···×PmN is the tensor representation of

n(m) and N
(m)
[m] its mode-m matrix unfolding. The rank of the

matrix, obtained by solving this subsystem for F(m), generically

equals min
(
Im,
∏N

n6=m Pmn

)
due to the presence of the noise and

thus exceeds Rm if q > 1 for m = 1, . . . ,N. If the signal-to-noise

ratio ||b||2
||n||2 is sufficiently high, then the dominant column space of

F(m) is nevertheless expected to be a good approximation for the
column space of U(m). A basis for this dominant column space
can be computed with the singular value decomposition (SVD)
and the approximation is optimal in least squares sense if n(m) is
white Gaussian noise.

In the case of noisy tensor entries, the linear system becomes
Avec (X+N) = b, with N ∈ R

I1×···×IN . In contrast with the
former case, the coefficient matrix now also operates on the noise.
Equation (8) then becomes

A(m,m)
(
F(m) + N(m)

)
= B

(m)
[m] with

N(m) =


∏

n6=m

(
N ·i A

(m,n)
)



[m]

form = 1, . . . ,N.

Because of the noise, the rank of F(m) + N(m) generically exceeds
Rm for m = 1, . . . ,N. The least squares optimal approximation
of the column space ofU(m) can again be retrieved using the SVD

if
(
⊗N

n=1 A
(m,n)

)
vec (N) is white Gaussian noise. As derived

in Sidiropoulos et al. [12], this holds true if vec (N) is white

Gaussian noise and A(m,n)A(m,n)T = IPmn for m, n = 1, . . . ,N.
The latter condition is approximately satisfied for large tensor
dimensions if the generating matrices are sampled from a zero-
mean uncorrelated distribution.

3. COMPUTING AN ORTHOGONALLY
COMPRESSED CPD FROM A BRKS
LINEAR SYSTEM

Since the core of the MLSVD of an Nth order tensor is also an
Nth order tensor, the MLSVD suffers from the CoD. On the
contrary, the number of parameters of the CPD scales linearly
with the order of the tensor. Additionally, the CPD is unique
under mild conditions. For applications that are more suited to
these properties, such as blind signal separation, we introduce an
algorithm for computing a CPD from a BRKS linear system in
this section. An efficient, three-step approach for computing the
CPD of a tensor is: 1) compressing the tensor, 2) decomposing
the compressed tensor and 3) expanding the factor matrices to
the original dimensions. In Bro and Andersson [9], the tensor is

orthogonally compressed using the factor matrices of its MLSVD,
i.e., the orthogonally compressed tensor corresponds to the core
tensor of the MLSVD. In this section, we generalize this popular
approach to computing a CPD from the BRKS linear system
in Equation (3). Following this approach, we can find the CPD
of a large tensor of order N by computing the CPDs of N
small tensors.

3.1. Computing the Factor Matrices
IfX is approximately of rank R, it admits a CPD

X =
r
W(1), . . . ,W(N)

z
(13)

with W(n) ∈ R
In×R for n = 1, . . . ,N. Since the dimension of

the subspace spanned by the mode-n vectors of X is at most of
dimension R for n = 1, . . . ,N, as X is of rank R, X also admits
an MLSVD

X =
r
S;U(1), . . . ,U(N)

z
(14)

with U(n) ∈ R
In×R for n = 1, . . . ,N and S ∈ R

R×···×R. Note
that the rank Rn of the mode-n vectors of X can be smaller
than R for any n = 1, . . . ,N, namely when W(n) is not of full
column rank. In this case, an orthogonal compressionmatrixU(n)

of dimensions In × Rn can still be used. Equation (13) and (14)
together imply that the core tensor S admits the following CPD:

S =
r
U(1)TW(1), . . . ,U(N)TW(N)

z
=

r
V(1), . . . ,V (N)

z
. (15)

Alternatively, the CPD ofX can be written as

X =
r
U(1)V(1), . . . ,U(N)V(N)

z

by substituting Equation (15) into Equation (14). This CPD can
be substituted for S in the BRKS system in Equation (3). Using
the mixed product property of the Khatri–Rao product, the mth
block row of the BRKS system becomes

(
N
⊙
n=1

(
A(m,n)U(n)V(n)

))
1R = b(m) form = 1, . . . ,N.

Tensorizing this equation yields a polyadic decomposition (PD)
expression for each block row of the BRKS system:

r
A(m,1)U(1)V(1), . . . ,A(m,N)U(N)V(N)

z
= B(m) form = 1, . . . ,N.

(Note that, since the number of rank-1 terms in this PD is
not necessarily minimal, it is a priori not necessarily canonical.
However, we will assume further on that the m-th factor matrix

in the PD of B̃
(m)

is unique for m = 1, . . . ,N. As that implies
that a decomposition in fewer terms is impossible, the PDs are
CPDs by our assumption). After solving Equation (9) for F(m)

and estimating U(m) for m = 1, . . . ,N as described in Section
2.1, the tensorization F(m) ∈ R

Pm1×···×Im×···×PmN of F(m) is
orthogonally compressed

B̃
(m)

= F(m)
·m U(m)T
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=
r
A(m,1)U(1)V(1), . . . ,V(m), . . . ,A(m,N)U(N)V(N)

z

form = 1, . . . ,N. (16)

The CPD of the compressed tensor B̃
(m)

shares the factor matrix
V(m) with the CPD of the core tensor S. The factor matrices V(n)

for n = 1, . . . ,N of the CPD of the core can thus be found by
computing the CPD of each compressed tensor if the mth factor

matrix of the CPD of B̃
(m)

is unique for m = 1, . . . ,N. If the
CPD of the full tensorX is also unique, its factor matrices can be
retrieved by expanding the factor matrices W(n) = U(n)V(n) for
n = 1, . . . ,N. Since a CPD can only be unique up to the factor
scaling and permutation indeterminacies and each factor matrix
V(n) for n = 1, . . . ,N is retrieved from a different compressed
tensor, the indeterminacies must be addressed. To this end, the

fact that the N tensors B̃
(m)

all have the same CPD, up to the
(known) compression matrices A(m,n) for m, n = 1, . . . ,N, can
be exploited.

3.2. Algorithm
The steps in Section 3.1 mimic the popular approach in Bro and
Andersson [9] for computing the CPD of a fully given tensor,
which is: 1) compute the MLSVD of X, 2) compute the CPD of
the core S and 3) expand the factor matrices W(n) = U(n)V(n)

for n = 1, . . . ,N. The corresponding steps in the approach
in this paper are: 1) compute the MLSVD factor matrices U(n)

for n = 1, . . . ,N and orthogonally compress the tensors F(m)

for m = 1, . . . ,N, 2) compute the CPD of the compressed
tensors and 3) expand the factor matrices W(n) = U(n)V(n)

for n = 1, . . . ,N. Instead of computing the CPD of a core
tensor of dimensions R × · · · × R, this approach computes the
CPD of the N tensors in Equation (16) which are of dimensions
Pm1 × · · · × Pm,m−1 × R × Pm,m+1 × · · · × Pm,N for m =

1, . . . ,N. As will be shown in Section 3.3, these tensors can be
far smaller than the core tensor. Algorithm 2 outlines all steps
needed to compute a CPD with orthogonal compression from a
BRKS linear system. All steps of this algorithm can be computed
in parallel. LikeAlgorithm 1,Algorithm 2 accomodates both the
RTD- and CS-setting.

Instead of computing the CPDs of the tensors B̃
(m)

for m =

1, . . . ,N separately, they can also be computed simultaneously
as a set of coupled CPDs. These CPDs are coupled since their
factor matrices all depend linearly, with coefficients A(m,n)U(n),
on the same factors V(n) for m, n = 1, . . . ,N with n 6= m. This
set of coupled CPDs can be computed in Tensorlab [26] through
structured data fusion [27].

3.3. Conditions for CPD Retrieval
In this section, we derive conditions for the identifiability of the
CPD ofX from a BRKS system. The CPD can be identified if the
conditions in Theorem 3 hold. In Domanov and De Lathauwer
[28], conditions are provided to guarantee that one factor matrix
of the CPD is unique.

Theorem 3. Consider a tensor X ∈ R
I1×···×IN of rank R,

admitting a CPD
r
W(1), . . . ,W(N)

z
with factor matrices W(n) ∈

Algorithm 2: Orthogonally compressed CPD from a BRKS
linear system (lscpd_brks).

Input: (CS-setting) A(m,n), b(m) form, n = 1, . . . ,N
Input: (RTD-setting) A(m,n) form, n = 1, . . . ,N andX

Output:W(m) for m = 1, . . . ,N
begin

if RTD-setting then

Compute b(m) for m = 1, . . . ,N using Equation (3)
form = 1 to N do

Solve A(m,m)F(m) = B
(m)
[m] for F

(m)

Find U(m) by computing an orthonormal basis that
spans the dominant column space of F(m)

Orthogonally compress B̃
(m)

= F(m)
·m U(m)T

Compute the CPD of B̃
(m)

and set V(m) equal to the
mth factor matrix
Scale and permute V(m) = D(m)−1

P(m)TV(m) to fix
CPD indeterminacies
ExpandW(m) = U(m)V(m)

R
In×R for n = 1, . . . ,N. Given linear combinations b of vec (X),

obtained from a BRKS linear system with generating matrices
A(m,n) ∈ R

Pmn×In for m, n = 1, . . . ,N, the factor matrices W(n)

for n = 1, . . . ,N can be retrieved if

1) r
(
A(m,m)

)
= Im form = 1, . . . ,N;

2)

N∏

n6=m

r
(
A(m,n)U(n)

)
≥ R form = 1, . . . ,N;

3) Themth factor matrix of B̃
(m)

is unique for m = 1, . . . ,N;

4) The CPD ofX is unique.

Proof: Conditions 1) and 2): For the compression matrices U(n)

for n = 1, . . . ,N, the factor matrices of the MLSVD of X must
be retrievable. These conditions are the same as the first two
conditions in Theorem 1.
Condition 3): The CPD of the compressed tensor B̃

(m)
for m =

1, . . . ,N in Equation (16) shares the mth factor matrix with the
core of the MLSVD of X if the mth factor matrix is unique for
m = 1, . . . ,N.
Condition 4): While condition 3) ensures that the factor matrices
W(n) for n = 1, . . . ,N are unique, condition 4) is needed to
ensure that there is only one set of rank-1 tensors, consisting of
the columns of W(n) for n = 1, . . . ,N, that forms a CPD of X,
i.e., to exclude different ways of pairing.

In the generic case, in which the generating matrices and
the factor matrices of the CPD are sampled from a continuous
probability distribution, the CPD of X can be identified if the
conditions in Theorem 4 hold. Here we used a generic condition

to prove the uniqueness of the full CPD of B̃
(m)

for m =

1, . . . ,N, which a fortiori guarantees the uniqueness of its mth
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factor matrix. The conditions in Theorem 4 can be used to
determine the dimensions of the generating matrices that are
generically required for the identifiability of the CPD ofX.

Theorem 4. With generic generating matrices A(m,n) for m, n =

1, . . . ,N, the conditions in Theorem 3 hold if

1) Pmm ≥ Im form = 1, . . . ,N;

2)

N∏

n6=m

min (Pmn,R) ≥ R form = 1, . . . ,N;

3) Im ≥ R form = 1, . . . ,N;

4)
{
∃N ⊂ {[1, . . . ,N] \m} :min (J2, J3) ≥ 3

and (J2 − 1)(J3 − 1) ≥ R
}

form = 1, . . . ,N

with J2 =
∏

n∈N

Pmn and J3 =
∏

n∈N
c

Pmn

Proof: Conditions 1) and 2): These conditions are the same as the
first two conditions in Theorem 2.
Condition 3) and 4): The mth factor matrix of B̃

(m)
is unique

for m = 1, . . . ,N if the CPD of these tensors is unique. The

Nth order tensor B̃
(m)

can be reshaped to a third-order tensor
Y ∈ R

J1×J2×J3 , with J1 = Im, J2 =
∏

n∈N Pmn, J3 =
∏

n∈N
c Pmn

and N ⊂ {[1, . . . ,N] \m}, of which the first mode corresponds

to the uncompressed mth mode of B̃
(m)

. The second and third
mode, respectively, correspond to a subset N of the remaining
N − 1 modes and its complementary subsetNc. The rank R CPD

of B̃
(m)

is unique if there exists a subset N such that the rank R
CPD of the reshaped third-order tensorY is unique. Generically,
a third-order tensor Y ∈ R

J1×J2×J3 of rank R is unique if J1 ≥ R,
min (J2, J3) ≥ 3 and (J2 − 1)(J3 − 1) ≥ R [29]. Condition 3)
guarantees that the former condition is satisfied and condition

4) guarantees that the latter two conditions are satisfied for B̃
(m)

for m = 1, . . . ,N. Additionally, condition 3) guarantees generic
uniqueness of the CPD ofX since for each reshaped, third-order
version ofX, all dimensions exceed R [30, Theorem 3].

As explained in Section 2.4, the second condition in Theorem
4 implies that Pmn ≥

N−1
√
R if the values Pmn are approximately

equally large for m, n = 1, . . . ,N and n 6= m. Similarly, the
fourth condition in Theorem 4 implies that

Pmn ≥
N−1

√(
1+

√
R
)2

form, n = 1, . . . ,N and n 6= m.

(Note that this bound is derived for tensors of uneven order N.
The bound for tensors of even order is similar, but does not have a
simple expression). The latter constraint poses only slightly more
restrictive bounds than the former, meaning that the dimensions
Pmn for m, n = 1, . . . ,N and n 6= m can still be chosen such
that they are much smaller than R. In real applications, tensor
dimensions often exceed the tensor rank, satisfying the third
condition in Theorem 4.

Remark: Note that the rank of a tensor can exceed some of
its dimensions, in which case Theorem 4 cannot be satisfied.
This can be resolved by using a different uniqueness condition to

guarantee the uniqueness of the CPDs of B̃
(m)

for m = 1, . . . ,N,
such as the generic version of Kruskal’s condition [31]. However,
using this condition also results in stricter bounds on Pmn for
m, n = 1, . . . ,N and n 6= m.

4. COMPUTING A TT FROM A BRKS
LINEAR SYSTEM

Since the TT also does not suffer from the CoD, we derive an
algorithm for computing a TT from a BRKS linear system in
this section. The TT-SVD algorithm in Oseledets [25] computes
the cores using sequential SVDs. Unlike in TT-SVD, for a BRKS
linear system the SVDs can be computed in parallel by processing
the compressed tensors B(m) for m = 1, . . . ,N ofX separately.

4.1. Computing the TT Cores
If X is approximately of TT-rank (R0, . . . ,RN), it admits a TT
LG(1), . . . ,G(N)M with cores G(n) ∈ R

Rn−1×In×Rn for n = 1, . . . ,N.
Substituting this TT for X into the BRKS linear system in
Equation (3) leads to

Avec
(
LG(1), . . . ,G(N)M

)
= b.

It follows that the tensorized mth block row of this BRKS
system corresponds to the TT ofX transformed through mode-n
multiplication with the generating matrices A(m,n):

B(m) = LH(m,1), . . . ,H(m,N)M

with H(m,n) = G(n)
·2 A

(m,n) for n = 1, . . . ,N. Rearranging this
transformed TT into its mode-m unfolding leads to

A(m,m)
(
LH(m,1), . . . ,H(m,m−1),G(m),H(m,m+1), . . . ,H(m,N)M

)
[m]

= B
(m)
[m].

This unfolding corresponds to a linear system

A(m,m)B̃
(m)
[m] = B

(m)
[m] (17)

that can be solved for B̃
(m)
[m]. The tensor B̃

(m)
is a transformed TT

of X that shares the mth core G(m) with the TT of the full tensor
X. Following the definition of a TT, this core can be retrieved
from the column space of the following matrix unfolding

B̃
(m)
[1,...,m;m+1,...,N] =

(
LH(m,1), . . . ,H(m,m−1),G(m)M

)T
[m+1]

(
LH(m,m+1), . . . ,H(m,N)M

)
[1]

. (18)

(W.r.t. the matricization, note that while
LH(m,1), . . . ,H(m,m−1),G(m)M consists of m cores, it is a
tensor of order m + 1 since Rm is not necessarily equal to one).
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First, we retrieve G(1) by computing an orthonormal basis of
dimension R1 for the dominant column space of the matrix
unfolding in Equation (18) for m = 1. For m = 2, . . . ,N, the
column space of this unfolding also involves the preceding cores
H(m,1), . . . ,H(m,m−1). If the cores are computed in order, then
these preceding cores are known and can be compensated for by
subsequently solving smaller linear systems

H
(m,n)
[1,2;3]B

(n)
new = B(n) for n = 1, . . . ,m− 1, (19)

for B
(n)
new, with B(1) = B̃

(m)
[1] and B(n) =

reshape
(
B
(n−1)
new , [Rn−1Pmn, Im

∏N
k=n+1 Pmk]

)
for n = 2, . . . ,m−

1. After solving these systems, G(m) is retrieved by computing
an orthonormal basis of dimension Rm for the dominant

column space of reshape
(
B
(n)
new, [Rm−1Im,

∏N
k=m+1 Pmk]

)
for

m = 1, . . . ,N.
Alternatively, we can immediately compute an orthonormal

basis of dimension Rm for the dominant column space of the
matrix unfolding in Equation (18) for m = 1, . . . ,N, without
compensating for preceding cores first. Computing these bases
is more expensive, since they are obtained from a larger matrix
than in the case where the preceding cores have already been
compensated for. On the other hand, the orthonormal bases
can be computed in parallel, as there is no dependency on any
preceding core. If after the orthonormal bases have been found,
also the cores of the TT are desired, compensation of preceding
cores can be done in a similar manner as described above, namely
by subsequently solving linear systems. These linear systems have
the same coefficient matrix as the linear systems in Equation (19).

4.2. Algorithm
Algorithm 3 outlines all steps needed to compute a TT
from a BRKS linear system for the approach in which the
orthonormal bases are computed first and the preceding cores
are compensated for second. Note that only N − 1 SVDs need
to be computed, just like in the standard TT-SVD algorithm,
in which the final SVD reveals both cores N − 1 and N. Like
Algorithm 1 and 2, Algorithm 3 also accommodates both the
RTD- and CS-setting.

Remark: When computing the mth core in Algorithm 3, the

m− 1 preceding compressed coresH(m,1), . . . ,H(m,m−1) in B̃
(m)

are compensated for from left to right, i.e., for m = 1, . . . , n− 1.

If B̃
(m)

is unfolded in reverse, i.e.,

B̃
(m)
[N,...,m;m−1,...,1] =

(
LH(m,N), . . . ,H(m,m+1),G(m)M

)T
[N−m+2]

(
LH(m,m−1), . . . ,H(m,1)M

)
[1]

, (20)

then the column space of the unfolding contains, besides G(m),
the N − m next compressed cores H(m,N), . . . ,H(m,m+1). This
way, it is possible to compute the mth core by compensating
for these next compressed cores from right to left, i.e.,
H(m,N), . . . ,H(m,m+1). The efficiency of Algorithm 3 can be
improved by computing the first half of the cores using the
unfolding in Equation (18) and compensating for the preceding

Algorithm 3: TT from a BRKS linear system (lstt_brks).

Input: (CS-setting) A(m,n), b(m) form, n = 1, . . . ,N
Input: (RTD-setting) A(m,n) form, n = 1, . . . ,N andX

Output: G(m) for m = 1, . . . ,N
begin

if RTD-setting then

Compute b(m) for m = 1, . . . ,N using Equation (3)
form = 1 to N do

Solve A(m,m)B̃
(m)
[m] = B

(m)
[m] for B̃

(m)
[m]

Estimate G̃
(m)

as an orthonormal basis for the
dominant column space of B̃

(m)
[1,...,m;m+1,...,N]

for n = 1 tom− 1 do

Reshape G̃
(m)

to dimensions
Rn−1Pmn × Pm,n+1 · · · Pm,m−1ImRm

Solve the systemH
(m,n)
[1,2;3]Gnew = G̃

(m)
for Gnew

Set G̃
(m)

= Gnew

G(m) = reshape
(
G̃
(m)

, [Rm−1, Im,Rm]
)

cores from left to right, and the second half of the cores using
the unfolding in Equation (20) and compensating for the next
cores from right to left. This halves the number of cores that
need to be compensated for compared to Algorithm 3, in which
cores are only compensated for from left to right to simplify
the pseudocode.

4.3. Conditions for TT Retrieval
In this section, we derive the conditions in Theorem 5, under
which retrieval of the TT ofX from a BRKS system is guaranteed.
The compensation for preceding cores occurs in both approaches
for computing the TT in Section 4.1. Therefore, the linear
systems that are solved to compensate for them must have
a unique solution. Since these linear systems have the same
coefficient matrices in both approaches, the condition under
which they have a unique solution is the same, regardless of the
chosen approach.

Theorem 5. Consider a tensor X ∈ R
I1×···×IN of TT-rank

(R0, . . . ,RN), admitting a TT LG(1), . . . ,G(N)M with cores G(n) ∈

R
Rn−1×In×Rn for n = 1, . . . ,N. Given linear combinations b

of vec (X), obtained from a BRKS linear system with generating
matrices A(m,n) ∈ R

Pmn×In for m, n = 1, . . . ,N, the cores G(n) for
n = 1, . . . ,N can be retrieved if and only if

1) r
(
A(m,m)

)
= Im form = 1, . . . ,N;

2) r
(
B̃
(m)
[1,...,m;m+1,...,N]

)
= Rm form = 1, . . . ,N;

3) r
(
H

(m,n)
[1,2;3]

)
= Rn form = 1, . . . ,N and n = 1, . . . ,m− 1.

Proof: Condition 1): The linear system in Equation (17) can be

uniquely solved for B̃
(m)
[m] if and only if A(m,m) is of full column
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rank Im for m = 1, . . . ,N.
Condition 2): An orthonormal basis of dimension Rm for the

column space of the matricization B̃
(m)
[1,...,m;m+1,...,N] in Equation

(18) can be retrieved if and only if the rank of this matricization
equals Rm.

Condition 3): The linear systems that are solved to
compensate for compressed cores have a unique solution if and
only if

r
(
H

(m,n)
[1,2;3]

)
= Rn form = 1, . . . ,N and n = 1, . . . ,m− 1

holds.

In the generic case, in which the generating matrices are
sampled from a continuous probability distribution, the TT
of X can be retrieved if the conditions in Theorem 6 hold.
These conditions can be used to determine the dimensions of
the generating matrices such that the TT of X can generically
be retrieved.

Theorem 6. With generic generating matrices A(m,n) for m, n =

1, . . . ,N, the conditions in Theorem 1 hold if and only if

1) Pmm ≥ Im form = 1, . . . ,N;

2) Pmn ≥
Rm

Rn−1Im
∏m−1

k=n+1 Pmk

form = 1, . . . ,N and n = 1, . . . , n− 1;

3) Pmn ≥
Rm

Rn
∏n−1

k=m+1 Pmk

form = 1, . . . ,N and n = m+ 1, . . . ,N;

4) Pmn ≥
Rn

Rn−1
form = 1, . . . ,N and n = 1, . . . ,m− 1.

Proof: Condition 1): This condition is the same as condition 1)
in Theorem 2.
Condition 2): The matricization B̃

(m)
[1,...,m;m+1,...,N] in Equation

(18) equals

B̃
(m)
[1,...,m;m+1,...,N] =

(
G
(m)
[3]

(
H
(m,m−1)
[3]

(
· · ·H

(m,2)
[3]

(
H
(m,1)
[3] ⊗ IPm2

)
· · · ⊗ IPm,m−1

)
⊗ IIm

))T

(
H
(m,m+1)
[1]

(
IPm,m+1 ⊗ · · ·H

(m,N−1)
[1]

(
IPm,N−1 ⊗H

(m,N)
[1]

)))
=: DTE.

(21)

Generically, the rank of B̃
(m)
[1,...,m;m+1,...,N] equals Rm if and only

if the rank of both D and E equals Rm. Condition 2) relates

to D and condition 3) to E. Since G
(m)
[3] is of full rank, which

follows from the definition of a TT, and H
(m,n)
[3] for n 6= m is

generically of full rank, each matrix product in Equation (21)
is also of full rank [10, Lemma 1]. Therefore, the rank of D
generically equals

min

(
r
(
G
(m)
[3]

)
, min

(
r
(
H

(m,m−1)
[3]

)
, . . . ,

min
(
r
(
H

(m,2)
[3]

)
, r
(
H

(m,1)
[3]

)
Pm2

)
Pm3 · · · Pm,m−1

)
Im

)
.

Both arguments of the leftmost min(·) must at least equal Rm
such that r (D) ≥ Rm holds. Following the definition of a

TT, this always holds true for the first argument r
(
G
(m)
[3]

)
. The

second argument is min(·)Im, so both arguments of this second

min(·) must at least equal Rm
Im

. Generically r
(
H

(m,m−1)
[3]

)
=

min(Pm,m−1Rm−2,Rm−1), leading to the conditions Pm,m−1 ≥
Rm

Rm−2Im
and Rm−1Im ≥ Rm. The latter condition is satisfied by the

definition of a TT. Repeating the same steps for each subsequent
min(·) leads to the conditions

Pmn ≥
Rm

Rn−1Im
∏m−1

k=n+1 Pmk

form = 1, . . . ,N and n = 1, . . . ,m− 1.

Condition 3): In a similar fashion, it can be proven that r (E) ≥

Rm holds if and only if

Pmn ≥
Rm

Rn
∏n−1

k=m+1 Pmk

form = 1, . . . ,N and n = m+1, . . . ,N.

Condition 4): Since a generic matrix is of full rank, r
(
H

(m,n)
[1,2;3]

)
=

min (Rn−1Pmn,Rn) for m, n = 1, . . . ,N.

5. EXPERIMENTS

In this section, we validate our algorithms using synthetic and
real data. The algorithms are implemented in MATLAB and
are available at https://www.tensorlabplus.net. In the practical
implementation of the algorithms, column spaces are estimated
using the SVD and linear systems are solved using the MATLAB
backslash operator. All experiments are performed on a laptop
with an AMD Ryzen 7 PRO 3700U processor and 32GB RAM.
The algorithms are run sequentially even though each algorithm
can (partly) be executed in parallel.

Since it is possible to choose the generating matrices in the
experiments in this section, we set Amm = IIm for m =

1, . . . ,N. This means that the first step in each algorithm, namely
solving a linear system with Amm as the coefficient matrix, can
be skipped. First, we use synthetic data to compare the accuracy
and computation time of these algorithms to related algorithms.
All synthetic problems are constructed by sampling the entries
of the factor matrices and/or core(s) of a tensor decomposition
from the standard normal distribution. Additive Gaussian noise
N is added to these randomly generated tensors X and the noise
level is quantified using the signal-to-noise ratio (SNR):

SNR = 10 log10

(
||X||2F

||N||2F

)
.

5.1. Randomized MLSVD
In the first experiment, a random third-order tensorX ∈ R

I×I×I

of low multilinear rank (R,R,R), with I = 200 and R = 10,
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is generated with varying levels of noise. The factor matrices of
the MLSVD of X are then retrieved from a BRKS linear system
using Algorithm 1. The entries of the generating matrices are
sampled from the standard normal distribution. This means that
we are using Algorithm 1 in the RTD-setting in this experiment.
The dimensions of the generating matrices are determined using
the oversampling factor q = 5 and the multilinear rank of
X. For this value of q, the sampling ratio equals 0.005. This
ratio is defined as the number of compressed measurements
in b divided by the number of entries in X. We compare
the accuracy of our algorithm with related RTD algorithms
and a cross-approximation algorithm for low multilinear rank
approximation. These algorithms are:

• rand_tucker Algorithm 2 in [16]: The factor matrices U(n)

for n = 1, . . . ,N are retrieved as follows: 1) the mode-n
matrix unfolding of X is compressed through multiplication
with a random Gaussian matrix and 2) an orthonormal basis
for this compressed matrix unfolding is computed using the
QR decomposition. After computing each factor matrix, X is
orthogonally compressed using this factor matrix like in the
sequentially truncated higher-order SVD algorithm [32]. The
oversampling factor is set to p = 5, which means that this
algorithm actually estimates an MLSVD of multilinear rank
(R+ p,R+ p,R+ p).

• rand_tucker_kron algorithm 4.2 in [15]: Similar to
rand_tucker, but the algorithm uses a Kronecker-
structuredmatrix for compression and the SVD for computing
an orthonormal basis. The oversampling factor for this
algorithm is chosen such that it is the same as our
oversampling factor q in Section 2.4.

• mlsvd_rsi [33]: Computes an MLSVD using sequential
truncation [32] and uses randomized compression and
subspace iteration for estimating the SVD [34]. In the
randomized compression step, the mode-n unfolding X[n]

is compressed through matrix multiplication with a random
matrix of dimensions

∏
i6=n Ii × Rn + p, with an oversampling

factor p = 5. Next, the nth factor matrix is estimated by
computing an SVD of this randomly compressed matrix and
further refined using two subspace iteration steps with the full
mode-n unfolding X[n].

• lmlra_aca [21]: Cross approximation approach for low
multilinear rank approximation.

The last two algorithms are available in Tensorlab [26]. As the
full tensor X is usually available in the RTD-setting, the core is
computed as

S = X ·1 U
(1)T · · · ·N U(N)T.

Figure 2 compares the accuracy, quantified as a relative error

Erel =
||X− Ŝ ·1 Û

(1)
· · · ·N Û

(N)
||F

||X||F

with Ŝ and Û
(n)

for n = 1, . . . ,N the estimated core and factor
matrices, of these algorithms. The error shown in Figure 2 is the
average relative error over 10 trials. Algorithm lsmlsvd_brks

is more accurate than rand_tucker and lmlra_aca.
Algorithm mlsvd_rsi is far more accurate than all other
algorithms because it uses subspace iteration with the full mode-
n matrix unfolding of X for computing the nth factor matrix.
For this reason it also has the longest computation time of all
algorithms. Algorithm rand_tucker_kron is more accurate
than lsmlsvd_brks due to the sequential truncation step in
rand_tucker_kron after each factor matrix is computed. If
this step is omitted, which corresponds to Che et al. algorithm 4.1
in [15], it achieves the same accuracy as lsmlsvd_brks. This
sequential truncation step is not possible in lsmlsvd_brks
since this algorithm only uses the compressed measurements
b instead of the full tensor X. Note that increasing the
oversampling factors of the algorithms results in higher accuracy
in exchange for a longer computation time and requiring more
compressed datapoints.

5.2. Randomized CPD
In this experiment, we generate a CPD with random factor
matrices of a third-order tensor X ∈ R

I×I×I , with I =

100, of rank R = 10. Varying levels of noise are added
to this tensor. Algorithm 2 is used in the RTD-setting to
estimate the factor matrices of the CPD of X. To compute
the CPDs of the compressed tensors, we use the cpd
function in Tensorlab [26]. This function initializes the factor
matrices with a generalized eigenvalue decomposition if possible
and further improves them using (second-order) optimization
algorithms. The accuracy of the factor matrices estimated by
this algorithm are compared to results obtained with related
RTD algorithms:

• cpd_rbs [35]: In each iteration, a random subtensor
of X is sampled and the corresponding rows of
the factor matrices are updated. These updates are
computed using a Gauss–Newton algorithm. In this

FIGURE 2 | Algorithm mlsvd_rsi is by far the most accurate because it

used the full-sized matrix unfolding in the subspace iteration step. Algorithm

lsmlsvd_brks is more accurate than lmlra_aca and rand_tucker and

less accurate than rand_tucker_kron. If the sequential truncation step in

rand_tucker_kron is omitted, it achieves the same accuracy as

lsmlsvd_brks.
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experiment, the algorithm starts with random initial
factor matrices.

• cp_arls [14]: Alternating least squares with random
sketching for solving the least squares subproblems.

The accuracy of the estimated factor matrices is quantified as a
relative error

ECPD = max
n

||Û
(n)

− U(n)||F

||U(n)||F
,

in which the scaling and permutation ambiguities between the

true U(n) and estimated Û
(n)

factor matrix have been resolved
for n = 1, . . . ,N. Figure 3 shows the average relative error
on the left and the average computation time for tensors
with increasing dimensions on the right. Both averages are
computed over 10 trials. For lscpd_brks, sampling the
randomly compressed tensors, i.e., evaluating Equation (3), is
included in the computation time. The oversampling factor q of
lscpd_brks is set to 5, 10 or 50. For a larger value of q, U(n)

better captures the mode-n subspace ofX and less information is
lost during the orthogonal compression step. Figure 3 illustrates
that the algorithm is much more accurate for q = 50, while the
increase in computation time compared to q = 5 is negligible. If
q is set such that the size of the compressed tensors in Equation
(4) is of the same order as the full tensorX, then the computation
time will of course increase significantly. For q = 50, the number
of compressed datapoints in b equals just 15% of the total number
of datapoints in X. This sampling ratio can be even lower for
tensors with order greater than three. Algorithm cp_arls is
slightly more accurate than lscpd_brks with q = 50 while
being much slower in terms of computation time. Algorithm
cpd_rbs is even more accurate and is situated in between
lscpd_brks and cp_arls for smaller values of I. The
computation time of lscpd_brksis dominated by sampling
the randomly compressed tensors, since computing the CPD of
these small tensors is very fast. Therefore, the computation time
of cpd_rbs scales better for higher values of I since sampling
random subtensors ofX is less time consuming than the random

compression of X in lsmlsvd_brks, which requires multiple
large matrix products. In contrast to lscpd_brks, which uses
a fixed amount of compressed datapoints determined by the
size of the problem and the oversampling factor, cpd_rbs and
cp_arls continue randomly sampling from X every iteration
until a stopping criterion is met.

5.3. Randomized TT
In this experiment, we generate a TT with random core
tensors of a third-order tensor X ∈ R

I×I×I , with I =

500, of TT-rank (1, 10, 10, 1). We add varying levels of noise
to this tensor and estimate the cores using Algorithm 3 in
the RTD-setting. For this experiment, we use the version
of this algorithm that first computes orthonormal bases and
then compensates for preceding cores. Additionally, preceding
cores are compensated for from left to right for the first
half of the cores and from right to left for the second
half, as explained in Section 4.2. The dimensions of the
generating matrices are chosen such that the sampling ratio
equals 0.005.

The results of lstt_brks are compared with
the results of a related RTD algorithm and a TT
cross-approximation approach:

• rand_tt Algorithm 5.1 in [36]: This algorithm is a
randomized version of the standard TT-SVD algorithm. The
TT-SVD algorithm consists of three steps that are performed
for the first N − 1 cores: 1) tensor X is matricized, 2) a core
is estimated by computing a basis for the column space of this
matricization using the SVD and 3) tensor X is compressed
using this basis. Inrand_tt, thematricization in the first step
is compressed bymultiplying it with a randommatrix from the
right in order to speed up the computation of the SVD in the
next step.

• cross_tt [37]: This algorithm reduces the size of the
matricizations of X using a maximal volume cross-
approximation approach. The matricizations used in this
algorithm allow the TT-ranks to be determined adaptively.

FIGURE 3 | Increasing the oversampling factor q of lscpd_brks, for which the value is shown in the figure, greatly improves its accuracy while having a negligible

effect on the computation time. Algorithm lscpd_brks is faster than cp_arls and cp_rbs, for a range of tensor dimensions that are relevant for applications, with

a limited loss of accuracy.
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The accuracy of the results of these algorithms are quantified as a
relative error

Erel =
||X− LĜ(1)

, . . . , Ĝ
(N)M||F

||X||F
,

in which Ĝ
(n)

for n = 1, . . . ,N are the estimated cores.
Figure 4 shows the relative error, averaged over 50 trials, and
the computation time, averaged over 10 trials, for all algorithms.
Tensors of increasing size are used to estimate the computation
time. The relative errors achieved by the algorithms with these
tensors are in proportion with the errors shown in Figure 4. The
relative error is approximately the same for both rand_tt and
lstt_brks. The former is faster thanks to the compression step
that is performed after computing each core, which causes the
tensor to get progressively smaller as the algorithm progresses.
However, this algorithm requires the full tensor to be available,
whereas the latter works with a limited amount of Kronecker-
structured linear combinations of the entries of X. Therefore,
lstt_brks enables us to achieve accuracy comparable to
rand_tt in CS applications. If a method for obtaining any entry
ofX is available, then cross_tt can be used to recover a more
accurate approximation of the tensor, in exchange for a longer
computation time. However, this algorithm is not applicable in
the CS-setting either.

5.4. Compressed Sensing Hyperspectral
Imaging
In the RTD-setting, the tensor is fully acquired first and then
randomly compressed. In the CS-setting, the data can in some
applications be compressed during the data acquisition step. For
example in hyperspectral imaging, compressed measurements
can be obtained using the single-pixel camera [38] or the
coded aperture snapshot spectral imager (CASSI) [39]. A
hyperspectral image is a third-order tensor X ∈ R

I1×I2×I3 ,
consisting of images of I1 by I2 pixels taken at I3 different
wavelengths. The single-pixel camera randomly compresses the
spatial dimensions of a hyperspectral image. In CASSI, a mask

is applied to each I1 by I2 image for different wavelengths
and these masked images are then aggregated into a single
one, i.e., a snapshot. In general, compressed measurements
are often obtained in (hyperspectral) imaging by compressing
along each dimension separately, meaning that the measurement
matrix is Kronecker-structured [11, 40]. With a small number of
compressed measurements, a large hyperspectral image can often
be accurately reconstructed. Whereas, the random compression
step dominated the computation time of our algorithms in the
previous experiments, it is missing altogether in this experiment
since it is inherent to the application. Therefore, our algorithms
enable fast reconstruction of hyperspectral images.

We use lsmlsvd_brks to reconstruct a hyperspectral
image using compressed measurements sampled at different
sampling ratios. Similar to KCS, this approach expresses X in
a Kronecker-structured basis, namely the Kronecker product of
U(n) for n = 1, 2, 3, in which the core tensor S contains the
coefficients. In KCS, the bases are chosen a priori such that
these coefficients are sparse, which is not necessarily true for
the core of an MLSVD. Also, in lsmlsvd_brks, the bases do
not have to be chosen a priori as this algorithm also estimates
them using compressed measurements. Additionally, in KCS the
measurement matrix is Kronecker-structured, whereas it consists
of multiple Kronecker-structured block rows in our approach.

Instead of using just the final, (N + 1)th block row of the
BRKS system to estimate the core, it makes more sense to use
all available compressed measurements to improve the quality
of the estimation, since the number of measurements is limited.
Therefore, we solve the full BRKS system, with all N + 1 block
rows, for a sparse vec (S) by optimizing:

min
vec(S)

||vec (S) ||1 subject to ||Avec (S) − b||2 ≤ σ .

This is a basis pursuit denoising problem, which can be solved
using the SPGL1 solver [41, 42]. The reason for imposing sparsity
is as follows. If we were to estimate a dense core tensor using
lsmlsvd_brks in this experiment, the number of compressed
measurements b(N+1) certainly cannot be less than the number of

FIGURE 4 | Algorithm lstt_brks enables us to achieve accuracy similar to that of rand_tt in CS applications. If a method for obtaining any entry of X is available,

then cross_tt can be used to recover a more accurate approximation of the tensor, in exchange for a longer computation time.
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entries in the core if we want to be able to retrieve it. However, it
turns out that the mode-n vectors of the hyperspectral imaging
data X cannot be well approximated as linear combinations
of a small number of multilinear singular vectors, indicating
that the multilinear rank is not small. Estimating a dense core
tensor would then require a large number of measurements.
On the other hand, it also turns out that in this data only a
relatively small number of the entries in a relatively large core is
important. We exploit this by computing a sparse approximation
of the core, which results in reconstructions of better quality
than with the dense core approach, while requiring far less
compressed measurements.

The reconstruction results of our algorithm are compared
with two other approaches for reconstructing a hyperspectral
image from compressed measurements:

• GAP_TV [43]: A generalized alternating projection
algorithm that solves the total variation minimization
problem. Minimizing total variation leads to accurate
image reconstruction because images are generally locally
self-similar.

• KCS [11]: We used a two-dimensional Daubechies wavelet
basis to sparsify the spatial dimensions and the Fourier
basis for the spectral dimension. The sparse coefficients are
computed using the SPGL1 solver.

The quality of the reconstructed images is quantified using the
peak signal-to-noise ratio (PSNR)

PSNR = log10


 max (X)√

1
I1I2I3

||X− X̂||F


 ,

in which X̂ is the reconstructed hyperspectral image. In this
experiment, we used the corrected Indian Pines dataset, in which
some very noisy wavelengths have been left out [44]. This results
in a hyperspectral image of dimensions 145 × 145 × 200. For
lsmlsvd_brks, we compute an MLSVD of multilinear rank
(70, 70, 30) with a sparse core. This multilinear rank was obtained
by trying a wide range of multilinear ranks and assessing the
quality of their corresponding reconstructions.

TABLE 1 | This table shows the reconstruction quality, quantified in PSNR (dB), of

a hyperspectral image for a range of sampling ratios, obtained with different

algorithms. Algorithm lsmlsvd_brks performs approximately equally well as

GAP_TV, which is an algorithm specifically suited for image reconstruction. The

lower reconstruction quality for KCS indicates that the bases estimated by

lsmlsvd_brks suit the data better than the a priori determined bases used in

KCS.

Algorithm Sampling ratio

0.02 0.05 0.1

lsmlsvd_brks 25.58 28.67 28.25

GAP_TV 25.68 28.18 30.28

KCS 10.94 16.40 22.83

Table 1 shows the quality of the reconstructed images for a
range of sampling ratios. Whereas, GAP_TV is specifically
designed for imaging applications, lsmlsvd_brks
can be applied to a wide range of problems. Regardless,
lsmlsvd_brks performs approximately equally well in terms
of reconstruction quality. The reconstruction quality achieved
by lsmlsvd_brks is higher than for KCS, indicating that the
bases estimated by the former suit the data better than the a
priori determined bases used in the latter.

6. CONCLUSION AND FURTHER WORK

In this work, we have considered a general framework of BRKS
linear systems with a compact solution, which suits a wide variety
of problems.We developed efficient algorithms for computing an
MLSVD, CPD or TT constrained solution from a BRKS system,
allowing the user to choose the decomposition that best matches
their specific application. The efficiency of these algorithms is
enabled on one hand by the BRKS linear system, since such a
system produces multiple compressed versions of the tensor and
thus splits the problem into a number of smaller ones, and on
the other hand by the low (multilinear-/TT-)rank constrained
solution. With these algorithms, real data can be accurately
reconstructed using far fewer compressed measurements than
the total number of entries in the dataset. We have derived
conditions under which an MLSVD, CPD or TT can be retrieved
from a BRKS system. The corresponding generic versions of these
conditions allow us to choose the dimensions of the generating
matrices such that a solution can generically be found. Through
numerical experiments, we have shown that these algorithms can
be used for computing tensor decompositions in a randomized
approach. In the case of the CPD, our algorithm needs less
computation time than the alternative algorithms. Additionally,
we have illustrated the good performance of the algorithms
for reconstructing compressed hyperspectral images, despite not
being specifically developed for this application. In further work,
we will look into parallel implementations for the algorithms in
this paper.
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We introduce the Tensor-Based Multivariate Optimization (TeMPO) framework for use in

nonlinear optimization problems commonly encountered in signal processing, machine

learning, and artificial intelligence. Within our framework, we model nonlinear relations

by a multivariate polynomial that can be represented by low-rank symmetric tensors

(multi-indexed arrays), making a compromise between model generality and efficiency

of computation. Put the other way around, our approach both breaks the curse of

dimensionality in the system parameters and captures the nonlinear relations with a good

accuracy. Moreover, by taking advantage of the symmetric CPD format, we develop an

efficient second-order Gauss–Newton algorithm for multivariate polynomial optimization.

The presented algorithm has a quadratic per-iteration complexity in the number of

optimization variables in the worst case scenario, and a linear per-iteration complexity in

practice. We demonstrate the efficiency of our algorithm with some illustrative examples,

apply it to the blind deconvolution of constant modulus signals, and the classification

problem in supervised learning. We show that TeMPO achieves similar or better accuracy

than multilayer perceptrons (MLPs), tensor networks with tensor trains (TT) and projected

entangled pair states (PEPS) architectures for the classification of the MNIST and Fashion

MNIST datasets while at the same time optimizing for fewer parameters and using less

memory. Last but not least, our framework can be interpreted as an advancement of

higher-order factorization machines: we introduce an efficient second-order algorithm

for higher-order factorization machines.

Keywords: multivariate polynomial, numerical optimization, tensor decomposition, Gauss-Newton algorithm,

factorization machines, higher order factorization machines, tensor network, image classification

1. INTRODUCTION

Many problems in data science, signal processing, machine learning and artificial intelligence (AI)
can be thought of determining the nonlinear relationship between input and output data. Several
strategies have been developed to efficiently model these nonlinear interactions. However, due to
the higher-order nature of input and output data, developing scalable algorithms to model these
nonlinear interactions is a challenging research direction. Another major issue is the large number
of system parameters needed to model the physical phenomena under consideration. For example,
large numbers of layers and neurons are needed in deep neural networks (DNNs). Multivariate
polynomials are also utilized to model nonlinear continuous functions. However, this approach
suffers from an exponential increase in the number of coefficients with the degree of the polynomial.
This is known as the curse of dimensionality and is a major drawback that inhibits the development
of efficient algorithms.
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Tensor decompositions such as canonical polyadic
decomposition (CPD) and tensor trains (TT) are promising
tools for breaking the curse of dimensionality. Tensors are multi-
indexed arrays. They preserve the higher-order structure which
is inherent in data, are able to model nonlinear interactions,
and can be decomposed uniquely under mild conditions
[1–3]. Efficient numerical optimization algorithms have been
developed for tensor decompositions. In the context of CPD, the
Gauss–Newton algorithm using both line search and trust-region
frameworks have been effectively implemented by exploiting the
CPD structure [4–6]. A low complexity damped Gauss-Newton
algorithm has also been proposed [7]. Moreover, a randomized
block sampling approach has been proposed which achieves
linear time complexity for the CPD of large tensors by utilizing
the Gauss–Newton algorithm [8]. Many data science problems
such as latent factor analysis have been solved by reformulating
them as tensor decomposition problems [9–12]. An inexact
Gauss–Newton algorithm has been proposed for scaling the
CPD of large tensors with non-least-squares cost functions
[13]. Moreover, generalized Gauss–Newton algorithm with its
efficient parallel implementation has been proposed for tensor
completion with generalized loss functions [14]. Our aim in this
work is to extend the efficient numerical approaches to a broader
class of problems that includes not only tensor decompositions
but also the optimization of multilinear/polynomial cost
functions. Examples include, but are not limited to matrix and
tensor eigenvalue problems, nonlinear dimensionality reduction,
nonlinear blind source separation, multivariate polynomial
regression, and classification problems.

In this study, we develop a framework called Tensor-Based
Multivariate Polynomial Optimization (TeMPO) to deal with
nonlinear optimization problems commonly encountered in
signal processing, machine learning and artificial intelligence. A
preliminary version, where only rank-1 CPD is considered with
application in blind identification, appeared as the conference
paper [15]. In the TeMPO framework, these nonlinear functions
are approximated or modeled bymultivariate polynomials. Then,
low-rank tensors are used to represent the polynomial under
consideration. This approach reduces the number of parameters
that define the system, and hence enables us to develop efficient
numerical optimization algorithms. To further elaborate on the
proposed methodology, let us consider the optimization problem

min
p

l(p(z), θ), (1)

where l :R × R
M → R

+ denotes a loss function such as
the mean squared error, p :RI → R denotes an unknown
multivariate polynomial, z ∈ R

I denotes input data, and θ ∈ R
M

denotes output data. We compactly represent the polynomial
p(z) through low-rank tensors. One possible way to do this is
to write the polynomial as a sum of homogeneous polynomials
as follows:

p(z) : =

d∑

j=0

Tjz
j, (2)

where Tj denotes a low-rank tensor of order j, and Tjz
j denotes

the mode-n product (see Section 2.1) of a tensor Tj and the vector
z for all modes. As by convention, T0 is assumed to be scalar
and z0 is assumed to be scalar 1. From now on, we call (2) a
type I model. We can represent a multivariate polynomial with
a single tensor by utilizing a process called homogenization, and
augmenting the independent variable z by a constant 1 as

p(̃z) : =Wz̃d, (3)

whereW is a tensor of order d, and z̃ = [1; z]. Hereafter, we call
(3) a type II model.

An n-variate polynomial of degree d has O
(
nd

)
coefficients.

This exponential dependence on d is the so-called curse of
dimensionality. In the TeMPO framework, we break the curse of
dimensionality by assuming low-rank structure in the coefficient
tensors. For example, when rank- R symmetric CPD structure is
used, the number of parameters needed to represent the n-variate
polynomial of degree d is ndR which is linear in the number
of variables. Several low-rank structures for tensors have been
introduced in the literature [1, 2, 16], e.g., canonical polyadic
decomposition (CPD), Tucker decomposition, hierarchical
Tucker decomposition (HT) [17], tensor train decomposition
(TT) [18]. All of these structures can be incorporated into
the TEMPO framework; however, in this paper we restrict
ourselves to symmetric CPDs. Note that different types of low-
rank structure allow us to represent different sub-classes of
polynomials. Of course, different representations differ in storage
space, and computational complexity. Amore detailed exposition
will be given in Section 3.2. Note also that the type I model allows
us to constrain each term separately while the type II model does
not. Therefore, the type I model is a more general representation
of multivariate polynomials which may provide better results
depending on the applications.

Besides breaking the curse of dimensionality, exploiting low-
rank representations of tensors enables us to derive efficient
expressions for objective function and gradient evaluations.
These then lead us to develop scalable algorithms. We apply our
framework for image classification by adapting the second-order
Gauss–Newton algorithm and exploiting the symmetric CPD
structure in two different tensor representations of multivariate
polynomials. We show that the TeMPO framework with
symmetric CPD structure achieves similar or better accuracy
than various methods such as MLPs, and tensor networks with
different structures for the classical MNIST and Fashion MNIST
datasets while using fewer parameters and therefore less memory.

Related Work
Several tensor-basedmethods have been reported in the literature
for regression and classification, two problems that are in the
class of problems (1). In most of these approaches, a linear model

y = 〈W,X〉 + b, (4)

is used where W denotes a weight tensor and X represents
nonlinear features of the input data. This model corresponds to
the type II model when a symmetric CPD structure is imposed
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on the weight tensor W and X is composed of polynomial
features of input data. Clearly, imposing different structures
to the weight tensor W and using different nonlinear features
in the tensor X leads to a different representation of the
nonlinear interaction between input data and output data. For
example, exponential machines utilize the tensor train format
in the weight tensor with a norm regularization term in the
optimization [19]. In this approach, the Riemannian gradient
descent algorithm is used for solving the optimization problem.
In a similar approach, tensor trains is used with the feature map

φ(xj) =
[
cos

(πxj

2

)
, sin

(πxj

2

)]
, by using the density matrix

renormalization group (DMRG) algorithm and the first-order
ADAM algorithm for the optimization of different cost functions
[20, 21]. The same feature map is also used for the linear model
(4) by imposing projected entangled pair states (PEPS) structure
on the weight tensor W [22]. The CPD format in model (4)
has also been studied in the realm of tensor regression with
the Frobenius norm and group sparsity norm regularization
terms while using a coordinate-descent approach [23]. A similar
model is also considered by utilizing the symmetric CPD format
and the second-order Gauss–Newton algorithm with algebraic
initialization for multivariate polynomial regression [24]. Several
approaches have been proposed that utilize CPD or Tucker
formats in tensor regression that use different regularization
strategies to prevent the overfitting [25, 26]. Also, the hierarchical
Tucker (HT) format has been used in the tensor regression
context for the generalized linear model (GLM) y = α

Tx +

〈W,X〉. This approach was successfully applied to brain imaging
data sets and uses a block relaxation algorithm, which solves a
sequence of lower dimensional optimization problems [27].

Similarly, several models related to the type I model are
considered in various settings. For example, Kar and Karnick use
random polynomial features and parameterize the coefficients of
the polynomial under consideration [28]. The parameterization
used in this approach has been shown to be equivalent to
imposing the CPD format to the weight tensor W [29]. Another
approach is factorization machines which use a multivariate
polynomial kernel in the realm of support vector machines
(SVM) [30]. For second-order factorization machines a first-
order stochastic gradient descent algorithm has been proposed.
This approach has a linear time complexity. Higher-order
factorization machines use the ANOVA kernel to achieve a
linear time complexity and have been successfully applied
to link prediction models using stochastic gradient descent
[31]. The ANOVA kernel does not use symmetric tensors in
the representation and instead only considers combinations
of distinct features [31]. Also, factorization machines in the
symmetric CPD format have been considered using first-order
and BFGS type algorithms [32]. Tensor machines generalize both
the Kar-Karnick random features approach and factorization
machines. It has been shown that these approaches correspond
to specific types of tensor machines in the CPD format. Further,
it has been shown that empirical risk minimization is an efficient
method for finding locally optimal tensor machines if the
optimization algorithm avoids saddle points [29].

As can be seen from the literature summary above, one of the
differences between our approach and the above methods is the

model used. The type I model (2) has not been examined with the
symmetric CPD structure in the weight tensors, to the best of our
knowledge. Another difference of our approach from the above
methods is the algorithm used. While first-order algorithms
are used in most of these approaches, we utilize the second-
order batchGauss–Newton (GN) algorithm. Although first-order
methods have the advantage of lower per-iteration complexity,
second-order GN algorithms generally require fewer iterations to
converge and fewer hyperparameters to be optimized. Moreover,
the GN algorithm using trust-region is more robust in the sense
that it converges to a (local) minimum for any starting point
under mild conditions and it is less prone to swamps (many
iterations with little to no improvement) [5, 6, 33].

We summarize our contributions as follows:

• We develop a TeMPO framework that is able to solve
many nonlinear problems with ubiquitous applications in
signal processing, machine learning and artificial intelligence.
Moreover, we develop an efficient second-order Gauss–
Newton algorithm for optimizing multivariate polynomials in
the CPD format.
• We determine the conditions where the tensorized linear

model (4) with polynomial features and the multivariate
polynomial model (2) coincide when the symmetric CPD
format is used in their representations.
• We show that TeMPO achieves similar or better accuracy

than various methods such as multilayer perceptrons (MLPs),
tensor networks with different architectures including tensor
trains (TT), tree tensor networks, and projected entangled
pair states (PEPS). We also show that TeMPO requires the
optimization for fewer parameters and less memory than these
methods for the classification of the MNIST and Fashion
MNIST datasets.
• Last but not least, our framework can be interpreted as

an advancement of higher-order factorization machines; we
introduce an efficient second-order Gauss–Newton algorithm
for higher-order factorization machines.

The remaining part of this article is organized as follows. In
Section 2, we describe notation and background information
concerning tensors. In Section 3, we describe the TeMPO
framework in a more detailed manner. Section 3 also covers
the details of representation of polynomials by symmetric
CPD structured tensors. In Section 3, we also show how
to exploit the symmetric CPD structure to obtain efficient
expressions for the gradient and Jacobian-vector products which
are necessary for the Gauss–Newton algorithm. The formulation
of the image classification problem in the context of TeMPO,
numerical experiments and related discussions will be covered
in Section 4. We conclude our paper with future remarks in the
last section.

2. PRELIMINARIES

2.1. Notation
A tensor is a higher-order generalization of a vector (first-order)
and a matrix (second-order). Following established conventions,
we denote scalars, vectors, matrices, and tensors by a, a,A, andA,
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respectively. The transpose of amatrixA is denoted asAT. The ith
column vector of a matrixA is denoted as ai, i.e.,A = (a1, a2 . . .).
The entry with row index i and column index j in a matrix
A, i.e., (A)ij, is denoted by aij. Similarly, (A)i1i2...iN is denoted
by ai1i2...iN . Diag(a) denotes the diagonal matrix whose entries
are composed from the vector a. On the other hand, diag(A)
denotes a vector composed from the diagonal elements of A.
The vectorization operator vec(A) for A ∈ K

I×J stacks all the
columns ofA into a column vector a ∈ K

IJ . The reverse operation
unvec(a) reshapes a vector a into a matrixA ∈ K

I×J . The identity
matrix of size (K×K) is denoted by IK . A vector of length K with
all entries equal to 1 is denoted by1K . The l2 norm of a vector a is
denoted by ‖a‖2. The row-wise and column-wise concatenation
of two vectors a and b is denoted by [a, b] and [a; b], respectively.
The outer product, Kronecker product, Khatri–Rao product, and
Hadamard product are denoted by ⊗, ⊗, ⊙, and ∗, respectively.
The nth power of a vector x with respect to Kronecker product is
defined as x⊗ n = x⊗ x⊗(n−1), with x⊗ 0 = 1. Similarly, x⊙ n and
x∗ n denotes the nth power of vector x with respect to Khatri–
Rao product and Hadamard product, respectively. The mode-n
product of a tensor A ∈ K

I1×I2×...×IN (with K meaning either
R or C) and a vector x ∈ K

In , denoted by A ·n xT, is defined

element-wise as
(
A ·n x

T
)
i1i2···in−1in+1···iN

=
∑IN

in=1
ai1i2···in···iNxin .

The mode-n product of a tensorA ∈ K
I×I×...×I of order k and a

vector x ∈ K
I for all modes is defined as

Axk
def
= A ·1 x

T
·2 x

T . . . ·k x
T.

A mode-n vector or mode-n fiber of a tensor A ∈ K
I1×I2×...×IN

is a vector obtained by fixing every index except the nth. The
mode-n matricization of A is a matrix A[n;N,N−1,...,n+1,n−1,...,1]

collecting all the mode-n vectors as its columns. For example,
an entry ai1i2i3 of a tensor A ∈ K

I×J×K is mapped to the (i2, q)
entry of the matrix A[2;3,1] with q = i1 + (i3 − 1)I. The binomial
coefficient is denoted by Ck

n =
n!

(n−k)!k!
. Some useful definitions

are listed below.

Definition 1 (Symmetric Tensor). A tensor A ∈ K
I×I×...×I of

order k is called symmetric if its entries are invariant under the
permutation of its indices.

As a consequence of this definition, the matrix representations of
symmetric tensors in different modes are all equal.

Definition 2 (Rank of a Tensor). A rank-1 tensor of order N is
the outer product of N nonzero vectors. The rank of a tensor is
equal to the minimal number of rank-1 terms that yield the tensor
as their sum.

Definition 3 (Kronecker Product). Given two matrices A ∈

K
I×J and B ∈ K

K×L, their Kronecker product is

A⊗B =



a1,1B · · · a1,JB
...

. . .
...

aI,1B · · · aI,JB


 ∈ K

IK×JL.

Definition 4 (Khatri–Rao Product). Given two matrices A ∈

K
I×K and B ∈ K

J×K with the same number of columns,

their Khatri–Rao product, also known as columnwise Kronecker
product, is

A⊙B = [a1⊗ b1, a2⊗ b2, . . . , aK ⊗ bK] ∈ K
IJ×K ,

where ai and bi denote the ith column of the matrices A and B,
respectively.

Definition 5 (Hadamard Product). Given two matrices A ∈

K
I×J and B ∈ K

I×J with the same size, their Hadamard product is
the elementwise product, i.e.,

A∗B =



a1,1b1,1 · · · a1,Jb1,J

...
. . .

...
aI,1bI,1 · · · aI,JbI,J


 ∈ K

I×J .

The following properties will be useful for our derivations.

Property 1. Let A ∈ K
I×J ,X ∈ K

J×K ,B ∈ K
K×L. Then

vec(AXB) =
(
B

T⊗A
)
vec(X) ∈ K

IL.

Moreover, if X ∈ K
J×J is a diagonal matrix and B ∈ K

J×L, then

vec(AXB) =
(
B

T⊙A
)
diag(X) ∈ K

IL.

Property 2. Let A ∈ K
I×J ,B ∈ K

K×J ,C ∈ K
I×L, and D ∈

K
K×L. Then

(A⊙B)T (C⊙D) =
(
A

T
C
)
∗

(
B

T
D

)
∈ K

J×L.

Property 3. For matrices A ∈ R
I×J and B ∈ R

J×K , and for the
function f (A,B) = AB, the following equations hold:

∂vec(f (A,B))

∂vec(A)
= B

T⊗ II ,
∂vec(f (A,B))

∂vec(B)
= IK ⊗A.

2.2. Canonical Polyadic Decomposition
Here, we will briefly describe the canonical polyadic
decomposition. A more detailed description of CPD can be
found in [1] and references therein. The CPD writes a tensor
T ∈ K

I1×I2×...×IN as a sum of R rank-1 tensors and is denoted byr
U(1), . . . ,U(N)

z
, with its factor matrices U(n) ∈ K

In×R, where R

equals the rank of the tensor. This is a shortcut notation for

T =

R∑

r=1

u(1)r
⊗ u(2)r

⊗ . . . ⊗ u(N)
r ,

where u
(n)
r denotes the rth column of the factor matrix U(n).

CPD is essentially unique under mild conditions [34–37], and
has found many applications in signal processing and machine
learning [1].

For symmetric tensors, all the factor matrices are equal, i.e.,

T =
q
U,U . . . ,U; cT

y
=

R∑

r=1

cr(ur ⊗ ur ⊗ . . . ⊗ ur) ∈ K
I×I×...×I ,
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FIGURE 1 | Polyadic decomposition of a third order symmetric tensor T. It is called canonical (CPD) if R is equal to the rank of T, i.e., R is minimal. It allows compact

representation of polynomials.

where U ∈ K
I×R, and c ∈ K

R is a vector of weights which allows
us to give minus signs to the factors for even-degree symmetric
tensors, see Figure 1. The matrix unfolding of a symmetric CPD
is given by

T = UDiag(c)(U⊙U⊙ · · ·⊙U)T.

3. TENSOR-BASED MULTIVARIATE
POLYNOMIAL OPTIMIZATION

The primary aim of the TeMPO framework is to develop efficient
algorithms for modeling nonlinear phenomena commonly
encountered in the areas of signal processing, machine learning,
and artificial intelligence [15]. To achieve this, we assume
structure in the nonlinear function f :RI → R

N that maps the
input data to output data. In our framework, we first assume
smoothness in f and approximate it as multivariate polynomial
p :RI → R

N . Then, we approximate p with low-rank tensors.
This allows us to achieve efficiency both in storing the coefficients
of the approximation and in performing computations with
those coefficients. Although any continuous function on a
compact domain can be approximated by polynomials arbitrarily
well according to the Stone–Weierstrass theorem, polynomial
approximations used in practice can pose several numerical
issues such as the Runge phenomenon. Several strategies have
been proposed to overcome these numerical issues, such as using
different polynomial bases and Tikhonov regularization [38, 39].
In this work, we will focus more on computational issues of
the TeMPO framework; however, it is possible to incorporate
these strategies with TeMPO using slight modifications. In the
remaining part of this section, we describe the scope of TeMPO.
Then we will describe two types of tensor representations of
multivariate polynomials where the symmetric CPD structure
is imposed on the coefficient tensors. Next we will briefly
describe the Gauss–Newton algorithm using the dogleg trust-
region method and show how to exploit the symmetric CPD
structure in the computation of Jacobian and Jacobian-vector
products that are necessary for the Gauss–Newton algorithm.

3.1. Scope of the TeMPO Framework
The TeMPO framework concerns optimization problems with
continuous cost functions on compact domains, namely

multilinear/polynomial cost functions with or without additional
constraints, which is a more general setting than tensor
decomposition or retrieval of a tensor factorization. To better
describe the scope, let us consider the following class of
objective functions:

l(θ , p(z)), (5)

where l :R × R
M → R

+ denotes the performance measure of
the model to be optimized, p :RI → R denotes a multivariate
polynomial represented by low-rank tensors, z ∈ R

I denotes
input data, and θ ∈ R

M denotes output data. A broad range
of objective functions are in the class of (5). For example, the
objective function for the estimation of the CPD of a third-order
tensor T can be written as

1

2

∥∥θ − p(A,B,C)
∥∥2
2
, where p(A,B,C) = vec (JA,B,CK) .

Other tensor decomposition problems, such as block term
decomposition (BTD), also fit into TeMPO. The symmetric
best rank-1 approximation problem [40], which can also be
formulated as

max
z∈R

I
Tzd, subject to ‖z‖ = 1, (6)

is another example problem that fits into the framework. Note
that (6) is expressed as the maximization of an objective function,
rather than as the decomposition of a tensor; indeed TeMPO
allows one to address more general problems. For the symmetric
best rank-1 approximation problem, several approaches such
as higher-order power method [40], generalized Rayleigh–
Newton iteration and the alternating least squares methods
[41], SVD-based algorithms [42], semi-definite relaxations [43]
have been proposed. Problems from unsupervised learning
such as nonlinear dimensionality reduction, manifold learning,
nonlinear blind source separation, and nonlinear independent
component analysis also fit into TeMPO. Similarly, problems
from supervised learning fit into TeMPO as well. In this work, we
will focus on the regression and classification problem and derive
expressions for Jacobian and Jacobian-vector products, which
are necessary for the Gauss–Newton algorithm. However, the
derivations here can be extended to the other problems without
much effort.
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Given data points (yk, zk), the regression problem can be
formulated within the TeMPO framework for the type I model as

min
T0 ,...,Td

p(T0, . . . ,Td,Z)

= min
T0 ,...,Td

1

2

K∑

k=1


yk − T0 −

d∑

j=1

Tjz
j

k




2

,

subject to rank(Tj) = Rj (7)

where Rj ∈ N
+ is a small integer, Tj ∈ R

I×I×...×I denotes the
low-rank structured coefficient tensor of order j to be optimized,
T0 ∈ R denotes a scalar, Z ∈ R

I×K denotes the data matrix, zk
denotes the kth column of Z and K is the number of available
data points. For the type II model, the regression problem takes
the form

min
T

p(T, Z̃) = min
T

1

2

K∑

k=1

(
yk − T z̃di

)2
,

subject to rank(T ) = R (8)

where T denotes the low-rank structured coefficient tensor of
order d to be optimized, Z̃ ∈ R

(I+1)×K denotes the augmented
input data matrix, and z̃k denotes the kth column of Z̃, i.e.,
z̃k = [1; zk].

3.2. Tensor Representation of Polynomials
In this subsection, we examine the type I and type II model in
detail. A (symmetric) tensor T of order d and dimension n can
be associated with a homogeneous n-variate polynomial p(z) of
degree d [44], as shown in Equation (3).

Type I: Since any polynomial can be written as a sum of
homogeneous polynomials of increasing degrees, any polynomial
of degree d can be written by using tensors of order up to d, as
shown in Equation (2). Note that in the tensor representation of
polynomials, any tensor can be assumed to be symmetric without
loss of generality. Indeed, any homogeneous polynomial p(z) of
degree d ∈ N can be represented by a multilinear form Tzd,
where T ∈ K

I×I×...×I is a symmetric tensor of order d and z ∈

K
I .
To see this, suppose a homogeneous polynomial p(z) is

represented as

p(z) = T̃zd =

I∑

i1 ,i2 ....,id=1

t̃i1i2...idzi1zi2 . . . zid ,

where T̃ ∈ K
I×I×...×I is a tensor of order d. Since the terms

zi1zi2 . . . zid are invariant under the permutation of indices, we
may write

p(x) =

I∑

i1 ,i2 ....,id=1

ti1i2...idzi1zi2 . . . zid ,

where ti1i2...id =
1

d!

∑

(i1 ,i2 ,...,id)∈5(i1i2...id)

t̃i1i2...id ,

FIGURE 2 | By applying the homogenization process, symmetric tensors can

represent the coefficients of non-homogeneous polynomials. For example, by

stacking the coefficients t, t, T, and T of the third degree polynomial into a

tensor as shown above, we can represent it with a symmetric third-order

tensor. Image reproduced from Debals [46].

here 5(i1i2 . . . id) denotes the collection of all permutation of
indices (i1, i2, . . . , id). Since the entries of T are invariant under
the permutation of indices, we can conclude that T is symmetric.

The above discussion reveals the fact that there are infinitely
many representations of a given polynomial. Indeed two
representations with tensors T and W are equal so long as the
summation of the corresponding entries over the permutation of
indices remains the same, i.e.,

∑

(i1 ,i2 ,...,id)∈5(i1i2...id)

ti1i2...id =
∑

(i1 ,i2 ,...,id)∈5(i1i2...id)

wi1i2...id

In the ANOVA kernel used in higher-order factorization
machines, all t5(i1i2...id) are set to zero except t(i1<i2<...<id) [31],
which leads to a sparse representation. In this paper, we use
symmetric tensors for two reasons. The first reason is that
the CPD of a symmetric tensor can be expressed by a single
factor matrix. Therefore, the symmetric CPD representation of
multivariate polynomial requires fewer number of parameters in
comparison with a non-symmetric representation. The second
reason is that there is a rich history of the representation of
polynomials with symmetric tensors in the field of algebraic
geometry under the name of the Waring problem [45].

Type II: Augmenting the independent variable vector z,
by a constant 11, i.e., z̃ = [1; zT] leads to a different
representation of non-homogeneous polynomials that uses a
single dth order symmetric tensor for the inhomogeneous
multivariate polynomial of degree d, as shown in Equation (3).
This process is called homogenization [46] and is graphically
illustrated in Figure 2. If we just use full tensors, the type I and II

1Since the weight vector c is used in the parametrization of tensors, different

choices of constant in z̃ lead to mathematically equivalent cost functions in the

optimization problems. On the other hand, the choice of the constant may imply

numerical differences—in situations of this type, one should generally choose a

constant that “makes sense for the application.”
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models are interchangeable. However, it is important to note that
when low-rank structure is imposed on the coefficient tensors, both
representations yield different classes of low-rank multivariate
polynomial. Hence, these approaches may lead to different
results depending on the application. The former approach
requires more parameters since it uses more factor matrices.
The difference in the number of parameters should be taken
into account to prevent underfitting and overfitting. A more
detailed description for storage complexity is given in Section
3.5. Moreover, the type I model allows us to constrain each
term in the representation separately. In modeling multivariate
polynomials, one might not wish the terms of different order to
have some shared structure, in which case one should choose
the type I model to work with. Similarly, the type II model
should be chosen, if some shared structure is desired in the
terms of different order. To further elaborate on the effects of
homogenization on the rank of a tensor, let us consider the
following proposition.

Proposition 1. Let p(z) :RI → R be a multivariate polynomial
of order d defined as in equation (2) by a scalar T0 and symmetric
tensors Tj ∈ R

I×I×...×I for j = 1, 2, . . . , d. Moreover, let W ∈

R
(I+1)×...×(I+1) be the corresponding tensor obtained from the

homogenization process. The tensorsW and Tj have the same rank
R if and only if the tensors Tj admit unique CPDs with shared
factor matrices and a weight vector c, i.e.,

Tj =
r
U, . . . ,U;C

j

d
(cT)⊙(d−j)

z
, and T0 =

R∑

r=1

(
(cT)⊙ d

)
r
.

Proof 1. Let the CPD of the tensor W be defined as JV, . . . ,VK,
where, for convenience but without loss of generality, the weights of
the rank-1 terms are assumed to be 1. Since W is obtained by the
homogenization process, partitioning V as [vT;Q] and using the
definition of CPD, we obtain

Tj =
r
Q, . . . ,Q;C

j

d
(vT)⊙(d−j)

z
, and T0 =

R∑

r=1

(
(vT)⊙ d

)
r
.

(9)
Since the CPDs of the tensors Tj are unique, the equality (9) holds
if and only if the equalities Q = U and v = c also hold.

Remark 1. In the above proof, we assumed that the vector v does
not contain any zero elements. Note that if the vector v does contain
zero elements, it cancels the corresponding rank-1 terms. Therefore,
in that case rank(W) > rank(Tj), for j = 1, . . . , d − 1. Moreover,
the uniqueness of the CPDs of Tj implies that rank(W) ≥
rank(Tj). Since the equality rank(W) = rank(Tj) holds only when
the tensors Tj have shared factor matrices as described above, we
can conclude that in all other cases rank(W) > rank(Tj).

Proposition 1 together with Remark 1 reveals the fact that if W
admits a rank-R CPD, there exists tensors Tj that admit rank-
Rj CPDs with shared factors and Rj ≤ R. Hence, the expressive
power of the type II model is weaker than the type I model, i.e.,
the type II model requires higher rank values than the type I

model to be able to model functions of the same complexity. In
other words, the set of polynomials represented by the type II
model is a strict subset of the set of polynomials represented by
the type I model for the same rank values.

Although we focus in this study on the type I and type II
models in the symmetric CPD format, the TeMPO framework
is not limited to these. TeMPO collects low-rank tensor
representations of multivariate polynomials under a roof by
utilizing various other tensor decompositions such as TT, HT,
and non-symmetric and partially symmetric CPD formats2.
In this way, TeMPO breaks the curse of dimensionality and
makes it possible to develop second-order efficient algorithms
for the optimization of a more general class of multivariate
polynomials. Moreover, use of structured tensors and multilinear
algebra makes it easy to incorporate other polynomial bases and,
more generally, other nonlinear feature maps rather than the
standard polynomial bases to the TeMPO framework. From this
point of view, TeMPO can be interpreted as a generalization of
higher-order factorization machines that use particular types of
multivariate polynomials with the standard polynomial bases and
utilize first-order and BFGS type algorithms [30–32, 47].

3.3. Gauss–Newton Algorithm
Most standard first-order and second-order numerical
optimization algorithms can be used for solving problem
(8). Since the objective function under consideration is
a least-squares function, we will utilize the second-order
batch Gauss–Newton (GN) algorithm using a trust-region to
take advantage of its attractive properties such as quadratic
convergence near a local optimum point, resistant to swamps,
suitable to incorporate constraints easily and eligible to exploit
multilinear structure. In the case the objective function is not
least squares, the inexact GN algorithm can also be utilized.
Below, we briefly describe the GN algorithm using a trust-region,
and then derive the expressions for Jacobian and Jacobian-vector
products for tensors in the symmetric CPD format. In nonlinear
least-squares problems, the objective function is the squared
error between a data vector y and a nonlinear modelm(z) [6, 33]:

f (z) =
1

2

∥∥m(z)− y
∥∥2
2
=

1

2
rTr, (10)

where z ∈ R
I . The algorithm updates the initial guess iteratively

by taking a step length αk in the direction pk at the iteration k, i.e.,

zk = zk−1 + αkpk,

until some stopping criteria are satisfied. Line search and trust-
region are the two main approaches used to determine αk and
pk. Here, we focus on the dogleg trust-region approach. In this
approach, one sets αk = 1. Then, given a trust-region of radius
δk, the GN step p

gn

k
and the steepest descent step psd

k
for the

current iteration, the step direction pk is determined by the
following procedure:

2Note that the non-symmetric and partially symmetric CPD formats are fairly

straightforward variants of the symmetric CPD format, and derivations presented

in Section 3.4 can be generalized to these formats with slight modifications.
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Algorithm1:GNalgorithm using dogleg trust-region for the
type II model.

Input : Z – Input data matrix
y – Vector of values (labels in the classification

case) for each data point in Z

U, c – Initial factor matrix and weight vector
T0 – Initial scalar

Output: U, c – Optimized factor matrix and weight vector
T0 – Optimized scalar

while not converged do
rk← Compute residual vector using equations (21) and
(22)
gk← Compute gradient using equation (27)
pk← Solve linear systems of equations (12) using CG
method
U, c, T0← Update via dogleg trust-region explained in
Subsection 3.3

end

• If
∥∥pgn

k

∥∥
2
≤ δk, then pk = p

gn

k
.

• If
∥∥pgn

k

∥∥
2

> δk and
∥∥∥psdk

∥∥∥
2

> δk, then pk = δkp
sd
k

/

∥∥∥psdk
∥∥∥
2
.

• If
∥∥pgn

k

∥∥
2

> δk and
∥∥∥psdk

∥∥∥
2
≤ δk, then pk = τkp

sd
k
+ βk(p

gn

k
−

τkp
sd
k
), where τk = −

∥∥∥psdk
∥∥∥
2

2

/∥∥∥Jkpsdk
∥∥∥
2

2
, and βk is selected such

that
∥∥pk

∥∥
2
= δk.

The steepest descent step psd
k

is given by −JT
k
rk. To compute

the GN step, a second order Taylor series approximation for the
objective function is used. The optimal direction for the GN step
p
gn

k
can be obtained by solving the optimization problem,

p
gn

k
= argmin

p
f̃ (p), with f̃ (p) = f (zk)+ pTgk +

1

2
pTHkp,

(11)
where gk denotes the gradient and Hk denotes the Hessian at the

current iteration. Setting ∂̃f (p)/∂p to zero, the solution of (11)
can be obtained by solving the linear system of equations

Hkp
gn

k
= −gk, with gk = JTkrk, (12)

where Jk denotes the Jacobian of f (zk) at iteration k, and
rk = m(zk) − y. However, in real-life applications, explicit
computation of the Hessian is often expensive. To overcome this,
GN approximates the Hessian by the Grammian matrix as

Hk ≈ JTkJk.

In this study, we used the conjugate gradient (CG) algorithm
for solving (12) together with the dogleg trust-region approach
which is implemented in Tensorlab [11]. The overall algorithm is
summarized in Algorithm 1.

3.4. Exploiting the Symmetric CPD Format
As described above, the GN algorithm minimizes a cost function
in the form of Equation (10). The gradient of this objective

function can be written as JTr, and the Hessian is approximated
by JTJ, where J is the Jacobian matrix composed of partial
derivatives of the residual vector r. Hence, it is sufficient to derive
expressions for the Jacobian and Jacobian-vector products. We
begin with the first-order derivatives of the multilinear form
Tzd, where T is in the symmetric CPD format, with respect
to its factors and then proceed to the derivation of Jacobian
and Jacobian-vector products for problems (7) and (8). The
derivations made here can be used in other TeMPO problems
with slight modifications.

3.4.1. Derivatives of the Multilinear Form in the

Symmetric CPD Format
By using the matrix unfolding of the tensor in the symmetric
CPD format and Property 2 of Khatri–Rao product, the
multilinear form Tzd can be written as

Tzd = cT
(
UTz

)∗ d
, (13)

which will be useful for our derivations below.

Lemma 1. Let T ∈ K
I×I×...×I be a symmetric tensor of order d

and its CPD given as T = JU, . . . ,U; cTK. Then the derivative of
the multilinear form Tzd with respect to vec(U) can be obtained as

∂Tzd

∂vec(U)
=

(
(c∗w)⊗ z

)T
,

where w = d
(
U

T
z
)∗(d−1)

.

Proof 2. The proof immediately follows from Equation (13) and
successive application of Property 3.

Lemma 2. Let T ∈ K
I×I×...×I be symmetric tensor of order d and

its CPD is given as T = JU, . . . ,U; cTK. Then the derivative of
multilinear form Tzd with respect to vector c can be obtained as

∂Tzd

∂c
=

(
z
T
U

)∗ d
.

Proof 3. The proof immediately follows from Property 3 and
Equation (13).

3.4.2. Exploiting Structure in the Type I Model
Objective Function: The construction of the residual vector r

and the computation of its l2 norm is sufficient for computing
the objective function in (7). By utilizing Property 2 and Equation
(13), the residual vector can be expressed as r = y−µ, where each
entry of the vector µ ∈ R

K is defined as

µk = T0 +

d∑

j=1

cTj w
∗ j
j,k
,

in which wj,k = UT
j zk with Uj ∈ R

I×R, and w
∗ j
j,k

denotes the

jth elementwise power of the vector wj,k. By defining Wj =
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[
wj,1,wj,2, . . . ,wj,K

]
, we can write the residual vector r in a

compact form as

r = y− T0 · 1K −

d∑

j=1

(
cTj

(
W
∗ j
j

))T

, (14)

Using the above Equation (14), the objective function can be
computed as the l2 norm of the residual vector r.

Jacobian: The Jacobian matrix for problem (7), with the
tensors Tj in their symmetric CPD format, can be written in a
compact form as

J = [J1; . . . ; JK] , where

Jk =

[
1,

∂rk

∂vec(U1)
, . . . ,

∂rk

∂vec(Ud)
,
∂rk

∂c1
, . . . ,

∂rk

∂cd

]
. (15)

Note that we used the fact ∂rk/∂T0 = 1 in the above equation. By
utilizing Lemma 1 and Lemma 2, the derivative of each term of
the residual vector with respect to Uj and cj can be expressed as

∂rk

∂vec(Uj)
= −j

[(
cj∗w

∗(j−1)
j,k

)
⊗ zk

]T

, and
∂rk

∂cj
=

(
w
∗ j
j,k

)T

.

(16)

By defining W̃j = −j
(
W
∗(j−1)
j

)
for j = 1, . . . , d, and Z =

[z1, z2, . . . , zK], the Jacobian matrix J in (15) can be obtained in
the following compact block form:

J =
[
1K , ((C1W̃1)⊙Z)

T
, . . . , ((CdW̃d)⊙Z)

T
,V

]
, (17)

where V is a K × d block matrix in which each block is defined

as Vk,j =

(
w
∗ j
j,k

)T

, Cj = Diag(cj), and d is the degree of

the polynomial under consideration. Since we only need the
Jacobian-vector products for the GN algorithm, the explicit
construction of the Jacobianmatrix is not required. The Jacobian-
vector products can be obtained in a more memory-efficient way
as described below.

Jacobian-Vector Product: The product of Jacobian J by a
vector x can be obtained using block matrix operations. The
product of each block term by a vector vec(Xj) = xj can be
obtained by utilizing properties 1 and 2 as

((CjW̃j)⊙Z)
T
xj =

[(
XT
j Z

)
∗(CjW̃j)

]T

1R. (18)

Note that the multiplication of a matrix by 1R from the right
is equivalent to summing the columns of the matrix under
consideration. Therefore, neither themultiplication by 1R nor the

transposition of the matrix
(
XT
j Z

)
∗(CjW̃j) in Equation (18) is

necessary to obtain the Jacobian-vector product. Note also that,
since the matrices Cj are diagonal, the product CjW̃j can be
obtained in amemory efficient way bymultiplying the rows of W̃j

by the corresponding diagonal elements of Cj without explicitly
forming the matrices Cj. Overall, the product of the Jacobian J

and the vector x can be obtained by partitioning the vector x, i.e.,

x = [x1; x1; x2; . . . ; xd; xv], and by using the Equations (17) and
(18) as

Jx = x1 · 1K +

d∑

j=1

[(
XT
j Z

)
∗(CjW̃j)

]T

1R + Vxv,

where Xj = unvec(xj).
Jacobian Transpose -Vector Product and Gradient: In a

similar way, block-wise multiplication of the Jacobian transpose
JT by a vector can be obtained from the expression

((CjW̃j)⊙Z)x = vec
(
ZDiag(x)(CjW̃j)

T
)
. (19)

Note that right multiplication by a diagonal matrix can be
done efficiently by only multiplying the columns of the matrix
with the corresponding diagonal elements without explicitly
forming the diagonal matrix. Overall, by defining ξ j =

vec
(
ZDiag(x)(CjW̃j)

T
)
, we can obtain the product of the

Jacobian transpose JT and a vector x in the following form:

JTx =

[
K∑

k=1

xk; ξ 1; ξ 2; . . . ; ξd;V
Tx

]
. (20)

The gradient can be obtained by the product of the Jacobian
transpose JT and the residual vector r. Defining ηj =

vec
(
ZDiag(r)(CjW̃j)

T
)
and utilizing the Equations (19) and (20),

we can obtain the gradient as

g =

[
K∑

k=1

rk; η1; η2; . . . ; ηd;V
Tr

]
.

3.4.3. Exploiting Structure in the Type II Model
Objective Function: The computation of the objective function
for the type II model is similar to that of the type I model.
Utilizing Property 2 and Equation (13), the residual vector for
problem (8) can be obtained as r = y− µ with

µ =

[
cTw∗ d1 ; c

Tw∗ d2 ; . . . ; cTw∗ dK

]
, (21)

where wk = UTz̃k. By defining W = [w1,w2, . . . ,wK], we can
write the residual vector r in a compact form as

r = y−
(
cT

(
W∗ d

))T

, (22)

Using the above Equation (22), the objective function can be
computed as the l2 norm of the residual vector r.

Jacobian: The Jacobian matrix of the cost function in (8) can
be defined in a compact form as

J = [J1; J2; . . . ; JK] , where Jk =

[
∂rk

∂vec(U)
,
∂rk

∂c

]
. (23)
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Utilizing Lemma 1 and Lemma 2 and using the equations in (16),
the parts of Jk in Equation (23) can be written as

∂rk

∂vec(U)
= −d

[(
c∗w∗(d−1)

k

)
⊗ z̃k

]T

,
∂rk

∂c
=

(
w∗ dk

)T

.

By defining W̃ = −d
(
W∗(d−1)

)
, V =

[
∂r1

∂c
;
∂r2

∂c
; . . . ;

∂rK

∂c

]
,

and Z = [̃z1, z̃2, . . . , z̃K], the Jacobian matrix can be obtained in
the following compact form:

J =
[(
(CW̃)⊙Z

)T
,V

]
. (24)

As mentioned earlier, explicit construction of the Jacobian
matrix J is not required. We only require the Jacobian-vector
and Jacobian transpose-vector products and derive efficient
expressions for these products below.

Jacobian-Vector Product: The product of the Jacobianmatrix
J and a vector x can be obtained in a similar way as for the type I
model, by partitioning the vector x, i.e., x = [xu; xc] and utilizing
properties 1 and 2 and Equation (24), as

Jx =
[(
XT
uZ

)
∗(CW̃)

]T
1R + Vxc, (25)

where Xu = unvec(xu). As mentioned earlier for Equation (18),
explicit construction of the diagonal matrix C is not required.
The product CW̃ can be obtained in a memory efficient way
by multiplying the rows of W̃ by the corresponding diagonal
elements of C.

Jacobian Transpose -Vector Product and Gradient: In
similar way, utilizing properties 1 and 2 and Equation (24), the
product of Jacobian transpose JT and a vector x can be written as

JTx =
[
vec

(
ZDiag(x)(CW̃)

T
)
;VTx

]
. (26)

Since the gradient is the product of the Jacobian transpose JT and
the residual vector r, it directly follows from the above Equation
(26) as

g =
[
vec

(
ZDiag(r)(CW̃)

T
)
;VTr

]
. (27)

3.5. Complexity Analysis
We now analyze the storage and computational complexity of
TeMPO where we are optimizing over symmetric rank-R CPD
structured tensors T ∈ K

I×I×...×I of order d. The analysis is
presented here for the type II model. However, since the number
of optimization parameters of the type I and type II models
(see Equations 2, 3) for an I-variate polynomial of degree d are
proportional to each other, the analysis also applies to the type I
model. Indeed, the computational complexity of the type I model
is d times the computational complexity of the type II model. We
also compare with the storage and computational complexity of
TT and PEPS tensor networks.

Representing a multivariate polynomial with I independent
variables and of degree d in dense format requires storing Cd

(I+d)

elements. Using Stirling’s approximation, it can be shown that the

storage complexity for a multivariate polynomial represented in

dense format isO
(
Id

)
for d≪ I. In the symmetric CPD format,

we need to store only the factor matrix U ∈ R
I×R and the

vector of weights c ∈ R
R, where R is the rank of the symmetric

CPD. Therefore, the storage complexity for the type II model
using the symmetric CPD format is O (IR). This shows that the
symmetric CPD format breaks the curse of dimensionality, since
the storage complexity in this format is linear in terms of rank R
and dimension I.

As is clear from Equation (22), the construction of the
matrixW and its dth Hadamard (elementwise) power dominates
the computational complexity of the objective function. The
construction of a single column of the matrix W requires
the multiplication of UT ∈ R

R×I and z̃k ∈ R
I . Thus,

the computational complexity of constructing the matrix W is
O (IKR). The dth Hadamard power of the matrix W can be

computed recursively by using the relationW∗(2m) =
(
W∗m

)∗ 2
.

Thus, the computational complexity of the dth Hadamard power
of the matrix W ∈ R

R×K is O
(
log(d)RK

)
. Therefore, the total

computational complexity for computing the objective function
for a batch of size K is O

(
(I + log(d))KR

)
. Since log(d)≪ I, the

computational complexity for the objective function in Equation
(8) isO (IKR).

The gradient of the objective function in Equation (8)
can be obtained by multiplying the Jacobian transpose JT

by the residual vector r. As shown in Equation (27), this
operation requires multiplication of a matrix Z ∈ R

I×K

by a diagonal matrix Diag(r), and the multiplication of the

matrices ZDiag(r) and (CW̃)
T
with sizes (I × K) and (K ×

R), respectively. Note that the entries of the product CW̃

were already obtained in the computation of the objective
function. Further, the computational complexity for the product
ZDiag(r) isO (IK). Consequently, the computational complexity

for the multiplication of ZDiag(r) and (CW̃)
T
is O (IKR). In

addition, the computation of VTr in Equation (27) requires
O (KR) operations. However KR ≪ IKR. Therefore, the total
computational complexity for computing the gradient isO (IKR)

for R≫ 1.
In addition, TeMPO uses the GN algorithm for the

optimization. However, this is not a requirement and first-
order methods can also be utilized within TeMPO as well. GN
requires solving the linear system of equations in (12). Tensorlab’s
implementation of GN uses the conjugate-gradient (CG) method
which requires only the Grammian-vector product for solving
(12). This operation requires multiplication of the Jacobian and
its transpose by a vector. The computational complexity of
multiplying the transpose of Jacobian by a vector is O (IKR) as
described above. The computationally most expensive operations
in themultiplication of Jacobian by a vector are themultiplication
of matrices XT

u and Z with sizes (R × I) and (I × K), and
the Hadamard product of two matrices of size (R × K) as
shown in Equation (25). Hence, the computational complexity
of computing Jx is O (IKR). Note that the entries of the product
CW̃ were already obtained in the computation of the objective
function. Therefore, the total computational complexity for a
single CG iteration is O (2IKR). Note that a large number of

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 10 March 2022 | Volume 8 | Article 83643367

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Ayvaz and De Lathauwer CPD-Structured Multivariate Polynomial Optimization

TABLE 1 | The comparison of the computational complexity of TEMPO with TT and PEPS tensor networks for a batch size of K.

Calls TEMPO PEPS TT-N

(per iter) (Type I model)

Storage O (dIR) O
(
nIR2

TT

)

Objective func. 1 O
(
(dIKR

)
O

(
KR3

BTR
6
PS

)
O

(
nIR2

TT + R3
TT log(I)

)

Gradient 1 O (dIKR) O
(
αKR3

BTR
6
PS

)
O

(
α

(
nIKR2

TT + KR3
TT log(I)

))

Gramian-vector itCG O (2dIKR) − −

CG iterations in the solution of linear equations for the GN
algorithm might increase the computation time compared to
first-order algorithms. In fact, the number of CG iterations scales
with the number of optimization variables (IR), if the exact
solution is desired in the solution of the normal equations.
This may lead to an quadratic complexity of O

(
2(IR)2K

)
.

However, we observed in our experiments that a small number
of CG iterations were sufficient to obtain accurate results. For
example, we set the maximum number CG iterations to 10 for
the classification of the MNIST and Fashion MNIST datasets,
where the number of unknowns is 784 × R with R ranging
from 10 to 150.

The storage complexity of a tensor network with TT
architecture is bounded by O

(
nIR2TT

)
for a tensor of order I

with dimensions (n × n × . . . × n), where RTT denotes the TT-
rank [48]. n is equal to 2 and I is the size of a single image
in the image classification applications presented in [20, 21].
Note that the storage complexity of TT increases with powers
of the TT-rank RTT . The total computational complexity of
TT for computing the objective function has been reported as
O

(
nIR2TT + R3TT log(I)

)
, when the contraction order defined in

[21] is used. When the sweeping algorithm described in [20]
is used, the computational complexity of the objective function
for TT is O

(
n3R3TTI

)
for a single data point of size I. Similar

to the storage complexity, the computational complexity of the
objective function for TT increases with powers of the TT-rank
of the tensor under consideration. On the other hand, automatic
differentiation (AD) is one of methods used to compute the
gradient of TT. The computational complexity of automatic
differentiation is linear in the complexity of the evaluation of the
objective function [49]. Therefore, the computational complexity
of the gradient for TT tensor network presented in [21] is
O

(
α

(
nIKR2TT + KR3TT log(I)

))
, for a batch size of K with α > 1.

The total computational complexity of TT tensor network for
a batch size of K has been reported as O

(
mR2TT(RTT + K)

)
for

a single iteration of the stochastic Riemannian gradient descent
algorithm [19]. As it is clear from the above discussion, both the
storage and the computational complexity of TT increases with a
power of the TT-rank regardless of the algorithm used, while for
TeMPO it increases linearly with the symmetric CPD rank in the
symmetric CPD case.

The computational complexity of a single forward pass of
PEPS for a batch size of K is O

(
KR3BTR

6
PS

)
, when the boundary

matrix product state method is used. Here RBT is the bond
dimension (rank) of the boundary matrix product state of PEPS
and RPS is the bond dimension of PEPS. In addition, the

backward pass for PEPS requiresO
(
αKR3BTR

6
PS

)
operations (with

α > 1), when automatic differentiation is used [22].
The above analysis shows that TeMPO is computationally less

expensive than TT and PEPS, even though it uses a second-
order algorithm. All these results are summarized in Table 1.
The fundamental reason for this is the linear storage complexity
of the symmetric CPD format. Both TT and PEPS involve
third and higher-order tensors, which makes their computational
complexity increase with powers of the bond dimension. On the
other hand, the CPD format is known to be numerically less
stable than the TT format, which relies on orthogonal matrices.

4. NUMERICAL EXPERIMENTS

We conducted an experiment on the regression problem using
synthetic data to illustrate the TeMPO framework and compared
TeMPO with different implementations of SVMs in Section 4.1.
Next, we applied our framework to the blind deconvolution
of constant modulus (CM) signals and compared with the
analytical CM algorithm (ACMA) [50], the optimal step-size CM
algorithm (OSCMA) [51], and the LS-CPD framework [52] in
Section 4.2. In Section 4.3, we further illustrate TeMPO with the
image classification problem. We performed experiments on the
MNIST and FashionMNIST datasets and compared the accuracy
and number of optimization parameters with MLPs, and TT
and PEPS tensor networks. We performed experiments on a
computer with an Intel Core i7-8850H CPU at 2.60 GHz with 6
cores and 32 GB of RAM using MATLAB R2021b and Tensorlab
3.0 [11].

In our blind deconvolution experiments, we used the complex
GN algorithm with the conjugate gradient Steihaug method. We
used the second-order batch Gauss–Newton algorithm for the
regression and classification, following the same intuition as in
[53]. In each epoch of the algorithm, we randomly shuffle the data
points in the training set and process all data points by dividing
them into batches. In the regression and binary classification
case, we optimize a single cost function. In the multi-label
classification case, for each batch, we randomly select a cost
function fl defined for each label to optimize. Thus our algorithm
does not guarantee that each fl will be trained by all training
images in each epoch in the multi-label classification case. To
guarantee this, the algorithm can be modified such that for each
batch all cost functions fl are optimized at the cost of increasing
CPU time by a factor of the number of classes L. However, in
that case the algorithmmight need fewer epochs to converge. The
overall algorithm is summarized in Algorithm 2. Algorithm 2
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Algorithm 2: Batched GN algorithm using dogleg trust-
region for regression and classification for the type II model.

Input : Z – Input data matrix
y – Vector of values (labels in the

classification case) for each data
point in Z

U1, . . . ,UL – Initial factor matrices for each label
(single in the regression case)

c1, . . . , cL – Initial weight vectors for each label
(single in the regression case)

T0,l – Initial scalar for each label (single in
the regression case)

epoch – Number of epochs
batchsize – Batch size

Output: U1, . . . ,UL – Optimized factor matrices for each
label (single in the regression case)

c1, . . . , cL – Optimized weight vectors for each
label (single in the regression case)

for each epoch do
Shuffle input data
for each batch do

l← 1
ifmulti-label classification then

l←
Randomly select label l to optimize fl , 0 < l ≤ L

end

Ul, cl,T0,l← Optimize fl using Algorithm 1

end

end

is given for the type II model for the ease of explanation. Slight
modifications are sufficient to obtain an algorithm for the type
I model.

We define the relative error as the relative difference in
l2 norm ||f − f̂||2/ ‖f‖2 with f̂ an estimate for a vector f,
and the signal-to-noise ratio (SNR) as 20 log10

(
‖f‖2/‖η‖2

)
,

where η = f̂− f.

4.1. Regression
In this experiment, we considered a low-rank smooth function
f (x) :RN → R, namely

f (x) =

Rf∑

r=1

αre
(aTr x), (28)

where x ∈ [−1, 1]N , Rf is the rank of the function f (x),
and the coefficients αr are scalars randomly chosen from the
standard normal distribution. We generated 5, 000 test samples
and 1, 000 training samples for N = 50 and Rf = 8. Each

vector ar ∈ R
N was a unit norm vector drawn from the

standard normal distribution. Each of the samples of xwas drawn
from the uniform distribution. We initialized each factor matrix
with a matrix whose elements were randomly drawn from the
standard normal distribution, and scaled it to unit norm. We

initialized each weight vector in the same way as the factor
matrices. We approximated f (x) by the type I and type II model
of degree 5 whose coefficient tensors were represented in the
rank-R symmetric CPD format. We set the batch size to 500
and the maximum number GN iterations to 5 for each batch.
In Figure 3, we show the median relative test and training errors
for R = {2, 4, 8, 16} as a function of the number of epochs for
100 trials. Each epoch corresponds to optimization over the full
training set. It is clear from Figure 3 that TeMPO produces more
accurate results and generalizes better when using higher rank
values, for both the type I and type II model. Good performance
is also observed for R = 16 > Rf = 8, meaning that TeMPO is
robust to over-estimation of the number of parameters. For low
rank values, i.e., R < Rf , the type I model produces better results
than the type II model because it involves more parameters that
can be tuned, cf. the discussion of Proposition 1.

In the second stage of the experiment, we trained the type I
and type II model for a multivariate polynomial of degree 5 with
noisy measurements. We added Gaussian noise to the function
values for a given SNR, i.e.,

f̃ (x) =

R∑

r=1

αre
(aTr x) + η, (29)

where η denotes the noise. We run our algorithm with the same
settings as in the noiseless case for an SNR ranging from 10 dB to
50 dB. In Figure 4, we show the median errors for 100 trials as a
function of SNR. We have similar observations as in the noiseless
case. Apart from these observations; although the accuracy of our
algorithm decreases for SNR ≤ 20 (dB), it still maintains good
accuracy for SNR > 20 (dB), as shown in Figure 4. Moreover, as
can be observed from the Figure 4 (left), the type I model overfits
for R = {8, 16} and SNR ≤ 20 (dB) in agreement with the result
of Proposition 1.

In our next experiment, we trained the type I and type IImodel
with larger-size samples, i.e., N = 250 and R = {8, 16, 32, 64}, to
assess how the CPU time depends on the rank. In Figure 5, we
show the median CPU time per epoch as a function of the rank.
It is evident from the figure that the computational complexity
of the type I model is d times the computational complexity of
the type II model (cf. Section 3.5). Moreover, Figure 5 confirms
that the computational complexity of our algorithm is linear in
the rank (cf. Section 3.5).

In our next experiment, we examined the generalization
abilities of the Gauss–Newton and ADAM [54] algorithms in
our framework. We trained the type I model for a multivariate
polynomial of degree 5 with both of these algorithms for different
number of training samples to fit the rank-8 function given as
in Equation (29). We set R = 8, N = 50, and SNR = 20(dB).
For the ADAM algorithm, we set the step size, the exponential
decay rate for the first momentum (β1), and the exponential
decay rate for the second momentum (β2) to 0.01, 0.9, and 0.99,
respectively. In Figure 6, we show the median training and test
accuracies of these algorithms for the number of training samples
ranging from 500 to 5, 000 as a function of the number of epochs
for 100 trials. It is evident from Figure 6 that the presented
Gauss–Newton algorithm produces more accurate results than
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FIGURE 3 | (Left) The median test (dashed lines) and training (solid lines) errors of the type I model for 100 trials on the synthetic data for a rank-8 function given as in

Equation (28). The number of samples for the training dataset is set to 5, 000 and for the test dataset it is set to 1, 000. The batch size is set to 500 and the maximum

number of GN iterations is set to 5. (Right) The median test (dashed lines) and training (solid lines) errors of the type II model with the same algorithm settings. TeMPO

produces more accurate results and generalizes better for higher rank values for both the type I and type II model. The performance is robust to overparameterization

(R > Rf ). The type I model produces better results for low rank values, i.e., R < Rf .

FIGURE 4 | (Left) The median test (dashed lines) and training (solid lines) errors of the type I model for 100 trials on the synthetic noisy data for a rank-8 function

given as in Equation (29). The number of samples for the training dataset is set to 5, 000 and for test dataset is set to 1, 000. The batch size is set to 500 and the

maximum number of GN iterations is set to 5. (Right) The median test (dashed lines) and training (solid lines) errors of the type II model with the same algorithm

settings. TeMPO produces more accurate results and generalizes better for higher rank values for both the type I and type II model in the presence of noise as well.

Again, the type I model produces better results for low rank values, i.e., R < Rf , because it involves more parameters than the type II model.

the ADAM algorithm and also requires fewer number of epochs
to converge in these experimental settings.

We also compared TeMPO with SVMs using a polynomial
kernel. We run the same experiment for a number of training
samples ranging from 500 to 5, 000. We set the rank to 8, i.e.,
R = Rf for TeMPO. We used the built-in Matlab routine
fitrsvm and LS-SVMlab toolbox [55, 56]. We set the degree
of polynomial kernel to 5, i.e., equal to the degree of the type I
and type II model for fitrsvm. LS-SVMlab automatically tunes
the degree to 3 to find the best fit. In Figure 7 (left), we show the
median test and training errors for SVM, the type I and type II

model. It is clear from Figure 7 (left) that the type I and type II
model generalize better than fitrsvm. A possible reason is the
dense parameterization of SVMs, while TeMPO uses low-rank
parameterization. Moreover, as shown in Figure 7 (right), our
algorithm is faster than SVMs for numbers of training samples
above 1, 000. This is due to the higher memory requirement of
SVMs. Typically, kernel based methods such as LS-SVM have
a storage and computational complexity of O

(
N2

)
[55], with

N the number of training samples. In contrast, Figure 7 (right)
confirms that the computational complexity of TeMPO is linear
in the number of training samples (cf. Section 3.5).
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FIGURE 5 | The median CPU time (seconds) per epoch for the type I and type II model as a function of the rank for a rank-8 function given as in Equation (28) for 100

trials. The number of samples for the training dataset is set to 5, 000 and for the test dataset it is set to 1, 000. The batch size is set to 500 and the maximum number

of GN iterations is set to 5. The figure confirms that the computational complexity of the type I model is d times the computational complexity of the type II model (cf.

Section 3.5). Moreover, the computational complexity of the algorithm is linear in the rank (cf. Section 3.5). The figure is in a logarithmic scale on the horizontal axis.

4.2. Blind Deconvolution of Constant
Modulus Signals
Blind deconvolution can be formulated as a multivariate
polynomial optimization (MPO) problem and hence it fits into
the TeMPO framework [15]. In this illustrative example, we limit
ourselves to an autoregressive single-input single-output (SISO)
system [57], given by

L∑

l=0

wl · y[k− l] = s[k]+ n[k], for k = 1, . . . ,K, (30)

where y[k], s[k], and n[k] are the measured output signal, the
input signal and the noise at the kth measurement, respectively,
and wl denotes the lth filter coefficient. Ignoring the noise for the
ease of derivation, (30) can be written as:

YTw = s, (31)

where Y ∈ C
L×K is a Toeplitz matrix and its rows are the

subsequent observations under the assumption that we have K +
L− 1 samples y[−L+ 1], . . . , y[K]. The vector w ∈ K

L contains
the filter coefficients and the kth entry of the source vector s ∈
C
K is the input signal at the kth time instance, i.e., sk = s[k].

In blind deconvolution, one attempts to find the original input
signal s and the filter coefficients w by only observing the output
signal Y. Thus, constraints on signals and/or channel have to be
imposed to obtain interpretable results. The constant modulus
(CM) criterion is a widely used input constraint [58]. The CM
property, which holds for phase- or frequency-modulated signals
[50, 59] can be written as:

|sk|
2 = c, for k = 1, 2, . . . ,K. (32)

Here, c is a constant scalar. By substituting sk defined in (31) into
(32), we obtain

(
Y⊙Y

)T
(w⊗w) = c · 1K . (33)

Following the same intuition as in [60], by multiplying (33) from
the left with a Householder reflector Q [61], generated for c · 1K ,
and removing the first equation3, we obtain

M(w⊗w) = 0. (34)

Here, M = Q̃
(
Y⊙Y

)T
, and Q̃ is obtained by removing the first

row of the Householder reflector Q. In applications, M(w⊗w)
will not vanish exactly due to the presence of noise. Hence, we
look for the solution which minimizes its l2 norm as

min
w,w

f (w,w) = min
w,w

1

2

∥∥M(w⊗w)
∥∥2
2
, subject to ‖w‖ = 1.

(35)
The objective function in (35) is a homogeneous multivariate
polynomial of degree 4 in which the coefficient tensorW is given
as a rank-1 Hermitian symmetric CPD, i.e.,

W = w ⊗ w ⊗ w ⊗ w : = Jw,w,w,wK . (36)

Exploiting the rank-1 Hermitian symmetric CPD structure in
(36) and the structure of M, which is a special case of Lemma
1 and Lemma 2, efficient expressions for the computation

3The first equation is only a normalization constraint.
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FIGURE 6 | Comparison of the median test (dashed lines) and training (solid lines) errors of the Gauss–Newton and the ADAM algorithms as a function of the number

of epochs for 100 trials. The type I model for a rank-8 function given as in Equation (29) in the presence of SNR 20 dB Gaussian noise is used to generate the training

and the test sets. The batch size is set to 10% of the training set size. For the Gauss–Newton algorithm, the maximum number of GN iterations and CG iterations is

set to 1 and 5, respectively. For the ADAM algorithm, the step size, β1 and β2 are set to 0.01, 0.9, and 0.99, respectively. The number of training samples is set to 500

(top-left), 1, 000 (top-right), 2, 000 (bottom-left), and 5, 000 (bottom-right). The presented Gauss–Newton algorithm produces more accurate results than the

ADAM algorithm and also requires fewer number of epochs to converge in these experimental settings.

of Jacobian-vector products for the problem (35) have been
presented in [15].

A number of algorithms have been developed to solve (33)
and (34). The analytical CM algorithm (ACMA) [50] writes (34)
as a generalized matrix eigenvalue problem in the absence of
noise, and under the assumption that the null space of M is one
dimensional, which makes ACMAmore restrictive than TeMPO.
In the presence of noise, ACMA writes (34) as the simultaneous
diagonalization of a number of matrices and solves it by extended
QZ iteration. Gradient descent and stochastic gradient descent
algorithms have also been proposed for the minimization of the
expected value of {(|yTnw| − c)2}. The optimal step-size CMA
(OSCMA) [51] algorithm uses a gradient descent algorithm,
which computes the step size algebraically. The problem in
(35) can also be interpreted as a linear system with a rank-1
constrained solution, which fits the LS-CPD framework in [52].
LS-CPD solves (33) by relaxing the complex conjugate w to
a possibly different vector v ∈ C

L and utilizing the second-
order GN algorithm using dogleg trust-region method. We solve
(35) by utilizing the complex GN algorithm using the conjugate
gradient Steihaug method implemented in TensorLab 3.0 [11].
We compare with these algorithms in terms of computation time
and accuracy.

We consider an autoregressive model of degree L = 10
with coefficients uniformly distributed on [0, 1], sample length
K = 600, and c = 1. We add scaled Gaussian noise to
the measurements to obtain a particular SNR. We run 50
experiments starting from the algebraic solution presented in
[52] for LS-CPD, OSCMA, and TeMPO. In Figure 8 (left), we
show the median relative error on w as a function of SNR. It is
clear from Figure 8 (left) that TeMPO achieves similar accuracy
as LS-CPD and OS-CMA, which are more accurate than ACMA.
In Figure 8 (right), we show the median CPU time in seconds as
a function of SNR. Clearly, TeMPO is faster than ACMA, OS-
CMA, and LS-CPD for SNR ≥ 10(dB) by exploiting the structure
of the data.

4.3. Image Classification
Multi-class image classification amounts to the determination
of a possibly nonlinear function f that maps input images Zk

to integer scalar labels yk, which are known for a training set.
In this study, we represent f by a multivariate polynomial p.
Following the one-versus-all strategy, we define a cost function
fl for each label that maps the input image Zk to a scalar
value as
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FIGURE 7 | (Left) The median test (dashed lines) and training (solid lines) errors of SVMs with polynomial kernel, the type I and type II model for a rank-8 function

given as in Equation (29) in the presence of SNR 20 dB Gaussian noise as a function of the number of training samples for 100 trials. The batch size is equal to 10% of

the training set size. The maximum number of GN iterations is set to 5 for the type I and type II model. Specifically, for the SVMs, the built-in Matlab routine fitrsvm

and LS-SVMlab toolbox were used to obtain the results. The relative errors of LS-SVMLab for the sample sizes 500, 1, 000, and 2, 000 are 1.6e− 6, 2.2e− 6 and

3.3e− 6, respectively. The presented algorithm generalizes better than fitrsvm in these experimental settings. (Right) The median CPU times (seconds) with the

same setting. The computational complexity of our algorithm is linear in the problem size as expected, and it is faster than SVMs for numbers of training samples

above 1, 000. The figures are in a logarithmic scale on both the horizontal and vertical axes.

FIGURE 8 | (Left) The median relative errors (dB) of LS-CPD, OS-ACMA, ACMA, and TeMPO with respect to SNR (dB) for an autoregressive model of degree L = 10

with uniformly distributed coefficients between zero and one, sample length K = 600 for 50 trials. TeMPO obtains similar accuracy to LS-CPD, OS-CMA, while

obtaining more accurate results than ACMA. (Right) The median CPU times (seconds) with the same settings. TeMPO is faster than other algorithms for SNR > 10

(dB).

fl(pl, z1, . . . , zK) =
1

2

K∑

k=1

(
yk − pl(zk)

)2
,

where zk = vec(Zk) and where yk = 1 if zk is labeled as l
and yk = 0 otherwise. The polynomial pl can be chosen within
the type I or the type II model class. For the type I model, the

optimization problem can be written as

min
pl

fl(pl, z1, . . . , zK), subject to pl(zk) = Tl,0 +

d∑

j=1

Tl,jz
j

k
,

and Tl,j =
r
Ul,j, . . . ,Ul,j; c

T

l,j

z
, (37)
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FIGURE 9 | Test (solid lines) and training (dashed lines) accuracies of the type I model for the MNIST dataset with respect to the number of epochs. The full training

set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 100 and the maximum number of GN iterations is set to 1. TeMPO achieves high

accuracy even for low rank values, i.e., R = {10, 20}. Both the test and training accuracy increase mildly as the rank increases.

where d is the degree of the polynomial under consideration.
Note that we substitute the symmetric CPD structure given as a
constraint into the objective function, and hence obtain and solve
an unconstrained optimization problem. For the type II model,
the optimization problem can be written as

min
pl

fl(pl, z1, . . . , zK), subject to pl(zk) = Tlz
d
k ,

and Tl =
q
Ul, . . . ,Ul; c

T

l

y
.

After the optimization of fl for each label l, the classification is
done by computing each pl(s) for the data point s to be classified
and selecting the value of l for which |pl(s)| is largest.

4.3.1. Experiments
We performed several experiments by varying the parameters
rank and maximum number of GN iterations to illustrate the
TeMPO framework for the classification of the MNIST and
Fashion MNIST datasets. We kept the maximum number of CG
iterations equal to 10, the degree of the multivariate polynomial
to 3, the tolerance for the objective function and optimization
variables equal to 1e − 10, the inner solver tolerance equal to
1e − 10, and the trust-region radius equal to 0.1, throughout
the experiments.

We initialized each factor matrix with a matrix whose
elements were randomly drawn from the standard normal
distribution, and scaled it to unit norm. Similarly, we initialized
each weight vector cl with a vector whose elements were
randomly drawn from the standard normal distribution and
scaled it to unit norm.

Datasets
Modified National Institute of Standards and Technology
(MNIST) handwritten digit database [62] and the Fashion
MNIST database [63] are used for this study. Both datasets
contain gray scale images of size (28 × 28). The training sets
of both datasets are composed of 60, 000 images and test sets
are composed of 10, 000 images. The images have been size-
normalized and centered in a fixed-size image. We rescale images
such that every pixel value is in the interval [0, 1] and the
mean of each image is zero. Then, we vectorize, i.e., stack each
column vertically in a vector, each image to a vector of size
784. For the type II model, we augment the resulting vector by
the scalar 1. Similar pre-processing steps are necessary for also
tensor networks. Additionally, they may require the encoding
input data which increases the storage and the computational
resource requirement.

Results and Comparisons

Results of the Type I Model
We first trained the type I model on the total MNIST training
set for various rank values ranging from 10 to 150 to illustrate
the effect of rank on the accuracy. We set the batch size to 100
and the maximum number of GN iterations to 1. We show the
training history in Figure 9. It is evident from Figure 9 that
TeMPO achieves high accuracy even for low rank values, i.e.,
R = {10, 20}. Increasing the rank mildly improves both the test
and training accuracy, with the improvement getting smaller as
the rank increases.
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FIGURE 10 | Test (solid lines) and training (dashed lines) accuracies of the type I model for the Fashion MNIST dataset with respect to the number of epochs. The full

training set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 100 and the maximum number of GN iterations is set to 1. Similar to the

MNIST dataset, TeMPO achieves good accuracy even for low rank values and both the test and training accuracy mildly increase as the rank increases.

We repeated the same experiments for the Fashion MNIST
dataset, which is harder to classify. We show the training history
in Figure 10. The observations made for the MNIST dataset
also apply to the Fashion MNIST dataset. However, the test and
training accuracy are lower for the Fashion MNIST dataset in
agreement with previous works. Also, our algorithm requires
more epochs to converge for the Fashion MNIST dataset.

In our next experiment, we set the maximum number of
GN iterations to 5. We observed that our algorithm needs
fewer epochs to converge and produces more accurate results
with this setting. The comparison for the MNIST and Fashion
MNIST dataset is shown in Figures 11, 12, respectively. The
improvement in the test accuracy for the Fashion MNIST dataset
is around 1% and more pronounced than the improvement
in the test accuracy for the MNIST dataset. TeMPO achieves
around 98.30% test accuracy for the MNIST dataset and
around 90% test accuracy for the Fashion MNIST dataset
with R = 150.

Results of the Type II Model
We repeated the same experiments for the type II model. We
used the same settings as in the type I model. However, we set
the batch size to 200 to obtain an accuracy similar to that of
the type I model. We show the training history in Figure 13.
Similar to previous experiments, our algorithm performs well
even for low rank values, and produces more accurate results for
higher rank values. TeMPO achieves around 98% test accuracy
and 100% training accuracy after 200 epochs with R = 150 for
the MNIST dataset.

In Figure 14, we show the training history for the Fashion
MNIST dataset. Similar to the type I model, the test
and training accuracy is lower than the MNIST dataset.
The algorithm converges around 100 epochs and achieves
around 89.30% test accuracy with R = 150. Moreover,
our algorithm achieves around 99% training accuracy after
400 epochs.

We repeated the same experiments with the maximum
number of GN iterations set to 5. The comparisons for the
MNIST and Fashion MNIST datasets are shown in Figure 15.
Contrary to our observation for the type I model, the
test accuracy now decreases for both datasets. A possible
reason is that when the residuals are big, doing more GN
iterations may not lead a better direction for minimizing (37).
A similar observation has been made in [53], for training
DNNs. It is experimentally shown that higher number of
CG iterations might not produce more accurate results if the
Hessian obtained by mini-batch is not reliable due to non-
representative batches and/or big residuals. On the other hand,
if the residuals are small, higher number of CG iterations
can produce more accurate results thanks to the curvature
information [53].

Comparisons
We now compare TeMPO with different models, namely: TT
tensor networks [21], TT structured tree tensor networks (TTN)
[64], multi-layer perceptron (MLP) with 784−1000−10 neurons,
MLPwith a convolution layer (CNN-MLP), PEPS, and PEPSwith
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FIGURE 11 | Comparison of test accuracies of the type I model on the MNIST dataset for different maximum number of GN iterations as a function of the number of

epochs. The full training set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 100 and the maximum number of GN iterations is set to 1

(dashed lines) and to 5 (solid lines).

FIGURE 12 | Comparison of test accuracies of the type I model on the Fashion MNIST dataset for different maximum number of GN iterations as a function of the

number of epochs. The full training set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 100 and the maximum number of GN

iterations is set to 1 (dashed lines) and to 5 (solid lines).

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 19 March 2022 | Volume 8 | Article 83643376

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Ayvaz and De Lathauwer CPD-Structured Multivariate Polynomial Optimization

FIGURE 13 | Test (solid lines) and training (dashed lines) accuracies of the type II model for the MNIST dataset with respect to the number of epochs. The full training

set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 200 and the maximum number of GN iterations is set to 1. Both the test and

training accuracy increase as the rank increases. The improvement in the accuracy gets smaller as the rank increases. The algorithm achieves around 100% training

accuracy after 200 epochs.

FIGURE 14 | Test (solid lines) and training (dashed lines) accuracies of the type I model for the MNIST dataset with respect to the number of epochs. The full training

set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 200 and the maximum number of GN iterations is set to 1. Both the test and

training accuracy increase as the rank increases. Also the improvement in the accuracy gets smaller as the rank increases. The algorithm achieves around 99%

training accuracy after 400 epochs.
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FIGURE 15 | Comparison of test accuracies of the type II model on the MNIST (top) and Fashion MNIST (bottom) datasets for different maximum number of GN

iterations as a function of the number of epochs. The full training set (60, 000 images) and test set (10, 000 images) are used. The batch size is set to 200 and the

maximum number of GN iterations is set to 1 (dashed lines) and to 5 (solid lines).

a convolution layer (CNN-PEPS) [22]. We compare in terms of
the test accuracy for the Fashion MNIST dataset. We summarize
the test accuracy of different models in Table 2. TeMPO achieves
better accuracy than TT, PEPS and MLP, while optimizing for
fewer parameters and using less memory (cf. Table 1). The
accuracy of TeMPO is lower than CNN-MLP and CNN-PEPS
as expected, since it does not use a convolution layer. Note
that the accuracy of TeMPO can further be improved by tuning
the parameters such as the rank, the number of CG iterations,
the trust-region radius, the batch size and the degree of the
multivariate polynomial.

5. CONCLUSION AND FUTURE WORK

We presented the TeMPO framework for use in nonlinear

optimization problems arising in signal processing, machine

learning, and artificial intelligence. We modeled the
nonlinearities in these problems by multivariate polynomials

represented by low rank tensors. In particular, we investigated
the symmetric CPD format in this study. By taking the advantage
of low rank symmetric CPD structure, we developed an efficient
second-order batch Gauss–Newton algorithm.We demonstrated
the efficiency of TeMPO with some illustrative examples, and
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TABLE 2 | The test accuracy of different models for the Fashion MNIST dataset.

Model Test accuracy (%)

TT 88.0

MLP 88.3

PEPS 88.3

TTN 89.0

TeMPO (Type II) 89.3

TeMPO (Type I) 89.9

CNN–MLP 91.0

CNN–PEPS 91.2

The bold values indicate the results from the proposed methods.

with the blind deconvolution of constant modulus signals. We
showed that TeMPO achieves similar or better classification rates
than MLPs, TT and PEPS tensor networks on the MNIST and
Fashion MNIST datasets while optimizing for fewer parameters
and using less memory space.

The non-symmetric and partially symmetric CPD formats
are fairly straightforward variants of the symmetric CPD format
in which the factor matrices can be mutually different. Efficient
algorithms can be developed for multivariate polynomials
in these formats by utilizing the derivations presented in
this study. We are investigating other tensor formats such
as HT and TT in our framework as well. HT and TT
require more parameters than the CPD format. However,
they break the curse of dimensionality in a numerically
stable way. We are also exploring other polynomial bases,
and more generally other nonlinear feature maps to
further improve the accuracy and numerical stability of our
framework.
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Numerical tensor calculus has recently gained increasing attention in many scientific

fields including quantum computing and machine learning which contain basic tensor

operations such as the pointwise tensor addition and multiplication of tensors. We

present a C++ design of multi-dimensional iterators and iterator-based C++ functions for

basic tensor operations usingmode-specific iterators only, simplifying the implementation

of algorithms with recursion and multiple loops. The proposed C++ functions are

designed for dense tensor and subtensor types with any linear storage format, mode and

dimensions. We demonstrate our findings with Boost’s latest uBlas tensor extension and

discuss how other C++ frameworks can utilize our proposal without modifying their code

base. Our runtime measurements show that C++ functions with iterators can compute

tensor operations at least as fast as their pointer-based counterpart.

Keywords: tensor n-rank, N-way array, multi-dimensional array, tensor computations, multi-dimensional iterator,

software design and development

1. INTRODUCTION

Numerical tensor calculus can be found in many application fields, such as signal processing [1],
computer graphics [2, 3], and data mining [4, 5] in which tensors are attained by, e.g., discretizing
multi-variate functions [6] or by sampling multi-modal data [7]. Tensors are interpreted as
generalized matrices with more than two dimensions and are, therefore, also referred to as
hypermatrices [8]. Similar to matrix computations, most numerical tensor methods are composed
of basic tensor operations such as the tensor-tensor, tensor-matrix, tensor-vector multiplication,
the inner and outer product of two tensors, the Kronecker, Hadamard and Khatri-Rao product [9–
11]. Examples of such methods containing basic tensor operations are the higher-order orthogonal
iteration, the higher-order singular value decomposition [12], the higher-order power method and
variations thereof.

High-level libraries in Python or Matlab, such as NumPy, TensorLy, or TensorLab1 offer a
variety of tensor types and corresponding operations for numerical tensor computations. However,
in case of tensor multiplication operations tensors are dynamically unfolded in order to make use of
optimized matrix operations, consuming at least twice the memory than their in-place alternatives
[13]. Depending on the program, Python or Matlab can also introduce runtime overhead due to
just-in-time compilation or interpretation and automatic resource management.

To offer fast execution times with minimal memory consumption, many tensor libraries are
implemented in C++ which provides a simple, direct mapping to hardware and zero-overhead

1https://numpy.org, http://tensorly.org, https://www.tensorlab.net.
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abstraction mechanism [14, 15]. Their programming interface is
close to the mathematical notation supporting elementwise and
complex multiplication tensor operations [16–21]. All libraries
offer a family of tensor classes that are parameterized by at least
the element type. The library presented in [21] also parameterize
the tensor template by the tensor order and dimensions. Tensor
elements are linearly arranged in memory either according to
the first-order or the last-order storage format. Most libraries
use expression templates to aggregate and delay the execution
of mathematical expressions for a data-parallel and even out-
of-order execution [17, 19]. Some libraries can express the
general form of the tensor-tensor multiplication with Einstein’s
summation convention using strings or user-defined objects.
For instance, expressions like C["ijk"]=A["ilj"]*B["kl"] or
C(i,j,k)=A(i,l,k)*B(k,l) specify a 2-mode multiplication
of a 3-dimensional with a matrix. The interface can be very
convenient utilized if the application or numerical method
uses a fixed tensor order or contraction mode. However, many
numerical methods such as the higher-order orthogonal iteration
consist of variable tensor multiplications preventing the use of
aforementioned expressions. In such cases, flexible interfaces
and functions similar to the one presented in [22] are required
allowing, e.g., the contractionmode to depend on other variables.
A comprehensive and recent overview of the tensor software
landscape is provided in [23] including all of the previously
mentioned C++ libraries.

Most of the above mentioned libraries implement tensor
operations using pointers, single and multi-indices. Accessing
tensor elements with multi-indices, however, can slow down the
execution of a recursively defined tensor function by a factor that
is equal to the recursion depth and tensor order [24]. Using single
indices or raw pointers on the other hand requires a combination
of induction variables with mode-specific strides. This can be
inconvenient and error-prone, especially when library users want
to modify or extend C++ functions. The authors in [25] suggest
to parameterize C++ functions in terms of tensor types and
their proxies with which mode-specific iterators can be generated
using the member functions begin and end. Index operations
are hidden from the user by offering a simple iterator increment
operation that is able to adjust its internal data pointer according
to a predefined stride. However, their begin and end functions
do not allow to specify a mode. The authors in [26] propose
to use member functions begin and end of a tensor type
that can generate mode-specific iterators. The mode is a non-
type template parameter of the iterator requiring the recursion
index and the contraction modes to be compile-time parameters.
Similar to the aforementioned approaches, tensor functions are
defined in terms of tensor types which makes the specification of
iterator requirements difficult.

In this article, we present iterator-based C++ algorithms for
basic tensor operations that have been discussed in [22] as part
of a Matlab toolbox. Our software implementation follows the
design pattern that has been used in the Standard Template
Library (STL) and separates tensor functions from tensor types
with the help of iterators only [27]. The separation helps to
define iterator and function templates that are not bound to
particular tensor and iterator types, respectively.We present C++

functions such as for_each and transform that perform unary
and binary operations on tensor and subtensor elements. Our
discussion also includes more complex multiplication operations
such as tensor-vector (ttv), tensor-matrix (ttm), and the tensor-
tensor multiplication (ttt). While we demonstrate their usability
with Boost’s uBlas tensor extension, the proposed C++ templates
can be instantiated by tensor types that provide pointers to a
contiguous memory region.

To our best knowledge, we are the first to propose a set of basic
tensor functions that can process tensor types without relying
on a specific linear data layout, eliminating the need to provide
multiple algorithms for similar types. While a discussion of
optimization techniques for data locality or parallel execution of
tensor operations are beyond the scope of this article, we provide
algorithmic changes to all proposed tensor functions to increase
spatial locality. Moreover, we demonstrate that the introduced
iterator abstraction does not penalize the performance of
iterator-based C++ functions. On the contrary, our performance
measurements with approximately 1,800 differently shaped
tensors show that iterator- based functions compute elementwise
tensor operations and the tensor-vector product at least as fast as
pointer-based functions.

The remainder of the paper is organized as follows: Section
2 introduces mathematical notations used in this work and
provides an overview of data organization for dense tensor
and subtensor types. Section 3 describes Boost’s uBlas tensor
extension and class templates for tensors and subtensors.
Section 4 introduces multi-dimensional iterators for a family
of tensor types supporting any linear storage format. Section 5
discusses the design and implementation of tensor operations
using multi-dimensional iterators. Section 6 presents runtime
measurements of iterator- and pointer-based implementations
of two elementwise tensor operations. Lastly, section 7 presents
some conclusions of our work.

2. PRELIMINARIES

2.1. Mathematical Notation
A tensor is defined as an element of the tensor space that is given
by the tensor product of vector spaces typically over the real or
complex numbers [28]. For given finite basis of the vector spaces,
tensors can be represented by multi-dimensional arrays [8]. We
do not distinguish between tensors and multi-dimensional arrays
and allow their elements to be bool or integer types. The number
of dimensions is called the tensor order and is denoted by the
letter p. Tensors are denoted by bold capital letters with an
underscore, e.g., A with A = (ai)i∈I where i is a multi-index
i = (i1, i2, . . . , ip) with ir ∈ Ir for all 1 ≤ r ≤ p. The r-th
index set Ir is defined as Ir : = {1, 2, . . . , nr} for all 1 ≤ r ≤ p
with nr ∈ N. n = (n1, . . . , np) is called a dimension tuple
of a p-dimensional tensor. The Cartesian product of all index
sets of a p-order tensor A is called the multi-index set I with
I = I1 × I2 × · · · × Ip. Elements of a p-dimensional tensor A
are given by A(i1, i2, . . . , ip) = ai1i2...ip or A(i) = ai with i ∈ I.
Matrices have two dimensions and will be represented without
an underscore B. Vectors are given by small bold letters such as
b where one of the first two dimensions are equal to or greater
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than one. A tensor is a scalar if all dimensions are equal to one
and denoted by small, non-bold letters.

A subtensorA′ of a tensorA is a reference to a specified region
or domain of A and has the same order p and data layout π as
the referenced tensor. It can be regarded as a lightweight handle
with a dimension tuple n′ where the subtensor dimensions satisfy
n′r ≤ nr for 1 ≤ r ≤ p. The r-th index set I′r of a subtensor and its
multi-index set I′ are analogously defined to Ir with I′r ⊆ Ir and
I, respectively. Each dimension n′r and the corresponding index
subset I′r are determined by fr , tr , and lr where fr ∈ Ir and lr ∈ Ir
are the lower and upper bound of the index range with 1 ≤ fr ≤
lr ≤ nr . The integer tr defines the step size for the r-th dimension
satisfying tr ∈ N for 1 ≤ r ≤ p. The shape tuple n′ = (n′1, . . . , n

′
p)

of a subtensor is given by n′r =
⌊
(lr − fr)/tr

⌋
+ 1. Elements of a

p-dimensional subtensor A′ are given by A′(i′) = a′
i′
with i′ ∈ I′.

Assuming a simple linear (flat) memory model, dense tensors
shall be stored contiguously in memory. The (absolute) memory
locations of tensor elements are given by k = k0 + j · δ with k0 ∈
N0 being the memory location of the first tensor element and
δ being the number of bytes required to store tensor elements.
We call J : = {0, 1, . . . ,

∏p
r=1 nr − 1} the single index set of A

where each j ∈ J is the relative position of the j-th tensor element
denoted by A[j]. A subtensor A′ of a tensor A has its own single
index set J′ with

∏p
r=1 n

′
r elements. We write A′[j′] to denote the

j′-th subtensor element.

2.2. Data Organization and Layout
The tensor layout or storage format of a dense tensor defines the
ordering of its elements within a linearly addressable memory
and, therefore, the transformation between multi-indices and
single indices. A p-order tensor A with a dimension tuple
n, has (

∏
r nr)! possible orderings where only a subset of

those are considered in practice. In case of two dimensions,
most programming languages arrange matrix elements either
according to the row- or column-major storage format. More
sophisticated non-linear layout or indexing functions have been
investigated for instance in [29, 30] with the purpose to increase
the data locality of dense matrix operations.

The most prominent element layouts are first- and last-order
storage formats. The former format is defined in the Fortran, the
latter in the C and C++ language specification, respectively. Any
linear layout can be expressed in terms of a permutation tuple
π . The q-th element πq corresponds to an index subscript r of a
multi-index ir with the precedence q where ir ∈ Ir and 1 ≤ q, r ≤
p. In case of the first-order format, the layout tuple is defined
as πF : = (1, 2, . . . , p) where the precedence of the dimension
ascends with increasing index subscript. The layout tuple of the
last-order storage format is given by πL : = (p, p− 1, . . . , 1).

Given a layout tuple π and the shape tuple n, elements of a
stride tuple w are given by wπr = 1 for r = 1 and wπr =∏r−1

q=1 nπq otherwise, with 1 ≤ wπq ≤ wπr for 1 ≤ q < r ≤ p, see

also Equation (2) in [24]. The q-th stride wq is a positive integer
and defines the number of elements between two elements with
an identical multi-index except that their q-th index differs by
one. Fortran stores tensor elements according to the first-order

storage format with wF = (1, n1, n1 · n2, . . . ,
∏p−1

r=1 nr). In case

of the last-order storage format πL = (p, p− 1, . . . , 1), the stride
tuple is given by wL = (

∏p
r=2 nr ,

∏p
r=3 nr , . . . , np, 1) which is

used by the C and C++ language for the data layout of the built-in
multi-dimensional arrays.

3. BOOST.UBLAS TENSOR EXTENSION

Initially equipped with basic matrix and vector operations,
Boost’s uBlas has been recently extended with tensor templates
and corresponding tensor operations to support multi-linear
algebra applications2. Tensor order, dimensions and contraction
modes (if applicable) of the tensor and subtensor types are
runtime variable. Common arithmetic operators are overloaded
and evaluated using expression templates. In the following, we
will only use the namespace std to denote the standard library
namespace and skip boost::numeric::ublas. Boost’s uBlas
tensor extension offers a variety of basic dense tensor operations
offering at least four important tensor functionality categories
that have been discussed in [23].

3.1. Tensor and Subtensor Templates
The tensor template class represents a family of
tensor types and adapts a contiguous container such as
std::vector. It is designed to organize multi-dimensional
data and to provide access with multi-indices and
single indices.

template <class T,
class F = first_order,
class C = std::vector<value_type>>

class tensor;

The element type T of tensor needs to fullfill the requirements
specified by the container type C and needs to support all basic
arithmetic scalar operations such as addition, subtraction,
multiplication, and division. The container C type must
satisfy the requirements of a contiguous container. By
default, if no container class is specified, std::vector is
used. Public member types such as value_type, size_type,
difference_type, pointer, reference, and iterator are
derived from the container type which stores elements of
type value_type and takes care of the memory management.
The memory space for tensor is dynamically allocated by
std::vector::allocator_type. Public member functions are
provided in order to construct, copy and move tensors. Data
elements can be assigned to the tensor using the assignment
operator =. Elements can be accessed with a single index using
the access operator [] and multi-indices with the function
call operator (). The user can conveniently create subtensors
with the function call operator (). Size and capacity member
functions such as size(), empty(), clear(), and data() are
provided as well. The user has multiple options to instantiate
tensor types. The default constructor creates an empty tensor of
order zero with an empty shape tuple. The following expression
instantiats a three-dimensional tensor A with the extents 4, 2,
and 3 with elements of type double.

2See GSoC18 link for the project description, Github link for the initial

implementation and Github link for the most current development.
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auto A = tensor<float>{4,2,3};

The user can also specify dimensions for each mode using the
extents class from which the tensor order and size of the data
vector is derived. The layout tuple is initialized according to the
first-order storage format if not specified otherwise. Once the
layout and dimensions are initialized, the constructor computes
strides according to the computation in subsection 2.2 and
Equation (2) in [24]. The following code snippet shows a possible
instantiation of a three-dimensional tensor with a last-order
storage format.

auto A = tensor<double,last_order>(extents{4,2,3});

The copy assignment operators () of the tensor class template
are responsible for copy data and protecting against self-
assignment. The user can expect the source and destination
tensor class instances to be equal and independent after the
copy operation. Two tensors are equal if they have the same
shape tuple, tensor order and elements with the same multi-
index independent of their layout tuple. Besides the type of the
data elements, the user can change the content and the size
of all member variables at runtime. The subtensor template
class is a proxy of tensor for conveniently reference a subset of
tensor elements.

template <class T>
class subtensor;

The tensor template specializes subtensor with tensor<

value_type,container> such that tensor::subtensor_t

equals subtensor<tensor<value_type,container». In
general, T needs to provide an overloaded access operator and
function call operator for accessing contiguously stored tensor
elements. The subtensor template contains a reference of the
viewed tensor instance, i.e., subtensor::tensor_t, a pointer to
the first element of type value_type*, extent ranges of a single
dimension using the class span, extents of type size_type,
strides of type size_type and also provides the same public
member types and methods as tensor allowing both types to be
used in free functions interchangeably. A subtensor instance
neither owns nor tracks the referenced tensor object. It might
become invalid whenever the corresponding tensor instance
does not exist any more.

The constructor of subtensor takes a reference of
subtensor::tensor_t and might take range types such
as span and std::integral types as additional arguments
that specify the multi-index space of a subtensor instance.
The r-th span instance defines an index set I′r that is a
subset of the index set Ir of a selected tensor instance. A
subtensor instance without any span objects references all
elements of a subtensor::tensor_t object. The tensor

template provides an overloaded function call operator with a
template parameter pack which simplifies the construction of a
subtensor subject. For instance, if A is of type tensor<float>
with a dimension tuple (3, 4, 2), then S of the following
expression is of type subtensor<tensor<float>> and has the
dimensions 2, 2, 1.

auto S = A ( span(1,2), span(2,3), 1 );

The pointer to the first subtensor element is computed by adding
an offset j∗ to the pointer of the first tensor element. The offset
j∗ is computed by combining p lower bounds f of the span

instances using the index function λ in Equation (1) in [24]
such that j∗ = λw(f) with f = (f1, . . . , fp) where w is the
stride tuple of a tensor and fr is the lower bound of the r-th
span instance.

3.2. Multi-Index Access
The tensor template provides multiple overloaded function
call operators for conveniently accessing elements with multi-
indices and scalar memory indices. The function call operator is
a variadic template that computes the inner product of the stride
and multi-index tuple in order to transform multi-indices onto
single indices. Hence, the user can define the following statement
which converts a three-dimensional tensor A into an identity
tensor with ones in the superdiagonals.

for(auto i = 1u; i <= n; ++i)
A(i,i,i) = 1.0;

Note that the statement is valid independent of A’s layout tuple.
The template tensor additionally allows to dynamically specify
multi-indices using std::vector. In that case the argument of
the function call is given by std::vector<std::size_t>(p,i)
where p is the tensor order. Using multi-indices abstracts from
the underlying data layout and enables the user to write layout
invariant programs as all elements have a unique multi-index
independent of the data layout. Note that accessing elements of
a p-dimensional tensor A with multi-indices involves a multi-
index to memory index transformation that is given by λw(i) =∑p

r=1 wr(ir − 1) where p is the tensor order with p > 1 and
w is the stride tuple of A, see also Equation (1) in [24]. For
fixed stride tuples wF and wL, the index functions λwF and λwL

coincide with definitions provided in [25, 29]. Tensor elements
can also be accessed with a single index using the overloaded
access operator of tensor. This is convenient whenever the
complete memory index set needs to be accessed independent
of the tensor layout or order of data access is not relevant for
the implementation of the tensor operation. For instance, A with
any dimensions and storage format can be initialized by the
following statement.

for(auto j = 0u; j < A.size(); ++j)
A[j] = 0;

In contrast to an access with multi-indices, accessing
tensor elements with single indices does not involve index
transformations. However, most of the more complex tensor
operations such as the tensor transposition require some type of
multi-index access.

Subtensor elements can be similarly accessed using multi-
indices with the subtensor’s overloaded function call operator.
Given the previously defined subtensor instance S with the
dimensions (2,2,1), all diagonal elements can be set to 1 using
a single for-loop where m is equal to 2.

for(auto i = 1; i <= m; ++i)
S(i,i,1) = 1;
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Similar to the tensor case, the relative memory location needs to
be computed as well, using index function λ transforming every
index i′ ∈ I′r into an index of the set Ir with j = j∗+λw′′ (i′) where
j∗ is the relative memory location of the first subtensor element.
Elements of the stride tuple w′′ is given by w′′

r = w′
rtr for 1 ≤ r ≤

p in which w′ is computed with n′. The subtensor template also
provides an overloaded access operator with a single index. The
following statement sets all subtensor elements to zero.

for(auto j = 0u; j < S.size(); ++j)
S[j] = 0;

In contrast to the tensor case, accessing a relative memory
location of subtensor’s element with a single index involves its
transformation using the index function λ and its inverse λ−1.
Given a valid single index j′ ∈ J′ and the relativememory location
of the first subtensor element j∗, the relative memory location j ∈
J of a subtensor element at index j′ is given by j = j∗ + λ′w′′ ,w′ (j

′)

with λ′w′′ ,w′ being a composition of the index functions λw′′ and

λ−1
w′ . The latter is the inverse index function is given by λ

−1
w (j) = i

where ir = ⌊xr/wr⌋ + 1 with xπr = xπr+1 −wπr+1 · (iπr+1 − 1) for
r < p and iπp = ⌊j/wπp⌋ + 1, see also [24].

4. MULTI-DIMENSIONAL ITERATOR

C++ iterators are class templates that can traverse and access
C++ container elements. They help to decouple the dependency
between C++ container and C++ algorithms by parameterizing
the latter in terms of iterators only. The following class template
multi_iterator simplifies the iteration over a multi-index set
of a tensor or subtensor independent of their storage formats and
helps to decouple tensor types from tensor functions.

template<class iterator>
class multi_iterator;

The template parameter iterator should be a valid template
parameter for std::iterator_traits with which iterator
attributes can be queried. The tensor and subtensor templates
can specialize multi_iterator with their corresponding
pointer or iterator type. The constructor of multi_iterator
initializes three private member variables, the current pointer of
type std::iterator_traits<iterator>::pointer, a pointer
to the strides of type const std::size_t* and a stride of type
std::size_t. The following statement specializes the multi-
dimensional iterator template and instantiates it.

auto it = multi_iterator<pointer>(k,w,1);

The argument k is a pointer to the first tensor element and w

a pointer to the first stride tuple element. The last argument 1
selects the second stride from w. The copy-assignment operator of
iterator copies the current position k, the pointer to the stride
tuple w, and the stride wc. We consider two dimension-based
iterators i1 and i2 equal if the current positions i1.k, i2.k and
the strides i1.wc, i2.wc of the iterators are equal. Therefore, the
statement (i1=i2) == i2 is considered true as both iterators
have equal position and stride after the assignment (i1=i2).

The following example illustrates the difference of two ranges
that are created by the random access iterator type iterator

of std::vector and the multi_iterator<pointer> type. Let
A be a three-dimensional dense tensor with elements of type
float contiguously stored according to the first-order storage
format. Let also k be a pointer to the first element of A initialized
with A.data(). Given 4, 3, 2 be A’s extents and w the stride
tuple with (1,4,12), respectively, the two statements instantiate
iterator pairs.

iterator first(k ), last(k+w[2] );
multi_iterator<pointer> mfirst(k,w,1), mlast(k+w[2],w,1);

The first half-open range [first,last) covers all tensor
elements with memory indices from 0 and to 12. The second
range only covers elements with the multi-indices (1, i, 1) for
1 ≤ i ≤ 2 which corresponds to a mode-2 tensor fiber, i.e., the
first row of the frontal tensor slice. Applying the index function λ,
the relative memory positions of A’s elements are at position 0, 4
and 8. The iteration over the second mode of A can be performed
with both iterator pairs.

for(; first != last; first+=w[1]) { *first = 5.0; }
for(; mfirst != mlast; mfirst+=1 ) { *mfirst = 5.0; }

The statements initialize the first row of A. The first statement
uses the C++ standard random-access iterator first which
is explicitly incremented with the second stride w[1]. The
same operation can be accomplished with the multi-dimensional
iterator mfirst which is initialized and internally incremented
with the second stride w[1]. Our implementation of multi-
dimensional iterators can also be used with C++ algorithms of the
standard library. For instance, std::fill can be used together
with mfirst and mlast to initialize the first row of A.

std::fill(mfirst, mlast, 5.0);

The user can introduce member functions begin and end

of tensor and subtensor or implement free functions, both
simplifying the instantiation of multi-dimensional iterators.
The user needs to specify a one-based mode that is greater
than zero and equal to or smaller than the tensor order.
Both functions could also allow to specify a multi-index
with std::vector<std::size_t> and define the displacement
within the multi-index space except for the dimension dim. In
the following, begin and end shall be member functions of the
tensor and subtensor types. The aforementioned initialization
of A’s first row can be performed in one line which first
generates mode-specific iterates using begin and end for the
first mode.

std::fill(A.begin(1),A.end(1),5.0);

Note that the user can perform the initialization independent of
A’s storage format. Moreover, fibers with different modes using
C++ algorithms of the standard library can be combined. The
following statement for instance computes the inner product of a
mode-3 and mode-2 fiber.

std::inner_product(A.begin(3),A.end(3),
B.begin(2),0.0);
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Listing 1 | Nested-loop with multi-dimensional iterators for tensor types

of order 3 with any linear storage format.

for(auto it3=A.begin(3); it3!=A.end(3); ++it3)
for(auto it2=it3.begin(2); it2!=it3.end(2); ++it2)
for(auto it1=it2.begin(1); it1!=it2.end(1); ++it1)

*it1 = v;

Again, A and B can be of different types (such as tensor
or subtensor) with different storage formats. The user can
invoke begin and end function with no mode or mode 0 with
which the single-index space of a tensor or subtensor can be
iterated through.

std::fill(A.begin(),A.end(), 0.0);

Note that range-based for-loops can also be used instead of
std::fill. Similar to the tensor type, the multi_iterator

template provides twomethods begin and endwith whichmulti-
dimensional iterators can be instantiated. The new instantiated
iterators have the same pointer position and stride tuple reference
but a new stride depending on the argument which specifies the
mode. For instance, a multi-dimensional iterator it can be used
to define a multi-dimensional iterator pair that is able to iterate
along the third mode.

auto first = it.begin(3), auto last = it.end(3);

Listing 1 illustrates the initialization of a three-dimensional
tensor or subtensor Awithmulti-dimensional iterators. The code
example consists of three nested for-loops. Within each loop a
multi-dimensional iterator it{r} is initialized using the begin
and end member function of either the tensor A or a multi-
dimensional iterator of the previous loop. The iterator number
corresponds with the position within the stride tuple so that
it{r} will be internally incremented with the w[r-1] stride in
case of tensors and with w[r-1]*s[r-1] in case of subtensors
where s[r-1] is the step size. The inner loop assigns value v

to the column elements of the (it3,it2)-th frontal slice. The
innermost loop can be replaced with the following statement.

std::fill(it1.begin(1), it1.end(1), v);

In contrast to the iterator design in [25, 26], our iterator instances
are able to clone themselves for different modes. Tensor A in the
outer-most loop is replaceable by a multi-dimensional iterator
it3 that is generated in a previous statement with the expression
A.begin(3). In the next section we present tensor functions
that iterate over the multi-index space of multi-dimensional
tensors and subtensors with arbitrary storage format using multi-
dimensional iterators only.

5. TENSOR FUNCTIONS

The following tensor functions implement basic tensor
operations and iterate over the multi-index space of tensor types
using multi-dimensional iterators combining multiple tensor
elements. The user is not forced to use the aforementioned multi-
dimensional iterator class templates. Yet the multi-dimensional

iterator should be able to iterate over a specific mode and must
provide begin and end member functions that can generate
multi-dimensional iterators with the same capabilities. Most of
the following tensor functions require input iterator attributes of
the standard library.

Similar to the basic linear algebra subroutines (BLAS),
we distinguish between first-level and higher-level tensor
algorithms. The former generalize function templates of the C++
standard library for tensor types and have identical function
names with almost the same function signature. They combine
elements of one or more tensor or subtensor instances with
the same multi-index and are often referred to as pointwise or
elementwise tensor operations. Higher-level tensor operations
have a more complex control-flow and tensor elements with
different multi-indices such as the tensor-tensor multiplication.

All of the following C++ tensor functions implement tensor
operations with multiple loops and contain two optimizations
that have been suggested in [24] optimizing index computation
(minimum-index) and inlining recursive function by compile-
time optimization (inline). Comparing the tree-recursive and
equivalent iteration-based implementations that have presented
in [24], we favor the tree-recursion which has fewer lines of C++
code, is easier to understand and is only about 8% slower if the
leading dimension of the tensors or subtensors is greater than or
equal to 256.

5.1. First-Level Tensor Operations
The following proposed first-level tensor C++ function templates
are akin to the ones provided by the algorithms library of the
C++ standard library and combine elements with the samemulti-
index. With similar functions signatures, tensor functions pose
different iterator requirements and has in most cases tensor order
as an additional parameter. Almost all C++ tensor functions
contain a function object (predicate) that is applied to every input
element. The user can utilize existing function objects of the C++
standard library, define its own class or use lambda-expressions
which is why first-level C++ tensor functions can be regarded as
higher-order functions for tensors.

It should be noted that dense and contiguously stored tensors,
C++ functions from the standard library such std::transform

or std::inner_product can be used. However, the usage of
loops utilizing a single-index or alike in case of subtensors slows
down the performance by a factor which is proportional to
the subtensor order [24]. If the leading dimension nπ1 of a
tensor is large enough and greater than 512, the experiments
in [24] show that the control- and data-flow overhead of a
multi-loop approach only slows down the computation by at
most 12%. In extreme cases where the leading dimension is
smaller than 64, we observed a slow down of about 50%.
This observation favors the usage of one implementation with
nested recursion and multiple loops for dense tensors and their
subtensors if the leading dimensions are in most cases greater
than 256.

The implementation of basic tensor functions can be derived
from the previous example in listing 1. In contrast to the
C++ algorithms, first-level tensor function templates iterate
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Listing 2 | Implementation of for_each with multi-dimensional iterators.

template <class InputIt, class UnaryFn>
void for_each(unsigned r,

InputIt first, InputIt last, UnaryFn fn)
{

const auto s=r-1;

if(r > 1)
for(; first != last; ++first)
for_each(s, first.begin(s), first.end(s), fn);

else /* base case: r = 1 */
std::for_each(first,last,fn);

}

over multiple ranges using multi-dimensional iterators. The
function for_each in listing 2 applies the function object fn
of type UnaryFn to every tensor element that is accessed by
multi-dimensional iterator pairs first and last. Given a tensor
or subtensor A of order pwith p>0, for_each in listing 2 needs to
be performed with an iterator pair A.begin(p) and A.end(p).
The parameter r corresponds to the inverse recursion depth
which is initialized with the tensor order p and decremented
until the base case of the recursion is reached where r is equal
to 1. for_each calls itself std::distance(first,last) times
in line 6 with a new range defined by first.begin(r-1) and
first.end(r-1) where first is an iterator instance of the
previous function call. When the base case with r=1 is reached,
std::for_each is called in line 7 with the range specified by
first.begin(1) , first.end(1). If for_each is called with an
r smaller than p, for_each skips p-rmodes and only applies fn
on the first r modes. If r is greater than p, any memory access
is likely to cause a segmentation fault. If the user calls for_each
with r=0, std::for_each is directly called and iterated along the
single index space of the tensor or subtensor.

Note that for_each calls itself n2 · · · np times if the tensor or
subtensor is of order p > 1 and has the dimensions n1, n2, . . . , np.
Given a tensor or subtensor A of order p with any linear
storage format and a unary function object fn, the arguments
of for_each should be p, A.begin(p), A.end(p), and fn. For
instance, adding a scalar v to all elements of A can be performed
if fn is defined as std::bind(std::plus<>{},_1,v) or using a
lambda function with the same computation.

//A:=A+v;
for_each(p, A.begin(p), A.end(p), [v](auto &a){a+=v;});

The user can implement elementwise subtraction,
multiplication, division operations by defining a binary
function object from the standard library such as
std::bind(std::multiplies<>{},_1,v). It is also
possible to define bitwise tensor operations, e.g.,
std::bind(std::bit_or<>{},_1,v) if v satisfies the template
parameter requirements of the binary operation. The user can
conveniently create complex elementwise tensor operations that
contain a sequence of scalar operations for each element. For
instance, raising all tensor or subtensor elements to the power of

Listing 3 | Implementation of transform with multi-dimensional iterators.

template <unsigned r,
class InputIt, class OutputIt, class UnaryOp>

void transform(InputIt fin, InputIt lin,
OutputIt fout, UnaryUp op)

{
constexpr auto s=r-1;

if constexpr (r > 1)
for(; fin!=lin; ++fin, ++fout)
transform<s>(fin.begin (s), fin.end(s),

fout.begin(s), op);

else /* base case: r = 1 */
std::transform (fin, lin, fout, op);

}

2, dividing the result by v and adding the value w is given by the
following expression.

//A:=A.^2/v+w;
for_each(p, A.begin(p), A.end(p),

[v,w](auto &a){a*=a/v+w;});

In contrast to calling simple overloaded operators of tensor or
subtensor types, this statement does not create temporary tensor
objects and is as efficient as expression templates.

Function transform, presented in listing 3, has a signature
which is similar to the one of std::transform. It operates
on two multi-dimensional ranges which are defined by the
iterators fin, lin of type InputIt and fout of type
OuputIt defining the input and output ranges, respectively.
Akin to the for_each implementation, the one-dimensional
ranges are given by iterators that are instantiated either by
the previous recursive call or when transform is initially
called. For demonstration purposes, the inverse recursion
depth and its initial value is specified using a non-type
template parameter r. The if condition is modified with
the constexpr specifier so that r>1 is evaluated at compile
time. A C++ compiler can decide to inline the recursive calls
which leads faster runtimes in case of small dimensions [24].
Once the base case with r=1 is reached std::transform

performs the unary operation op on elements of tensor
fibers that are given by the ranges [fin,lin) and [fout,
fout+std::distance(fin,lin)).

Given p+1-dimensional tensors or subtensors A and C with
the shape tuple n and any linear storage format. Let also op be
a unary operation of type UnaryOp. The multiplication of a scalar
v with the elements of A is accomplished by calling transform

as follows.

// C:= A+v;
transform<p>(A.begin(p), A.end(p), C.begin(p),

[v](auto a){ return a*v;});

Given p+1-dimensional tensors or subtensors A, B, and C with
the shape tuple n and any linear storage format. Let also op be
a binary operation of type BinaryOp that can process elements of
A and B. Elementwise addition of A and B can be performed by
calling transform as follows.
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// C:= A+B;
transform<p>(A.begin(p), A.end(p),

B.begin(p), C.begin(p), std::plus<>{});

Users can implement their own multi-dimensional iterators
supporting the input iterator type traits with the begin and
end method for initializing iterators. The copy and transform

functions have the same signature except the unary operator
which can be left out in case of copy. Moreover, copy can
be regarded as a specialization of transform where the unary
function op returns a single element that is provided by the
input iterator. With r specifying the inverse recursion depth, our
implementation of copy is given by the following function call.

transform<r>(fin, lin, fout, [](auto a){return a;}));

Transposing a tensor can be accomplished using the copy

function with minor modifications. Let tau of type, e.g.,
std::array<unsigned,p> be an additional standard container
for the index permutation as a function parameter and let the
function name copy be changed to transpose. An out-of-place
tensor-transposition is performed with

// C := A^{tau};
transpose<p>(A.begin(tau[p-1]), A.end(tau[p-1]),

C.begin(p), tau);

The recursive function call in transpose needs to be changed
accordingly, replacing the argument p with r-1. Note this simple
implementation of the tensor transposition does not conserve
data locality only for both tensors unless the permutation
tuple is trivial. A high-performance version of the transposition
operation is given in [31].

An implementation of the inner product of two tensors or
subtensors with any linear storage format is given in listing 4.
The function signature and body corresponds to a modified
transform function. The std::inner_product computes the
inner product of tensor or subtensor fibers multiple times using
results init of previous function calls. Computing the inner
product of two tensors or subtensors A and B is given by the
following function call.

// c := <A,B>;
auto inner = inner_product<p>(A.begin(p), A.end(p),

B.begin(p), Value{});

The initial value is given by the default constructor of Value
which should be implicitly convertible to the elements type of
A and B. The frobenius norm of a tensor A can be implemented
using the inner_product as follows.

// c: = fnorm(A) = sqrt(inner(A,A));
auto c = std::sqrt(inner_product<p>(A.begin(p),A.end(p),

A.begin(p),Value{}));

The computation of the frobenius norm is given by first executing
the unary operation [](auto const& a){return a*a;} with
transform and accumulate all elements of the output tensor C
using the accumulate function.

5.2. Higher-Level Tensor Operations
Higher-level tensor operations perform one or more inner
products over specified dimensions and, therefore, exhibit a
higher arithmetic intensity ratio compared to first-level tensor

Listing 4 | Implementation of inner_product with multi-dimensional iterators.

template <unsigned r, class InputIt,
class OutputIt, class Value>

Value inner_product(InputIt fin, InputIt lin,
OutputIt fout, Value init)

{
constexpr auto s=r-1;

if constexpr (r > 1)
for(; fin!=lin; ++fin, ++fout)
init = inner_product<s>(fin.begin(s),fin.end(s),

fout.begin(s),init);

else /* base case: r = 1 */
init = std::inner_product(fin, lin, fout, init);

return init;
}

operations. Prominent examples are the general tensor-times-
tensor multiplication with variations.

5.2.1. Tensor-Vector Multiplication

One such variation is the q-mode tensor-vector multiplication
where q equals the contraction dimension. Let A be a tensor or
subtensor of order p > 1 with dimensions n and any linear
storage format. Let b be a vector with dimension nq with 1 ≤ q ≤

p. Let C be a tensor or subtensor of order p− 1 with dimensions
n′ = (n1, . . . , nq−1, nq+1, . . . , np). The q-mode tensor-vector

multiplication computes 1/nq
∏p

r=1 nr inner products, i.e., fiber-
vector multiplications, according to

C(i1, . . . , iq−1, iq+1, . . . , ip) =

nq∑

iq=1

A(i1, . . . , iq, . . . , ip)·b(iq) (1)

with 1 ≤ ir ≤ nr . If p = 2, the tensor-vector multiplication
computes a vector-matrix product of the form c = bT · A for
q = 1 and a matrix-vector product of the form c = A · b for
q = 2. Vector b is multiplied with the frontal slices of A if p is
greater than 2 and q = 1 or q = 2.

Function ttv in listing 5 implements the general tensor-times-
vector multiplication where the contracting dimension q is a
one-based compile time parameter computing all contractions
for 1 < q ≤ p. The second template parameter ra corresponds
to the inverse recursion depth and ranges from 1 ≤ r ≤ p. The
third template parameter rc depends on q so that rc = ra − 1 for
q < ra ≤ p and rc = ra for 1 ≤ ra ≤ q. The algorithm used in ttv
is based on the algorithm 1 that has been proposed in [32]. The
implementation can be regarded as an extension of the previously
discussed functions with similar signature and body. The first if-
statement is introduced to skip and place the iteration along the
q-th dimension inside the base case. Therefore, iterators for the
next recursion are generated for A based on the current position
of fa. The second if-statement contains the recursive call that
can be found in all previous listings. The else-statement contains
the base case of the recursion which is executed if ra=1. The base
case multiplies vector b with a selected slice of A and stores the
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results in the corresponding fiber of C. Given a tensor A of order
p, a vector b and a tensor C of order p-1, all with the same element
type and storage format, then

// C = A *q b
ttv<q,p,p-1>(A.begin(p), b.begin(),C.begin(p-1));

computes the q-mode tensor-times-vector product for 1 < q ≤

p. Note that spatial data locality for A is maximized when stride
wa
q satisfies w

a
q ≤ wa

ra
for all ra 6= q which is the case for a storage

format with a layout tuple (q,π2, . . . ,πp). For that purpose, C
stride wc

1 needs to satisfy wc
1 ≤ wc

rc
for all rc 6= q. Assuming that

only one storage format, the spatial data locality can be increased
for any linear storage format by modifying the recursion order
according to the storage format and reordering the loops in the
base case as suggested in [32]. This is accomplished by using the
layout vectors π of A and C that contain indices with wπr ≤

wπr+1 for all 1 ≤ r < p. Replacing indices ra and rc with
pia[ra-2] and pic[rc-2] allows to generate iterators with
strides that are decreasing with the recursion depth. The base case
needs to be changed as well with the following code snippet that
computes a slice-vector product accessing A and C for any linear
storage format.

auto ta = pia[0];
auto tc = pic[0];

for(auto faq=fa.begin(q); faq!=fa.end(q); ++faq,++fb){
auto op = [b=*fb](auto const& a, auto const& c)

{return c+a*b;});

std::transform(faq.begin(ta), faq.end(ta),
fc. begin(tc), fc. begin(tc), op);

}

Instead using std::inner_product, the base case scales A’s
fibers with b and writes the result in C’s corresponding fibers. If A
and B are contiguously stored, memory access can be performed
in a coalesced manner. The algorithm can be further optimized
for temporal data locality and parallel execution. Interested
readers are referred to [32].

5.2.2. Tensor-Matrix Multiplication

A generalization of the q-mode tensor-vector multiplication and
a specialization of the tensor-tensor multiplication is the q-mode
tensor-matrix multiplication. Let A be a tensor or subtensor
of order p > 1 with dimensions n and any linear storage
format. Let B be a matrix with dimensions (nq, n

′
q) with 1 ≤

q ≤ p. Let C be a tensor or subtensor of order p with
dimensions n′ = (n1, . . . ,m, . . . , np). The q-mode tensor-matrix

multiplication computes (m/nq)
∏p

r=1 nr inner products, i.e.,
fiber-vector multiplications, according to

C(i1, . . . , j, . . . , ip) =

nq∑

iq=1

A(i1, . . . , iq, . . . , ip) · B(j, iq) (2)

with 1 ≤ ir ≤ nr and 1 ≤ j ≤ m. If p = 2, a matrix-
matrix product C = B · A for q = 1 and C = A ·

BT for q = 2, respectively. Matrix B is multiplied with the
frontal slices of A accordingly if p greater than 2 and q = 1
or q = 2.

Listing 5 | Implementation of the q-mode tensor-vector product with iterators for

q>1.

template<unsigned q, unsigned ra, unsigned rc,
class InputIt1,class InputIt2,class OutputIt>

void ttv(InputIt1 fa, InputIt1 la, InputIt2 fb,
OutputIt fc)

{
constexpr auto sa = ra-1;
constexpr auto sc = rc-1;

if constexpr (ra == q)
ttv<q,sa,rc>(fa.begin(sa), fa.end(sa), fb, fc);

else if constexpr (ra > 1)
for(; fa != la; ++fa, ++fc)
ttv<q,sa,sc>(fa.begin(sa),fa.end(sa),

fb,fc.begin(sc));

else /* base case: ra = 1 and rc = 1 */
for(; fa != la; ++fa, ++fc)

*fc = std::inner_product(fa.begin(q),fa.end(q),
fb ,*fc);

}

The implementation of the q-mode tensor-matrix
multiplication is almost identical to ttv except for the base
case, minor modifications for the recursion cases and the
function signature.

template<unsigned q, unsigned r,
class InputIt1,class InputIt2,class OutputIt>

void ttm(InputIt1 fa, InputIt1 la, InputIt2 fb,
OutputIt fc)

The contracting dimension q is a one-based compile time
parameter of ttm which performs a valid computation for
1 < q ≤ p. As both tensors or subtensors have the
same order, ttm requires only one template parameter r which
equates to ra in ttv. The implementation of ttm’s base-case
computes a matrix-slice product of the form C = A · BT by
multiplying a two-dimensional slice of A with a transposed B

and storing the results in corresponding fibers of C. The base
case is presented in the following code section and executed
when r=1.

for(auto fb1=fb; fa!=la; ++fa, ++fc,fb0 = fb)
for(auto fcq=fc.begin(q);fcq!=fc.end(q);++fcq,++fb1)

*fcq = std::inner_product(fa.begin(q),fa.end(q),
fb1.begin(2),*fcq);

When r=1, iterators fa, la, and fc have been instantiated by
previously generated iterators with their begin and endmethods
for r=1. We postulate that fb is initialized with begin for the
first dimension with r=1. The first for-loop iterates over the
first mode of A and C using fa and fc. The second for-loop
iterates over mode q of Cwith the starting address of the previous
iterator and first mode of B and calling std::inner_product

with A’s fiber and one column of B. Given a tensor or
subtensor A of order p, a matrix B and a tensor or subtensor
C of order p, with similar element types and any linear data
layout, then

// C = A *q B;
ttm<q,p> (A.begin(p), B.begin(1), C.begin(p));
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auto fb2 = fb.begin(2);
auto pi0 = pi[0];

for(auto fcq=fc.begin(q);fcq!=fc.end(q);++fcq,++fb){
auto fb1 = fb.begin(1);
for(auto faq=fa.begin(q);faq!=fa.end(q);++faq,++fb1){
auto op=[b=*fb1](auto const& a, auto const& c)

{return c+a*b;});
std::transform(faq.begin(pi0),faq.end(pi0),

fcq.begin(pi0),fcq.begin(pi0), op);
}

}

computes the q-mode tensor-times-matrix product. Note that
spatial data locality for A and C is high when their strides wq

satisfy wq ≤ wr for all r 6= q. Assuming that only one storage
format, the spatial data locality can be increased for any linear
storage format similar to ttv. This is done by utilizing the layout
vectors π of both tensors and by replacing the index r with
pi[r-2] that allows to generate iterators with decreasing strides
and recursion depth. The loop ordering inside the base case of
ttm is changed from (n1,nq,m) to (m,nq,nπ1 ). In that case A and C
are accessed in a coalesced manner for any linear storage format
if the tensors are contiguously stored in memory where one fiber
of C is accessed nq times. The algorithm can be further optimized
for temporal data locality and parallel execution.

5.2.3. Tensor-Tensor Multiplication

The tensor-tensor product is the general form of the tensor-
matrix and tensor-vector multiplication. Let A and B be tensors
or subtensors of order pa and pb with dimensions na and nb,
respectively. Given two permutation tuples ϕ and ψ of length pa
and pb and the number of contractions q with qa = pa − q and
qb = pb − q, the q-fold tensor-tensor multiplication computes
elements of tensor or subtensor C of order pc = qa + qb
with dimensions nc and using permutation tuples ϕ and ψ

according to

C(ic) =

m1∑

j1=1

· · ·

mq∑

jq=1

A(ia) · B(ib), (3)

where the shape tuples satisfy ncrc = nara for 1 ≤ rc ≤ qa with

ra = ϕr , n
c
rc
= nbrb for 1 ≤ r ≤ qb with rc = qb + r and rb = ψr ,

mr = nara = nbrb for 1 ≤ r ≤ q with ra = ϕr+qa and rb =

ψr+qb . The first q elements of ϕ and ψ specify the contraction
modes, while the remaining qa and qb elements specify the
free (non-contraction) modes. The k-mode tensor-matrix and
k-mode tensor-vector multiplication are specializations of the
q-fold tensor-tensor multiplication which corresponds to the k-
mode tensor-vector multiplication, if q = 1, pa > 1, pb = 1
and ϕ = (1, . . . , k − 1, k + 1, . . . , pa, k), ψ = (1). The k-mode
tensor-matrix multiplication is given if q = 1, pa > 1, pb = 2
and ϕ = (1, . . . , k− 1, k+ 1, . . . , pa, k), ψ = (1, 2).

Function ttt in listing 6 implements the tensor-times-tensor
multiplication as defined in Equation (3) for any number of
contractions q>1. The contraction is performed with tensors or

subtensors A and B of order pa and pb with any linear storage
format and without unfolding A or B. The free and contraction
modes reside within the permutation tuple phi and psi that
must be a container with random access capabilities. Function
ttt is defined with four non-type template parameter. The first
three ra, rb, and rc are the current modes of each corresponding
tensor or subtensor and should be initially instantiated with pa

and pb and pc, respectively. The last non-type parameter q of ttt
and equals to the number of contraction modes.

The control flow of ttt contains four main branches of which
three contain a for-loop with a recursive function call. The first
for-loop is exectued qb times and iterates over free index spaces
of B and Cwith s = ψrb for q < rb ≤ pb and qa < rc ≤ pc without
adjusting iterators of A. The second for-loop is executed qa times
and iterates over free index spaces of A and C where s = ϕra for
q < ra ≤ pa and 1 ≤ rc ≤ qa without adjusting iterators of
B. The third for-loop is executed q times and iterates over the
contraction index spaces of A and Bwhere s = ϕra and r = ψrb for
1 < ra,b ≤ q without adjusting iterators of C. If ra = 1 and rb = 1
the base case is reached and ttt performs an inner product with
iterators that have been previously instantiated.

The q-mode tensor-tensor multiplication can be interpreted
as a mix of the inner and outer tensor product with permutation
tuples. The latter is partly accomplished by the qa + qb-fold
execution with the first and second for-loop. However, input
tensor elements of A and B are not multiplied to complete the
outer product operation. Instead an inner product over q modes
is computed for the recursion levels r > qa + qb. The last
two branches could be replaced by the inner_product in listing
4 using the permutation tuples phi and psi. The minimum
recursion depth is 1 when q = 1 and qa,b = 0, while the
maximum recursion depth equals q + qa + qb with q > 0 and
qa,b > 0.

Given tensors or subtensors A of order 3, B of order 4 and
C of order 3 with similar element types, any linear data layout.
Let the dimension tuples of A and B be na = (4, 3, 2) and
nb = (5, 4, 6, 3), respectively. Let also q = 2 be the number of
contractions andϕ = (1, 2, 3) andψ = (2, 4, 1, 2) be the elements
of the permutation tuples phi and psi, respectively. Given the
dimensions (na3, n

b
1, n

b
2), i.e., (2,5,6), then

// C = A(_i,_j,_)*B(_,_i,_,_j)
ttt<pa,pb,pc,q>(phi,psi,

A.begin(pa),B.begin(pb),C.begin(pc));

performs a 2-mode tensor-tensor multiplication of A and B

according to phi, psi, and q. Spatial data locality for A and B is
high when for q > 0 their strides wa

ϕ1
and wb

ψ1
satisfy wa

ϕ1
≤ wa

r

for all r 6= ϕ1 and wb
ψ1

≤ wb
r for all r 6= ψ1, respectively.

Performance analysis and optimization techniques for the
general tensor-tensor multiplication are discussed in [33, 34].

6. RUNTIME ANALYSIS

This section presents runtime results of the transform

function (listing 3) and the function inner_product (listing
4). The runtime measurements also include pointer-based
implementations that have been presented in [24]. We
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Listing 6 | Template Function ttt using multi-dimensional iterators implementing

Equation (3).

template<unsigned ra, unsigned rb,
unsigned rc, unsigned q,
class InputIt1, class InputIt2,
class OutputIt, class Permutation>

void ttt(Permutation const& phi,
Permutation const& psi,
InputIt1 fa, InputIt2 la,
InputIt2 fb, InputIt2 lb,
OutputIt fc)

{
constexpr auto sa = ra-1;
constexpr auto sb = rb-1,
constexpr auto sc = rc-1;

if constexpr (rb > q)
for(; fb!=lb; ++fb,++fc)

ttt<ra,sb,sc,q>(phi,psi,
fa,la,
fb.begin(sb),fb.end(sb),
fc.begin(sc));

else if constexpr (ra > q)
for(auto s=phi[sa]; fa!=la; ++fa,++fc)

ttt<sa,rb,sc,q>(phi,psi,
fa.begin(s),fa.end(s),
fb,lb,fc.begin(sc));

else if constexpr (ra > 1)
for(auto s=phi[sa], r=psi[sb]; fa!=la; ++fa,++fb)

ttt<sa,sb,rc,q>(phi,psi,
fa.begin(s),fa.end(s),
fb.begin(r),lb,
fc);

else // base case: ra=1 and rb=1

*fc = std::inner_product(fa,la,fb,*fc);
}

have also included runtime results of the ttv function
(listing 5) that has been discussed in [32] as a sequential
implementation for the tensor-times-vector multiplication.
All pointer and iterator-based functions have identical with
respect to their control-flow in which the recursion index is a
template parameter.

6.1. Setup
The following runtime measurements have been performed with
1792 differently shaped tensors ranging from 32 to 1024 MiB
for single- and 64 to 2048 MiB for double-precision floating-
point numbers. The order of the tensors ranges from 2 to 14
while dimensions range from 256 to 32768. Dimension tuples
are arranged within multiple two-dimensional arrays so that
runtime data could be visualized as three-dimensional surfaces
or contour plots in terms of the tensor order and tensor size.
The contour plots consist of 100 height levels that correspond
to averaged throughputs. We will refer to the contour plots
as throughput maps. Spatial data locality is always preserved
meaning that relative memory indices are generated according
to storage format. Tensor elements are stored according to the

first-order storage format. This setup is identical to the tensor
test set that has been presented in [24]. For the tensor-times-
vector multiplication, we have used a setup that is akin to the one
described in [32]. All tensors are asymmetrically shaped ranging
from 64 to 2048 MiB for single- and 128 to 4096 MiB for double-
precision floating-point numbers. The tensor order ranges from
2 to 10 and the contraction mode has been set to 1 in order to
preserve spatial data locality for all tensor objects.

The experiments have been carried out on a Core i9-7900X
Intel Xeon processor with 10 cores and 20 hardware threads
running at 3.3 GHz. It has a theoretical peak memory bandwidth
of 85.312 GB/s resulting from four 64-bit wide channels with a
data rate of 2666MT/s with a peak memory bandwidth of 21.328
GB/s. The sizes of the L3 cache and each L2 cache are 14MB and
1024KB. The source code has been compiled with GCC v9.3 using
the highest optimization level -Ofast and -march=native.The
benchmark results of each function are the average of 10 runs on
a single core.

6.2. Results
Figure 1 contains two throughput maps of a pointer- and

iterator-based transform function. Both implement an

elementwise tensor addition of the form C:=A+v; using unary

function object [v](auto a){return a+v;}. The throughput
of transform with pointers and iterators are most effected when

the tensor size smaller than 128. We assume that this is caused

by the caching mechanism which is still able to hold some data
inside the last level cache and to speed up the computation. This
effect diminishes when the tensor size is greater than 256 MiB.
The throughput also contains a slight variation for different
tensor order. For tensor sizes greater than 256 MiB, pointer-
based implementation of transform computes the tensor
addition with approximately 12.2 GB/s varying with at most 10%
from the mean value. The iterator-based implementation is more
consistent and only slows down to approximately 12.2 GB/s if
the tensor order is 4 and 5. The std::transform function of
the C++ standard library, the pointer-based and iterator-based
transform function reach a median throughput of 13.71, 12.01,
and 12.60 GB/s for 95% of test cases and a maximum throughput
of 15.57, 13.50, and 13.71 GB/s.

The runtime behavior of the inner_product

implementations is similar, see Figure 2. The
std::inner_product function of the C++ standard library,
the pointer-based and iterator-based inner_product function
reach a median throughput of 14.8, 12.03, and 12.47 GB/s for
95% of test cases. They exhibit maximum throughput of 15.36,
12.59, and 12.82 GB/s mostly when the tensor size is equal to
32 MiB. We have made similar runtime observations for other
elementwise tensor operations such as for_each where the
iterator-based implementation is in many cases 1 to 5% faster
than their corresponding pointer-based counterparts.

Similar results are obtained for iterator-based and pointer-
based implementations of the tensor-times-vector operations
where both C++ functions compute the tensor-vector-product
with 2.09 (single-precision) GFLOPS for about 95% test-cases.
This can be observed in Figure 3 which contains throughput
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FIGURE 1 | Single core throughput in GB/s of the transform function with pointers (left) that has been discussed in [24] and iterators (right) that is presented in

listing 3. Iterator-based transform function reaches a median throughput of 12.60 GB/s and is about 2% to 5% faster than its pointer-based counterpart.

FIGURE 2 | Single core throughput in GB/s of the inner_product function with pointers (left) that has been discussed in [24] and with iterators (right) that is

presented in listing 4. Iterator-based inner_product function reaches a median throughput of 12.47 GB/s and is about 2 to 5% faster than its pointer-based

counterpart.

maps for the iterator-based and pointer-based implementation
of the tensor-times-vector operation. The iterator-based function
ttv in listing 5 reaches a peak throughput of 2.92 GFLOPS when
tensor size and order are around 64 MiB and 10, respectively.
The pointer-based counterpart exhibits a maximum throughput
of 2.74 GFLOPS with the same tensor dimensions and is about
6.5% slower than the iterator-based function. Those performance
peaks happen for larger tensor order when the first (contraction)
dimension of the input tensor is relatively small. This results in
a higher reuse of cache lines that belong to the input vector and
output tensor fiber.

7. CONCLUSIONS

We have presented generic C++ functions for basic tensor
operations that have been discussed in [22] as part of a
Matlab toolbox for numeric tensor computations. Following
design pattern of the Standard Template Library, all proposed
C++ functions are defined in terms of only multi-dimensional
iterators and avoid complex pointer arithmetic. The set of
the C++ functions includes elementwise tensor operations
and more complex tensor operations such as tensor-tensor
multiplication. All C++ functions perform the corresponding
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FIGURE 3 | Single core throughput in GFLOPS of the ttv function with pointers (left) and with iterators (right) that is presented in listing 5. Iterator-based ttv
function computes the tensor-vector product with median throughput of 2.09 GFLOPS and performs as fast as the pointer-based implementation.

computation in-place and in a recursive fashion using two
optimizations that have been discussed in [24]. We have
introduced a multi-dimensional iterator that can be instantiated
by Boost’s uBlas tensor and subtensor types. Other C++
frameworks can utilize the proposed C++ functions for any
linear storage format by implementing the proposed or their
ownmulti-dimensional iterator fulfilling a minimal set of iterator
requirements. Our performance measurements show that the
iterator-based functions compute elementwise tensor operations
and the tensor-times-vector product at least as fast as their
corresponding pointer-based counterparts. Our iterator-based
design method is applicable to other tensor operations such
as the metricized-tensor times Khatri-Rao product (MTTKRP)
which is used to decompose tensors according to the PARAFAC
model [35, 36]. This implies that multi-dimensional iterators
can be used for efficiently implementing tensor operations.

In future, we intend to design C++ concepts for multi-
dimensional iterator or ranges. We also would like to integrate
optimization techniques that have been discussed in [32,
33] and to enable parallel execution of different type of
tensor operations.
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The Canonical Polyadic (CP) tensor decomposition is frequently used as a model

in applications in a variety of different fields. Using jackknife resampling to estimate

parameter uncertainties is often desirable but results in an increase of the already high

computational cost. Upon observation that the resampled tensors, though different, are

nearly identical, we show that it is possible to extend the recently proposed Concurrent

ALS (CALS) technique to a jackknife resampling scenario. This extension gives access

to the computational efficiency advantage of CALS for the price of a modest increase

(typically a few percent) in the number of floating point operations. Numerical experiments

on both synthetic and real-world datasets demonstrate that the new workflow based on

a CALS extension can be several times faster than a straightforward workflow where the

jackknife submodels are processed individually.

Keywords: jackknife, Tensors, decomposition, CP, ALS, Canonical Polyadic Decomposition, Alternating Least

Squares

1. INTRODUCTION

The CP model is used increasingly across a large diversity of fields. One of the fields in which
CP is commonly applied is chemistry [1, 2], where there is often a need for estimating not
only the parameters of the model, but also the associated uncertainty of those parameters [3].
In fact, in some areas it is a dogma that an estimate without an uncertainty is not a result.
A common approach for estimating uncertainties of the parameters of CP models is through
resampling, such as bootstrapping or jackknifing [4, 5]. The latter has added benefits, e.g., for
variable selection [6] and outlier detection [4]. Here we consider a new technique, JK-CALS, that
increases the performance of jackknife resampling applied to CP by more efficiently utilizing the
computer’s memory hierarchy.

The basic concept of jackknife is somewhat related to cross-validation. Let TTT ∈ R
I1×···×IN be

a tensor, and U1, . . ., UN the factor matrices of a CP model. Let us also make the assumption
(typical in many applications) that the first mode corresponds to independent samples, and
all the other modes correspond to variables. For the most basic type of jackknifing, namely
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Leave-One-Out (LOO)1, one sample (out of I1) is left out at
a time (resulting in a tensor with only I1 − 1 samples) and a
model is fitted to the remaining data; we refer to that model as
a submodel. All samples are left out exactly once, resulting in I1
distinct submodels. Each submodel provides an estimate of the
parameters of the overall model. For example, each submodel
provides an estimate of the factor (or loading) matrix U2. From
these I1 estimates it is possible to calculate the variance (or bias)
of the overall loading matrix (the one obtained from all samples).
One complication comes from some indeterminacies with CP
that need to be taken into account. For example, when one (or
more) samples are removed from the initial tensor, the order of
components in the submodel may change; this phenomenon is
explained and a solution is proposed in Riu and Bro [4].

Recently, the authors proposed a technique, Concurrent
ALS (CALS) [7], that can fit multiple CP models to the same
underlying tensor more rapidly than regular ALS. CALS achieves
better performance not by altering the numerics but by utilizing
the computer’s memory hierarchy more efficiently than regular
ALS. However, the CALS technique cannot be directly applied to
jackknife resampling, since the I1 submodels are fitted to different
tensors. In this paper, we extend the idea that underpins CALS
to jackknife resampling. The new technique takes advantage
of the fact that the I1 resampled tensors are nearly identical.
At the price of a modest increase in arithmetic operations, the
technique allows for more efficient fitting of the CP submodels
and thus improved overall performance of a jackknife workflow.
In applications in which the number of components in the CP
model is relatively low, the technique can significantly reduce the
overall time to solution.

Contributions
• An efficient technique, JK-CALS, for performing jackknife

resampling of CP models. The technique is based on an
extension of CALS to nearly identical tensors. To the best of
our knowledge, this is the first attempt at accelerating jackknife
resampling of CP models.
• Numerical experiments demonstrate that JK-CALS can lead to

performance gains in a jackknife resampling workflow.
• Theoretical analysis shows that the technique generalizes from

leave-one-out to grouped jackknife with a modest (less than a
factor of two) increase in arithmetic.
• A C++ library with support for GPU acceleration and a Matlab

interface.

Organization
The rest of the paper is organized as follows. In Section 2, we
provide an overview of related research. In Section 3, we review
the standard CP-ALS and CALS algorithms, as well as jackknife
applied to CP. We describe the technique which enables us to
use CALS to compute jackknife more efficiently in Section 4.
In Section 5 we demonstrate the efficiency of our proposed

1Henceforth, when we mention jackknifing we imply LOO jackknifing, unless

otherwise stated.

technique, by applying it to perform jackknife resampling to CP
models that have been fitted to artificial and real tensors. Finally,
in Section 6, we conclude the paper and provide insights for
further research.

2. RELATED WORK

Two popular techniques for uncertainty estimation for CP
models are bootstrap and jackknife [4, 5, 8]. The main difference
is that jackknife resamples without replacement whereas
bootstrap resamples with replacement. Bootstrap frequently
involves more submodels than jackknife and is therefore more
expensive. The term jackknife typically refers to leave-one-
out jackknife, where only one observation is removed when
resampling. More than one observation can be removed at a
time, leading to the variations called delete-d jackknife [9] and
grouped jackknife [10, p. 7] (also known as Delete-A-Group
jackknife [11] or DAGJK). Of the two, grouped jackknife is most
often used for CP model uncertainty estimation, primarily due
to the significantly smaller number of samples generated. When
applied to CP, jackknife has certain benefits over bootstrap, e.g.,
for variable selection [6] and outlier detection [4].

Jackknife requires fitting multiple submodels. A
straightforward way of accelerating jackknife is to separately
accelerate the fitting of each submodel, e.g., using a faster
implementation. The simplest and most extensively used
numerical method for fitting CP models is the Alternating Least
Squares (CP-ALS) method. Alternative methods for fitting CP
models include eigendecomposition-based methods [12] and
gradient-based (all-at-once) optimization methods [13].

Several techniques have been proposed to accelerate CP-
ALS. Line search [14] and extrapolation [15] aim to reduce the
number of iterations until convergence. Randomization-based
techniques have also been proposed. These target very large
tensors, and either randomly sample the tensor [16] or the
Khatri-Rao product [17], to reduce their size and, by extension,
the overall amount of computation. Similarly, compression-
based techniques replace the target tensor with a compressed
version, thus also reducing the amount of computation during
fitting [18]. The CP model of the reduced tensor is inflated to
correspond to a model of the original tensor.

Several projects offer high-performance implementations of
CP-ALS, for example, Cyclops [19], PLANC [20], Partensor [21],
SPLATT [22], and Genten [23]. For a more comprehensive list of
software implementing some variant of CP-ALS, refer to Psarras
et al. [24].

Similar to the present work, there have been attempts at
accelerating jackknife although (to the best of our knowledge) not
in the context of CP. In Buzas [25], the high computational cost
of jackknife is tackled by using a numerical approximation that
requires fewer operations at the price of lower accuracy. In Belotti
and Peracchi [26], a general-purpose routine for fast jackknife
estimation is presented. Some estimators (often linear ones)
have leave-one-out formulas that allow for fast computation of
the estimator after leaving one sample out. Jackknife is thus
accelerated by computing the estimator on the full set and then
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systematically applying the leave-one-out formula. In Hinkle
and Stromberg [27], a similar technique is studied. Jackknife
computes an estimator on s distinct subsets of the s samples. Any
two of these subsets differ by only one sample, i.e., any one subset
can be obtained from any other by replacing one and only one
element. Some estimators have a fast updating formula, which
can rapidly transform an estimator for one subset to an estimator
for another subset. Jackknife is thus accelerated by computing
the estimator from scratch on the first subset and then repeatedly
updating the estimator using this fast updating formula.

3. CP-ALS, CALS AND JACKKNIFE

In this section, we first specify the notation to be used throughout
the paper, we then review the CP-ALS and CALS techniques, and
finally we describe jackknife resampling applied to CP.

3.1. Notation
For vectors and matrices, we use bold lowercase and uppercase
roman letters, respectively, e.g., v and U. For tensors, we follow
the notation in Kolda and Bader [28]; specifically, we use bold
calligraphic fonts, e.g., TTT . The order (number of indices or
modes) of a tensor is denoted by uppercase roman letters, e.g.,
N. For each mode n ∈ {1, 2, . . . ,N}, a tensor TTT can be unfolded
(matricized) into a matrix, denoted by T(n), where the columns
are the mode-n fibers of TTT , i.e., the vectors obtained by fixing
all indices except for mode n. Sets are denoted by calligraphic
fonts, e.g., S . Given two matrices A and B with the same number
of columns, the Khatri-Rao product, denoted by A ⊙ B, is the
column-wise Kronecker product of A and B. Finally, the unary
operator ⊕, when applied to a matrix, denotes the scalar which
is the sum of all matrix elements.

3.2. CP-ALS
The standard alternating least-squares method for CP is shown
in Algorithm 1 (CP-ALS). The input consists of a target tensor
TTT . The output consists of a CP model represented by a sequence
of factor matrices U1, . . ., UN . The algorithm repeatedly updates
the factor matrices one by one in sequence until either of the
following criteria are met: a) the fit of the model to the target
tensor falls below a certain tolerance threshold, or b) a maximum
number of iterations has been reached. To update a specific factor
matrix Un, the gradient of the least-squares objective function
with respect to that factor matrix is set to zero and the resulting
linear least-squares problem is solved directly from the normal
equations. This entails computing the Matricized Tensor Times
Khatri-Rao Product (MTTKRP) (line 4), which is the product
between the mode-n unfolding T(n) and the Khatri-Rao Product
(KRP) of all factor matrices except Un. The MTTKRP is followed
by the Hadamard product of the Gramians (Ui

TUi) of each factor
matrix in line 5. Factor matrixUn is updated by solving the linear
system in line 6. At the completion of an iteration, i.e., a full pass
over all N modes, the error between the model and the target
tensor is computed (line 8) using the efficient formula derived
in Phan et al. [29].

Algorithm 1: CP-ALS: Alternating least squares method
for CP decomposition.

Input: TTT ∈ R
I1×···×IN The target tensor

Output: U1, . . . ,UN The fitted factor

matrices

1 Initialize the factor matrices U1, . . . ,UN

2 repeat

3 for n = 1, 2, . . ., N do

4 Mn ← T(n)(⊙i6=nUi) MTTKRP

5 Hn ← ∗i6=n(Ui
TUi) Hadamard product of

Gramians

6 Un ← MnHn
† Hn

†: pseudoinverse of Hn

7 end

8 e← ||TTT ||2 − (⊕(HN ∗ (UN
TUN)))− 2(⊕(UN ∗MN))

Error calculation

9 until convergence detected or maximum number of
iterations reached

Assuming a small number of components (R), the most
expensive step is the MTTKRP (line 4). This step involves
2R

∏
i Ii FLOPs (ignoring, for the sake of simplicity, the lower

order of FLOPs required for the computation of the KRP). The
operation touches slightly more than

∏
i Ii memory locations,

resulting in an arithmetic intensity less than 2R FLOPs per
memory reference. Thus, unless R is sufficiently large, the speed
of the computation will be limited by the memory bandwidth
rather than the speed of the processor. The CP-ALS algorithm
is inherently memory-bound for small R, regardless of how it
is implemented.

The impact on performance of the memory-bound nature
of MTTKRP is demonstrated in Figure 1, which shows the
computational efficiency of a particular implementation of
MTTKRP as a function of the number of components (for a
tensor of size 50× 200× 200). Efficiency is defined as the ratio of
the performance achieved by MTTKRP (in FLOPs/sec), relative
to the Theoretical Peak Performance (TPP, see below) of the
machine, i.e.,

EFFICIENCY =
PERFORMANCE

TPP
=

#FLOPS/TIME

TPP
.

The TPP of a machine is defined as the maximum number of
(double precision) floating point operations the machine can
perform in 1 s. Table 1 shows the TPP for our particular machine
(see Section 5 for details). In Figure 1, we see that the efficiency of
MTTKRP tends to increase with the number of components, R,
until eventually reaching a plateau. On this machine, the plateau
is R ≥ 60 at ≈ 70% efficiency for one thread and R ≥ 300 at
≈ 35% efficiency for 24 threads. For R ≤ 20, which is common
in applications, the efficiency is well below the TPP.

3.3. Concurrent ALS (CALS)
When fitting multiple CP models to the same underlying tensor,
the Concurrent ALS (CALS) technique can improve the efficiency
if the number of components is not large enough for CP-ALS to
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FIGURE 1 | Efficiency of MTTKRP on a 50× 200× 200 tensor for an increasing number of components. Note that in the multi-threaded execution, the theoretical

peak performance increases while the total number of operations to be performed stays the same (as in the single-threaded case); this explains the drop in efficiency

per thread.

TABLE 1 | Theoretical peak performance (TPP) for a particular machine.

System TPP (GFlops/sec) Threads Frequency per core (Ghz)

CPU
112 1 3.5

1,536 24 2

Due to the decrease in the peak frequency per core when all 24 cores are used, the TPP

for 24 cores is less than 24× the TPP for 1 core.

reach its performance plateau [7]. A need to fitmultiplemodels to
the same tensor arises, for example, when trying different initial
guesses or when trying different numbers of components.

The gist of CALS can be summarized as follows (see Psarras et
al. [7] for details). Suppose K independent instances of CP-ALS
have to be executed on the same underlying tensor. Rather than
running them sequentially or in parallel, run them in lock-step
fashion as follows. Advance every CP-ALS process one iteration
before proceeding to the next iteration. One CALS iteration
entails K CP-ALS iterations (one iteration per model). Each CP-
ALS iteration in turn contains one MTTKRP operation, so one
CALS iteration also entails K MTTKRP operations. But these
MTTKRPs all involve the same tensor and can therefore be fused
into one bigger MTTKRP operation (see Equation 3 of Psarras et
al. [7]). The performance of the fused MTTKRP depends on the
sum total of components, i.e.,

∑K
i=1 Ri, where Ri is the number

of components in model i. Due to the performance profile of
MTTKRP (see Figure 1), the fused MTTKRP is expected to be
more efficient than each of the K smaller operations it replaces.

The following example illustrates the impact on efficiency of
MTTKRP fusion. Given a target tensor of size 50 × 200 × 200,
K = 50 models to fit, and Ri = 5 components in each model, the

efficiency for each of the K MTTKRPs in CP-ALS is about 15%
(3%) for 1 (24) threads (see Figure 1). The efficiency of the fused
MTTKRP in CALS will be as observed for R =

∑K
i=1 Ri = 250,

i.e., 60% (30%) for 1 (24) threads. Since the MTTKRP operation
dominates the cost, CALS is expected to be≈ 4× (≈ 10×) faster
than CP-ALS for 1 (24) threads.

3.4. Jackknife
Algorithm 2 shows a baseline (inefficient) application of leave-
one-out jackknife resampling to a CP model. For details, see Riu
and Bro [4]. The inputs are a target tensorTTT , an overall CPmodel
P fitted to all of TTT , and a sampled mode n̂ ∈ {1, 2, . . . ,N}. For
each sample p ∈ {1, 2, . . . , In̂}, the algorihm removes the slice
corresponding to the sample from tensor TTT (line 3) and model P
(line 4) and fits a reduced model P−p (lines 4–6) to the reduced

tensor T̂̂T̂T using regular CP-ALS. After fitting all submodels, the
standard deviation of every factor matrix except Un̂ is computed
from the In̂ submodels in Q (line 10). The only costly part of
Algorithm 2 is the repeated calls to CP-ALS in line 5.

4. ACCELERATING JACKKNIFE BY USING
CALS

The straightforward application of jackknife to CP inAlgorithm 2
involves In̂ independent calls to CP-ALS on nearly the same
tensor. Since the tensors are not exactly the same, CALS [7]
cannot be directly applied. In this section, we show how one can
rewrite Algorithm 2 in such a way that CALS can be applied.
There is an associated overhead due to extra computation, but we
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Algorithm 2: JK-ALS: An algorithm that performs
(LOO) jackknife resampling on a CP model.

Input: TTT ∈ R
I1×···×IN The target tensor

P = U1, . . . ,UN A CP model fitted

to TTT

n̂ The sampled mode

Output: S1, . . . , SN Uncertainty of each

element of each factor matrix of P

1 Q← ∅ Set containing fitted jackknife models

2 for p ∈ {1, 2, . . . , In̂} do For every index p in mode

n̂

3 TTT −p ← remove the slice with index p in mode n̂ from
tensor TTT

4 P−p← remove row p from factor matrix Un̂ of P

5 P̂−p← cp_als(TTT −p, P−p)

6 P̂−p← permutation and scale adjustment of P̂−p

7 Q← Q ∪ {P̂−p}

8 end

9 for n ∈ {1, 2, . . . ,N} \ {n̂} do For every mode n

except n̂

10 Sn ← standard deviation of factor matrix Un inQ

11 end

will show that the overhead is modest (less than a 100% increase
and typically only a few percent increase).

4.1. JK-CALS: Jackknife Extension of CALS
Let TTT be an N-mode tensor with a corresponding CP model

A1, . . . ,AN . Let T̂̂T̂T be identical to TTT except for one sample (with
index p) removed from the sampled mode n̂ ∈ {1, 2, . . . ,N}. Let
Â1, . . . , ÂN be the CP submodel corresponding to the resampled
tensor TTT .

When fitting a CP model to TTT using CP-ALS, the MTTKRP
for mode n is given by

Mn ← T(n)(AN ⊙ · · · ⊙ An+1 ⊙ An−1 ⊙ · · · ⊙ A1). (1)

Similarly, when fitting a model to T̂̂T̂T , the MTTKRP for mode n is
given by

M̂n ← T̂(n)(ÂN ⊙ · · · ⊙ Ân+1 ⊙ Ân−1 ⊙ · · · ⊙ Â1). (2)

Can M̂n be computed from T(n) instead of T̂(n)? As we will see,
the answer is yes. We separate two cases: n = n̂ and n 6= n̂.

Case I: n = n̂. The slice of TTT removed when resampling
corresponds to a row of the unfolding T(n) = T(n̂). To see
this, note that element TTT (i1, i2, . . . , iN) corresponds to element
T(n)(in, j) of its mode-n unfolding [28], where

j = 1+

N∑

k=1
k6=n

(ik − 1)

k−1∏

m=1
m6=n

Im. (3)

Algorithm 3: JK-CALS: Concurrent alternating least
squares method for jackknife estimation.

Input: TTT ∈ R
I1×···×IN The target tensor

P = U1, . . . ,UN A CP model fitted to TTT

n̂ The sampled mode

Output: U
(p)
1 , . . . ,U

(p)
N for p = 1, 2, . . . , In̂ The fitted

submodels

1 Initialize the submodels U
(p)
1 , . . . ,U

(p)
N for p = 1, 2, . . . , In̂

for n = 1, 2, . . ., N do Initialize one factor

2 multi-matrix for each mode

3 for p = 1, 2, . . ., In̂ do
4 if n = n̂ then

5 U
(|p)
n ← U

(p)
n with a row of zeros inserted at

index p
6 else

7 U
(|p)
n ← U

(p)
n

8 end

9 end

10 end

11 repeat Concurrently run In̂ instances of CP-ALS

12 for n = 1, 2, . . ., N do

13 Mn ← T(n)(⊙i6=nUi)
14 for p = 1, 2, . . ., In̂ do

15 H
(p)
n ← ∗i6=n(U

(|p)
i

T
U
(|p)
i )

16 U
(|p)
n ← M

(|p)
n H

(p)
n

†

17 if n = n̂ then

18 U
(|p)
n ← zero out row p of U

(|p)
n

19 end

20 end

21 end

22 for p = 1, 2, . . ., In̂ do

23 e← ||TTT −p||
2 − (⊕(H

(p)
N ∗ (U

(|p)
N

T
U
(|p)
N )))−

2(⊕(U
(|p)
N ∗M

(|p)
N )) Error calculation

24 end

25 until convergence detected for all instances or maximum
number of iterations reached

When we remove sample p, then T̂(n) will be identical to T(n)

except that row p from the latter is missing in the former.

In other words, T̂(n) = EpT(n), where Ep is the matrix that

removes row p. We can therefore compute M̂n by replacing

T̂(n) with T(n) in Equation (2) and then discarding row p from
the result:

M̂n ← Ep(T(n)(ÂN ⊙ · · · ⊙ Ân+1 ⊙ Ân−1 ⊙ · · · ⊙ Â1)).

Case II: n 6= n̂. The slice of TTT removed when resampling
corresponds to a set of columns in the unfolding T(n). One could

in principle remove these columns to obtain T̂(n). But instead of
explicitly removing sample p from TTT , we can simply zero out
the corresponding slice of TTT . To give the CP model matching
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dimensions, we need only insert a row of zeros at index p in factor
matrix n̂. Crucially, the zeroing out of slice p is superfluous. In the
MTTKRP, the elements that should have been zeroed out will be
multiplied with zeros in the Khatri-Rao product generated by the
row of zeros insert in factor matrix n̂. Thus, to compute M̂n in
Equation (2) we (a) replace T̂(n) with T(n) and (b) insert a row of

zeros at index p in factor matrix Ân̂.
In summary, we have shown that it is possible to compute M̂n

in Equation (2) without referencing the reduced tensor. There is
an overhead associate with extra arithmetic. For the case n = n̂,
we compute numbers that are later discarded. For the case n 6= n̂,
we do some arithmetic with zeros.

4.1.1. The JK-CALS Algorithm

Based on the observations above, the CALS algorithm [7] can
be modified to facilitate the concurrent fitting of all jackknife
submodels. Algorithm 3 incorporates the necessary changes
(colored red). The inputs are a target tensor TTT , and the sampled
mode n̂. The algorithm starts by initializing In̂ submodels Pp
for p = 1, 2, . . . , In̂ in line 1; each submodel Pp is created by
removing row p from factor matrix Un̂ of model P. As described
in Psarras et al. [7], CALS creates a multi-matrix n for each
mode n by horizontally concatenating the factor matrices of
each submodel Pp in lines 2–10; the superscript |p denotes the

position in n where the factor matrix U
(p)
n is copied. In the case

of JK-CALS, instead of just copying each factor matrix into its
corresponding multi-matrix, the algorithm first checks whether
zero padding is required (lines 5–7). The loop in line 11 performs
ALS for all submodels concurrently. Specifically, in line 13 the
MTTKRP (n) is computed for all models at the same time by
using the multi-matrices i. Then, lines 15 and 16 are the same as
lines 5 and 6 of Algorithm 1; each submodel is treated separately
by reading its corresponding values within n and n (indicated by
the superscript |p). In JK-CALS, when n = n̂, the padded row

is reset to 0 after U
(|p)
n is updated (line 18). Finally, after a full

ALS cycle has completed, the error of each model is calculated
in line 23. In JK-CALS, the error formula is adjusted for each
submodel by considering the L2 norm of its corresponding
subtensor TTT −p.

We remark that JK-CALS can be straightforwardly extended
to grouped jackknife [10, p. 7], in which the samples are split into
groups of d elements (In̂/d groups) and jackknife submodels are
created by removing an entire group at a time. Instead of padding
and periodically zeroing out one row, we pad and periodically
zero out d rows.

4.2. Performance Considerations
While Algorithm 3 benefits from improved MTTKRP efficiency,
the padding results in extra arithmetic operations. Let d denote
the number of removed samples (d = 1 corresponds to
leave-one-out). For the sake of simplicity, assume that the
integer d divides In̂. In grouped jackknife there are In̂/d
submodels, each with R components. The only costly part is
the MTTKRP.

The MTTKRPs in JK-ALS (for all submodels combined)
requires

(
In̂
d

)

2R(In̂ − d)

N∏

i=1
i6=n̂

Ii




FLOPs. Meanwhile, the fused MTTKRP in JK-CALS requires

2

(
In̂
d
R

) N∏

i=1

Ii

FLOPs. The ratio of the latter to the former comes down to

In̂
In̂ − d

≤ 2,

since d ≤ In̂/2 in grouped jackknife. Thus, in the worst case,
JK-CALS requires less than twice the FLOPs of JK-ALS. More
typically, the overhead is negligible.

5. EXPERIMENTS

We investigate the performance benefits of the JK-CALS
algorithm to perform jackknife resampling on a CP model
through two sets of experiments. In the first set of experiments,
we focus on the scalability of the algorithm, with respect to both
problem size and number of processor cores. For this purpose, we
use synthetic datasets of increasing volume, mimicking the shape
of real datasets. In the second set of experiments, we illustrate
JK-CALS’s practical impact by using it to perform jackknife
resampling on two tensors arising in actual applications.

All experiments were conducted using a Linux-based system
with an Intel R© Xeon R© Platinum 8160 Processor (Turbo Boost
enabled, Hyper-Threading disabled), which contains 24 physical
cores split in 2 NUMA regions of 12 cores each. The system
also contains an Nvidia Tesla V100 GPU2. The experiments
were conducted with double precision arithmetic and we report
results for 1 thread, 24 threads (two NUMA regions), and the
GPU (with 24 CPU threads). The source code (available online3)
was compiled using GCC4 and linked to the Intel R©Math Kernel
Library5.

5.1. Scalability Analysis
In this first experiment, we use three synthetic tensors of size
50 × m × m with m ∈ {100, 200, 400}, referred to as “small”,
“medium” and “large” tensors, respectively. The samples are in
the first mode. The other modes contain variables. The number
of samples is kept low, since leave-one-out jackknife is usually
performed on a small number of samples (usually < 100), while
there can be arbitrarily many variables.

2Driver version: 470.57.02, CUDA Version: 11.2.
3https://github.com/HPAC/CP-CALS/tree/jackknife
4GCC version 9.
5MKL version 19.0.
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FIGURE 2 | Execution time for single-threaded jackknife resampling applied to three different tensors (small, medium, and large in the top, middle, and bottom panels,

respectively), and different number of components (from left to right: R ∈ {3, 5, 7, 9}, and “All,” which represents doing jackknife to all four models simultaneously).

For each tensor, we perform jackknife on four models
with varying number of components (R ∈ {3, 5, 7, 9}). This
range of component counts is typical in applications. In
practice, it is often the case that multiple models are fitted
to the target tensor, and many of those models are then
further analyzed using jackknife. For this reason, we perform
jackknife on each model individually, as well as to all models
simultaneously (denoted by “All” in the figures), to better
simulate multiple real-world application scenarios. In this
experiment, the termination criteria based on maximum number
of iterations and tolerance are ignored; instead, all models are
forced to go through exactly 100 iterations, typically a small
number of iterations for small values of tolerance (i.e., most
models require more than 100 iterations). The reason for this

choice is that we aim to isolate the performance difference
of the methods tested; therefore, we maintain a consistent
amount of workload throughout the experiment. (Tolerance and
maximum number of iterations are instead used later on in the
application experiments.)

For comparison, we perform jackknife using three methods:
JK-ALS, JK-OALS and JK-CALS. JK-OALS uses OpenMP to
take advantage of the inherent parallelism when fitting multiple
submodels by parallelizing the loop in line 2 of Algorithm 2. Each
thread maintains its own subsample TTT −p and P−p of tensor TTT
and model P, respectively. This method is only used for multi-
threaded and GPU experiments, and we are only going to focus
on its performance, ignoring the memory overhead associated
with it.
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FIGURE 3 | Execution time for multi-threaded (24 threads) jackknife resampling applied to three different tensors (small, medium, and large in the top, middle, and

bottom panels, respectively), and different number of components (from left to right: R ∈ {3, 5, 7, 9}, and “All”, which represents doing jackknife to all four models

simultaneously).

Figure 2 shows results for single threaded execution; in this
case, JK-OALS is absent. JK-CALS consistently outperforms JK-
ALS for all tensor sizes and workloads. Specifically, for any
fixed amount of workload—i.e., a model of a specific number of
components—JK-CALS exhibits increasing speedups compared
to JK-ALS, as the tensor size increases. For example, for a model
with 5 components, JK-CALS is 2.9, 3, 5.2 times faster than JK-
ALS, for the small, medium and large tensor sizes, respectively.

Figure 3 shows results for multi-threaded execution, using
24 threads. In this case, JK-CALS outperforms the other
two implementations (JK-ALS and JK-OALS) for the medium
and large tensors, for all workloads (number of components),

exhibiting speedups up to 35× and 8× compared to JK-ALS and
JK-OALS, respectively. For the small tensor (50×100×100) and
small workloads (R ≤ 7), JK-CALS is outperformed by JK-OALS;
for R = 3, it is also outperformed by JK-ALS. Investigating this
further, for the small tensor and R = 3 and 5, the parallel speedup
(the ratio between single threaded and multi-threaded execution
time) of JK-CALS is 0.3× and 0.7× for 24 threads. However,
for 12 threads, the corresponding timings are 0.28 and 0.27 s,
resulting in speedups of 2.7× and 3.7×, respectively. This points
to twomain reasons for the observed performance of JK-CALS in
these cases: a) the amount of available computational resources
(24 threads) is disproportionately high compared to the volume
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FIGURE 4 | Execution time for GPU + multi-threaded (GPU + 24 threads) jackknife resampling applied to three different tensors (small, medium, and large in the top,

middle, and bottom panels, respectively), and different number of components (from left to right: R ∈ {3, 5, 7, 9}, and “All”, which represents doing jackknife to all four

models simultaneously).

of computation to be performed and b) because of the small
amount of overall computation, the small overhead associated
with the CALS methodology becomes more significant.

That being said, even for the small tensor, as the amount
of workload increases—already for a single model with 9
components—JK-CALS again becomes the fastest method.
Finally, similarly to the single threaded case, as the size of the
tensor increases, so do the speedups achieved by JK-CALS over
the other two methods.

Figure 4 shows results when the GPU is used to perform
MTTKRP for all three methods; in this case, all 24 threads are
used on the CPU. For the small tensor and small workloads
(R ≤ 5), there is not enough computation to warrant the shipping
of data to and from the GPU, resulting in higher execution

times compared to multi-threaded execution; for all other cases,
all methods have reduced execution time when using the GPU
compared to the execution on 24 threads. Furthermore, in
those cases, JK-CALS is consistently faster than its counterparts,
exhibiting the largest speedups when the workload is at its highest
(“All”), with values of 10×, 7×, 7× compared to JK-OALS, and
12×, 10×, 9× compared to JK-ALS, for the small, medium and
large tensors, respectively.

5.2. Real-World Applications
In this second experiment, we selected two tensors of size 89 ×
97×549 and 44×2700×200 from the field of Chemometrics [30,
31]. In this field it is common to fit multiple, randomly initialized
models in a range of low components (e.g., R ∈ {1, 2, . . . , 20},
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FIGURE 5 | Execution time for jackknife resampling applied to two applications tensors. For tensor 89× 97× 549, whose expected rank is 5, three models with

R ∈ {4, 5, 6} were fitted and then jackknife was applied to them (i.e., the “All” group from the previous section). Similarly, for tensor 44× 2, 700× 200, whose expected

rank is 20, three models with R ∈ {19, 20, 21} were fitted and then jackknifed. In both cases, tolerance and maximum number of iterations were set to 10−6 and

1, 000, respectively.

10–20 models for each R, and then analyze (e.g., using jackknife)
thosemodels that might be of particular interest (often those with
components close to the expected rank of the target tensor); in the
tensors we consider, the expected rank is 5 and 20, respectively.
To mimic the typical workflow of practitioners, we fitted three
models to each tensor, of components R ∈ {4, 5, 6} and R ∈
{19, 20, 21}, respectively, and used the three methods (JK-ALS,
JK-OALS and JK-CALS) to apply jackknife resampling to the
fitted models6. The values for tolerance and maximum number
of iterations were set according to typical values for the particular
field, namely 10−6 and 1, 000, respectively.

In Figure 5 we report the execution time for 1 thread, 24
threads, and GPU + 24 threads. For both datasets and for all
configurations, JK-CALS is faster than the other two methods.
Specifically, when compared to JK-ALS over the two tensors,
JK-CALS achieves speedups of 5.4× and 2× for single threaded
execution, 10× and 2.8× for 24-threaded execution. Similarly,
when compared to JK-OALS, JK-CALS achieves speedups of
2.7× and 4.8× for 24-threaded execution. Finally, JK-CALS takes
advantage of the GPU the most, exhibiting speedups of 17.5×
and 3.7× over JK-ALS, and 9× and 2× over JK-OALS, for
GPU execution.

6The same models were given as input to the three methods, and thus require the

same number of iterations to converge.

6. CONCLUSION

Jackknife resampling of CP models is useful for estimating
uncertainties, but the computation requires fitting multiple
submodels and is therefore computationally expensive. We
presented a new technique for implementing jackknife that
better utilizes the computer’s memory hierarchy. The technique
is based on a novel extension of the Concurrent ALS (CALS)
algorithm for fitting multiple CP models to the same underlying
tensor, first introduced in Psarras et al. [7]. The new technique
has a modest arithmetic overhead that is bounded above by
factor of two in the worst case. Numerical experiments on both
synthetic and real-world datasets using a multicore processor
paired with a GPU demonstrated that the proposed algorithm
can be several times faster than a straightforward implementation
of jackknife resampling based on multiple calls to a regular
CP-ALS implementation.

Future work includes extending the software to support
grouped jackknife.
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During the past decade, novel Deep Learning (DL) algorithms, workloads and hardware

have been developed to tackle a wide range of problems. Despite the advances in

workload and hardware ecosystems, the programming methodology of DL systems

is stagnant. DL workloads leverage either highly-optimized, yet platform-specific and

inflexible kernels from DL libraries, or in the case of novel operators, reference

implementations are built via DL framework primitives with underwhelming performance.

This work introduces the Tensor Processing Primitives (TPP), a programming abstraction

striving for efficient, portable implementation of DL workloads with high-productivity.

TPPs define a compact, yet versatile set of 2D-tensor operators [or a virtual Tensor

Instruction Set Architecture (ISA)], which subsequently can be utilized as building-blocks

to construct complex operators on high-dimensional tensors. The TPP specification

is platform-agnostic, thus, code expressed via TPPs is portable, whereas the TPP

implementation is highly-optimized and platform-specific. We demonstrate the efficacy

and viability of our approach using standalone kernels and end-to-end DL & High

Performance Computing (HPC) workloads expressed entirely via TPPs that outperform

state-of-the-art implementations on multiple platforms.

Keywords: deep learning, performance portability, programming abstraction, tensor processing, high productivity,

high performance computing

1. INTRODUCTION

Since the advent of Deep Learning (DL) as one of the most promising machine learning paradigms
almost 10 years ago, deep neural networks have advanced the fields of computer vision, natural
language processing, recommender systems, and gradually pervade an increasing number of
scientific domains [1–10]. Due to the diverse nature of the problems under consideration, these
DL workloads exhibit a wide range of computational characteristics and demands. Furthermore,
due to the immense computational cost of such workloads, industry and academia have developed
specialized hardware features on commodity processors, and even specialized accelerators in order
to harness these computational needs [11].
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In contrary to the fast-evolving ecosystems of DL workloads
and DL-oriented hardware/accelerators, the programming
paradigm of DL systems has reached a plateau [12]. More
specifically, the development of novel DL workloads involves
two types of components: (i) Well-established operators
within DL libraries (e.g., 2D convolutions, inner-product,
batch-norm layers in oneDNN [13] and cuDNN [14]), and (ii)
Unprecedented, custom primitives which typically instantiate
new algorithmic concepts/computational motifs. Unfortunately
both of these components come with their shortcomings.

On one hand, the operators within DL libraries are heavily
optimized and tuned (usually by vendors) in a platform-specific
fashion, leading to monolithic, non-portable, and inflexible
kernels. Additionally, such opaque and high-level operators
prohibit modular design choices since the user/frameworks have
to adhere to particular interfaces that may not be adapted
to fit the operation under consideration. On the other hand,
the custom/unprecedented primitives are typically implemented
by the user via the available generic/reference primitives of a
Machine Learning (ML) framework which are not optimized
and as such yield underwhelming performance. It is up to
the user to create optimized implementations for the custom
primitives, leading again to code which is non-portable and
potentially requires hardware expertise in order to achieve peak
performance. Unfortunately, most of the times such expertise
is not available to the data/ML scientist who is developing the
custom DL primitive. Therefore, the deployment (or even the
evaluation) of a new operator typically requires yet another
stage in the development cycle where low-level optimization
experts are working on the re-write/fine-tuning of the operator.
Later on, in case an operator proves to be important for the
community, systems researchers and vendors standardize it, and
potentially create yet another monolithic kernel within a DL
library for further re-use within DL frameworks. This entire
development cycle potentially takes a considerable amount of
time (up to years in some cases) and inadvertently impedes the
efficient exploration of innovative machine learning ideas [12].
An alternative approach to optimize both types of operators
is to leverage contemporary Tensor Compilers (TC) (e.g., [15–
18]), however, the state-of-the-art tools are only suitable
for compiling small code-blocks whereas large-scale operators
require prohibitive compilation times, and often the resulting
code performs far from the achievable peak [12].

We identify that the common source of the problems
mentioned in the previous paragraph is the extreme levels of
abstraction offered by the DL libraries and the Tensor Compilers.
The DL libraries offer coarse-grain, monolithic and inflexible
operators whereas the Tensor Compilers usually go to the
other extreme, allowing the user to express arbitrary low-level
operators without any minimal restrictions that would readily
enable efficient lifting and code-generation in their back-ends
(e.g., they offer no minimal/compact set of allowed operations on
tensors). To exacerbate the challenge of optimal code generation,
Tensor Compilers usually undertake the cumbersome tasks
of efficient parallelization, loop re-ordering, automatic tiling
and layout transformations, which, to date, remain unsolved
in the general setup. Also, there is not a well-established

way to share state-of-the-art optimizations among the plethora
of Tensor Compilers and as a result each one has its own
advantages and disadvantages, which translates eventually to sub-
optimal performance on real-world scenarios [19]. We note,
here, the recent, promising effort of Multi-Level Intermediate
Representation (MLIR) [20] toward unifying the optimization
efforts in the Tensor Compiler Intermediate Representation
(IR) infrastructure.

In this work, we introduce the Tensor Processing Primitives
(TPP), a programming abstraction striving for efficient and
portable implementation of Tensor operations, with a special
focus on DL workloads. TPPs define a set of relatively low-level
primitive operators on 2D Tensors, which, in turn, can be used
as basic building blocks to construct more complex operators
on high-dimensional tensors. TPPs comprise a minimal and
compact, yet expressive set of precision-aware, 2D tensor
level operators to which high-level DL operators can be
reduced. TPPs’s specification is agnostic to targeted platform,
DL framework, and compiler back-end. As such the code which
is expressed in terms of TPPs is portable. Since the level of
abstraction that TPPs adopt is at the sub-tensor granularity, TPPs
can be directly employed by DL workload developers within the
frameworks, or could be alternatively used to back up an IR
within a Tensor Compiler stack, i.e., TPPs could form the basis
of an MLIR dialect.

While the TPP specification is agnostic of the targeted
framework/platform/compiler stack, its implementation is
platform specific, and is optimized for the target architectures.
This subtle detail offers a clear separation of concerns: the
user-entity of TPPs, either a developer or a compiler framework,
can focus on expressing the desired algorithm and its execution
schedule (e.g., parallelization, loop orders) using the TPP
tensor abstraction, whereas the efficient, platform-specific code
generation pertaining to the TPP operations belongs to the TPP
back-end. To this extent, TPPs could be also viewed as a “virtual
Tensor ISA” that abstracts the actual physical ISA of the target
(e.g., SSE, AVX2, AVX512, AMX for x86, AArch64 and ARMv8
SVE, xPU).

Figure 1 shows various use-cases of TPPs within multiple
software stacks. TPPs can be viewed as a layer abstraction of
the actual physical target ISA, and the user-entities can rely
on the TPP layer for the code generation pertaining to the
tensor operations. Also, Figure 1 illustrates the various user-
entities that might leverage TPPs. First, the vendor-optimized
DL libraries (e.g., oneDNN or oneDNN Graph) can use TPPs
for optimized code generation in their back-end. Second, the
user/developer of the DL operators can directly leverage TPPs
within a DL framework extension to express the underlying
tensor computations (e.g., the user may develop a framework
extension for a novel DL operator by employing the TPPs as
building blocks). Third, Tensor Compilers can leverage TPPs
(e.g., as part of an MLIR dialect) to generate high-quality code
for the corresponding tensor operators. As such, the TPP layer
abstraction offers a clear separation of concerns where the
Tensor Compiler may focus on higher-level optimizations (loop
tiling and re-ordering, parallelization, etc.) whereas the platform-
specific code generation of the tensor operations is undertaken
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FIGURE 1 | Use-cases of TPPs in various software stacks.

by the TPP layer. Such a synergistic Tensor Compiler - TPP
paradigm is illustrated in section 7. Last but not least, TPPs could
be leveraged by more general Tensor Libraries (e.g., ATen, Eigen)
where tensor computations constitute the primary focus and they
can be naturally mapped to TPPs.

In our Proof-Of-Concept (POC) implementation of TPPs
we leverage Just-In-Time (JIT) technology to emit performant
and platform-specific code during runtime. Furthermore, in our
POC we define a mini embedded Domain Specific Language
(mini-eDSL) where the TPPs can be combined via matrix
equations in order to build high-level operators without
sacrificing performance.

We demonstrate the efficacy of our approach on multiple
platforms using standalone kernels written entirely with
TPPs and compare the performance to vectorized-by-expert
code and compiler generated code. Finally, we showcase
the expressiveness and viability of our methodology by
implementing contemporary end-to-end DL workloads using
solely the TPP abstractions and show how we can outperform
the state-of-the-art implementations on multiple platforms. The
main contributions of this work are:

• A TPP specification/foundation for primitive tensor
operations.
• A Proof-Of-Concept implementation of the TPP specification

along with a mini-eDSL (called TPP Matrix Equations),
enabling efficient fusion of TPPs that lead to portable,
high-level tensor operations. We describe in detail various
standalone TPP implementations, and also we provide a
detailed analysis of our TPP Matrix Equation mini-eDSL
framework.
• A demonstration of how contemporary and novel DL

algorithmic motifs/workloads can be expressed in their
entirety via TPPs.
• An experimental evaluation of the TPP-based DL workloads

from all relevant fields (image processing, recommendation
systems, natural language processing, graph processing, and
applications in science) on multiple platforms (different

instruction set architectures (ISAs) x86_64 and aarch64, and
micro-architectures for each ISA), including distributed-
memory scaling. We show performance that matches/exceeds
the state-of-the-art implementations, while maintaining
flexibility, portability, and obviating the need for low-level
platform-specific optimizations.
• We show how TPPs can be leveraged as a virtual Tensor

ISA within a Tensor compiler software stack, yielding high-
performance DL primitives.
• We illustrate examples of how TPPs are used outside of

Deep Learning, in High Performance Computing (HPC)
applications in order to accelerate tensor computations.

Section 2 details the specification of the TPPs. Then, section 3
illustrates a POC implementation of the TPP specification.
Section 4 presents an infrastructure that enables efficient
TPP fusion. In section 5, we exhibit how contemporary
DL motifs/algorithmic paradigms can be expressed via TPPs.
Section 6 presents an experimental evaluation of TPP-based DL
kernels and workloads on multiple platforms. Section 7 outlines
our POC implementation of a TPP backend within a tensor
compiler (PlaidML), and also presents some results highlighting
the viability of the TPP abstraction as a virtual Tensor ISA within
tensor compiler stacks. Section 8 presents exemplary usage of
TPPs within HPC applications in order to efficiently implement
tensor computations. Sections 9 and 10 summarize the related
work and conclude this article.

2. THE TPP SPECIFICATION

2.1. TPP Design Principles
The TPP specification is driven by a few design principles:

1) Each TPP corresponds to a mathematical operator that
takes a number of input(s) and produces an output. We opt to
specify TPPs that correspond to basic, well-defined mathematical
tensor operations. In this way, we keep the set of TPPs minimal
albeit expressive; basic TPPs can be combined to formulate more
complex operators.
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2) The inputs/outputs of the TPPs are abstract 2D tensors
that can be fully specified by their shape/size, leading dimensions,
and precision. Additionally, the 2D tensors hold the following
complementary runtime information: (i) a primary field which
corresponds to the memory address where the 2D (sub)tensor
data resides, (ii) a secondary field holding optional data for the
tensor (e.g., amask for the tensor), and (iii) a tertiary field holding
optional, auxiliary information of the tensor (e.g., scaling factors
for a quantized tensor).

3) TPPs are specified as “memory-to-memory” operations, or
equivalently the input/output tensors are residing in memory
locations specified by the user. This design decision is critical in
order to abstract the TPPs from all physical ISAs, and enables true
platform-agnostic specification. For example, if the TPPs were
accepting vector registers as inputs/outputs, then the number of
physical registers, the vector length and dimensionality would
be exposed in the Application Programming Interface (API) of
TPPs, making the specification platform-specific.

4) TPPs have declarative semantics. As such, the TPP
specification does not preclude potential parallelism [e.g.,
Single Instruction Multiple Data (SIMD), Single Instruction
Multiple Threads (SIMT)] in the back-end implementation
which is target-specific.

5) TPPs are composable in a producer-consumer fashion. Since
the output of a TPP is a well-defined tensor O, it can be fed as
input to a subsequent TPP. In such a scenario, this “intermediate”
tensor O is not necessarily exposed to the user, unless the user
explicitly requires it (e.g., by combining the TPPs in a manual
fashion via an explicit temporary O buffer/tensor which lives
in the user space/application). This flexibility allows the TPP
implementation (which is platform-specific) to combine TPPs
in the most efficient way for the target architecture (e.g., the O
tensor can live at the physical register file in the composite TPP
in order to avoid redundant memory movement).

6) The TPP input/output tensors as well as the computation
itself are precision aware. This feature makes mixed precision
computations (that are prominent in DL workloads) easy to
express from the user point of view, and provides information
to the TPP back-end that may enable efficient implementation.

2.2. TPP Arguments
As mentioned in the previous subsection, the input to TPPs
are 2D tensors. Each 2D tensor can be specified by the number
of rows M, columns N, its leading dimension ld and its
datatype dtype. Additionally, during runtime each tensor gets
fully characterized by specifying its location/address as primary
info, optional companion tensor info as secondary (e.g., sparsity
bitmask), and optionally tertiary info (e.g., in case the tensor
shape is dynamically determined at runtime, this info may
contain variables specifying M/N). Each TPP also specifies the
shape/precision of the produced/output 2D tensor.

Each TPP also supports input tensors with broadcast
semantics. More specifically, TPPs accept optional flags dictating
that the input 2D tensor should be formed by broadcasting
a column/row/scalar N/M/M × N times, respectively. Finally,
the TPPs accept optional flags which further specify the
TPP operation. For example, in case a TPP is computing a

transcendental function, the flags may be specifying various
approximation algorithms used for the computation. In the next
subsection, we present the TPPs in three groups: unary, binary,
and ternary TPPs given the number of input tensors they accept.

2.3. The TPP Collection
First, we highlight the ternary Batch-Reduce GEneral Matrix
to Matrix Multiplication (BRGEMM) TPP which is the main
building block for general tensor contractions in DL kernels [21].
BRGEMMmaterializes the operation C = β ·C+

∑n−1
i=0 Ai× Bi.

In essence, this kernel multiplies the specified blocks AM×K
i and

BK×Ni and reduces the partial results to a block CM×N . It is
noteworthy that tensors A and B can alias and also the blocks Ai

and Bi can reside in any position in the input (potentially high-
dimensional) tensors A and B. Previous work [21] has shown
that this single building block is sufficient to express efficiently
tensor contractions in the most prevalent DL computational
motifs, namely: Convolution Neural Networks (CNN), Fully-
Connected networks (FC), Multi-Layer Perceptrons (MLP),
Recurrent Neural Networks (RNN)/Long Short-Term Memory
(LSTM) Networks. In Section 5 we exhibit how BRGEMM can
be further used to build efficient Attention Cells that comprise
the cornerstone of modern Natural Language Processing (NLP)
workloads. BRGEMM can be specialized to one of the following
three variants that may enable more efficient implementations
on various platforms: (i) address-based BRGEMM, where the
addresses of the blocks Ai and Bi are explicitly provided by
the user, (ii) offset-based BRGEMM, where the addresses of Ai

and Bi can be computed as address_Ai = address_A + offsetAi

and address_Bi = address_B + offsetBi , and (iii) stride-based
BRGEMM, where the addresses of Ai and Bi are: address_Ai =

address_Ai−1 + stride_A and address_Bi = address_Bi−1 +
stride_B. In section 3.2, we present the implementation of the
BRGEMM TPP in more depth for various ISAs and platforms.

Table 1 presents the unary TPPs that accept one 2D tensor as
input. Since most of these TPPs map directly to the equivalent
math function, we further elaborate only on the ones which are
more complex. The Identity TPP essentially copies the input to
the output. Since the input and output are fully specified in terms
of their precision, this TPP can be also used to perform datatype
conversions between tensors.

The Quantize & Dequantize TPPs are used to
quantize/dequantize the input tensor whereas the exact
algorithm employed is specified by a TPP flag.

The Transform TPP uses a flag to determine the exact
transformation applied on the input 2D tensor. The Transpose
transformation is the usual mathematical matrix transpose.
The rest two types of transformation, namely Vector Neural
Network Instructions (VNNI) formatting, and VNNI to VNNI-
transpose are DL specific. More specifically, modern hardware
(e.g., Intel’s Cooper Lake) requires tensors to be in specific
format called VNNI in order to employ hardware acceleration
for specific operations, e.g., dot-products (see section 3.2.2
for more details). This format represents a logical 2D tensor
[D1][D0] as a 3D tensor [D1/α][D0][α] where essentially the
dimension D1 is blocked in chunks of size α, which in
turn are set as the inner-most tensor dimension. The VNNI
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TABLE 1 | Unary TPPs.

Unary TPP Description/Comments

Identity Copies input to output. Given input/output datatype, it

performs datatype conversions

Zero Fills output with zeros

Square Squares input and stores to output

Increment /

decrement

Increments / Decrements input by 1 and stores to output

Square root Computes the square root of input and stores to output

Reciprocal Computes the reciprocal of input and stores to output

Rcp. Sqrt. Computes the rcp. sqrt. of input and stores to output

Exp Computes the exponential value of the input tensor entries

and stores them to output

PRNG Generates an output tensor with pseudo-random entries

(De)Quantize Quantizes / Dequantizes the input

Reduce Reduces the rows/columns of the input and stores to output.

The reduction function can be SUM/MUL/MIN/MAX;

(optionally) reduces the squared input

Transform Transforms input and stores to output. Transformations are:

Transpose, VNNI formatting, and VNNI to VNNI-transpose

Unpack Takes each entry xi,j of the input tensor, splits it in two parts

xloi,j and xhii,j with same bit-width, and stores them in two

tensors X lo, Xhi

Replicate

columns

Takes an input column/vector, replicates it a variable number

of times and forms the output

Gather / Scatter Gathers/Scatters rows/columns from input and forms the

tensor

2D Gather / 2D

Scatter

Gathers/scatters elements from input using 2D offsets

2D-strided

loads/stores

Loads/stores elements from/to a tensor using primary and

secondary strides

Tanh &Tanh_inv Computes the hyperbolic tangent function (or its inv used for

back-propagation) on input

RELU &

RELU_inv

Apply a Rectified Linear Unit function (or its inv used for

back-propagation) on input

Sigmoid &

Sigmoid_inv

Computes the logistic sigmoid (or its inv used for

back-propagation) on input

GELU &

GELU_inv

Apply a Gaussian Error Linear Unit function (or its inv used for

back-propagation) on input

Dropout &

Dropout_inv

Drops out values from the input tensor with probability p. For

the inv/back-propagation pass, the same dropped units are

zeroed out

formatting TPP performs this exact transformation: [D1][D0]→
[D1/α][D0][α] and the VNNI to VNNI-transpose transposes
a tensor which is already laid out in VNNI format, i.e.,
performs [D1/α1][D0][α1]→ [D0/α0][D1][α0]. In section 3.3.1,
we outline how the Transform TPPs are implemented via
Shuffle Networks.

The last four entries of Table 1 correspond to DL-specific
operations. They correspond to activation functions typically
encountered in DL workloads. All these activation functions have
a counterpart which is required during the back-propagation pass
of training DL networks. These DL specific TPPs could be built
on top of other TPPs, however, since they are prevalent in DL
workloads we opt to define them as self-contained TPPs for ease
of usage. In section 3.3.2, we describe the TPP implementation

TABLE 2 | Binary TPPs.

Binary TPP Description/Comments

Add Add two inputs

Sub Subtracts two inputs

Mul Multiples (elementwise) two inputs

Div Divides two inputs

Max/Min Finds element-wise max/min of two inputs

MatMul Performs matrix multiplication of two input

Pack Concatenates pairs of entries xloi,j and xhii,j from the inputs X lo,

Xhi into xi,j and stores it to the output X

Compare Compares element-wise two inputs and stores a bitmask of

the comparison

TABLE 3 | Ternary TPPs.

Ternary TPP Description/Comments

GEMM Performs on 2D inputs A, B, C, scalar β: C = βC+ A× B

Batch-Reduce

GEMM

Performs on 2D inputs Ai , Bi (with i = 0, 1,…, n− 1), C, scalar

β: C = βC+
∑i=n−1

i=0 Ai × Bi

(N)MulAdd Performs on 2D inputs A, B, C: C = C+ A⊙ B (or

C = C− A⊙ B); ⊙ denotes element-wise multiplication

Blend Blends 2D input tensors A, B according to bitmask C

of non-linear approximations for several activation functions on
various ISAs.

Tables 2, 3 present the binary/ternary TPPs that accept
two/three 2D tensor as inputs, respectively.

3. TPP IMPLEMENTATION

In this section, we briefly describe our Proof-Of-Concept (POC)
implementation of the TPP specification. Our implementation
targets multiple CPU architectures from various vendors that
support different ISAs, but could be readily extended to
support even GPU ISAs. We build upon and extend the
open source LIBXSMM [22] library which leverages JIT
techniques. Such JIT techniques have been successfully used
for optimal code generation on CPUs by taking advantage of
the known (at runtime) tensor shapes/dimensions in HPC and
DL applications [21–23]. Nevertheless, the TPP specification
is platform-agnostic and does not preclude any TPP back-
end implementation. In our POC implementation, the usage
of TPPs is governed by two APIs: (i) A dispatch API with
which the user can request the code generation of a specific
TPP, and such a dispatch call JITs a function implementing
the requested operation, (ii) an API to call the JITed TPP
kernel. First, in section 3.1, we provide a generic blueprint of
our TPP implementation. Then, in section 3.2, we describe in
more detail the BRGEMMTPP implementation which comprises
the main tensor contraction tool in the TPP abstractions.
Section 3.3.1 details the implementation of the unary transform
TPPs via shuffle networks since their efficient implementation
diverts from the generic TPP blueprint. Finally, section 3.3.2
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Algorithm 1 | The generic unary/binary/ternary TPP algorithm.

Inputs: XM×N , (YM×N , ZM×N if binary/ternary)
Output:OM×N

1: for in = 0 . . .N − 1 with step nb do

2: for im = 0 . . .M − 1 with step mb do

3: ⊲ Generic loads, may have broadcast/gather semantics,
4: ⊲ and may perform datatype conversions
5: Xb← load_genericmb × nb X-subblockim ,in
6: if (unary TPP) then
7: Xb← Unary_op(Xb)

8: if (binary TPP) then
9: Yb← load_genericmb × nb Y-subblockim ,in
10: Xb← Binary_op(Xb,Yb)

11: if (ternary TPP) then
12: Yb← load_genericmb × nb Y-subblockim ,in
13: Zb← load_genericmb × nb Z-subblockim ,in
14: Xb← Ternary_op(Xb,Yb,Zb)

15: ⊲ Generic store, may have scatter semantics, and may
16: ⊲ perform datatype conversion

17: O-subblockim ,in
←−−−−−−−−
store_generic Xb

outlines the approximation techniques we leverage in our
TPP implementation of non-linear activation functions; such
approximations are essential in achieving high-performance,
while at the same time their accuracy is sufficient for the purposes
of training DL workloads.

3.1. Generic TPP Implementation Blueprint
Algorithm 1 exhibits at a high-level the pseudocode that is
used to implement the Unary/Binary/Ternary TPPs in a unified
fashion. The inputs of the TPPs are tensors X, Y (in case of
binary/ternary TPPs) and Z (in case of ternary TPP), and an
output tensor O. For the purposes of this simplified presentation
we assume all tensors are of size M × N, however, depending
on the operation these might have different sizes. For example,
if the unary OP is a reduction-by-columns and the input
is M × N, then the output is an M × 1 vector. First, we
show that the M/N loops are blocked with factors mb/nb
such that the working sets of each microkernels fits on the
available register file. The latter is architecture specific, e.g.,
AVX2-enabled ISAs expose 16 256-bit vector registers, AVX512-
enabled ISAs expose 32 512-bit vector registers, and Aarch64
features 32 128-bit (NEON)/512-bit (SVE) vector registers.
The “load_generic” function used in Algorithm 1 denotes the
loading of a sub-tensor to a register block; this load may imply
row/column/scalar broadcast semantics if the user specified the
TPP in that way, or even may have strided-load/gather semantics
if the TPP involves a strided-load/gather operation. Also, for
simplicity we do not show here the handling of “secondary”
fields of the tensors that may be required (e.g., indices array
for the gather operation, bitmasks arrays). Additionally, the
generic load also handles datatype conversion, for instance
provided the input is in bfloat16 (BF16) [24] whereas the
compute is going to happen in FP32 precision. Once all

Algorithm 2 | The batch-reduce GEMM TPP.

Inputs: AM×K
i ,BK×Ni for i = 0, . . . , n-1, CM×N , β ∈ IR

Output: C = β · C +
∑n−1

i=0 Ai × Bi
1: for in = 0 . . .N − 1 with step nb do

2: for im = 0 . . .M − 1 with step mb do

3: acc_regs← load_genericmb × nb C-subblockim ,in
4: for i = 0 . . . n− 1 with step 1 do

5: for ik = 0 . . .K − 1 with step kb do

6: ⊲ Outer product GEMMmicrokernel
7: acc_regs+= Ai sub-panelim ,ik × Bi sub-panelik ,in

8: C-subblockim ,in
←−−−−−−−−
store_generic acc_regs

the required sub-tensors are loaded, then the corresponding
Unary/Binary/Ternary operator is applied. This operator may be
directly mapped to an available instruction (e.g., a vector add
in case of binary addition), or to a sequence of instructions for
more complicated operators (e.g., reductions, random number
generation via xorshift algorithm [25], approximation algorithms
for transcendental functions [26]). Last but not least, the optimal
sequence generation depends on the available instructions and
this is handled by the TPP back-end/JITer. For example, some
ISAs may have masking/predicate support (e.g., AVX512 & SVE)
that enable efficient handling of loop remainders, the selected
unrolling degree heavily depends on the instructions in use, their
latency and the number of available architectural registers. Once
the result is computed, the resulting register block is stored back
to the corresponding output sub-tensor position. Similarly to the
generic load, the “generic” store may induce strided accesses or
may be even a scatter operation. Additionally, the generic store
also handles potential datatype conversions.

3.2. The BRGEMM TPP Implementation
3.2.1. The BRGEMM Kernel Structure
We present in more detail the BRGEMM TPP because it
comprises the tensor contraction tool in the TPP abstraction,
and is ubiquitous in the DL kernels and workloads described
in section 5. Algorithm 2 exhibits the high-level algorithm
implementing: C = β · C +

∑n−1
i=0 Ai × Bi. Lines 1-2 block the

computation of the result C in mb × nb tensor sub-blocks. Once
such a subblock is loaded into the accumulation registers (line
3), we loop over all pairs Ai, Bi (line 4) and we accumulate into
the loaded registers the products of the corresponding mb × K
subblocks of Ai with the relevant K × nb subblocks of Bi (lines
5–7). In order to calculate a partial product of an mb × kb
sub-panel of Ai with a kb × nb sub-panel of Bi, we follow
an outer product formulation. The loading of Ai and Bi sub-
panels, and the outer-product formulation is heavily dependent
on the target platform. We provide BRGEMM implementations
for multiple x86 ISAs: SSE, AVX, AVX2, AVX512, including the
recently introduced Intel AMX (Advanced Matrix Extensions)
ISA [27]. Additionally, we have implemented the BRGEMM
TPP for AArch64 and ARMv8 SVE ISAs. Depending on the
targeted platform, the “register” can be either a typical vector
register with varying width (e.g., 128–512 bit vector length), or
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FIGURE 2 | Outer product GEMM microkernels, Left: On a platform with 32 vector registers, Middle: On a platform with 16 vector registers, Right: On a platform

with 8 2D registers (tiles).

in the case of AMX-enabled target the “register” is a 2D tile-
register. Similarly, the outer-product formulation may employ
the available Fused-Multiply-Add (FMA) instructions, or even
2D tile-multiplication instructions. In all these cases, the TPP
implementation emits the appropriate load/store/prefetch/FMA
instructions, and takes into account the available architectural
registers/unrolling factors/instruction mix in order to achieve
close to peak performance. Last but not least, the BRGEMM
supports multiple datatypes (FP64, FP32, BF16, INT8), and
whenever possible employs hardware acceleration, e.g., via
specialized FMA instructions for INT8/BF16 datatypes. In
order to highlight the differences of the outer product GEMM
microkernels that are heavily dependent on the target platform,
we show in Figure 2 three different implementations.

Figure 2-Left shows an exemplary outer product microkernel
on a platform with 32 available vector registers, for example an
x86 with AVX512 or on ARM AArch64/SVE. In this case vector
register v7-v30 constitute the accumulators, vector registers v1-
v6 hold a broadcasted subrow of B, and vector register v0 is
used to load a partial subcolumn of A. First, we load on v1-
v6 a subrow of B via broadcasts, then we load on v0 the first
chunk of the A subcolumn and with six fused multiply-add
(FMA) instructions (v0 with v1-v6) we multiply-and-add the
corresponding partial results on the accumulators v7-v12 (first
logical row of accumulators). Then, we load on v0 the second
chunk of the A subcolumn, and subsequently with yet another
six FMA instructions (v0 with v1-v6) we multiply-and-add the
computed partial results on the accumulators v13-v18 (second
logical row of accumulators), etc. The registers v1-v6 are reused
four times throughout the outer product computation, and v0
is reused six times for each loaded A chunk. In other words,
the corresponding A subcolumn and B subrow are loaded from
memory/cache into the vector registers exactly once and we get
to reuse them from the register file. Also, in such a formulation,
we expose 24 independent accumulation chains which is critical
in order to hide the latency of the FMA instruction. Last but not
least, the platform (i.e., vector register width) and the datatype
of the microkernel determine the exact values of the blocking
parameters mb, nb, and kb. For example for single precision
datatype FP32 and an x86 AVX512 platform, each vector register
can hold 16 FP32 values (the vector registers are 512-bit wide).

Therefore, this microkernel operates with blocking values mb =

64, nb = 6, and kb = 1 and it calculates a small matrix
multiplication C64×6 += A64×1 × B1×6.

Figure 2-Middle shows an exemplary outer product
microkernel on a platform with 16 vector registers, for example
an x86 with up to AVX2 ISA. The microkernel is similar with the
previous case; since we have only 16 vector registers available,
we dedicate 12 of those as C accumulators, 3 vector register are
utilized for holding a partial B subrow, and 1 vector register
is used to load a chunk of an A subcolumn. In this case 12
independent accumulation chains are also sufficient to hide
the FMA latency. Analogously to the previous case, for single
precision datatype FP32 and an x86 AVX2 platform, each vector
register can hold now 8 FP32 values (the vector registers are now
256-bit wide). Thus, this microkernel operates with blocking
values mb = 32, nb = 3, and kb = 1 and it calculates a small
matrix multiplication C32×3 += A32×1 × B1×3.

Figure 2-Right shows a small GEMM microkernel on a
platform with 8 2D registers (tiles), for example what is
available in the recently introduced Intel AMX (AdvancedMatrix
Extensions) ISA. In this case each 2D tile register has size (up
to) 1KB, logically holds (up to) 16 rows of a submatrix, and can
be loaded with a proper tile-load instruction. In this particular
example, tiles 0-3 comprise the C accumulators, tiles 4-5 are
used to hold a subpanel of A and tiles 6-7 are used to hold a
subpanel of B. Once we load the subpanels of A and B onto
the respective tiles, we can perform 4 tile multiply-and-add
instructions: tile0 += tile4 × tile6, tile1 += tile4 × tile7,
tile2 += tile5 × tile6 and tile3 += tile5 × tile7, and we
update the C accumulators. In such a microkernel, each A/B
tile is reused 2 times. Given each tile may have size up to 1KB
and may hold up to 16 rows of a submatrix, by considering
BF16 datatype for A/B matrices and FP32 accumulator tiles,
such a microkernel operates with blocking values mb = 32,
nb = 32, kb = 32, and can compute (up to) a small matrix
multiplication C32×32 += A32×32 × B32×32. Each A/B tile
represents a logical 16× 32 BF16 A/B submatrix, and each C tile
represents a 16 × 16 FP32 accumulator. The AMX instructions
will be available within the upcoming Intel Xeon processors
code-named Sapphire Rapids, and the corresponding BF16-
input/FP32-output tile multiplication instructions can deliver
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FIGURE 3 | Mixed-precision dot-product instructions, Left: 16 bit integer and bfloat16 on Intel AVX512, Middle: 8bit integer using Intel AVX512, Right: 8 bit integer

using ARM ASIMD.

up to 16× more FLOPs/cycle compared to FP32 AVX512 FMA
instructions on current Xeon platforms.

These considerably different GEMM microkernel variants
highlight yet another aspect of the TPPs: The TPPs specify
what needs to be done rather than how it is done/implemented.
In this case, the user may just specify/employ a BRGEMM
TPP in order to perform a tensor contraction, whereas the
TPP backend/implementation is responsible for generating
the optimal code for each platform at hand. In this
methodology, all the architectural nuances are hidden
completely by the user, and the same exact user code
written in terms of TPPs may be reused across platforms with
different characteristic/ISAs without sacrificing performance
or portability.

3.2.2. Mixed Precision BRGEMM and Its Emulation
While the previous section presents the general structure of
mapping matrix multiplication to various physical ISAs, this
paragraph is used to demonstrate how the idea of a virtual
ISA allows to implement operations efficiently which are not
natively supported by a specific physical ISA. The example we are
choosing here is our GEMM kernel and its support for bfloat16
and int8 on architectures which do not support these novel
ISA SIMD-extension.

Before going into the details of the emulation, we first need
to introduce special memory layouts which are used by x86 and
aarch64 mixed-precision dot-product instructions as shown in
Figure 3. As we can see in all cases (x86/aarch64 and bf16/int8),
the overall concept is identical: Although doing mixed-precision
and mixed-datatype-length computations, these instructions are
functioning from a matrix multiplication point-of-view similar
to 32 bit instructions. This is achieved by having an implicit 2-
wide (BF16/int16) and 4-wide (int8) dot-product of Ai and Bi
values leading to a horizontal summation per single 32 bit Ci, e.g.,
C0 = A0 · B0 + A1 · B1 + A2 · B2 + A3 · B3 + C0 as shown for
the int8 variant. If we apply blockings with these instructions as
discussed in Figure 2-Left, Middle, then we realize that matrix
B is still read via 32-bit broadcast (containing 2 16-bit or 4
8-bit values along the inner-product or common dimension).
However, matrix A is in need of reformatting. This is due to the

fact that the GEMM kernel in Figure 2-Left, Middle requires full
SIMD-width contiguous loads for optimal performance (which
is along M and not K). Therefore, we need to reformat A into
[Ko][M][K i] with Ko · Ki = K and Ki = 2 for 16-bit and
Ko = 4 for 8-bit inputs. We refer to such a format as VNNI-
format throughout this article. After such reformatting of A, we
can perform full SIMD loads on A; combined with the 32-bit
broadcast loads on B we have a 32-bit GEMM kernel which
has a shorter K dimension, 2× for 16-bit datatypes and 4× for
8-bit datatypes.

In case these novel instructions are not available, especially for
bfloat16 as this is a relatively new format, one might think, that
an efficient mapping to a classic FP32 SIMD ISA is not possible.
This is correct as long as the machine does not offer int16
support. However, with int16 support and SIMDmasking we can
implement the aforementioned non-trivial mixed-precision dot-
product efficiently and even bit-accurately as shown in Figure 4.
This is done by processing Ki in two rounds in the case of
bfloat16 datatype. As shown in Figure 4, we first process the odd
(or upper) bfloat16 number. This is done by exploiting the fact
that a bfoat16 number perfectly aliases with an FP32 number
in its 16 MSBs. Therefore, on AVX512 we can just execute a
full SIMD load as a 16-bit-typed load with masking. As a mask
we chose 0xaaaaaaaa and as masking-mode we use zero
masking. With this trick we automatically turn on-load the upper
bfloat16 numbers in A into 16 valid FP32 numbers, and for B we
broadcast and then perform an overriding register move. A little
bit more work is needed for the lower/even bfloat16 number: In
this case, we perform an unmasked load and then we use a 32-
bit integer shift by 16 to create valid FP32 numbers. A simple
inspection of the instruction sequence in Figure 4 shows that
we are mainly executing fused-multiply-add instructions with
little overhead compared to a classic FP32 GEMM as illustrated
in Figure 2-Left, Middle. Therefore, we can execute a bfloat16
GEMMwith a reformatted matrix A with close to FP32-peak and
still benefit from the smaller memory footprint (and, therefore,
a small performance gain, as we will show later in section 6).
Replacement sequences for int16 and int8 matrix inputs can
be carried out in a similar way and their detailed discussion is
skipped here.
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FIGURE 4 | Emulation of a bit accurate GEMM kernel using AVX512F instructions matching a GEMM kernel as depicted in Figure 2 using vdpbf16ps AVX512

instructions. The glossary contains detailed descriptions of the used intrinsic functions.

In addition to the presented emulation of mixed-precision
GEMM kernels using SIMD instructions, we have also added
support for emulation of Intel AMX instructions bit-accurately
on AVX512. This addition enables running numerical accuracy
experiments, such as convergence studies, before the release of
a chip that supports Intel AMX instructions. A similar path is
possible for ARM’s SME instruction set and subject to future
work. These emulation capabilities further highlight the aspect
of TPP as a virtual tensor ISA.

3.3. Examples of Non-trivial Non-GEMM
TPPs
The previous sections covered most of the TPP implementations:
straightforward element-wise unary/binary/ternary operations
and various forms of mixed precision GEMMs including their
emulation on older hardware. However, there are cases in which
we are not operating on the data in an element-wise fashion,
e.g., transpose, or the Unary_op, Binary_op, or Ternary_op is
not an elementary operation. The goal of this section is to
shed some light on these cases by presenting the transpose
TPP in detail, and sketching fast non-linear approximations on
SIMD machines that match the accuracy requirements of deep
learning applications.

3.3.1. Transform-Transpose TPP via Shuffle Networks
When working with matrices, the transpose kernel is ubiquitous.
It is needed to access thematrix’s elements in various contractions

along the mathematically correct dimension. However, a
transpose operation is scalar at first sight. In this subsection
we exhibit how transpose can be implemented using shuffle
networks in a fully vectorized fashion, e.g., Figure 5 demonstrates
how a 16×16 matrix with 256 32-bit elements can be transposed
in 64 cycles using AVX512 instructions.

The shuffle-network presented in Figure 5 is a blueprint for
all datatype-lengths and ISAs: in log2 SIMD-Length stages we
can transpose a matrix held in a set of SIMD registers. In this
particular example, we need log2 16 = 4 stages and in each stage
we increase the shuffling/interleaving width of logical elements,
and also increase the distance at which we access the 32 registers
grouped into two sets of 16 registers each. More specifically,
we start with registers i0 to i15 and interleave elements at the
same position in a pair of registers close to each other. This
constructs now pairs of 32 bit values in o0 and o1 which are
already containing the transpose’s result for 2 out of 16 elements
and we repeat this for all other 7 input register pairs. The
analogous transformation is now repeated in the second stage
with 64-bit values and accessing o0 and o2 as input pair pattern.
This constructs a new set output registers i0 and i1 which are
holding the transpose’s result at 128-bit granularity. After that,
stage 3 is shuffling at 128-bit granularity on register pairs which
have a distance of “4" and creates output registers that hold 256-
bit of transposed data. Finally, in stage 4, these 256-bit transposed
input registers are shuffled once again creating the final set of 16
register holding the transposed 16 × 16 matrix. For non-square
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FIGURE 5 | Sketch of a shuffle network for a 32-bit transpose of a 16×16 matrix using Intel AVX512 instructions. Via four stages (each one having 16 independent

shuffles that double in width per stage), the 16×16 matrix (256 elements) can be transposed with only 64 instructions and fully leverages the 32 architectural registers.

FIGURE 6 | Comparison of X86 and ARM code for a simple 4×4 single precision transpose using unpack instructions. The glossary contains detailed descriptions of

the used intrinsic functions.

matrices we (a) just use masked loads or set registers to zero,
(b) transpose the zeros as well, and then (c) do not store all
registers or employ masked stores. This basic kernel is used as a
basic building block to create large transpose operators by simply
adding outer loops.

This algorithm can be implemented by any SIMD ISA which
offers support for picking arbitrary values from a pair of SIMD
registers to construct a result register containing values from the
two sources, i.e., a general shuffler. However, “structured” shuffle
instructions are adequate as shown in Figure 6. Both x86 and
aarch64 offer instructions exactly implementing the needs for 32-
bit and 64-bit interleaves as needed in the first two stages covered
in the previous description. In the case of 128-bit-wide SIMD

registers this is enough to carry out the entire transpose of 4 ×
4 matrices as shown in Figure 6.

Finally, we want to note that broadcast loads, as supported
by various ISAs, can be used to implement the first stage of
the shuffle network. This has the advantage that one stage of
the shuffle network can be executed faster and in parallel to the
shuffler. The shuffle operations needed in all of these networks
are relatively expensive in hardware, therefore modern CPUs
often only provide one execution unit for such operations (such
“shuffle-viruses” like transposes are pretty rare in general code).
However, broadcasts on the load path are cheap and can run in
parallel to the shuffle unit, hence the overall performance of the
transpose operation improves. This microkernel variation leads
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FIGURE 7 | Rational Padé 7/8 tanh approximation pseudocode with equivalent intrinsics on x86 and Arm/AArch64. We highlight here how the FMADD instruction on

x86 ISAs has an equivalent instruction sequence on AArch64.

to relatively complex code, and as such we skip its presentation.
However our TPP implementation back-end employs all these
microkernel variations.

3.3.2. Approximations for Non-linear TPP Activation

Functions
Activation functions are used to represent non-linear behavior
of neural networks. Popular known activation functions are
sigmoid, tanh and Gaussian Error Linear Unit (GELU). These
activation functions can be approximated to increase the
efficiency of deep learning networks without effecting its non-
linear characteristics. In this section, we will discuss different
approximation techniques based on Padé rational polynomials,
piecewise minimax polynomials and Taylor expansions, along
with their TPP implementation on different ISAs. For simplicity
we present the relevant algorithms in terms of x86 and
arm intrinsics (see glossary for the semantics of these
intrinsics), however the actual TPP implementation relies on JIT
code generation.

3.3.2.1. Rational Padé Polynomials
The Padé approximation of a function f is the ratio of two
polynomials with degrees p and q:

Padé[p/q]f (x) =

∑p
i=0 aix

i

∑q
i=0 bix

i

The coefficients ai and bi can be calculated by considering the
first p + q derivatives of f at zero and solving the corresponding
system of equations:

f (0) = Padé[p/q]f (0)

f ′(0) = Padé′[p/q]f (0)

...

f (p+q)(0) = Padé
(p+q)

[p/q]f
(0)

As an example we consider the approximation of the tanh
function which has two asymptotes, hence approximating it
with a Taylor expansion of lower degree polynomials may not
yield good results. The implementation of the Padé[7/8](x) tanh
approximation is shown in Figure 7. FMA operations are used
to compute the numerators and denominators via Horner’s rule.
The reciprocal of the denominator is multiplied by the numerator
to get the final result. The accuracy of reciprocal instruction is
different among different CPU’s. This difference in accuracy does
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FIGURE 8 | Tanh minimax approximation pseudocode with equivalent intrinsics on x86 and Arm/AArch64. We highlight here how the _mm512_range_ps instruction

on x86 ISAs has an equivalent instruction sequence on AArch64. Also the permutes on x86 have equivalent Table lookup instructions on AArch64.

not affect the non-linear region of the tanh function, keeping
the TPP behavior same across different CPU’s. The sigmoid
activation function can be approximated via tanh by leveraging
the following identity:

sigmoid(x) = (tanh(x/2)+ 1)/2

3.3.2.2. Piecewise Minimax Polynomial Approximations
In this section, we discuss the minimax polynomials
approach [28] with the truncated Chebyshev series [29] for
approximations of activation functions. In this approach, the
input range of a function f (x) is divided into intervals and for
each interval [a, b] we find a polynomial p of degree max n
to minimize:

max
a≤x≤b

|f (x)− p(x)|

We approximate tanh and GELU activation functions using this
approach in our TPP implementation. The input range is divided
into 16 intervals and for each interval we investigate a polynomial
p of 3rd degree (i.e., we find appropriate p’s coefficients c0,
c1, c2 based on the minimized absolute maximum difference
of f and p). Figure 8 shows the x86 and arm implementation
of evaluating such minimax polynomials. The register index
(idx) is calculated using the exponent and Most Significant Bit
(MSB) of the respective input values, and represents the 16
intervals where the input values are located. The range intrinsic
_mm512_range_ps(A,B) is used to generate the register index
(idx) on AVX512 platforms (Figure 8-Left, line 2). In ARM,

the range functionality is emulated with equivalent and, shlq,
min and max instructions as shown in Figure 8-Right, lines 2–
4. To evaluate the 3rd degree polynomial we need to locate 3
coefficients (c0,c1,c2) based on the values at the register index
(idx), which holds 16 entries. We use 3 look up operations to find
the three coefficients, each involving 16 FP32 entries. The 512-
bit register length in AVX512 is sufficient to hold 16 coefficients
required for each look up, resulting in using 3 registers for 3 look
up operations (see Figure 8-Left, lines 4–6). Each ARM 128-bit
wide vector register can only hold 4 FP32 entries, subsequently
we are using 12 vector registers to hold the 16 entries for all
3 coefficients of the polynomial. The in-register look-up table
is performed using _mm512_permutexvar_ps(A,B) instructions
in x86 AVX512 as shown in Figure 9. In ARM we have byte
addressable table look up instructions which are analogous to
32-bit addressable permutes instructions in x86. Hence, we need
to convert the 32-bit addressable (0–16) register indexes to byte
addressable (0-64 bytes) indexes. In order to do that, we use a
constant register A with a table look up instruction to duplicate
the register index (idx) to each byte in the 32-bit entry. A constant
offset (0,1,2,3) is added to the duplicated byte index to get the
byte addressable index for each FP32 entry in 16 FP32 entries
(Figure 8-Right, lines 7–9). The table look up instruction in
ARM provides the 64 byte look up capability, which is sufficient
enough to search into 4 registers holding the 16 entries of each
coefficient; we are using the generated byte indexes as shown in
Figure 10. Finally, 4 FMA operations are used to evaluate the
polynomial using Horner’s rule. The FMA instruction in x86
provides the user the flexibility to decide among the sources to
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FIGURE 9 | 32Bit addressable Table look up setup on x86 AVX512 platforms.

FIGURE 10 | Byte addressable table look up setup in ARM/AArch64. We highlight the conversion of 32bit indexes to byte indexes and the use of byte indexes to get

the coefficients in 16 FP32 intervals.

destroy and the ones to preserve. ARM requires mov instructions
to save intermediate results in order to avoid the data overwriting
during FMA operations.

3.3.2.3. Approximation With Taylor Series
As an example of approximation with Taylor series we illustrate
here the exp() activation function. The ex is approximated
using the identity ex = 2x log2 e = 2n+y = 2n · 2y with
n = round(x log2 e) and y = x log2 e − n. We need to
calculate 2n with n being an integer and the term 2y with |y| ∈
[0, 1). A Taylor polynomial of third degree is used to calculate
the term 2y with 3 FMA instructions (see Figure 11-Left,
lines 4–6). Once 2y is calculated, we leverage the instruction
_mm512_scalef_ps(A,B) which returns a vector register
holding ai · 2

floor(bi) for each ai ∈ A and bi ∈ B. This
scale instruction concludes the exp() approximation on x86
with AVX512. On ARM we calculate 2n and 2y with equivalent
replacement instructions as shown in Figure 11.

4. TPP MATRIX EQUATIONS

One of the main design principles of TPPs (as described in
section 2.1) is that they can be composed in a producer-consumer
fashion to form complex operations. For example consider
the scenario where a user wants to implement the composite

operation C = Tanh(A + B). One way to express this via TPPs
would be to allocate an intermediate tensor tmp with same shape
asA and B, and perform first tmp = Add(A,B) via the binary Add
TPP. Then the user can compute the final result by leveraging the
Tanh Unary TPP: C = Tanh(tmp). Even though this approach
is functionally correct, it requires the explicit management of
intermediate tensors/buffers by the user and also may result in
low performance since there are redundant loads/stores to the
tmp tensor.

In order to increase the productivity, efficiency and
expressiveness pertaining to composite operators, we
implemented an embedded Domain Specific Language (eDSL) in
LIBXSMM [22]. Our Proof-Of-Concept implementations allows
the user to express the desired composite operator as a Matrix
Equation. More specifically, the user can express the composite
operator as an equation tree, where the head and internal nodes
are the available TPPs, whereas the leaves of the tree are the input
2D tensors of the composite operation. In the next subsections,
we describe in detail the methodology we employ for JITing
matrix equations of TPPs.

4.1. Definitions and Notations for TPP
Matrix Equations
A TPP matrix equation is represented as a tree with
unary/binary/ternary TPP operations as internal nodes and
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FIGURE 11 | Pseudocode for ex approximation with Taylor series on AVX512 x86 and ARM.

FIGURE 12 | Left: TPP Equation tree for Out = Tanh(T0)+ (T1 × T2)/(T3 − T4). Right: Assigned register scores v on the equation TPP nodes after running

Algorithm 3.

the equation’s input tensors are the leaves of the tree. The inputs
of a TPP tree node are essentially its children in the equation
tree. The output of an internal TPP node can be represented
as a temporary intermediate tensor which in turn can be fed as
input to the parent TPP node in the tree. Depending on the TPP
node type (unary/binary/ternary), each internal node requires a
number of inputs (one/two/three) to be computed/ready before
performing the corresponding TPP operation. Let’s consider for
example the TPP equation tree in Figure 12-Left that is used to
express the following operator:

Out = Tanh(T0)+ (T1 × T2)/(T3 − T4) (1)

Wewill illustrate with this example how our eDSL for TPPMatrix
Equations works.

4.2. Optimized Execution Plan for TPP
Matrix Equations
The equation tree in Figure 12-Left can be naively evaluated
by assigning to each intermediate node a temporary tensor to
hold the corresponding TPP output, and performing, e.g., (1) the
Tanh operation, (2) the Matrix Multiplication, (3) the Subtract
operation, (4) the Div operation, and finally (5) the Add TPP.
In such an evaluation schedule, we would need 4 intermediate
tensors to hold the corresponding intermediate results. In
this subsection, we illustrate how we can construct optimized
execution plans for TPP Matrix Equations that minimize the
number of intermediate tensors.

For each TPP node r we can assign a register score value
vr that essentially dictates how many temporary/intermediate
tensors are required to calculate the subtree in the equation where
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Algorithm 3 | Assign_Register_Score(r).

Input: TPP equation tree with root node r
Output: TPP equation tree with assigned register score values on

its nodes
1: if is_Leaf(r) then
2: vr← 0

3: if r is unary TPP then

4: Assign_Register_Score(Left_Child(r))
5: ⊲ If child is leaf, then we assign current register score of 1,

else we assign the child’s register score
6: if is_Leaf(Left_Child(r)) then
7: vr← 1
8: else

9: vr← Register_Score(Left_Child(r))

10: if r is binary TPP then

11: Assign_Register_Score(Left_Child(r))
12: Assign_Register_Score(Right_Child(r))
13: ⊲ If the register scores of children are equal, then we get the

children’s register score increased by one, otherwise we get the
max value of the children’s register score

14: if Register_Score(Left_Child(r)) equals

Register_Score(Right_Child(r)) then
15: vr← Register_Score(Left_Child(r)) + 1
16: else

17: vL← Register_Score(Left_Child(r))
18: vR← Register_Score(Right_Child(r))
19: vr←MAX(vL, vR)

20: if r is ternary TPP then

21: Assign_Register_Score(Left_Child(r))
22: Assign_Register_Score(Middle_Child(r))
23: Assign_Register_Score(Right_Child(r))
24: ⊲ If all children are leaves, then we assign current register

score of 1. Otherwise, in a pairwise fashion we consider the
register scores of the children in order of increasing value.

25: if is_Leaf(Left_Child(r)) AND is_Leaf(Middle_Child(r))
AND is_Leaf(Right_Child(r)) then

26: vr← 1
27: else

28: vL← Register_Score(Left_Child(r))
29: vM← Register_Score(Middle_Child(r))
30: vR← Register_Score(Right_Child(r))
31: v0, v1, v2← Sort_Increasing_Order(vL, vM , vR)
32: if v2 equals v1 then
33: vtmp← v2 + 1
34: else

35: vtmp← v2

36: if vtmp greater than v0 + 1 then
37: vr← vtmp

38: else

39: vr← vtmp + 1

node r is root. We extend the methodology of Flajolet et al. [30]
and we generate the register score values using the recursive
Algorithm 3. This algorithm calculates recursively the register

Algorithm 4 | Create_Execution_Plan(r).

Input: TPP equation tree with root node r and assigned register
score values on its nodes

Output: TPP equation tree with assigned traversal timestamps t
and temporary tensor ids tmp

1: if is_Leaf(r) then
2: return

3: if r is unary TPP then

4: Create_Execution_Plan(Left_Child(r))
5: tr← global_timesteamp++
6: ⊲ If child is leaf, reserve a new tmp, else re-use tmp from

child
7: if is_Leaf(Left_Child(r)) then
8: tmpr← Reserve_Tmp()
9: else

10: tmpr← tmp_Left_Child(r)

11: if r is binary TPP then

12: ⊲ Recursively visit children in order of decreasing register
score

13: Create_Execution_Plan(Child_Max_Register_Score(r))
14: Create_Execution_Plan(Child_Min_Register_Score(r))
15: tr← global_timesteamp++
16: ⊲ If all children are leaves, reserve a new tmp, else re-use

the tmp from a non-leaf child and recycle the tmp of the other
non-leaf child

17: if is_Leaf(Left_Child(r) AND is_Leaf(Right_Child(r)))
then

18: tmpr← Reserve_Tmp()
19: else

20: if not_Leaf(Left_Child(r) then

21: tmpr← tmp_Left_Child(r)
22: Recycle_Tmp(tmp_Right_Child(r))
23: else

24: tmpr← tmp_Right_Child(r)
25: Recycle_Tmp(tmp_Left_Child(r))

26: if r is ternary TPP then

27: ⊲ Recursively visit children in order of decreasing register
score

28: Create_Execution_Plan(Child_Max_Register_Score(r))
29: Create_Execution_Plan(Child_Mid_Register_Score(r))
30: Create_Execution_Plan(Child_Min_Register_Score(r))
31: tr← global_timesteamp++
32: ⊲ If all children are leaves, reserve a new tmp, else re-use

the tmp from a non-leaf child and recycle the tmps of the other
non-leaf children

33: if is_Leaf(Left_Child(r)) AND is_Leaf(Middle_Child(r))
AND is_Leaf(Right_Child(r)) then

34: tmpr← Reserve_Tmp()
35: else

36: if not_Leaf(Left_Child(r) then

37: tmpr← tmp_Left_Child(r)
38: Recycle_Tmp(tmp_Middle_Child(r)),

Recycle_Tmp(tmp_Right_Child(r))
39: else

40: if not_Leaf(Right_Child(r) then

41: tmpr← tmp_Right_Child(r)
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42: Recycle_Tmp(tmp_Middle_Child(r)),
Recycle_Tmp(tmp_Left_Child(r))

43: else

44: tmpr← tmp_Middle_Child(r)
45: Recycle_Tmp(tmp_Left_Child(r)),

Recycle_Tmp(tmp_Right_Child(r))

scores of the children for a given node r, and in this way we know
how many temporary tensors are required for the evaluation for
each child. Now, if all of its children have the same register score,
the node r get an increased register score value, otherwise the
node gets as register score the maximum of its children’s register
score values. Intuitively this means that we can first evaluate
a child c and its subtree with whatever intermediate tensor
requirements it has, e.g., vc temporary tensors, and eventually we
need only one temporary tensor to hold c’s output. We can do
the same afterwards for all other siblings of c, however, we can
reuse/recycle the rest vc−1 temporary tensors that were required
by c since c and its subtree have been already computed.

This algorithm optimizes the number of temporary
tensors/storage that are required for the equation evaluation,
and it reuses the temporary storage as much as possible. For
instance, for the equation in Figure 12-Left, after executing
Algorithm 3 on the TPP equation tree, we see that the root’s
register score value is 2 (see Figure 12-Right), meaning that
only 2 intermediate tensors are required to evaluate the
entire TPP tree rather than naively assigning one temporary
tensor to each internal TPP node which would result in 4
intermediate tensors.

Now that we have assigned the register scores for each node
we can devise an execution plan for the TPP equation tree
that minimizes the number of required intermediate tensors.
Algorithm 4 recursively creates such an optimal execution plan
and essentially it calculates: (1) the order/traversal timestamps
t with which the TPP equation nodes have to be evaluated,
and also (2) assigns to each intermediate node r a temporary
tensor id tmpr that holds the intermediate resulting tensor of
that TPP node. Figure 13-Right shows the optimized execution
plan by applying Algorithm 4 on our example equation. This
algorithm recursively visits/evaluates the children of a node r
in order of decreasing register score value. This means that the
child/subtree with the maximum register score value is evaluated
first, one of the temporary tensors is dedicated to hold that
child’s intermediate output, whereas the remaining temporary
tensors can be reused for the evaluation of the siblings/subtrees,
which per definition/order of traversal, require less or equal
number of intermediate tensors. Such a strategy guarantees that
the temporary tensors are optimally reused/recycled, and as a
result we can leverage the minimum required temporary tensors
for the evaluation of the entire equation TPP tree. For simplicity
in our description, we assumed that all intermediate temporary
tensors have the same size, however, our implementation
considers the actual sizes of the intermediate output tensors
and takes the maximum one as representative size for all
temporary tensors.

4.3. Implementation of Optimized
Execution Plan for TPP Matrix Equations
By employing Algorithm 4, we can devise an optimal execution
plan for the TPP Matrix equation, and, here, we describe
the implementation of such a plan. We consider three
implementation strategies:

• Strategy 1: Using stack-allocated buffers as intermediate
temporary tensors.
• Strategy 2: Using vector-register blocks as intermediate

temporary tensors.
• Strategy 3: Hybrid implementation where some intermediate

temporary tensors are stack-allocated buffers and some are
vector-register blocks.

So far in our description, we have used the abstract notation
“temporary tensor” without specifying how such a temporary
tensor is instantiated in the implementation. The exact
instantiation of a temporary/intermediate tensor is the
differentiation factor among the 3 implementation strategies for
the TPP matrix equations.

Strategy 1 considers each intermediate tensor as a physical
buffer, and our TPP equation implementation allocates on the
stack some space/buffer for each temporary tensor. Then, by
following the timestamp order of the optimal execution plan (e.g.,
see Figure 13-Right), we emit/JIT the corresponding TPP code
(e.g., see Algorithms 1 and 2) where the input tensors might be
either the equation’s input buffers provided by the user, or one
of the stack allocated buffers representing an intermediate result.
The fact that we have minimized the number of intermediate
temporary buffers/tensors is critical for performance since these
stack-allocated buffers may remain in some level of cache. Such a
strategy is generic and can be leveraged to implement arbitrary
equations. However, Strategy 1 may suffer from store-to-load
forwarding inefficiencies on modern processors. Additionally,
some of the intermediate tensors may spill from cache (e.g.,
when the intermediate outputs exceed the corresponding cache
capacity) which would make the communication of temporary
tensors among TPP nodes via loads/stores from/to stack allocated
buffers quite expensive.

Strategy 2 considers each intermediate tensor as an rm ×
rn vector-register block. For example, on an AVX512 platform
with 32 512-bit wide registers we have available 2 KBytes of
register file that may be used for intermediate tensors. Each
one of such 512-bit wide vector registers can hold 16 single-
precision values and by stacking, e.g., 4 of these we can form a
logical 16×4 intermediate tensor and in total we have available
32/4 = 8 of such intermediate tensors that could be used
by the equation. In Strategy 2, we block the computation of
the equation’s output in blocks with size rm × rn, and we can
calculate the corresponding rm × rn output by following the
timestamp order of the optimal execution plan. We emit/JIT
the corresponding TPP code for sub-tensors with size rm × rn
where each intermediate output tensor is the assigned temporary
vector-register block. Essentially this strategy performs vertical
register fusion within the equation TPP nodes and incurs no
communication via loads/stores from/to stack allocated buffers.
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FIGURE 13 | Left: TPP equation tree with assigned register scores v on the nodes. Right: TPP equation tree with assigned traversal timestamps t and temporary

tensor ids tmp after executing Algorithm 4.

However, such a methodology is limited by the number of
available vector registers on each platform.

Strategy 3 combines the strengths of Strategies 1 and 2
by considering some intermediate tensors as stack-allocated
buffers and some intermediate tensors as vector-register blocks.
As such, in Strategy 3 the TPP operations/subtrees which
exhibit both high register pressure and reuse (e.g., transposes,
GEMM/BRGEMM, transcendental approximations), propagate
the intermediate results toward the rest of the TPPs in the
tree via stack-allocated temporal tensors. On the other hand,
TPP subtrees without large register pressure are implemented
using Strategy 2 that employs vertical register fusion and avoids
loads/stores from/to stack-allocated buffers.

In addition to the aforementioned 3 strategies, in the TPP
equation back-end we identify idioms/motifs of combined TPPs
(e.g., a gather TPP followed by a reduce TPP) and we JIT an
instruction sequence which is optimal for the composite access
pattern. In section 5.1.5, we show an example of such a combined
TPP motif that is optimized by the TPP backend.

Even though we developed a rudimentary method/POC of
combining the TPPs via Matrix Equation Trees, we have found
that it is sufficient to express all the complex operators we
encountered in a wide-range of workloads discussed further
in section 5. Nevertheless, we envision that when/if TPPs are
widely adopted within Tensor Compiler frameworks (e.g., as an
MLIR dialect) then more complicated Graphs (instead of simple
trees) and more sophisticated analyses/optimization passes can
be leveraged during the composition of TPPs. The key-ingredient
that makes the composition of TPPs amenable to optimization
opportunities is the TPP specification itself: TPPs comprise
a small, well-defined compact set of tensor operators with
declarative semantics as shown in section 2.

We would like also to highlight one use-case of Matrix
Equations that can be beneficial for specialized DL accelerators.
The BRGEMM TPP described in section 3.2 corresponds to
an output-stationary flow that is suitable for CPUs and GPUs.

Given an accelerator that favors, e.g., A-stationary GEMM
formulations, one could express the following Matrix Equation:
internal nodes Gi would be GEMM ternary TPPs, for each
GEMM node Gi we would have the same input leaf A and a
varying input Bi, and the output of each node would be a resultCi.
Essentially this formulation dictates anA-stationary flow, and the
back-end could optimize accordingly for the specific accelerator.

5. TPP-BASED KERNELS AND
WORKLOADS

This section covers how DL kernels and workloads (image
processing, recommendation systems, natural language
processing, graph processing, and applications in science)
can leverage TPPs to achieve high performance. Although this
article’s work is targeting CPUs, we cover the entire training
pipeline and not only inference. The main purpose of this is to
demonstrate the versatility of TPPs which is valuable in the more
complicated backward pass kernels, and to handle training’s
implications to the forward pass.

5.1. TPP-Based Kernels
5.1.1. Softmax Kernel
Figure 14 illustrates two Matrix Equation trees that are used to
express the softmax operator [31]:

Y = softmax(X) with yij =
e

(
xij−maxxij∈X xij

)

∑
xij∈X

e

(
xij−maxxij∈X xij

) (2)

Equation 2 shows the formula for the softmax operator [31],
which is often used as the last activation function of a neural
network, aiming to normalize its output to a probability
distribution. We can represent this operator via two TPP
equation trees illustrated in Figure 14. The left tree computes the
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FIGURE 14 | Softmax operator by combining TPPs.

nominator of Equation 2: first the maximum value of the input
tensorX is found (via the max-reduce TPP), then we subtract this
max value from each entry of X (note the broadcast semantics in
the second argument of the subtraction TPP), and a new tensor
X′ is computed by calculating the element-wise exponent on the
earlier subtraction’s outcome. Finally, in the right TPP tree each
entry of the tensor X′ is normalized by the sum of all values in X′

to obtain the softmax output, a tensor Y . This example illustrates
the expressiveness of the TPP abstractions, since the components
of the mathematical formula map to TPPs in a straightforward
way. At the same time, this example highlights the separation
of concerns: the user does not need to worry about the efficient
implementation of this equation on each different platform, since
the TPP back-end is responsible for optimized code generation
which is target-specific (contrary to the TPP expression itself
which is platform-agnostic).

5.1.2. Normalization Kernels
Batch normalization (batchnorm) is a technique [32] that
normalizes neuron layer input tensors to improve the overall
training process. Batchnorm removes the need for careful
parameter initialization and reduces the required training
steps [32] in the neural networks. The batchnorm computations
can be divided in two stages: (i) First the mean and variance
of the input tensor are computed across the “batch” dimension:
µj =

∑n−1
i=0 xij, σ

2
j =

1
n

∑n−1
i=0 (xij − µi)

2 where i is the “batch”

dimension and j is the “feature” dimension, (ii) then the tensor
entries xij are normalized based on µ and σ : x′ij = (xij −

µj)/(
√

σ 2
j + ǫ).

Depending upon the workload, different TPPs and TPP
equations can be employed to implement the batchnorm.
Here, we take an example of batchnorm on a ResNet50 [33]
convolution layer tensor X. The input tensor X has a four-
dimensional shape of {N, C, H,W} with dimensions of batch (N),
feature (C), height (H), and width (W). We first use sum-reduce
TPPs onH andW dimensions to compute the sum (m[N,C]) and
the sum of squared elements (v[N,C]) matrices. Subsequently,
we use binary add TPPs across the batch dimension of m[N,C]
and v[N,C] matrices for eventual computation of mean (µ[C])
and variance (σ 2[C]) vectors. In the next step, we use a scaling
equation to normalize each element of the input tensor. The
scaling equation Y = (m′ ∗ X + v′) ∗ G + B converts the
input tensor X into a normalized tensor Y . Here, G[C] and
B[C] are scaling vector inputs to batchnorm, and m′[C] and

FIGURE 15 | Layernorm via TPPs.

v′[C] are intermediate vectors that are computed from mean and
variance vectors. We implement the scaling equation by a single
TPP equation containing two FMADD ternary TPPs. The second
equation tree of Figure 15 shows an analogous scaling equation
implementation. However, for this particular implementation, we
broadcastm′, v′,G,B vectors intoH,W, andN dimensions inside
the TPP equation tree. An efficient implementation of batchnorm
uses blocking on the C, H, and W dimensions along with multi-
threading on theN and feature block dimension.We do not show
the details of this implementation for sake of simplicity.

Layer normalization (layernorm) [34] is a technique that
normalizes the neurons within a layer, and was motivated by
the limitations of Batch Normalization [32] in Recurrent Neural
Networks. The layernorm computations can be divided in two
stages: (i) First the mean and variance of the input tensor are
computed across the “feature” dimension: µi =

∑m−1
j=0 xij, σ

2
i =

1
m

∑m−1
j=0 (xij − µi)

2 where i is the batch dimension and j is the

“feature” dimension, (ii) then the tensor entries xij are normalized

based on µ and σ : x′ij = (xij − µi)/(
√

σ 2
i + ǫ). Depending on

the workload (e.g., attention cell in BERT), the scaled tensor
may be further scaled with two other tensors γ and β . Figure 15
illustrates two TPP equation trees that implement this composite
layernorm operator. The left equation is using the sum-reduce
TPP to compute the sum and sum of squared elements of the
input tensor, namely m and v. These two scalars are combined
(not shown in the equation for simplicity), and are fed as inputs
to the right TPP tree, where the FMADD ternary TPP is used
to scale the input tensor X. Finally, a cascading FMADD ternary
TPP computes the final result via the scaling tensors G and B.
We illustrate this layernorm via means of TPPs since all DL
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norming layers essentially exhibit similar computational motif,
and this specific norm is used in the BERT workload described in
section 5.2.3.

Group normalization (groupnorm) [35] is a technique that
normalizes the neurons within a group of features. Groupnorm
was proposed as an alternative to batchnorm [32] to reduce
normalization error for smaller batch sizes. In groupnorm,
features are divided into groups, and mean and variance are
computed within each group for normalization. Groupnorm is
also a generalization of the layer normalization [34] and instance
normalization [36] approach. Layernorm is groupnorm with
a single group, and instance norm is groupnorm with group
size equal to one. Groupnorm can be implemented with the
same set of TPPs and TPP equations that were used in the
batchnorm kernel. We again take the example of ResNet50 [33]
convolution layer tensor X and apply groupnorm on it with g
number of groups. We can ignore the batch dimension (N) for
this discussion as groupnorm works independently upon each
batch. Therefore, the input tensor X now has a three-dimensional
shape of {C, H, W} with dimensions of feature (C), height (H),
and width (W). We first use sum-reduce TPPs on H and W
dimensions to compute the sum (m[C]) and the sum of squared
elements (v[C]) vectors. Subsequently, we add m[C] and v[C]
values within a feature group for eventual computation of group
mean (µ[g]) and group variance (σ 2[g]) vectors. Similar to
batchnorm, we use a scaling equation to normalize each element
of the input tensor. The scaling equation Y = (m′ ∗ X + v′) ∗
G + B converts input tensor X into a normalized tensor Y .
Here, G[C] and B[C] are scaling vector inputs to groupnorm,
and m′[C] and v′[C] are intermediate vectors that are computed
from group mean and group variance vectors. The second
equation tree of Figure 15 shows an analogous scaling equation
implementation. However, for this particular implementation, we
broadcastm′, v′,G,B vectors intoH andW dimensions inside the
TPP equation tree. We can also apply the same scaling equation
to a single group or set of groups with few parameter changes.
An efficient implementation of groupnorm uses blocking on the
C, H, and W dimensions. We do not show the details of this
implementation for sake of simplicity.

5.1.3. BF16 Split-Stochastic Gradient Descent Kernel
Unlike the previous kernels which are well-established in DL
workloads, and as such potentially optimized in DL libraries,
we present here an example of a novel operator, which per
definition is not existent in DL libraries. BF16 split-SGD was
recently introduced in the context of DLRM training with BF16
datatype [37]. The Split-SGD-BF16 solver aims at efficiently
exploiting the aliasing of BF16 and FP32 (i.e., the 16 Most
Significant Bits (MSB) on both are identical) in order to save
bandwidth during the SGD-solver in training. The employed
trick is that the weights are not stored as FP32 values in a single
tensor. Instead, the FP32 tensors are split into their high and low
16 bit-wide parts: the 16 MSBs of the FP32 values, and the 16
LSBs of the same values are stored as two separate tensors Xhi and
Xlo, respectively. The 16 MSBs represent a valid BF16 number
and constitute the model/weight tensors during training. These
BF16 weights are used exclusively in the forward and backward

FIGURE 16 | BF16 Split-SGD operator by combining TPPs.

passes, whereas the lower 16 bits are only required in optimizer.
More specifically, the Xhi and Xlo tensors are packed together to
form an FP32 tensor, resulting in a fully FP32-accurate optimizer.
Figure 16 illustrates the BF16 Split-SGD operator written entirely
via TPPs. First the Xhi and Xlo are packed, and the formed FP32
tensor is used in a cascading FMADD TPP that performs the
SGD scaling with the corresponding Gradient Weight tensor and
learning rate. Finally, the resulting FP32 tensor is unpacked to the
Xhi and Xlo tensors for further use in the training process.

5.1.4. Convolutional Neural Network Kernel
Convolutional Neural Networks (CNN) consist of layers
with multiple neurons connected by weights, and they have
been applied with success in image recognition, semantic
segmentation, autonomous driving, medical imaging and in an
increasing number of scientific applications. Previous work [21,
23] has shown that CNNs, despite their seemingly complicated
loop structure due to the involved high-dimensional tensors, can
be mapped efficiently onto small 2D GEMMs and BRGEMMs. In
this work, we adopt the same strategy to implement CNNs via the
BRGEMM TPP. Unlike the previous work which presents only
the address-based BRGEMM formulation, here, we leverage the
CNN kernels with stride-based BRGEMM for 1×1 convolutions
and offset-based BRGEMM for 3×3 convolutions to get even
more performant implementations (see section 2.3 for a brief
description of the BRGEMM variants).

5.1.5. Sparse Embedding Kernel
The sparse embedding kernel is comprised of multi-hot encoded
lookups into an embedding table WM×E with M being the
number of rows and E the length of each row, whereas the multi-
hot weight-vector is denoted as αT = [0, . . . , ap1 , . . . , apk , . . . , 0]
with entries ap = 1 for p ∈ {p1, . . . , pk} and 0 elsewhere (p being
the index for the corresponding lookup items). Mathematically,
the embedding lookup output vector oT can be obtained via
oT = aT ×W. This operation (assuming row-major storage for
W) is equivalent to gathering the rows of W based on the non-
zero indices ap, and then adding them up to get the output vector

oT . Figure 17 illustrates the TPP tree that is used to express the
Sparse Embedding lookup kernel.
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FIGURE 17 | Sparse Embedding Lookups via TPPs.

Algorithm 5 | Sparse Gather-Reduce operation.

Inputs: αT = [0, . . . , ap1 , . . . , apk , . . . , 0] with entries ap = 1 for
p ∈ {p1, . . . , pk} and 0 elsewhere,WM×E

Output: oT = aT ×W
1: for j = 0 . . . E with step vlen · U do

2: ⊲ Initializing accumulator registers to 0
3: for u = 0 . . .U − 1 do
4: vec_outu ← 0

5: ⊲ Iterating over non-zero entries/indices in αT

6: for i in 1, 2, . . . , k do
7: idx = pi
8: next_idx = pi+1
9: ⊲ Unroll innermost kernel U times: load indexed vector,

prefetch next indexed vector, accumulate loaded vector to
accumulator register

10: for u = 0 . . .U − 1 do
11: vec_W ← load_vector(W[idx][j + u · vlen : j + (u +

1) · vlen])
12: prefetch(W[next_idx][j+ u · vlen : j+ (u+ 1) · vlen])
13: vec_outu += vec_W

14: ⊲ Store accumulator registers to oT

15: for u = 0 . . .U − 1 do
16: oT[j+ u · vlen : j+ (u+ 1) · vlen]← vec_outu

We note that the TPP backend optimizes this sequence of
TPPs, and performs register fusion across the gather and the
reduce TPP components. More specifically, given a non-zero
index ap, the corresponding row of W is loaded in vector
registers, and is added to a set of running accumulators/vector
registers that hold the output oT . Algorithm 5 illustrates the
optimized JITed implementation in our TPP backend. The E
dimension is vectorized in an SIMD-fashion with vector length
vlen. Note that in line 13 we expose multiple independent
accumulation chains in order to hide the latency of the vector-
add SIMD instructions. Since we JIT this sub-procedure, we
know the exact value of E at runtime. As such, we can pick
appropriate unrolling factor U as well as the remainder handling
can be performed optimally viamasking in case E is not perfectly
divisible by the vector length vlen. Last but not least, the JITed
aggregation procedure employs prefetching of the subsequent
indexed vectors inW (line 12) in order to hide the latency of these
irregular accesses.

5.1.6. Multi-Layer Perceptron Kernel
Multilayer perceptrons (MLP) form a class of feed-forward
artificial neural networks. An MLP consists of (at least three)
fully connected layers of neurons. Each neuron in the topology

Algorithm 6 | Fully-Connected Layer with Unary Activation
Function.

Inputs: AMb×Kb×bk×bm , BNb×Kb×bn×bk

Output: CNb×Mb×bn×bm

1: Based on thread_id calculate Mb_start, Mb_end, Nb_start
and Nb_end to assign output work items

2: for ibn = Nb_start . . .Nb_end do
3: for ibm = Mb_start . . .Mb_end do
4: Out = &C[ibn][ibm][0][0]
5: ⊲ Stride-based BRGEMM, stride_A=bk ·bm, stride_B=bn ·

bk
6: BRGEMM(&A[ibm][0][0][0], &B[ibn][0][0][0],Out,Kb)
7: C[ibn][ibm][0][0]← UNARY(C[ibn][ibm][0][0])

may be using a non-linear activation function. In this section,
we present the implementation of the Fully Connected layers
since they constitute the cornerstone of MLP. Even though, we
illustrate the forward pass of Fully Connected layers, we also
implement via TPPs the kernels of the back-propagation training
in an analogous fashion. Algorithm 6 shows the fully connected
layer implementation which ismapped to TPPs. First we note that
the input tensors are conceptually 2D matrices AM×K and BK×N

that need to be multiplied. We follow the approach of previous
work [21] and we block the dimensions M, K, and N by factors
bm, bk, and bn, respectively. Such a blocked layout is exposing
better locality and avoids large, strided sub-tensor accesses which
are known to cause Translation Lookaside Buffer (TLB) misses
and cache conflict misses in case the leading dimensions are
large powers of 2 [21]. We leverage the BRGEMM TPP in order
to perform the tensor contraction with A and B across their
dimensions Kb and bk (which constitute the K/inner-product
dimension of the original 2D matrices). We employ the stride-
based BRGEMM because the sub-blocks “Ai” and “Bi” that
have to be multiplied and reduced are apart by constant strides
stride_A = bk · bm and stride_B = bn · bk respectively. Finally, we
apply (optionally) a unary TPP corresponding to the requested
activation function (e.g., RELU) onto the just-computed output
block of C.

5.2. TPP-Based Workloads
5.2.1. 1D Dilated Convolutions and Computational

Biology
In this subsection, we show the implementation of a special
type of convolution via TPPs in their entirety, namely one-
dimensional (1D) dilated convolution layer of a 1D CNN named
ATACworks [38]. ATACworks is used for de-noising and peak
calling from ATAC-Seq genomic sequencing data [38]. The 1D
dilated convolution layer in ATACworks takes more than 90% of
the training time, and it has input tensor widthW, output tensor
width Q, C input channels, K output channels, filter size of S,
and dilation d. We employ the transpose TPPs, copy TPPs, and
BRGEMM TPPs to optimize the forward pass and the backward
pass of the PyTorch-based 1D convolution layer. Algorithm 7

shows an example of the forward pass procedure with an input
tensor I, a weight tensorW, and an output tensor O.
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Algorithm 7 | 1D Dilated convolution forward pass using TPPs.

Inputs: IC×W ,WK×C×S, d ∈ R

Output: OK×Q

1: WT ← TRANSPOSE(W)
2: for pos = 0 . . .Q− 1 with step bq do

3: ⊲ Address-based BRGEMM, prepare arguments Aptrs, Bptrs
4: for s = 0 . . . S− 1 with step 1 do

5: Aptrs[s] = &WT[s, 0, 0]
6: Bptrs[s] = &I[0, (pos+ s · d)]

7: BRGEMM(Aptrs,Bptrs, &O[0, pos], S)

5.2.2. Deep Learning Recommendation Model
Facebook recently proposed a deep learning recommendation
model (DLRM) [39]. Its purpose is to assist the systematic
hardware–software co-design for deep learning systems. DLRM
is comprised of the following major components: (a) a sparse
embedding (see section 5.1.5) involving tables (databases) of
varying sizes, (b) a small dense Multi-Layer Perceptron (see
section 5.1.6), and (c) a larger and deeperMLPwhich is fed by the
interaction among (a) and (b). All three parts can be configured
(number of features, mini-batch sizes, and table sizes) to stress
different aspects of the system. We also note that in the case
of training with BF16 datatype, we leverage the BF16 split-SGD
optimizer (see section 5.1.3). For more details on the workload
and CPU-oriented optimizations we refer to prior work [37].

5.2.3. Natural Language Processing - Bidirectional

Encoder Representations From Transformers
The BERT model is a bidirectional transformer pre-trained
via a combination of masked language modeling objective,
and next-sentence prediction [40]. The heart of the BERT
model is comprised by sequence of BERT layers which are
built using smaller building blocks. For ease of use and
implementation, we followed modular building blocks from
Hugging Face transformers library [41] and implemented
four fused layers using TPP building blocks, namely Bert-
Embeddings, Bert-SelfAttention, Bert-Output/Bert-SelfOutput,
and Bert-Intermediate layers.

The SelfAttention layer, in turn, can be formulated as a
bunch of Matrix / batch Matrix-Multiplications mixed with
element-wise scale, add, dropout and softmax operators. We
formulate these Matrix-Multiplications as tensor contractions on
blocked-tensors via the stride-based BRGEMM TPP (similarly
to Algorithm 6). We opt to use blocked tensor layouts for the
same reasons briefly described in section 5.1.6. Furthermore,
by working on one small sub-tensor at a time we naturally
follow a “dataflow” computation, which has been shown to
maximize the out-of-cache-reuse of tensors among cascading
operators [26, 42]. The softmax operator is also formulated
entirely by TPPs as described in section 5.1.1. We note that
the sequence of Matrix-Multiplications in the attention layer
requires sub-tensors to be transposed (and VNNI transformed
in case of BF16 implementation), and for this task we leverage
the transpose/transform TPPs. Bert-Output and Bert-SelfOutput

FIGURE 18 | Binary-Reduce aggregation kernel via TPPs.

layers perform GEMM over blocked layout, and fuse bias
addition, dropout, residual addition, and layernorm using TPPs.
The Bert-Embeddings layer also performs layernorm and dropout
after embedding lookups that are also implemented using
TPPs. Finally, Bert-Intermediate layer performs blocked GEMM
followed by bias addition and GELU activation function which
we implement using the GELU TPP.

5.2.4. Emerging AI—Graph Neural Networks
Graph Neural Networks (GNN) [43] form an emerging class of
Neural Networks for learning the structure of large, population-
scale graphs. Depending on the specific algorithm and task that
a GNN is designed for (e.g., node classification, link prediction),
feature-vector aggregation precedes or succeeds a shallow neural
network. Such a shallow neural network typically materializes
one or more linear transformations, followed by a classification
or regression mechanism [44], and the relevant TPP-based
implementation is essentially the one we present in Algorithm 6.

We focus here on the TPP-based implementation of the
feature-vector aggregation. This aggregation motif can be seen
as a sequence of linear algebraic expressions involving node/edge
features, along with the relevant operators. Prior work [44] has
focused on the following two algebraic sequences: Copy-Reduce
and Binary-Reduce. We elaborate here on the latter sequence
Binary-Reduce (as the first is even simpler). The feature-vectors
(either pertaining to vertices or edges) are represented via dense
2D matrices/tables. At the same time, the adjacency information
in the graphs can be eventually found via arrays of indices.
Therefore, by providing a set of indices and the appropriate
Tables of feature-vectors (assuming column-major storage), one
can extract selectively the desired feature-vectors via Gather-
columns operations. Then, the extracted feature-vectors are
fed into a binary operator, and the outcome of the binary
operations are finally reduced (the reduce operation could be
sum/max/min etc).

Figure 18 illustrates a TPP tree that is used to express the
Binary-Reduce aggregation kernel. The TPP back-end optimizes
this sequence of TPPs and performs horizontal register fusion
across them. More precisely, two feature-vectors namely v0 and
v1 are extracted at a time from Table 0 and Table 1 respectively
by using the relevant indices arrays, and they are combined
via the proper binary op to get an intermediate vector vi.
Subsequently, vi is reduced with a running reduce-vector vo
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FIGURE 19 | TPP kernels on CLX.

that holds the output of this composite operator. Once the
running reduction has been completed (i.e., all indexed columns
from Table 0 and Table 1 have been accessed, processed and
reduced), the output vector vo is stored in the corresponding
output subtensor.

6. EXPERIMENTAL RESULTS OF DL
KERNELS AND WORKLOADS

We use a variety of platforms that span different ISAs, different
vendors and micro-architectures. More specifically, our tested
platforms include: (i) a 22-core Intel Xeon E5-2699 v4 (BDX)
supporting up to AVX2 ISA, (ii) a 28-core Intel Xeon 8280 (CLX)
supporting up to AVX512 ISA, (iii) a recently announced 40-core
Intel Xeon 8380 (ICX) supporting also up to AVX512 ISA, (iv) a
28-core Intel Xeon 8380H (CPX) supporting up to AVX512 ISA,
which also offers BF16 FMA acceleration, (v) a 64-core AMD
EPYC 7742 (ROME) with AVX2 ISA, (vi) an AWS Graviton2
instance with 64 cores at fixed 2.5 GHz and AArch64 ISA, (vii)

a 48-core Fujitsu A64FX at fixed 1.8 GHz with ARMv8 SVE
ISA, and (viii) a 4-core client Intel i7-6700 CPU (i7) supporting
up to AVX2 ISA. All Intel and AMD chips are operating in
Turbo mode. For the cluster experiments, we used a 32 node
CLX installation with a dual-rail Intel Omnipath 100 pruned 2:1
fat-tree topology.

6.1. Performance of Standalone DL Kernels
We start the performance evaluation with standalone TPP
kernels presented in section 5.1. First, we want to highlight the
productivity/efficiency provided by TPPs: the high-level code
expressed via TPPs/trees of TPPs can match or outperform
code by compilers, and hand-vectorized (thus non-portable
code) written by performance experts. Second, we want to
show the portability aspect of TPPs, since exactly the same
high-level code yields high-performance across different ISAs
and micro-architectures.

Figure 19-Top shows the performance of the Softmax
operator of blocked 3D tensors with size S1 × S2 × S3, on the
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FIGURE 20 | TPP kernels on ROME.

CLX platform (i.e., targeting AVX512 ISA). Here, we perform
S2 softmax operations over blocked S1 × S3 dimensions. The
sizes are chosen such that some of the dimensions do not
match perfectly with the vector length. The baseline is the icc
generated code with -O3 optimization level and high-zmm
usage flags. The second variant is also icc-generated code,
but we propagate the tensor sizes/loop bounds via compile-
time constants in order to assist the auto-vectorization/optimize
remainder handling via masking. The third code variant is the
AVX512 hand-vectorized by an expert, where the exp function
uses fast Taylor approximation. Last, we evaluated the TPP-
based softmax implementation. As we can see, by propagating
the tensor sizes we achieve (geo-mean) speedup of 1.3× over the
baseline. The hand-vectorized code is faster by 2.6× whereas the
TPP-based variant shows similar speedups by being 2.2× faster.
The main shortcoming of the hand-vectorized code is that it is
platform-dependent and as such non-portable. More specifically,
we didn’t have to our avail AVX2 hand-optimized code in order
to experiment with it on ROME. On the contrary, Figure 20-Top
shows the softmax performance on AVX2 enabled platform for
the compiler-generated code and the TPP based code. The TPP-
based softmax exhibits geo-mean speedup of 2.45× over the
baseline on ROME.

Figure 19-Middle shows the performance of the layernorm
operator on the CLX platform. Since the layernorm code
is more straightforward (i.e., no expensive exp function is
involved), we see that icc with compile-constant bounds
outperforms by 1.9× the baseline. We inspected the compiler-
generated code and identified that the reduction-loops
were recognized and were heavily optimized with multiple
accumulation chains etc. Similarly, the hand-vectorized

code and the TPP based code outperform the baseline by
1.3× and 1.5×. We also experimented with gcc and the
fast-math flag, and it just matched baseline performance.
We want to emphasize that propagating the tensor sizes
as compile-time constants throughout the operators is
not practical for real use-cases within DL frameworks.
Figure 20-Bottom shows similar performance speedups on
ROME, where the TPP-based code is 1.6× faster than the
auto-vectorized baseline.

Figure 19-Bottom shows the performance of the BF16 split-
SGD operator on CLX. This use-case represents a novel, mixed-
precision operator where the compiler (icc with compile-time
constant tensor sizes) struggles to yield good performance; the
TPP-based code has geometric mean (geomean) speedup of 38×
over the compiler generated code.

Figure 21 illustrates the TPP-based implementation of various
ResNet50 [33] Convolution layers across all available platforms.
The minibatch size used on each platform equals to the number
of the corresponding cores. It is noteworthy that the TPP-user
code is identical for all targets, hence, truly portable; it is merely
that the TPP backend optimizes the code generation (BRGEMM
in this case) in a platform/ISA-aware fashion. The geomean
efficiencies of these convolutions are: 69% for BDX, 72% for
CLX, 72% for CPX, 77% for CPX with BF16 datatype, 70% for
ICX, 78% for ROME, 81% for Graviton2 and 52% for A64FX.
Previous work [21] also showed on an x86 TPP-predecessor
that BRGEMM-based convolutions matched or outperformed
Intel’s oneDNN library [13]. Fujitsu recently contributed an
A64FX back-end to oneDNN [45] and our TPP implementation
outperforms this by 22% on the geomean. We observe that our
TPP convolutions not only run on all of these different platforms
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FIGURE 21 | Convolutions via BRGEMM TPP.

FIGURE 22 | 1D dilated convolutions.

without a single line of code change, but they run at very similar
hardware utilization.

6.2. Performance of End-To-End DL
Workloads
6.2.1. 1D Dilated Convolutions and Their Application

to Computational Biology
Here, we evaluate the oneDNN [13] and TPP-based 1D dilated
convolution layer of ATACworks [38] which takes more than
90% of the training time, and it has input tensor width (W) of
60,400, output tensor width (Q) of 60,000, 15 input channels
(C), 15 filters (K), filter size (S) of 51, and dilation (d) of 8.
Figure 22-Top shows the computational efficiency results of the
1D convolution layer. oneDNN is not reaching peak performance
for these specialized convolutions, exhibiting 19.9% efficiency for
the forward pass and only 4.1% for the backward pass on CLX.
Our TPP-based implementation shows 74.3 and 55.7% efficiency
for the corresponding training passes. We also highlight the

performance portability of our TPP-based approach across all
tested platforms. Finally, we show training time per epoch results
for ATACworks in Figure 22-Bottom. The TPP-based kernels
provide training time speedup of 6.91× on CLXwhen comparing
to the oneDNN based implementation. We also show that by
leveraging the BF16 FMA acceleration of the CPX platform
we can further obtain 1.62× speedup compared to the FP32
implementation on the same platform. In total BF16 yields 12.6×
speedup over the oneDNN baseline.

6.2.2. Deep Learning Recommendation—DLRM
Figure 23-Top shows the FP32 DLRM performance on CLX
using two different configurations, namely small DLRM (blue
bars) and MLPerf DLRM (orange basrs). We refer to previous
work for the detailed specification of these configurations [37].
We evaluated 4 different implementations of DLRM: (i) the
PyTorch reference implementation, (ii) PyTorch reference +
custom Embedding extension auto-vectorized by the compiler,
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FIGURE 23 | DLRM performance on a small config (blue bars) and on the MLPerf config (orange bars).

(iii) DLRM expressed entirely via TPPs, and (iv) hand-vectorized
Embedding extension + BRGEMM-TPP based MLPs [37].
We conclude that the TPP-based implementation matches the
performance of the State-Of-The-Art implementation which is
hand-vectorized specifically for AVX512 targets; both of these
optimized versions substantially outperform the PyTorch CPU
reference implementation by up to 48×. Compared to the version
with the custom, auto-vectorized variant the TPP-version is up to
4.4% faster.

Figure 23-Bottom shows the DLRMperformance of our TPP-
based implementation across multiple platforms and compute
precisions. We want to highlight two aspects: First, we are able to
run the same TPP-code without any change across all platforms,
something that is not doable with the hand-vectorized SOTA
variant (iv) (since it is not able to run on the AVX2-only BDX and
ROME platforms, or on the Graviton2 platform with AArch64
ISA). Second, the TPP-based BF16 shows speedup up to 28%
over the variant with auto-vectorized Embedding extension. The
culprit here is the mixed precision operations like split-SGD
where the compiler struggles to yield efficient code as shown in
section 6.1.

Figure 24 illustrates the performance breakdown of the small
config on multiple platforms. The blue portions of the bars
correspond to the time spent on the Embedding component,
the orange parts reflect the MLP portion, and finally the yellow
portions correspond to the remaining components of the DLRM
workload. We observe that depending on the platform, the time

spent on Embedding varies from 29 to 37% of the total execution
time, the time spent onMLP is in the range of 33–56% of the total
time, and the rest components account for 15–23% of the time.
We can also observe the correlation of the MLP performance
with the compute capabilities of each platform. For example,
on CPX which has native BF16 FMA support, the BF16 MLPs
are sped up by ∼2× compared to the FP32 MLPs on the same
platform. In regard to the time spent on the Embedding kernel
which tends to be bandwidth bound, we observe correlation with
the corresponding bandwidth capabilities of the machines.

6.2.3. Natural Language Processing—BERT Large
Figure 25-Top shows end-to-end performance (in
examples/second) on CLX for the BERT large SQuAD
fine-tuning task in FP32, using a max sequence length of
384 and minibatch of 24. We observe that the TPP-based
implementation (blue bar) matches the performance of the
AVX512-hand-vectorized code/orange bar. At the same time,
our implementation is 1.69× faster than the Reference Hugging
Faces CPU reference code [46] (green bar).

Figure 25-Bottom shows the performance of the reference
Hugging Faces code (green bars) versus the TPP-based code (blue
bars) across multiple platforms (x86 and AArch64/Graviton2)
and compute precisions (FP32 for all platforms, and BF16
for the CPX platform). The TPP-based BERT shows speedups
ranging from 1.5× to 8.5× over the Hugging Faces code. This
result highlights the performance portability through the TPP
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FIGURE 24 | DLRM performance breakdown of small config on multiple platforms.

FIGURE 25 | BERT large performance.
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FIGURE 26 | BERT large performance breakdown on multiple platforms.

abstractions. In regard to various compute precisions, we note
that with minimal changes inside the fused operators to handle
the VNNI tensor layout (required for BF16 GEMM/BRGEMM),
and a couple of lines changes in the application code to enable
BF16 training, we were able to realize 2× speed up using BF16
training on CPX (compared to FP32 training on CPX) with 28
cores, surpassing 40-core FP32-ICX performance by 37%.

In order shed light on where the benefits are coming from, we
present in Figure 26 the performance breakdown of the Hugging
Faces reference code and the TPP-based implementation. In
particular we focus on four components:

1. GEMM which corresponds to the tensor contractions
implemented via either the BRGEMM-TPP in the
TPP implementation, or it leverages optimized GEMM
routines within BLAS libraries in the Hugging Faces
implementation (MKL for x86 platforms and OpenBLAS for
AArch64/Graviton2).

2. Dropout corresponding to the dropout layer in BERT, where
the TPP-based implementation employs fast random number
generation via xorshift algorithm.

3. GeLU corresponding to the Gaussian Error Linear
Unit activation function in BERT, where the TPP-based
implementation leverages fast approximations as discussed in
section 3.3.2.

4. Others capturing the remaining operators: Transpose, Layer-
norm, softmax, bias addition, vnni-reformatting (in case
of BF16 training), copy, add, scale, zero-kernel, reduce,
optimizer. Note that all these operators map to either
unary/binary/ternary TPPs (see section 2) or the can be
expressed viaMatrix Equation TPPs (see section 5).

First, we note that for the Intel x86 platforms (left part of the
breakdown plot) the tensor contractions show speedups over
the highly-optimized MKL GEMM implementation in Hugging
Faces in the range of 2–6%. On the right side of the breakdown
plot we observe that the BRGEMM-TPP benefits are even
larger on the non-Intel platforms. More specifically, on AMD
Rome (AVX2 x86 platform) the tensor contractions are sped

up by 1.9× via the BRGEMM-TPP, and on Graviton2 (Arm
AArch64 platform) the tensors contractions are 5.7× faster via
the BRGEMM-TPP compared to the implementation relying on
OpenBLAS GEMM calls. To further highlight the performance
portability of the tensor contractions via the BRGEMM-TPP
across multiple platforms and precisions, Figure 27 shows the
achieved GEMM performance (Left axis) on each platform for
the entire training process (blue bars), whereas the orange line
(Right axis) dictates the % of machine peak. The conclusion
here is that the BRGEMM-TPP delivers high-efficiency for the
corresponding tensor contractions in the range of 66–84% for all
tested ISAs and micro-architectures.

The second conclusion we can draw from the performance
breakdown in Figure 26 is that our fused/dataflow TPP
implementation outlined in section 5.2.3 makes the dropout and
GeLU times shrink substantially, offering speedups in the range
of 10–360×. The BERT implementation via the dropout/GeLU
TPPs in tandem to the BRGEMM TPPs take advantage of
temporal locality, and virtually make the corresponding times
disappear from the overall execution time. Last but not
least, the remaining components are sped-up in the TPP-
based implementation by 2.5-14× depending on the platform.
As a result of these optimizations, the TPP-based BERT
implementation spends the majority of the time (75.5–88.8%)
in tensor contractions which are executed at high-efficiency as
Figure 27 shows.

6.2.4. Emerging AI—Graph Neural Networks
Figure 28-Top shows end-to-end performance (in
seconds/epoch, so lower is better) on CLX for the full-batch
training of the GraphSAGE workload on OGB-Products with
FP32 and BF16 precision. For the CLX BF16 experiments, since
CLX doesn’t have native support for BF16 FMAs, we use bit-wise
accurate emulated-BF16 BRGEMM TPPs (see section 3.2.2),
and we still expect savings due to the bandwidth reduction
in the non-GEMM parts, e.g., graph traversal and edge/node
aggregation. We observe that the TPP-based implementation
outperforms the DGL with Xbyak JIT backend baseline

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 27 April 2022 | Volume 8 | Article 826269133

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Georganas et al. Tensor Processing Primitives

FIGURE 27 | BERT GEMM/tensor contraction efficiencies via the BRGEMM-TPP on multiple platforms.

FIGURE 28 | GNN performance of GaphSAGE Full-batch training for OGB-Products.

version by 2.65×. The TPP-BF16 version yields another 1.66×
speedup over the TPP-FP32 variant mainly due to reduced
bandwidth requirements.

Figure 28-Bottom shows the performance of the TPP-
based code across multiple platforms (x86 and Arm AArch64)
and compute precisions (FP32 and BF16). The relative
differences in the performance can be justified by the different
compute/bandwidth specs of the benchmarked platforms. We

highlight that with minimal changes in the MLP portion to
handle VNNI layout required for BF16 BRGEMM, and a couple
of lines changes in the application code to enable BF16 training,
we were able to realize 1.94× speed up using BF16 training
on CPX with 28 cores compared to the FP32 training on the
same platform.

In order to further analyze the behavior of the various
implementations on multiple platforms, we present on Figure 29
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FIGURE 29 | GNN performance breakdown of GaphSAGE Full-batch training for OGB-Products.

the relevant performance breakdown. The very left bar shows
the performance breakdown of the FP32 optimized DGL
implementation that leverages JITed kernels through Xbyak on
the CLX platform. The blue part corresponds to the Aggregation
kernel described in section 5.2.4 whereas the orange portion
represents the time required by the remaining kernels, namely
Multilayer-Peceptrons with Activation functions. In the DGL
implementation the activation functions are not fused within the
MLP’s tensor contractions. We observe that in this optimized
DGL implementation, 82.3% is spent on the Aggregation kernel
and only 17.7% is spent on the MLPs. On the second from
the left bar (annotated as CLX-FP32) we show the performance
of the FP32 TPP-based implementation on the same CLX
platform. We conclude that the TPP-based Aggregation kernel
exhibits a speedup of 3.29× compared to the DGL-Xbyak
implementation, and the TPP-based MLP kernels (BRGEMM-
TPP tensor contractions with fused TPP activation functions)
exhibit a speedup of 1.4× compared to the respective DGL-
Xbyak implementation. The FP32 TPP-based implementation
spends 66.4% on the aggregation kernel and 33.6% on the fused
MLP kernels.

The last 8 bars on Figure 29 illustrate the performance
breakdown of the TPP-based implementation on various
platforms (CLX/BDX/ROME/ICX/GRAVITON2/CPX) and
various precisions (FP32 and CPX-BF16). We want to emphasize
that all these performance numbers are obtained by employing a
the same exact TPP-based code (which is platform-agnostic); the
only modification is pertaining to the BF16 TPP code where we
changed the tensor layouts in the MLP portion in order to deal
with the required VNNI format. When comparing the CPX-F32
and the CPX-BF16 performance breakdowns we observe a 2×
speedup on the Aggregation kernel. This kernel is typically
bandwidth bound due to its irregular/indexed accesses, and the
BF16 TPP code moves half of the data compared to the FP32

TPP code since all the tensors are halved in size (BF16 vs FP32
datatype). The MLP portion of the TPP-based implementation
is sped up by 1.73× by using the BF16 BRGEMM-TPP. The
CPX platform supports the BF16 FMA instruction which
has effectively 2× the compute throughput compared to the
FP32 FMA on the same platform. The BF16 BRGEMM-TPP
internally leverages this BF16 FMA instruction within the
GEMM microkernel on CPX (see section 3.2) to speed up the
tensor contraction. Finally, we highlight here the speedup of
the Aggregation kernel when, e.g., comparing the CPX and the
ICX FP32 TPP-based performance numbers. The ICX platform
has STREAM bandwidth of 175 GB/s whereas CPX has 97.7
GB/s, and this trend is reflected also in the performance of the
Aggregation kernel (1.54× faster on ICX than CPX).

6.3. Distributed-Memory Scaling of DL
Workloads
Even though we focused on the evaluation of the TPP-
based workloads on a single node, our approach is seamlessly
incorporated into the DL frameworks, hence we can scale to
multiple nodes in a cluster to accelerate the training process
employing the oneCCL library [47]. Figure 30 shows the
distributed-memory scaling of the TPP-based workloads. DLRM
and BERT show almost perfect weak-scaling from 1 to 64 sockets
of CLX (32 nodes) with speedups 51.7 and 57.9×, Respectively.
Regarding the scaling of the GNN workload, the efficiency
is directly affected by the quality of the partitions produced
by the graph partitioning tools. Using 64 sockets we achieve
10× speedup compared to single socket, and further scaling
improvements constitute future work. We can conclude that
TPPs for single node optimizations combined with small-size
cluster level execution can accelerate deep learning training on
CPUs by up to two orders of magnitude.
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FIGURE 30 | Distributed-memory scaling of workloads.

FIGURE 31 | Example lowering paths within the PlaidML Tensor compiler in order to achieve full network optimization from popular frameworks. The green boxes

represent the DL frameworks, the blue boxes correspond to MLIR dialects, the brown box shows the TPP-MLIR dialect within the stack, and the purple box

represents the targeted platforms.

7. TPP WITHIN MLIR AND A TENSOR
COMPILER

In order to illustrate the viability of TPPs as a virtual Tensor
ISA within MLIR and Tensor Compilers, we implemented a
rudimentary MLIR dialect corresponding to the TPPs. We also
implemented lowering passes within the PlaidML [15] Tensor
Compiler that transform intermediate MLIR representations to
the TPP-MLIR dialect. The TPP-MLIR dialect is subsequently
lowered to the corresponding LIBXSMM TPP calls, therefore
such a flow is not relying on LLVM for the code generation of
the corresponding tensor operations.

The current lowering path through MLIR supports a variety
of front-end interfaces with LinAlg or Tile as the lowest level
common entry points, i.e., the lowest level of abstraction that
inbound programs can be specified in such that they will be
subject to the full range of optimizations necessary to achieve
full performance. Figure 31 details the lowering paths currently
implemented in PlaidML and where key transforms map tensor
operations into the TPP dialect. The key transformation is located

in the stencil pass of the PXA dialect (Parallel eXtensions for
Affine—a staging ground for PlaidML/TPP work that will be
proposed upstream to the affine dialect). Operations that cannot
be matched to TPP primitives are lowered through standard
affine optimization pipelines.

We experimented with the use-case of FP32 inference on a
client CPU (Intel i7-6700) on three different workloads: ResNet-
152 [33], ResNext-50 [48], and I3D-Kinetics-400 [49]. Figure 32
shows the results of three implementations: (i) The green bars
show the performance of the code generated by PlaidML with
MLIR for intermediate representations, and LLVM for the code
generation, (ii) The orange bars show the performance of
the code generated by PlaidML with MLIR for intermediate
representations, and the TPP-MLIR dialect as virtual Tensor
ISA for the code generation of the corresponding tensor
contractions, and (iii) TensorFlow FP32 inference backed-up
by the vendor-optimized oneDNN library. We observe that the
Tensor Compiler variant which relies on the TPP-MLIR dialect
for the tensor contractions outperforms the variant which relies
exclusively on LLVM (for loop-tiling and vectorization) up to
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FIGURE 32 | FP32 inference with PlaidML on various workloads: ResNet-152, ResNext-50, and I3D-Kinetics-400.

35.6×. At the same time, PlaidML assisted by the TPP-MLIR
dialect matches/outperforms the performance of TensorFlow
which uses internally oneDNN, a highly-tuned vendor library for
this CPU target. These preliminary results highlight the viability
of the synergistic Tensor Compiler—TPP paradigm as discussed
in section 1.

8. TPP AND HPC APPLICATIONS

So far, in this article, the focus was on how the TPP abstraction
can be leveraged within the Deep Learning Domain. Tensor
computations are ubiquitous, and in particular they constitute
the cornerstone of many HPC applications. As such, the TPP
abstraction can be readily employed by HPC applications to
accelerate tensor computations without sacrificing portability. In
the rest of this section, we examine how TPPs are used within two
HPC applications, namely CP2K and EDGE.

8.1. CP2K
The tensor based formulation originated and became common
in physics, and it is well adopted in the field of engineering
or applied sciences, and in electronic structure (ES) theory
in particular. CP2K is an open source ES- and MD-package
(molecular dynamics) for atomistic simulations of solid-state,
liquid, molecular, and biological systems [50]. CP2K is striving
for good performance on HPC and massively parallel systems.
Even though the use of novel algorithms in CP2K is the norm
for scientific reasons, implementations have not widely tapped
tensors in an explicit fashion. In contrast, Machine Learning
emerged with similar, yet not coherent APIs and frameworks
around the notions of tensors, layers, and image processing.

While ES calculations can be formulated with tensors of
ranks two to four, CP2K (and similar packages) largely remain
with matrix based formulation. Various libraries for tensor
contractions gained some attraction for scientific applications but
the level of generality is key, e.g., as sparse representations are
desired. CP2K explored an API for sparse tensor contractions

and published a proof of concept implementation built into
the DBCSR library [51]. Efforts targeting accelerators in
CP2K, namely GPUs, are not fully booked hence hardware
specifically for Deep Learning (with focus on low and mixed
precision arithmetic) is not yet a motivation of tensors as an
implementation vehicle (and source of acceleration). Therefore,
a collection of primitives, such as TPP is well-suited for an
emerging discussion of a more general API.

CP2K 3.0 introduced LIBXSMM for Small Matrix
Multiplications (SMMs). CP2K and DBCSR (previously part of
CP2K’s code base) since then additionally introduced element-
wise operations (copy and transpose) with “elements” being
small matrices based on LIBXSMM. Reformulating existing
code to build on (batched) GEMM TPP and element-wise TPP
operations is an established pattern for increased performance
in CP2K.

To practically improve performance in CP2K one has
to consider:

• Fusing kernels and increasing arithmetic intensity
independent of the target being a CPU or an accelerator
(performance bound by memory bandwidth).
• Specializing code at runtime based on workload/input of the

application, e.g., generating code Just-In-Time (JIT) a.k.a.
meta-programming.

These objectives can be delivered by TPPs as a domain-specific
language (DSL), enabling the scientist to write more abstract
code, e.g., by the means of meta-programming, and by relying
on a specification which delivers versatile primitives deferring
low-level optimizations to the TPP backend.

For CP2K’s performance evaluation, we refer to BDX, CLX,
ICX, and ROME as introduced earlier (section 6). To show the
portability of our approach, we augmented our results by using
the Oracle Cloud Infrastructure, namely the result for Altra
processor (BM.Standard.A1.160 OCI shape). Table 4 shows the
performance benefit of LIBXSMM’s GEMM-TPP in CP2K when
compared to Intel’s MKL GEMM routines.
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TABLE 4 | CP2K performance (Cases/Day) of three workloads fitting into single

systems with two processors.

System Workloada BLAS-GEMMb TPP-GEMMc TPP-Speedup

BDX H2O-256 91 101 11%

H2O-512 23 27 17%

CLX H2O-256 154 162 5%

H2O-512 39 41 5%

H2O-DFT-LS4 45 47 4%

ICX H2O-256 235 249 6%

H2O-512 60 65 8%

H2O-DFT-LS4 67 70 4%

ROME H2O-256 225 244 8%

H2O-512 55 57 4%

H2O-DFT-LS4 65 65 0%

Altra H2O-256 228 236 4%

H2O-512 60 62 3%

H2O-DFT-LS4 60 66 10%

Single-socket performance is reported here for consistency within this article. Intel MKL

or OpenBLAS are always used for general BLAS operations including large GEMMs.

Either (BLAS-)GEMMor TPP-GEMMwas used for batchedmultiplication of small matrices

(SMMs). Workloads utilizing CP2K’s DBCSR library for distributed block-sparse matrix

multiply benefit from (runtime-)specialized GEMM-TPP kernels where the set of matrix

shapes is not known at compile-time of the application or depends on the workload

in general.
aH2O-256 (CP2K bench.), H2O-512 (UEABS CaseA) and H2O-DFT-LSNREP=4 (UEABS

CaseC) from PRACE UEABS 2.1.
b Intel MKL (x86-64) or OpenBLAS (otherwise).
cLIBXSMM.

The bold values indicate the best-performing implementation for each system and

workload.

8.2. EDGE
The Extreme-Scale Discontinuous Galerkin Environment
(EDGE) uses the Arbitrary high-order DERivatives (ADER)
Discontinuous Galerkin (DG) finite element method to simulate
seismic wave propagation [52]. The software uses unstructured
tetrahedral meshes which are typically adapted to the used
seismic velocity models. Additionally, modelers may introduce
mountain topography. A sophisticated local time stepping
scheme allows the solver to operate efficiently in very large and
complex settings. The software is able to fuse multiple ensemble
simulations into one execution of the software. EDGE uses an
orthogonal polynomial expansion basis to discretize each of the
considered variables in a tetrahedron of the mesh. In a typical
setting, we use three relaxation mechanisms for the viscoelastic
part, resulting in a total of 27 seismic variables. Additionally using
a fifth order method gives us 35 basis functions, resulting in a
total of 27 · 35 = 945 degrees of freedom per tetrahedral element.
The solver advances the degrees of freedom in time by repeatedly
computing a triplet of quadrature-free integrators. While the
actual integrators are part of EDGE, their implementation relies
heavily on TPPs. The GEMM-TPP with small and uncommon
matrix sizes is the most crucial operation required by EDGE.
For example, the surface integrator requires the multiplication
of a 9 × 35 matrix with a 35 × 15 matrix. The solver’s extension

TABLE 5 | Sustained 32-bit floating point performance on the studied systems.

System GTS LTS

Single Fuseda Single Fuseda

Cascade lake 1.08 0.78 1.02 0.74

Ice lake 1.29 1.01 1.23 0.96

Rome 1.20 1.08 1.12 1.01

Milan 1.39 1.16 1.29 1.07

Altra 1.27 0.73 1.51 0.76

The performance is given in TFLOPS. Results are presented for Global Time Stepping

(GTS) and Local Time Stepping (LTS) when using single and fused forward simulations.
aEDGE’s fused simulations use sparse matrix kernels.

The bold values indicate the best performing system for each experimental setup.

with additional, performance-portable TPPs in all parts of the
integrators is work-in-progress. Especially, EDGE’s support for
viscoelastic attenuation or local time stepping requires “simpler”
kernels, e.g., the unary TPPs Identity and Zero, or the binary
TPPs Mul, Sub and Add.

We evaluate EDGE’s performance-portability through the
use of TPPs by studying the performance of a full setup of
the Layer Over Halfspace 3 (LOH3) benchmark with 743,066
tetrahedral elements. The same setting was also used in Breuer
and Heinecke [53] to study the performance of the solver on a
single processor of the Frontera supercomputer located at the
Texas Advanced Computing Center (position ten in the 06/21
TOP500-list). Following this study, a sophisticated simulation
of the 2014 Mw 5.1 La Habra earthquake using a mesh with
237,861,634 tetrahedral elements and EDGE’s advanced features
yielded a performance of 2.20 FP32-PFLOPS on 1,536 nodes.

For the EDGE application, we study the software’s raw floating
point performance and time-to-solution by extending our LOH3-
Frontera-only study [53] with diverse processors:

• Cascade Lake (similar to CLX as introduced in section 6):
2.7 GHz 28-core Intel Xeon Platinum 8,280 processor of the
Frontera system at the Texas Advanced Computing Center.
We only used a single 28-core processor of Frontera’s dual-
socketed compute nodes in our tests.
• Ice Lake: 2.3 GHz 40-core Intel Xeon Platinum 8,380 processor

on Intel’s on-premises cluster. We only used a single 40-core
processor of the dual-socket compute nodes in our tests.
• Rome (similar to ROME as introduced in section 6): 2.25 GHz

AMD EPYC 7,742 (BM.Standard.E3.128 OCI shape). We only
used a single 64-core processor of the bare metal instance in
our tests.
• Milan: 2.55 GHz AMD EPYC 7J13 (BM.Standard.E4.128 OCI

shape). We only used single 64-core processor of the bare
metal instance in our tests.
• Altra: 3.0 GHz Ampere Altra Q80-30 processor

(BM.Standard.A1.160 OCI shape). We only used a single
80-Armv8.2-core processor of the bare metal instance in
our tests.

Table 5 shows the sustained floating point performance of
the conducted runs. All numbers are given in FP32-TFLOPS.
Columns two and three present the performance of Global Time
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TABLE 6 | Time-to-solution speedups of the studied systems when using different

configurations of the solver EDGE.

System GTS LTS

Single Fused Single Fused

Cascade lake 1.00 1.80 2.50 4.52

Ice lake 1.19 2.33 3.02 5.87

Rome 1.11 2.48 2.76 6.17

Milan 1.28 2.67 3.18 6.55

Altra 1.18 1.69 3.71 4.64

The performance of the Cascade Lake system, running EDGE with Global Time Stepping

(GTS) and a single forward simulation, is used as baseline. In contrast to Table 5, the

speedups include the higher algorithmic efficiencies of EDGE’s support for Local Time

Stepping (LTS) and fused forward simulations.

The bold values indicate the best performing system for each experimental setup.

Stepping (GTS), whereas columns four and five show that of
Local Time Stepping (LTS). In general, the LTS configurations
have a slightly lower peak utilization when compared to their
GTS counterparts. Note, however, that Table 5 only shows raw
floating point performance and does not account for time-to-
solution speedups through LTS (theoretically up to 2.67× in
this case). The performance of GTS and LTS is further split
into running a single forward simulation and fusing multiple
simulations. In fused mode, the solver parallelizes over the right-
hand-side by concurrently simulating seismic wave propagation
for a collection of seismic sources. One of the fused mode’s
unique advantages is the opportunity for perfect vectorization of
all small matrix multiplications, even when considering sparsity
[52]. In this work, we matched the microarchitectures’ SIMD-
length by fusing 16 simulations on Cascade Lake and Ice Lake,
eight simulations on Rome and Milan, and four simulations
on Altra. Once again, note that Table 5 does not include the
respective sparsity-driven 2.49× increase of the floating point
operations’ value when running fused simulations. Comparing
the performance of the different systems, we observe very
high overall performance with architectural efficiency gains
originating from decreasing SIMD-lengths. This is especially
noticeable when running single forward simulations. In this
case, the vectorized dimension of the small dense matrix kernels
coincides with the number of basis functions, i.e., M = 35,
which is challenging when optimizing for AVX512 (Cascade
Lake and Ice Lake) and AVX2 (Rome and Milan). The short
128-bit ASIMD vector instruction (Altra) reach a very high
peak utilization of 33.2% for GTS and 39.2% in LTS. For the
fused simulations, the differences in relative peak utilization
narrow further.

Table 6 describes the obtained performance numbers in terms
of time-to-solution. Here, we use the runtime of the studied
LOH3 setting on Cascade Lake for GTS and a single forward
simulation as baseline. All other settings are given relative to this.
Further, for the fused settings, we consider the per-simulation
time. We observe that EDGE’s overall performance is driven by
the high floating point performance through the use of TPPs and
the solver’s advanced algorithmic features. Here, Altra performs
best for single forward simulations using LTS, accelerating the

baseline by 3.71×. Milan has the best time-to-solution in all
other settings and is able to outperform the baseline by 6.55×
when using LTS and fusing simulations. This performance lead
originates from Milan’s high theoretical peak combined with a
high peak utilization (see Table 5).

9. RELATED WORK

The related work in terms of the development methodology
of DL workloads has been referenced in the introduction,
so here we mention community efforts that share the same
design philosophy with TPPs. Tensor Operator Set Architecture
(TOSA) is a recent work, concurrently developed with TPPs, that
provides a set of whole-tensor operations commonly employed
in DL [54]. TOSA allows users to express directly operators on
up to 4D/5D tensors which are not naturally mapped even on
contemporary 2D systolic hardware. We believe that staying at
the 2D primitive level is expressive and sufficient, as we can
build higher-order ops with loops around 2D operators, e.g.,
see Algorithm 6. Despite the similarities of TPP and TOSA
specifications, the TOSA back-end is reference C code and
is not showcased in full DL-workloads. CUTLASS [55] and
Triton [56] strive for high-performance on GPUs, while also
offer flexible composition that can be easily applied to solve new
problems related in DL and linear algebra, and sharemany design
principles with TPPs.

XLA [57] is a domain-specific compiler for linear algebra
and DL that targets TensorFlow models with potentially no
source code changes. JAX [58] provides automatic differentiation
of Python and NumPy functions, and the compilation of the
desired operators happens in a user-transparent way with JIT
calls, yielding optimized XLA kernels. XLA and JAX share
the same philosophy with TPPs: the user is focusing on the
DL kernel/workload development using high-level, platform-
agnostic, declarative-style programming, whereas the tensor-
aware back-end infrastructure undertakes the efficient and
portable code generation. Julia [59] is a high-level, dynamic
programming language, designed to give users the speed of
C/C++ while remaining easy to use. Since its incarnation,
Julia has evolved with a strong Deep Learning/Machine
Learning ecosystem, providing optimized libraries for such
workloads. We envision that TPPs and tensor compilation
frameworks (like JAX and Julia) will coexist in a synergistic
fashion. For example, a program written in JAX could be
lowered via an MLIR pass to the Linalg dialect, and from
there the compilation stack could follow the path illustrated
in Figure 31 (JAX→Linalg→Affine/PXA→TPP) in order to
leverage TPPs for efficient code generation. To this extend,
Tensor Processing Primitives serve as a virtual tensor ISA
within tensor compilation frameworks rather than trying to
replace them.

Tensor Compilers (TC) [15–18] attempt to optimize DL
operators in a platform-agnostics way, however their applicability
is restricted to relatively small code-blocks whereas full workload
integration is cumbersome. Also, TC undertake the tasks of
efficient parallelization, loop re-ordering, automatic tiling and
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layout transformations, nevertheless the obtained performance
is typically underwhelming [12]. We envision that TPPs can
be used as a tool by TC in order to attain efficient platform-
specific code generation, therefore, TC could focus on optimizing
the higher level aspects of the tensor programs (e.g., layout
transformations). Along these lines, TPPs fit in the MLIR [20]
ecosystem/stack as a lowering dialect (see section 7), and in
this way the TPP back-end could be leveraged by multiple
TC frameworks.

Tensor computations are also ubiquitous in HPC (e.g.,
physics, quantum chemistry, numerical simulations) and
consequently a plethora of tensor computation frameworks
have emerged to facilitate the development of such applications
[60–64]. Typically these frameworks are comprised of a
front-end that enables the expression of the underlying
tensor computations (and can be domain-specific), and a
back-end that optimizes the expressed computations using
both high-level and low-level techniques. Since TPPs are
agnostic of the user-entity, we envision that such tensor
computation frameworks can leverage TPPs as a virtual tensor
ISA instead of relying on generic compilers or low-level
customized generators for efficient code generation across
multiple platforms.

10. CONCLUSIONS AND FUTURE WORK

In this work, we presented the Tensor Processing Primitives
(TPP), a compact, yet versatile set of 2D-tensor operators,
which subsequently can be utilized as building-blocks
to construct efficient, portable complex DL operators on
high-dimensional tensors. We also show how TPPs can
be used within HPC applications in order to accelerate
tensor computations. We demonstrate the efficacy of our
approach using standalone kernels and end-to-end training
DL-workloads (CNNs, dilated convolutions, DLRM, BERT,
GNNs) expressed entirely via TPPs that outperform state-
of-the-art implementations on multiple platforms. As future
work, we plan to create a full-fledged TPP-based MLIR dialect
such that Tensor Compilers can leverage the strengths of
TPPs. Also, we plan to further enrich the TPP back-end
implementation by supporting more ISAs, including GPUs and
POWER architectures.

11. OPTIMIZATION NOTICE

Software and workloads used in performance tests may have
been optimized for performance only on Intel microprocessors.
Performance tests, such as SYSmark and MobileMark, are
measured using specific computer systems, components,
software, operations, and functions. Any change to any of
those factors may cause the results to vary. You should consult
other information and performance tests to assist you in
fully evaluating your contemplated purchases, including the
performance of that product when combined with other
products. For more information go to http://www.intel.com/
performance.

Intel, Xeon, and Intel Xeon Phi are trademarks of Intel
Corporation in the U.S. and/or other.
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GLOSSARY

Intel Pseudo Intrinsics
1. _mm128 Represents a vector of width 128 bits.
2. _mm128_loadu_ps(addr) Loads 16byte of 32 bit elements.
3. _mm128_storeu_ps(addr) Stores 16byte of 32 bit elements.
4. _mm128_unpacklo_ps(A, B) Unpacks and interleaves 32 bit

elements from the low half of A and B.
5. _mm128_unpackhi_ps(A, B) Unpacks and interleaves 32 bit

elements from the high half of A and B.
6. _mm128_unpacklo_pd(A. B) Unpacks and interleaves

64 bit elements from the low half of A and B.
7. _mm128_unpackhi_pd(A, B) Unpacks and interleaves

64 bit elements from the high half of A and B.
8. _mm512 Represents a vector of width 512 bits.
9. _mm512_permutexvar_ps(A,B) Shuffle single precision

floating point elements in 512 wide vector length using
indexes specified in B.

10. _mm512_roundscale_ps(A,B) Round single precision
floating point elements to the rounding mode specified by
argument B.

11. _mm512_sub_ps(A,B) Subtract single precision floating
point elements in A from B.

12. _mm512_scalef_ps(A,B) Scales single precision floating
point elements in A using values specified in B.

13. _mm512_range_ps(A,B, int imm8) Calculates the min,
max or absolute max for each single precision- floating
point elements in A and B. Lower 2 bits of imm8[1:0]
specifies the operation(min/max/absolute max) to
be performed.

14. _mm512_xor_ps(A,B) Performs XOR operation between
each single precision floating point elements in A and B
vector.

15. _mm512_and_ps(A,B) Performs AND operation between
each single precision floating point elements in A and B
vector.

16. _mm512_rcp14_ps(A,B) Calculates approximate reciprocal
of each single precision floating point element in range less
then 2-̂14.

17. _mm512_cmp_ps_mask(A,B,int C) Compare the single
precision elements in A and B specified by the comparison
mode in C.

18. _mm512_mask_blend_ps(mask A,B,C) Copies single
precision floating point element from vector A in vector C if
the corresponding mask bit is set.

19. _mm512_fmadd_ps(mask A,B,C) Fused-Multiply-Add:
Multiplies elements from vector A and B and adds them to
elements of vector C.

20. _mm512_maskz_loadu_epi16(mask, addr) Loads 64byte of
16bit elements under zero masking from address addr.

21. _mm512_set1_epi32(value) sets a 32 bit value into all 16
entries of the vector, e.g. broadcast.

22. _mm512_maskz_mov_epi16(mask, A) Moves 16 bit-type
register A under zero-masking to a different register.

23. _mm512_slli_epi32(A, imm) Shifts all entries in the vector
registers (typed as 32 bit elements) by value imm to the left
by shifting 0 in.

Arm Pseudo Intrinsics
1. vld1q_f32(addr) Loads 16byte of 32 bit elements.
2. vst1q_f32(addr) Loads 16byte of 32 bit elements.
3. vtrn1q_f32(A, B) Unpacks and interleaves 32 bit elements

from the low half of A and B.
4. vtrn2q_f32(A, B) Unpacks and interleaves 32 bit elements

from the high half of A and B.
5. vtrn1q_f64(A. B) Unpacks and interleaves 64 bit elements

from the low half of A and B.
6. vtrn2q_f64(A, B) Unpacks and interleaves 64 bit elements

from the high half of A and B.
7. vmax_q(A,B) Calculates the maximum between each single

precision floating point elements in A and B vector.
8. vmin_q(A,B) Calculates the minimum between each single

precision floating point elements in A and B vector.
9. vmul_q(A,B) Multiply single precision elements in A and B

vector.
10. vsub_q(A,B) Subtract corresponding single precision

elements in B from A.
11. vadd_q(A,B) Add single precision elements in B and A.
12. vshlq_u32(A,B) Shift left each single precision elements in

A by the value specified in B.
13. vrndmq_f32(A) Round single precision floating point

elements in A using minus infinity rounding mode.
14. vcvtmq_s32_f32(A) Converts single precision floating point

elements in A to signed integers using minus infinity
rounding mode.

15. float32x4_t Represents 4 single precision floating point
elements in vector width of 128.

16. vand_q(A,B) Performs bit-wise AND operation between A
and B vector.

17. vfmaq_f32(A,B,C) Multiply single precision elements in A
and B.Add the intermediate result to C.

18. vld1q_f32(A) Load a single precision element from scalar to
all single precision element in a vector.

19. vtbl1_u8(A,B) Performs a byte look up operation in vector
A using byte addressable indexes specified in vector B.

20. vtbl4_u8(A,B) Performs a 64 byte look up operation in
vector A, A+1, A+2, A+3 using byte addressable indexes
specified in vector B.

21. vbcaxq_s32(A,B) Performs XOR operation between each
single precision floating point elements in A and B vector.

22. vcgt_q(A,B) Compare corresponding single precision
elements in A and B. If B is greater then A the corresponding
bits are set in the destination vector.

23. vrecpe_f32(A) Calculates approximate reciprocal of each
single precision floating point element in vector A.

24. vbit_insert(A,B) Copies single precision floating point
element from vector A in destination vector if the
corresponding bits are set in vector B.
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Ubiquitous Nature of the Reduced
Higher Order SVD in Tensor-Based
Scientific Computing
Venera Khoromskaia* and Boris N. Khoromskij

Max-Planck-Institute for Mathematics in the Sciences, Leipzig, Germany

Tensor numerical methods, based on the rank-structured tensor representation of

d-variate functions and operators discretized on large n⊗d grids, are designed to provide

O(dn) complexity of numerical calculations contrary to O(nd) scaling by conventional

grid-based methods. However, multiple tensor operations may lead to enormous

increase in the tensor ranks (curse of ranks) of the target data, making calculation

intractable. Therefore, one of the most important steps in tensor calculations is the

robust and efficient rank reduction procedure which should be performed many times

in the course of various tensor transforms in multi-dimensional operator and function

calculus. The rank reduction scheme based on the Reduced Higher Order SVD

(RHOSVD) introduced by the authors, played a significant role in the development of

tensor numerical methods. Here, we briefly survey the essentials of RHOSVD method

and then focus on some new theoretical and computational aspects of the RHOSVD

and demonstrate that this rank reduction technique constitutes the basic ingredient

in tensor computations for real-life problems. In particular, the stability analysis of

RHOSVD is presented. We introduce the multi-linear algebra of tensors represented in

the range-separated (RS) tensor format. This allows to apply the RHOSVD rank-reduction

techniques to non-regular functional data with many singularities, for example, to the

rank-structured computation of the collective multi-particle interaction potentials in bio-

molecular modeling, as well as to complicated composite radial functions. The new

theoretical and numerical results on application of the RHOSVD in scattered data

modeling are presented. We underline that RHOSVD proved to be the efficient rank

reduction technique in numerous applications ranging from numerical treatment of

multi-particle systems in material sciences up to a numerical solution of PDE constrained

control problems in R
d.

Keywords: low-rank tensor product approximation, multi-variate functions, tensor calculus, rank reduction, tucker

format, canonical tensors, interaction potentials, scattered data modeling

1. INTRODUCTION

The mathematical models in large-scale scientific computing are often described by steady state
or dynamical PDEs. The underlying physical, chemical or biological systems usually live in 3D
physical space R3 and may depend on many structural parameters. The solution of arising discrete
systems of equations and optimization of the model parameters lead to the challenging numerical
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problems. Indeed, the accurate grid-based approximation of
operators and functions involved requires large spatial grids in
R
d, resulting in considerable storage space and implementation

of various algebraic operations on huge vectors and matrices. For
further discussion we shall assume that all functional entities are
discretized on n⊗d spatial grids where the univariate grid size n
may vary in the range of several thousands. The linear algebra on
N-vectors and N × N matrices with N = nd quickly becomes
non-tractable as n and d increase.

Tensor numerical methods [1, 2] provide means to overcome
the problem of the exponential increase of numerical complexity
in the dimension of the problem d, due to their intrinsic feature
of reducing the computational costs of multi-linear algebra on
rank-structured data to merely linear scaling in both the grid-
size n and dimension d. They appeared as bridging of the
algebraic tensor decompositions initiated in chemometrics [3–
10] and of the nonlinear approximation theory on separable
low-rank representation of multi-variate functions and operators
[11–13]. The canonical [14, 15], Tucker [16], tensor train
(TT) [17, 18], and hierarchical Tucker (HT) [19] formats are
the most commonly used rank-structured parametrizations in
applications of modern tensor numerical methods. Further data-
compression to the logarithmic scale can be achieved by using
the quantized-TT (QTT) [20, 21] tensor approximation. At
present there is an active research toward further progress
of tensor numerical methods in scientific computing [1, 2,
22–26]. In particular, there are considerable achievements of
tensor-based approaches in computational chemistry [27–31], in
bio-molecular modeling [32–35], in optimal control problems
(including the case of fractional control) [36–39], and in many
other fields [6, 40–44].

Here, we notice that tensor numerical methods proved
to be efficient when all input data and all intermediate
quantities within the chosen computational scheme are
presented in a certain low-rank tensor format with controllable
rank parameters, i.e., on low-rank tensor manifolds. In
turn, tensor decomposition of the full format data arrays
is considered as an N-P hard problem. For example, the
truncated HOSVD [7] of an n⊗d-tensor in the Tucker
format amounts to O(nd+1) arithmetic operations while
the respective cost of the TT and HT higher-order SVD

[18, 45] is estimated by O(n
3
2 d), indicating that rank

decomposition of full format tensors still suffers from the
“curse of dimensionality” and practically could not be applied in
large scale computations.

On the other hand, often, the initial data for complicated
numerical algorithms may be chosen in the canonical/Tucker
tensor formats, say as a result of discretization of a short
sum of Gaussians or multi-variate polynomials, or as a result
of the analytical approximation by using Laplace transform
representation and sinc-quadratures [1]. However, the ranks of
tensors are multiplied in the course of various tensor operations,
leading to dramatic increase in the rank parameter (“curse of
ranks”) of a resulting tensor, thus making tensor-structured
calculation intractable. Therefore, fast and stable rank reduction
schemes are the main prerequisite for the success of rank-
structured tensor techniques.

Invention of the Reduced Higher Order SVD (RHOSVD)
in [46] and the corresponding rank reduction procedure based
on the canonical-to-Tucker transform and subsequent canonical
approximation of the small Tucker core (Tucker-to-canonical
transform) was a decisive step in development of the tensor
numerical methods in scientific computing. In contrast to
the conventional HOSVD, the RHOSVD does not need a
construction of the full size tensor for finding the orthogonal
subspaces of the Tucker tensor representation. Instead, RHOSVD
applies to numerical data in the canonical tensor format (with
possibly large initial rank R) and exhibits the O(dnRmin{n,R})
complexity, uniformly in the dimensionality of the problem, d,
and it was an essential step ahead in evolution of the tensor-
structured numerical techniques.

In particular, this rank reduction scheme was applied to
calculation of 3D and 6D convolution integrals in tensor-based
solution of the Hartree-Fock equation [27, 46]. Combined with
the Tucker-to-canonical transform, this algorithm provides a
stable procedure for the rank reduction of possibly huge ranks
in tensor-structured calculations of the Hartree potential. The
RHOSVD based rank reduction scheme for the canonical tensors
is specifically useful for 3D problems, which are most often
in real-life applications. However, the RHOSVD-type procedure
can be also efficiently applied in the construction of the TT tensor
format from the canonical tensor input, which often appears in
tensor calculations1.

The RHOSVD is the basic tool for the construction of the
range-separated (RS) tensor format introduced in [32] for the
low-rank tensor representation of the bio-molecular long-range
electrostatic potentials. Recent example on the RS representation
of the multi-centered Dirac delta function [34] paves the way
for efficient solution decomposition scheme introduced for the
Poisson-Boltzmann equation [33, 35].

In some applications the data could be presented as a sum of
highly localized and rank-structured components so that their
further numerical treatment again requires the rank reduction
procedure (see Section 4.5 concerning the long-range potential
calculation for many-particle system). Here, we present the
constructive description of multi-linear operations on tensors in
RS format which allow to compute the short- and long-range
parts of resulting combined tensors. In particular, this applies to
commonly used addition of tensors, Hadamard and contracted
products as well as to composite functions of RS tensors. We
then introduce tensor-based modeling of the scattered data by
a sum of Slater kernels and show the existence of the low-
rank representation for such data in the RS tensor format. The
numerical examples demonstrate the practical efficiency of such
kind of tensor interpolation. This approach may be efficiently
used in many applications in data science and in stochastic
data modeling.

Rank reduction procedure by using the RHOSVD is a
mandatory part in solving the three-dimensional elliptic and
pseudo-differential equations in the rank-structured tensor
format. In the course of preconditioned iterations, the tensor

1Otherwise one can not avoid the “curse of dimensionality”, see the cost of the

HT/TT SVD above.
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ranks of the governing operator, the precoditioner and of
the current iterand are multiplied at each iterative step, and,
therefore, a fast and robust rank reduction techniques is the
prerequisite for such methodology applied in the framework
of iterative elliptic problem solvers. In particular, this approach
was applied to the PDE constrained (including the case of
fractional operators) optimal control problems [36, 39]. As result,
the computational complexity can be reduced to almost linear
scale, O(nR), contrary to conventional O(n3) complexity, as
demonstrated by numerics in [36, 39].

Tensor-based algorithms and methods are now being widely
used and developed further in the communities of scientific
computing and data science. Tensor techniques evolve in
traditional tensor decompositions in data processing [5, 42, 47],
and they are actively promoted for tensor-based solution of the
multi-dimensional problems in numerical analysis and quantum
chemistry [1, 24, 29, 38, 39, 48, 49]. Notice that in the case of
higher dimensions the rank reduction in the canonical format
can be performed directly (i.e., without intermediate use of the
Tucker approximation) by using the cascading ALS iteration
in the CP format (see [50] concerning the tensor-structured
solution of the stochastic/parametric PDEs).

The rest of this article is organized as follows. In Section 2,
we sketch some results on the construction of the RHOSVD
and present some old and new results on the stability of error
bounds. In Section 2.2, we recollect the mixed canonical-Tucker
tensor format and the Tucker-to-canonical transform. Section 3
recalls the results from Khoromskaia [27] on calculation of the
multi-dimensional convolution integrals with the Newton kernel
arising in computational quantum chemistry. Section 4 addresses
the application of RHOSVD to RS parametrized tensors. In
Section 4.2, we discuss the application of RHOSVD in multi-
linear operations of data in the RS tensor format. The scattered
data modeling is considered in section 4.5 from both theoretical
and computational aspects. Application of RHOSVD for tensor-
based representation of Greens kernels is discussed in Section
5. Section 6 gives a short sketch of RHOSVD in application to
tensor-structured elliptic problem solvers.

2. REDUCED HOSVD AND CP-TO-TUCKER
TRANSFORM

2.1. Reduced HOSVD: Error Bounds
In computational schemes including bilinear tensor-tensor or
matrix-tensor operations the increase of tensor ranks leads to
the critical loss of efficiency. Moreover, in many applications,
for example in electronic structure calculations, the canonical
tensors with large rank parameters arise as the result of
polynomial type or convolution transforms of some function
related tensors (say, electron density, the Hartree potential, etc.)
In what follows, we present the new look on the direct method of
rank reduction for the canonical tensors with large initial rank,
the reduced HOSVD, first introduced and analyzed in [46].

In what follows, we consider the vector space of d-fold real-
valued data arrays Rn1×···×nd endorsed by the Euclidean scalar
product 〈·, ·〉 with the related norm ‖u‖ = 〈u, u〉1/2. We denote

by T r,n the class of tensorsA ∈ R
n⊗d parametrized in the rank-r,

r = (r1, . . . , rd) orthogonal Tucker format,

A = β ×1 V
(1) ×2 · · · ×d V

(d) ∈ T r,n,

with the orthogonal side-matrices V(ℓ) = [v
(ℓ)
1 . . . v

(ℓ)
rℓ ] ∈ R

n×rℓ

and with the core coefficient tensor β ∈ R
r1×...×rd . Here and

thereafter ×ℓ denotes the contracted tensor-matrix product in
the dimension ℓ, andRn⊗d denotes the Euclidean vector space of
n1 × · · · × nd-tensors with equal mode size nℓ = n, ℓ = 1, . . . , d.

Likewise, CR,n denotes the class of rank-R canonical tensors.
For given A ∈ CR,n in the rank-R canonical format,

A =
∑R

ν=1
ξνu

(1)
ν ⊗ . . .⊗ u(d)ν , ξν ∈ R, (1)

with normalized canonical vectors, i.e., ‖u
(ℓ)
ν ‖ = 1 for ℓ =

1, . . . , d, ν = 1, . . . ,R.
The standard algorithm for the Tucker tensor decomposition

[7] is based on HOSVD applied to full tensors of size nd which
exhibitsO(nd+1) computational complexity. The question is how
to simplify the HOSVD Tucker approximation in the case of
canonical input tensor in the form Equation (1) without use of
the full format representation of A, and in the situation when the
CP rank parameter R and the mode sizes n of the input can be
sufficiently large.

First, let us use the equivalent (nonorthogonal) rank-r =

(R, . . . ,R) Tucker representation of the tensor Equation (1),

A = ξ ×1 U
(1) ×2 U

(2) · · · ×d U
(d), ξ = diag{ξ1, . . . , ξR}, (2)

via contraction of the diagonal tensor ξ = diag{ξ1, . . . , ξR} ∈

R
R⊗d with ℓ-mode side matrices U(ℓ) = [u

(ℓ)
1 , . . . , u

(ℓ)
R ] ∈ R

n×R

(see Figure 1). By definition the tensor diag{ξ1, . . . , ξR} ∈ R
R⊗d

is called diagonal if it has all zero entries except the diagonal
elements given by ξ (iℓ, . . . , iℓ) = ξiℓ , ℓ = 1, . . . ,R. Then the
problem of canonical to Tucker approximation can be solved by
the method of reduced HOSVD (RHOSVD) introduced in [46].
The basic idea of the reduced HOSVD is that for large (function
related) tensors given in the canonical format their HOSVD does
not require the construction of a tensor in the full format and
SVD based computation of its matrix unfolding. Instead, it is
sufficient to compute the SVD of the directional matrices U(ℓ)

in Equation (2) composed by only the vectors of the canonical
tensor in every dimension separately, as shown in Figure 1. This
will provide the initial guess for the Tucker orthogonal basis in
the given dimension. For the practical applicability, the results of
the approximation theory on the low-rank approximation to the
multi-variate functions, exhibiting exponential error decay in the
Tucker rank, are of the principal significance [51].

In the following, we suppose that n ≤ R and denote the SVD
of the side-matrix U(ℓ) by

U(ℓ) = Z(ℓ)DℓV
(ℓ)T =

n∑

k=1

σℓ,kz
(ℓ)
k

v
(ℓ)
k

T
, z

(ℓ)
k

∈ R
n, v

(ℓ)
k

∈ R
R,

(3)
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FIGURE 1 | Illustration to the contracted product representation Equation (2) of the rank-R canonical tensor. The first factor corresponds to the diagonal coefficient

tensor ξ .

with the orthogonal matrices Z(ℓ) = [z
(ℓ)
1 , . . . , z

(ℓ)
n ] ∈ R

n×n,

and V(ℓ) = [v
(ℓ)
1 , . . . , v

(ℓ)
n ] ∈ R

R×n, ℓ = 1, . . . , d. We use

the following notations for the vector entries, v
(ℓ)
k
(ν) = v

(ℓ)
k,ν

(ν = 1, . . . ,R).
To fix the idea, we introduce the vector of rank parameters,

r = (r1, . . . , rd), and let

U(ℓ) ≈ W(ℓ)
: = Z

(ℓ)
0 Dℓ,0V

(ℓ)
0

T
, (4)

be the rank-rℓ truncated SVD of the side-matrix U(ℓ) (ℓ =

1, . . . , d). Here, the matrix Dℓ,0 = diag{σℓ,1, σℓ,2, . . . , σℓ,rℓ} is the
submatrix of Dℓ in Equation (3) and

Z
(ℓ)
0 = [z

(ℓ)
1 , . . . , z(ℓ)rℓ

] ∈ R
n×rℓ , V0

(ℓ) ∈ R
R×rℓ ,

represent the respective dominating (n × rℓ)-submatrices of the
left and right factors in the complete SVD decomposition in
Equation (3).

Definition 2.1. (Reduced HOSVD, [46]). Given the canonical
tensor A ∈ CR,n, the truncation rank parameter r, (rℓ ≤ R),
and rank-rℓ truncated SVD of U(ℓ), see Equation (4), then the
RHOSVD approximation of A is defined by the rank-r orthogonal
Tucker tensor

A0
(r)

: = ξ ×1 W
(1) ×2 · · · ×d W

(d) = ξ ×1

[
Z
(1)
0 D1,0V

(1)
0

T
]

×2 · · · ×d

[
Z
(d)
0 Dd,0V

(d)
0

T
]

=

(
ξ ×1 [D1,0V

(1)
0

T
]×2 · · · ×d [Dd,0V

(d)
0

T
]

)
×1 Z

(1)
0

×2 · · · ×d Z
(d)
0 ∈ T r, (5)

obtained by the projection of canonical side matrices U(ℓ) onto the

left orthogonal singular matrices Z
(ℓ)
0 , defined in Equation (4).

Notice that the general error bound for the RHOSVD
approximation will be presented by Theorem 2.3, see also the
discussion afterwards. Corollary 2.4 provides the conditions
which guarantee the stability of RHOSVD.

The sub-optimal Tucker approximand Equation (5) is simple
to compute and it provides accurate approximation to the initial
canonical tensor even with rather small Tucker rank. Moreover,

FIGURE 2 | A first step in canonical-to-Tucker decomposition.

this provides the good initial guess to calculate the best rank-
r Tucker approximation by using the ALS iteration. In our
numerical practice, usually, only one or two ALS iterations
are required for convergence. For example, in case d = 3,
algorithmically, the one step of the canonical-to-Tucker ALS
algorithm reduces to the following operations. Substituting

the orthogonal matrices Z
(1)
0 and Z

(3)
0 from Equation (5) into

Equation (2), we perform the initial step of the first ALS iteration

A 7→ A(1) = Z
(1)
0 ×1 A2 ×3 Z

(3)
0 , (6)

where A2 is given by the contraction

A2 = ξ ×1 D1,0V
(1)
0

T
×2 U

(2) ×3 D3,0V
(3)
0

T
∈ R

r1×n2×r3 ,

as illustrated in Figure 2. Then we optimize the orthogonal
subspace in the second variable by calculating the best rank-r2
approximation to the r1r3×n2 matrix unfolding of the tensorA2.
The similar contracted product representation can be used when
d > 3, as well as for the construction of the TT representation for
the canonical input.

Here, we notice that the core tensor in the RHOSVD
decomposition can be represented in the CP data-sparse format.

Proposition 2.2. The core tensor

β0 = ξ ×1 [D1,0V
(1)
0

T
]×2 · · · ×d [Dd,0V

(d)
0

T
] ∈ R

r1×···×rd ,

in the orthogonal Tucker representation Equation (5), A0
(r)

=

β0 ×1 Z
(1)
0 ×2 · · · ×d Z

(d)
0 ∈ T r,n, can be recognized as
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the rank-R canonical tensor of size r1 × · · · × rd with the

storage request R(
d∑
ℓ=1

rℓ), which can be calculated entry-wise in

O(Rr1 · · · rd) operations.

Indeed, introducing the matrices U
(ℓ)
0

T
= Dℓ,0V

(ℓ)
0

T
∈ R

rℓ×R,
for ℓ = 1, . . . d, we conclude that the canonical core tensor

β0 is determined by the ℓ-mode side matrices U
(ℓ)
0

T
. In the

other words, the tensor A0
(r)

is represented in the mixed Tucker-

canonical format getting rid of the “curse of dimensionality” (see
also Section 2.2 below).

The accuracy of the RHOSVD approximation can be
controlled by the given ε-threshold in truncated SVD of side
matrices U(ℓ). The following theorem proves the absolute error
bound for the RHOSVD approximation.

Theorem 2.3. (RHOSVD error bound, [46]). For given A ∈ CR,n

in Equation (1), let σℓ,1 ≥ σℓ,2 . . . ≥ σℓ,min(n,R) be the singular

values of ℓ-mode side matrices U(ℓ) ∈ R
n×R (ℓ = 1, . . . , d)

with normalized skeleton vectors. Then the error of RHOSVD
approximation, A0

(r)
, is bounded by

‖A− A0
(r)‖ ≤ ‖ξ‖

d∑

ℓ=1

(

min(n,R)∑

k=rℓ+1

σ 2
ℓ,k)

1/2, ‖ξ‖ =

√√√√
R∑

ν=1

ξ 2ν . (7)

The complete proof can be found in Section 8 (see Appendix).
The accuracy of the RHOSVD can be controlled in terms of

the ε-criteria. To that end, given ε > 0, chose the Tucker ranks

such that
d∑
ℓ=1

(
min(n,R)∑
k=rℓ+1

σ 2
ℓ,k
)1/2 ≤ ε is satisfied, then Theorem 2.3

provided the error bound adapted to the ε-threshold.
The error estimate in Theorem 2.3 differs from the case of

complete HOSVD by the extra factor ‖ξ‖, which is the payoff for
the lack of orthogonality in the canonical input tensor. Hence,
Theorem 2.3 does not provide, in general, the stable control of
relative error since for the general canonical tensors there is no
uniform upper bound on the constant C in the estimate

‖ξ‖ ≤ C‖A‖. (8)

The problem is that Equation (8) applies to the general non-
orthogonal canonical decomposition.

The stable RHOSVD approximation can be proven in
the case of the so-called partially orthogonal or monotone
decompositions. With partially orthogonal decomposition we
mean that for each pair of indexes ν,µ in Equation (1) there

holds proddℓ=1〈u
(ℓ)
ν , u

(ℓ)
µ 〉 = 0. For monotone decompositions we

assume that all coefficients and skeleton vectors in Equation (1)
have non-negative values.

Corollary 2.4. (Stability of RHOSVD) Assume the conditions of
Theorem 2.3 are satisfied. (A) Suppose that at least one of the side
matrices U(ℓ), ℓ = 1, · · · , d, in Equation (2), is orthogonal or

the decomposition Equation (1) is partially orthogonal. Then the
RHOSVD error can be bounded by

‖A− A0
(r)‖ ≤ C‖A‖

d∑

ℓ=1

(

min(n,R)∑

k=rℓ+1

σ 2
ℓ,k)

1/2. (9)

(B) Let decomposition Equation (1) be monotone. Then (9) holds.

Proof: (A) The partial orthogonality assumption combined
with normalization constraints for the canonical skeleton
vectors imply

‖A‖2 = 〈
∑R

ν=1
ξνu

(1)
ν ⊗ . . .⊗ u(d)ν ,

∑R

ν=1
ξνu

(1)
ν ⊗ . . .⊗ u(d)ν 〉

=
∑R

ν=1
ξ 2ν

d∏

ℓ=1

〈u(ℓ)ν , u(ℓ)ν 〉

+
∑R

ν,µ=1,ν 6=µ
ξνξµ

d∏

ℓ=1

〈u(ℓ)ν , u(ℓ)µ 〉

=

R∑

ν=1

ξ 2ν = ‖ξ‖2.

The above relation also holds in the case of orthogonality of the
side matrix U(ℓ) for some fixed ℓ. Then the result follows by (7).

(B) In case of monotone decomposition we conclude that the
pairwise scalar product of all summands in Equation (1) is non-
negative, while the norm of each ν-term is equal to ξν . Then the
upper bound

〈u1, u1〉 + · · · + 〈uR, uR〉 ≤ 〈

R∑

ν=1

uν ,

R∑

ν=1

uν〉,

holds for vectors uν = ξνu
(1)
ν ⊗. . .⊗u

(d)
ν , ν = 1, · · · ,R, with non-

negative entries applied to the case of R summands, thus implying
‖ξ‖2 ≤ ‖A‖2. Now, the result follows.

Clearly, the orthogonality assumption may lead to slightly higher
separation rank, however, this constructive decomposition
stabilizes the RHOSVD approximation method applied to the
canonical format tensor (i.e., it allows the stable control of relative
error). The case of monotone canonical sums typically arises in
the sinc-based canonical approximation to radially symmetric
Green’s kernels by a sum of Gaussians. On the other hand, in
long term computational practice the numerical instability of
RHOSVD approximation was not observed in case of physically
relevant data.

2.2. Mixed Tucker Tensor Format and
Tucker-to-CP Transform
In the procedure for the canonical tensor rank reduction the goal
is to have a result in a canonical tensor format with a smaller
rank. By converting the core tensor to CP format, one can use
the mixed two-level Tucker data format [12, 27], or canonical
CP format. Figure 3 illustrates the computational scheme of the
two-level Tucker approximation.
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FIGURE 3 | Mixed Tucker-to-canonical decomposition.

We define by nℓ the single-hole product of dimension-modes,

nℓ = n1 · · · nℓ−1nℓ+1 · · · nd. (10)

The same definition applies to the quantity rℓ.
Next lemma describes the approximation of the Tucker tensor

by using canonical representation [12, 27].

Lemma 2.5. (Mixed Tucker-to-canonical approximation, [27]).
(A) Let the target tensor A have the form A = β ×1 V

(1) ×2

. . . ×d V(d) ∈ T r,n, with the orthogonal side-matrices V(ℓ) =

[v
(ℓ)
1 . . . v

(ℓ)
rℓ ] ∈ R

n×rℓ and β ∈ R
r1×...×rd . Then, for a given

R ≤ min
1≤ℓ≤d

rℓ,

min
Z∈CR,n

‖A− Z‖ = min
µ∈CR,r

‖β − µ‖. (11)

(B) Assume that there exists the best rank-R approximation A(R) ∈

CR,n of A, then there is the best rank-R approximation β(R) ∈ CR,r

of β, such that

A(R) = β(R) ×1 V
(1) ×2 . . . ×d V

(d). (12)

The complete proof can be found in Section 8 (see Appendix).
Notice that condition R ≤ min

1≤ℓ≤d
rℓ simply means that the

canonical rank does not exceed the maximal CP rank of the
Tucker core tensor.

Combination of Theorem 2.3 and Lemma 2.5 paves the way to
the rank optimization of canonical tensors with the large mode-
size arising, for example, in the grid-based numerical methods for
multi-dimensional PDEs with non-regular (singular) solutions.
In such applications the univariate grid-size (i.e., the mode-size)
may be about n = 104 and even larger.

Notice that the Tucker (for moderate d) and canonical
formats allow to perform basic multi-linear algebra using one-
dimensional operations, thus reducing the exponential scaling in
d. Rank-truncated transforms between different formats can be
applied in multi-linear algebra on mixed tensor representations
as well, see Lemma 2.5. The particular application to tensor

convolution in many dimensions was discussed, for example, in
[1, 2].

We summarize that the direct methods of tensor
approximation can be classified by:

(1) Analytic Tucker approximation to some classes of function-
related dth order tensors (d ≥ 2), say, by multi-variate
polynomial interpolation [1].

(2) Sinc quadrature based approximation methods in the
canonical format applied to a class of analytic function
related tensors [11].

(3) Truncated HOSVD and RHOSVD, for quasi-optimal Tucker
approximation of the full-format, respectively, canonical
tensors [46].

Direct analytic approximation methods by sinc
quadrature/interpolation are of principal importance. Basic
examples are given by the tensor representation of Green’s
kernels, the elliptic operator inverse and analytic matrix-valued
functions. In all cases, the algebraic methods for rank reduction
by the ALS-type iterative Tucker/canonical approximation can
be applied.

Further improvement and enhancement of algebraic tensor
approximation methods can be based on the combination of
advanced nonlinear iteration, multigrid tensor methods, greedy
algorithms, hybrid tensor representations, and the use of new
problem adapted tensor formats.

2.3. Tucker-to-Canonical Transform
In the rank reduction scheme for the canonical rank-R tensors,
we use successively the canonical-to-Tucker (C2T) transform and
then the Tucker-to-canonical (T2C) tensor approximation.

First, we notice that the canonical rank of a tensorA ∈ Vn has
the upper bound (see [27, 46]),

R ≤ min
1≤ℓ≤d

nℓ, (13)

where nℓ is given by Equation (10). Rank bound (13) applied to
the Tucker core tensor of the size r × r × r, indicates that the
ultimate canonical rank of a large-size tensor inVn has the upper
bound r2. Notice that for function related tensors the Tucker rank
scales logarithmically in both approximation accuracy and the
discretization grid size (see the proof for some classes of function
in [51]).

The following remark shows that the maximal canonical rank
of the Tucker core of 3rd order tensor can be easily reduced to
the value less than r2 by the SVD-based procedure applied to
the matrix slices of the Tucker core tensor β . Though, being
not practically attractive for arbitrary high order tensors, the
simple algorithm described in Remark 2.6 below is proved to
be useful for the treatment of small size 3rd order Tucker core
tensors within the rank reduction algorithms described in the
previous sections.

Remark 2.6. Let d = 3 for the sake of clarity [27, 46]. There is a
simple procedure based on SVD to reduce the canonical rank of the
core tensor β, within the accuracy ε > 0. Denote by Bm ∈ R

r×r ,
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FIGURE 4 | Tucker-to-canonical decomposition for a small core tensor, see Remark 2.6.

m = 1, . . . , r the two-dimensional slices of β in each fixed mode
and represent

β =

r∑

m=1

Bm ⊗ zm, zm ∈ R
r , (14)

where zm(m) = 1, zm(j) = 0 for j = 1, . . . , r, j 6= m (there
are exactly d possible decompositions). Let pm be the minimal

integer, such that the singular values of Bm satisfy σ
(m)
k

≤ ε
r3/2

for

k = pm+1, . . . , r (if σ
(m)
r > ε

r3/2
, then set pm = r). Then, denoting

by

Bpm =

pm∑

km=1

σ
(m)
km

ukm ⊗ vkm ,

the corresponding rank-pm approximation to Bm (by truncation

of σ
(m)
pm+1, . . . , σ

(m)
r ), we arrive at the rank-R canonical

approximation to β,

β(R) : =

r∑

m=1

Bpm ⊗ zm, zm ∈ R
r , (15)

providing the error estimate

‖β − β(R)‖ ≤

r∑

m=1

‖Bm − Bpm‖ =

r∑

m=1

√√√√
r∑

km=pm+1

(σ
(m)
km

)2

≤

r∑

m=1

√

r
ε2

r3
= ε

Representation (15) is a sum of rank-pm terms so that the total rank
is bounded by R ≤ p1+...+pr ≤ r2. The approach can be extended
to arbitrary d ≥ 3 with the bound R ≤ rd−1.

Figure 4 illustrates the canonical decomposition of the core
tensor by using the SVD of slices Bm of the core tensor β , yielding
matrices Um = {ukm}

pm
k=1

, Vm = {vkm}
pm
k=1

and a diagonal matrix
of small size pm × pm containing the truncated singular values. It
also shows the vector zm = [0, . . . , 0, 1, 0, . . . , 0], containing all
entries equal to 0 except 1 at themth position.

It is worse to note that the rank reduction for the rank-R
core tensor of small size r1 × · · · × rd, can be also performed

by using the cascading ALS algorithms in CP format applied to
the canonical input tensor, as it was applied in [50]. Moreover, a
number of numerical examples presented in the present paper
and in the included literature (applied to function generated
tensors) demonstrate the substantial reduction of the initial
canonical rank R.

3. CALCULATION OF 3D INTEGRALS WITH
THE NEWTON KERNEL

The first application of the RHOSVD was calculation of
the 3D grid-based Hartree potential operator in the Hartree-
Fock equation,

VH(x) : =

∫

R3

ρ(y)

‖x− y‖
dy, (16)

where the electron density,

ρ(x) = 2

Norb∑

a=1

(ϕa)
2, (17)

is represented in terms of molecular orbitals, presented in the

Gaussian-type basis (GTO), ϕa(x) =
Nb∑
k=1

ca,kgk(x). The Hartree

potential describes the repulsion energy of the electrons in a
molecule. The intermediate goal here is the calculation of the
so-called Coulomb matrix,

Jkm : =

∫

R3
gk(x)gm(x)VH(x)dx, k,m = 1, . . .Nb x ∈ R

3,

which represents the Hartree potential in the given GTO basis.
In fact, calculation of this 3D convolution operator with

the Newton kernel, requires high accuracy and it should be
repeated multiply in the course of the iterative solution of the
Hartree-Fock nonlinear eigenvalue problem. The presence of
nuclear cusps in the electron density makes additional challenge
to computation of the Hartree potential operator. Traditionally,
these calculations are based on involved analytical evaluation of
the corresponding integral in a separable Gaussian basis set by
using erf function. Tensor-structured calculation of the multi-
dimensional convolution integral operators with the Newton
kernel have been introduced in [27, 29, 46].
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The molecule is embedded in a computational box � =

[−b, b]3 ∈ R
3. The equidistant n× n× n tensor grid ω3,n = {xi},

i ∈ I : = {1, . . . , n}3, with the mesh-size h = 2b/(n + 1)
is used. In calculations of integral terms, the Gaussian basis
functions gk(x), x ∈ R

3, are approximated by sampling
their values at the centers of discretization intervals using
one-dimensional piecewise constant basis functions gk(x) ≈

gk(x) =
∏3
ℓ=1 g

(ℓ)
k
(xℓ), ℓ = 1, 2, 3, yielding their rank-1

tensor representation,

Gk = g
(1)
k

⊗ g
(2)
k

⊗ g
(3)
k

∈ R
n×n×n, k = 1, . . . ,Nb. (18)

Given the discrete tensor representation of basis functions
(18), the electron density is approximated using 1D Hadamard
products of rank-1 tensors as

ρ ≈ 2 = 2

Norb∑

a=1

Nb∑

k=1

Nb∑

m=1

ca,mca,k(g
(1)
k

⊙ g(1)m )⊗ · · · ⊗ (g
(3)
k

⊙ g(3)m )

∈ R
n×n×n. (19)

For convolution operator, the representation of the Newton
kernel 1

‖x−y‖ by a canonical rank-RN tensor [1] is used (see

Section 4.1 for details),

PR =

RN∑

q=1

p(1)q ⊗ p(2)q ⊗ p(3)q ∈ R
n×n×n. (20)

The initial rank of the electron density in the canonical tensor
format 2 in Equation (17) is large even for small molecules.
Rank reduction by using RHOSVD C2T plus T2C reduces the
rank 2 7→ 2′ by several orders of magnitude, from N2

b
/2

to Rρ ≪ N2
b
/2, from ∼ 104 to ∼ 102. Then the 3D tensor

representation of the Hartree potential is calculated by using the
3D tensor product convolution, which is a sum of tensor products
of 1D convolutions,

VH ≈ VH = 2′ ∗ PR =

Rρ∑

m=1

RN∑

q=1

cm

(
u(1)m ∗ p(1)q

)
⊗

(
u(2)m ∗ p(2)q

)

⊗

(
u(3)m ∗ p(3)q

)
.

The Coulomb matrix entries Jkm are obtained by 1D scalar
products of VH with the Galerkin basis consisting of rank-
1 tensors,

Jkms ≈ 〈Gk ⊙ Gm,VH〉, k,m = 1, . . .Nb.

The cost of 3D tensor product convolution is O(n log n) instead
of O(n3 log n) for the standard benchmark 3D convolution using
the 3D FFT. Table 1 shows CPU times (sec) for the Matlab
computation of VH for H2O molecule [46] on a SUN station
using 8 Opteron Dual-Core/2600 processors (times for 3D FFT
for n ≥ 1024 are obtained by extrapolation). C2T shows the time
for the canonical-to-Tucker rank reduction.

TABLE 1 | Times (sec) for the C2T transform and the 3D tensor product

convolution vs. 3D FFT convolution.

n3 10243 20483 40963 81923 163843

FFT3 ∼ 6000 – – – ∼ 2 years

C*C 8.8 20.0 61.0 157.5 299.2

C2T 6.9 10.9 20.0 37.9 86.0

The grid-based tensor calculation of the multi-dimensional
integrals in quantum chemistry provides the required high
accuracy by using large grids and the ranks are controlled by the
required ε in the rank truncation algorithms. The results of the
tensor-based calculations have been compared with the results of
the benchmark standard computations by theMOLPROpackage.
It was shown that the accuracy is of the order of 10−7 hartree in
the resulting ground state energy (see [2, 27]).

4. RHOSVD IN THE RANGE-SEPARATED
TENSOR FORMATS

The range-separated (RS) tensor formats have been introduced
in [32] as the constructive tool for low-rank tensor representation
(approximation) of function related data discretized on Cartesian
grids in R

d, which may have multiple singularities or cusps. Such
highly non-regular data typically arise in computational quantum
chemistry, in many-particle dynamics simulations and many-
particle electrostatics calculations, in protein modeling and in
data science. The key idea of the RS representation is the splitting
of the short- and long-range parts in the functional data and
further low-rank approximation of the rather regular long-range
part in the classical tensor formats.

In this concern RHOSVD method becomes an essential
ingredient of the rank reduction algorithms for the “long-range”
input tensor, which usually inherits the large initial rank.

4.1. Low-Rank Approximation of Radial
Functions
First, we recall the grid-based method for the low-rank canonical
representation of a spherically symmetric kernel functions
p(‖x‖), x ∈ R

d for d = 2, 3, . . ., by its projection onto the finite
set of basis functions defined on tensor grid. The approximation
theory by a sum of Gaussians for the class of analytic potentials
p(‖x‖) was presented in [1, 11, 51, 52]. The particular numerical
schemes for rank-structured representation of the Newton and
Slater kernels

p(‖x‖) =
1

4π‖x‖
, and p(‖x‖) = e−λ‖x‖, x ∈ R

3, (21)

discretized on a fine 3D Cartesian grid in the form of low-rank
canonical tensor was described in [11, 51].

In what follows, for the ease of exposition, we confine
ourselves to the case d = 3. In the computational domain � =

[−b, b]3, let us introduce the uniform n × n × n rectangular
Cartesian grid �n with mesh size h = 2b/n (n even). Let {ψi =
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∏3
ℓ=1 ψ

(ℓ)
iℓ

(xℓ)} be a set of tensor-product piecewise constant
basis functions, labeled by the 3-tuple index i = (i1, i2, i3), iℓ ∈

Iℓ = {1, . . . , n}, ℓ = 1, 2, 3. The generating kernel p(‖x‖) is
discretized by its projection onto the basis set {ψi} in the form
of a third order tensor of size n× n× n, defined entry-wise as

P : = [pi] ∈ R
n×n×n, pi =

∫

R3
ψi(x)p(‖x‖) dx. (22)

The low-rank canonical decomposition of the 3rd order tensor P
is based on using exponentially fast convergent sinc-quadratures
for approximating the Laplace-Gauss transform to the analytic
function p(z), z ∈ C, specified by a certain weight p̂(t) > 0,

p(z) =

∫

R+

p̂(t)e−t2z2 dt ≈

M∑

k=−M

pke
−t2

k
z2 for |z| > 0, z ∈ R,

(23)

with the proper choice of the quadrature points tk and weights pk.
The sinc-quadrature based approximation to generating function
by using the short-term Gaussian sums in Equation (23) are
applicable to the class of analytic functions in certain strip |z| ≤ D
in the complex plane, such that on the real axis these functions
decay polynomially or exponentially. We refer to basic results
in [11, 52, 53], where the exponential convergence of the sinc-
approximation in the number of terms (i.e., the canonical rank)
was analyzed for certain classes of analytic integrands.

Now, for any fixed x = (x1, x2, x3) ∈ R
3, such that ‖x‖ > a >

0, we apply the sinc-quadrature approximation Equation (23) to
obtain the separable expansion

p(‖x‖) =

∫

R+

p̂(t)e−t2‖x‖2 dt ≈

M∑

k=−M

pke
−t2

k
‖x‖2

=

M∑

k=−M

pk

3∏

ℓ=1

e−t2
k
x2ℓ , (24)

providing an exponential convergence rate inM,

∣∣∣∣∣∣
p(‖x‖)−

M∑

k=−M

pke
−t2

k
‖x‖2

∣∣∣∣∣∣
≤

C

a
e−β

√
M , with some C,β > 0.

(25)
In the case of Newton kernel, we have p(z) = 1/z, p̂(t) = 2√

π
, so

that the Laplace-Gauss transform representation reads

1

z
=

2
√
π

∫

R+

e−z2t2dt, where z = ‖x‖, x ∈ R
3, (26)

which can be approximated by the sinc quadrature Equation (24)
with the particular choice of quadrature points tk, providing the
exponential convergence rate as in Equation (25) [11, 51].

In the case of Yukawa potential the Laplace Gauss
transform reads

e−κz

z
=

2
√
π

∫

R+

e−κ
2/t2e−z2t2dt, where z = ‖x‖, x ∈ R

3.

(27)

The analysis of the sinc quadrature approximation error for this
case can be found, in particular, in [1, 51], section 2.4.7.

Combining (22) and (24), and taking into account the
separability of the Gaussian basis functions, we arrive at the
low-rank approximation to each entry of the tensor P = [pi],

pi ≈

M∑

k=−M

pk

∫

R3
ψi(x)e

−t2
k
‖x‖2dx

=

M∑

k=−M

pk

3∏

ℓ=1

∫

R

ψ
(ℓ)
iℓ

(xℓ)e
−t2

k
x2ℓdxℓ.

Define the vector (recall that pk > 0)

p
(ℓ)
k

= p
1/3
k

[
b
(ℓ)
iℓ
(tk)

]nℓ
iℓ=1

∈ R
nℓ with

b
(ℓ)
iℓ
(tk) =

∫

R

ψ
(ℓ)
iℓ

(xℓ)e
−t2

k
x2ℓdxℓ, (28)

then the 3rd order tensor P can be approximated by the R-term
(R = 2M + 1) canonical representation

P ≈ PR =

M∑

k=−M

pk

3⊗

ℓ=1

b(ℓ)(tk)

=

M∑

k=−M

p
(1)
k

⊗ p
(2)
k

⊗ p
(3)
k

∈ R
n×n×n, p

(ℓ)
k

∈ R
n. (29)

Given a threshold ε > 0, in view of Equation (25), we can choose
M = O(log2 ε) such that in the max-norm

‖P− PR‖ ≤ ε‖P‖.

In the case of continuous radial function p(‖x‖), say the Slater
potential, we use the collocation type discretization at the grid
points including the origin, x = 0, so that the univariate mode
size becomes n → n1 = n + 1. In what follows, we use the same
notation PR in the case of collocation type tensors (for example,
the Slater potential) so that the particular meaning becomes clear
from the context.

4.2. The RS Tensor Format Revisited
The range separated (RS) tensor format was introduced in
[32] for efficient representation of the collective free-space
electrostatic potential of large biomolecules. This rank-structured
tensor representation of the collective electrostatic potential of
many-particle systems of general type allows to reduce essentially
computation of their interaction energy, and it provides
convenient form for performing other algebraic transforms.
The RS format proved to be useful for range-separated tensor
representation of the Dirac delta [34] in R

d and based on that,
for regularization of the Poisson-Boltzmann equation (PBE) by
decomposition of the solution into short- and long-range parts,
where the short-range part of the solution is evaluated by simple
tensor operations without solving the PDE. The smooth long-
range part is calculated by solving the PBE with the modified
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right-hand side by using the RS decomposition of the Dirac delta,
so that now it does not contain singularities. We refer to papers
[33, 35] describing the approach in details.

First, we recall the definition of the range separated (RS)
tensor format, see [32], for representation of d-tensors A ∈

R
n1×···×nd . The RS format is served for the hybrid tensor

approximation of discretized functions with multiple cusps or
singularities. This allows the splitting of the target tensor onto
the highly localized components approximating the singularity
and the component with global support that allows the low-
rank tensor approximation. Such functions typically arise in
computational quantum chemistry, in many-particle modeling
and in the interpolation of multi-dimensional data measured at
certain set of spatial points in R

n×n×n.
In the following definition of RS-canonical tensor format,

we use the notion of localized canonical tensor U0, which is
characterized by the small support whose diameter has a size of
a few grid points. This tensor will be used as the reference one
for presentation of the short-range part in the RS tensor. To that
end we use the operation Replicaxν (U0) which replicates U0 into
some given grid point xν . In this construction, we assume that the
chosen grid points xν are well separated, i.e., the distance between
each pair of points is not less then some given threshold nδ > 0.

Definition 4.1. (RS-canonical tensors, [32]). Given the rank-Rs
reference localized CP tensor U0. The RS-canonical tensor format
defines the class of d-tensors A ∈ R

n1×···×nd , represented as a sum

of a rank-Rl CP tensor Ulong =
∑Rl

k=1
ξku

(1)
k

⊗ · · · ⊗ u
(d)
k
, and a

cumulated CP tensor Ushort =
∑N0
ν=1cνUν , such that

A = Ulong + Ushort =
∑Rl

k=1
ξku

(1)
k

⊗ · · · ⊗ u
(d)
k

+
∑N0

ν=1
cνUν ,

(30)
where Ushort is generated by the localized reference CP tensor U0,
i.e.,Uν = Replicaxν (U0), with rank(Uν) = rank(U0) ≤ Rs, where,
given the threshold nδ > 0, the effective support of Uν is bounded
by diam(suppUν) ≤ 2nδ in the index size.

Each RS-canonical tensor is, therefore, uniquely defined by the
following parametrization: rank-Rl canonical tensor Ulong , the
rank-Rs reference canonical tensor U0 with the small mode size
bounded by 2nδ , list J of the coordinates and weights of N0

particles in R
d. The storage size is linear in both the dimension

and the univariate grid size,

stor(A) ≤ dRln+ (d + 1)N0 + dRsnδ .

The main benefit of the RS-canonical tensor decomposition is
the almost uniform bound on the CP/Tucker rank of the long-

range partUlong =
∑Rl

k=1
ξku

(1)
k

⊗· · ·⊗u
(d)
k
, in the multi-particle

potential discretized on fine n× n× n spatial grid. It was proven
in [32] that the canonical rank R scales logarithmically in both
the number of particles N0 and the approximation precision, see
also Lemma 4.5.

Given the rank-R CP decomposition Equation (29) based
on the sinc-quadrature approximation Equation (24) of the
discretized radial function p(‖x‖), we define the two subsets of

indices, Kl : = {k : tk ≤ 1} and Ks : = {k : tk > 1}, and then
introduce the RS-representation of this tensor as follows,

PR = PRl + PRs , R = Rl + Rs, Rl = #Kl, Rs = #Ks, (31)

where

PRl : =
∑

k∈Kl

p
(1)
k

⊗ p
(2)
k

⊗ p
(3)
k
, PRs : =

∑

k∈Ks

p
(1)
k

⊗ p
(2)
k

⊗ p
(3)
k
.

This representation allows to reduce the calculation of the multi-
particle interaction energy of the many-particle system. Recall
that the electrostatic interaction energy of N charged particles is
represented in the form

EN = EN(x1, . . . , xN) =

N∑

i=1

N∑

j<i

zizj

‖xi − xj‖
, (32)

and it can be computed by direct summation in O(N2)
operations. The following statement is the modification of
Lemma 4.2 in [32] (see [54] for more details).

Lemma 4.2. [54] Let the effective support of the short-range
components in the reference potential PR for the Newton kernel
does not exceed the minimal distance between particles, σ >

0. Then the interaction energy EN of the N-particle system can
be calculated by using only the long range part in the tensor P

representing on the grid the total potential sum,

EN =
1

2

N∑

j=1

zj(Pl(xj)− zjPRl (0)) =
1

2
〈z, pl〉 −

PRl (0)

2

N∑

j=1

z2j ,

(33)
in O(RlN) operations, where Rl is the canonical rank of the
long-range component in P, Pl.

Here, z ∈ R
N is a vector composed of all charges of the

multi-particle systems, and pl ∈ R
N is the vector of samples

of the collective electrostatic long-range potential Pl in the
nodes corresponding to particle locations. Thus, the term 1

2 〈z, pl〉
denotes the “non–calibrated” interaction energy associated with
the long-range tensor component Pl, while PRl denotes the long-
range part in the tensor representing the single reference Newton
kernel, and PRl (0) is its value at the origin.

Lemma 4.2 indicates that the interaction energy does not
depend on the short-range part in the collective potential,
and this is the key point for the construction of energy
preserving regularized numerical schemes for solving the
basic equations in bio-molecular modeling by using low-rank
tensor decompositions.

4.3. Multi-Linear Operations in RS Tensor
Formats
In what follows, we address the important question on how
the basic multi-linear operations can be implemented in the
RS tensor format by using the RHOSVD rank compression.
The point is that various tensor operations arise in the
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course of commonly used numerical schemes and iterative
algorithms which usually include many sums and products of
functions as well as the actions of differential/integral operators,
always making the tensor structure of input data much more
complicated requiring the robust rank reduction schemes.

The other important aspect is related to the use of large
(fine resolution) discretization grids which is limited by the
restriction on the size of the full input tensors, O(nd) (curse
of dimensionality), representing the discrete functions and
operators to be approximated in low rank tensor format.
Remarkably, that tensor decomposition for special class of
functions, which allow the sinc-quadrature approximation, can
be performed on practically indefinitely large grids because
the storage and numerical costs of such numerical schemes
scale linearly in the univariate grid size, O(dn). Hence, having
constructed such low rank approximations for certain set of
“reproducing” radial functions, makes it possible to construct
the low rank RS representation at linear complexity, O(dn),
for the wide class of functions and operators by using the
rank truncated multi-linear operations. The examples of such
“reproducing” radial functions are commonly used in our
computational practice.

First, consider the Hadamard product of two tensors PR and
QR1 corresponding to the pointwise product of two generating
multi-variate functions centered at the same point. The RS
representation of the product tensor is based on the observation
that the long-range part of the Hadamard product of two tensors
in RS-format is basically determined by the product of their
long-range parts.

Lemma 4.3. Suppose that the RS representation Equation (31) of
tensors PR and QR1 is constructed based on the sinc-quadrature
CP approximation Equation (29). Then the long-range part of the
Hadamard product of these RS-tensors,

Z = (Ps + Pl)⊙ (Qs +Ql),

can be represented by the product of their long-range parts, Zl =

Pl ⊙ Ql, with the subsequent rank reduction. Moreover, we have
rank(Zl) ≤ RlQl.

Proof: We consider the case of collocation tensors and suppose
that each skeleton vector in CP tensors PR andQR1 is given by the
restriction of certain Gaussians to the set of grid points. Chose the
arbitrary short-range components in PR and some component in

QR1 , generated by Gaussians e
−tkx

2
ℓ and e−tmx

2
ℓ , respectively. Then

the effective support of the product of these two terms becomes
smaller than that for each of the factors in view of the identity

e−tkx
2
ℓe−tmx

2
ℓ = e−(tk+tm)x

2
ℓ considered for arbitrary tk, tm > 0.

This means that each term that includes the short-range multiple
remains to be in the short range. Then the long range part in Z

takes a form Zl = Pl ⊙Ql with the subsequent rank reduction.

The sums of several tensors in RS format can be easily split
into short- and long-range parts by grouping the respective
components in the summands. The other important operation
is the operator-function product in RS tensor format (see the

example in [34] related to the action of Laplacian with the
singular Newton kernel resulting in the RS decomposition of the
Dirac delta). This topic will be considered in detail elsewhere.

4.4. Representing the Slater Potential in RS
Tensor Format
In what follows, we consider the RS-canonical tensor format for
the rank-structured representation of the Slater function

G(x) = e−λ‖x‖, λ ∈ R+,

which has the principal significance in electronic structure
calculations (say, based on the Hartree-Fock equation) since
it represents the cusp behavior of electron density in the
local vicinity of nuclei. This function (or its approximation) is
considered as the best candidate to be used as the localized
basis function for atomic orbitals basis sets. Another direction
is related to the construction of the accurate low-rank global
interpolant for big scattered data to be considered in the next
section. In this way, we calculate the data adaptive basis set living
on the fine Cartesian grid in the region of target data. The main
challenge, however, is due to the presence of point singularities
which are hard to approximate in the problem independent
polynomial or trigonometric basis sets.

The construction of low-rank RS approximation to the
Slater function is based on the generalized Laplace transform
representation for the Slater function written in the form G(ρ) =
e−2

√
αρ , ρ(x) = x21 + ...+ x2

d
, reads

G(ρ) = e−2
√
αρ =

√
α

√
π

∫

R+

τ−3/2 exp(−α/τ − ρτ )dτ ,

which corresponds to the choice Ĝ(τ ) =
√
α

√
π
τ−3/2e−α/τ in the

canonical form of the Laplace transform representation for G(ρ),

G(ρ) =

∫

R+

Ĝ(τ )e−ρτdτ . (34)

Denote by GR the rank-R canonical approximation to the
function G(ρ) discretized on the n× n× n Cartesian grid.

Lemma 4.4. ([51]) For given threshold ε > 0 let ρ ∈ [1,A]. Then
the (2M + 1)-term sinc-quadrature approximation of the integral
in (34) with

M = O(| log ε|(| log ε| + logA)),

ensures the max-error of the order of O(ε) for the corresponding
rank-(2M + 1) CP approximation GR to the tensor G.

Figure 5 illustrates the RS splitting for the tensor GR = GRl +

GRs representing the Slater potential G(x) = e−λ‖x‖, λ = 1,
discretized on the n × n × n grid with n = 1024. The rank
parameters are chosen by R = 24,Rl = 6 and Rs = 18. Notice
that for this radial function the long-range part (Figure 5, left)
includes much less canonical vectors comparing with the case of
Newton kernel. This anticipates the smaller total canonical rank
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FIGURE 5 | Long-range (left) and short-range (right, a base 10 logarithmic scale) canonical vectors for the Slater function with the grid size n = 1024,

R = 24,Rl = 6, λ = 1.

for the long-range part in the large sum of Slater-like potentials
arising, for example, in the representation of molecular orbitals
and the electron density in electronic structure calculations. For
instance, the wave function for the Hydrogen atom is given by the
Slater function e−µ‖x‖. In the following section, we consider the
application of RS tensor format to interpolation of scattered data
in R

d.

4.5. Application of RHOSVD to Scattered
Data Modeling
In scattered data modeling the problem is in a low parametric
approximation of multi-variate functions f :Rd → R by
sampling at a finite set X = {x1, . . . , xN} ⊂ R

d of piecewise
distinct points. Here, the function f might be the surface of a solid
body, the solution of a PDE, many-body potential field, multi-
parametric characteristics of physical systems, or some other
multi-dimensional data, etc.

Traditional ways of recovering f from a sampling vector f|X =

(f (x1), . . . , f (xN)) is the constructing a functional interpolant
PN :R

d → R such that PN|X = f|X = : f ∈ R
N , i.e.,

PN(xj) = f (xj), ∀ 1 ≤ j ≤ N. (35)

Using radial basis (RB) functions one can find interpolants PN in
the form

PN(x) =

N∑

j=1

cjp(‖x− xj‖)+ Q(x),

Q is some smooth function, say, polynomial, (36)

where p = p(r) :[0,∞) → R is a fixed RB function, and r = ‖ · ‖

is the Euclidean norm onRd. In further discussion, we setQ(x) =
0. For example, the following RB functions are commonly used

p = rν , (1+r2)ν , (ν ∈ R), exp(−r2), exp(−λr), r2 log(r).

The other examples of RB functions are defined by Green’s
kernels or by the class of Matérn functions [23].

We discuss the following computational tasks (A) and (B).

(A) For a fixed coefficient vector c = (c1, . . . , cN)
T ∈ R

N ,
efficiently representing the interpolant PN(x) on the fine
tensor grid in R

d providing
(a) O(1)-fast point evaluation of PN in the computational
volume�,
(b) computation of various integral-differential operations
on that interpolant (say, gradients, scalar products,
convolution integrals, etc.)

(B) Finding the coefficient vector c that solves the interpolation
problem Equation (35) in the case of large number N.

Problem (A) exactly fits the RS tensor framework so that
the RS tensor approximation solves the problem with low
computational costs provided that the sum of long-range parts
of the interpolating functions can be easily approximated in the
low rank CP tensor format. We consider the case of interpolation
by Slater functions exp(−λr) in the more detail.

Problem (B): Suppose that we use some favorable
preconditioned iteration for solving coefficient vector
c = (c1, . . . , cN)

T ,

Ap,X c = f, with Ap,X = AT
p,X = [p(‖xi − xj‖)]1≤i,j≤N

∈ R
N×N , (37)

with the distance dependent symmetric system matrix Ap,X .

We assume X = �h be the n⊗d-set of grid-points located on
tensor grid, i.e., N = nd. Introduce the d-tuple multi-index
i 7→ i = (i1, . . . , id), and j 7→ j = (j1, . . . , jd) and reshape Ap,X

into the tensor form

Ap,X 7→ A = [a(i1, j1, . . . , id, jd)] ∈
⊗d

ℓ=1
R
n×n,

which can be decomposed by using the RS based splitting

A = ARs + ARl ,

generated by the RS representation of the weighted potential
sum in Equation (36). Here, ARs is a banded diagonal matrix

with dominating diagonal part, while ARl =
∑Rl

k=1
A
(1)
k

⊗
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· · · ⊗ A
(d)
k

is the low Kronecker rank matrix. This implies
a bound on the storage, O(N + dRln), and ensures a fast
matrix-vector multiplication. Introducing the additional rank-
structured representation in c, the solution of Equation (37) can
be further simplified.

The above approach can be applied to the data sparse
representation for the class of large covariance matrices in the
spatial statistics, see for example [23, 55].

In application of tensormethods to datamodeling (see Section
4.5) we consider the interpolation of 3D scattered data by a large
sum of Slater functions

GN(x) =

N∑

j=1

cje
−λ‖x−xj‖, λ > 0. (38)

Given the coefficients cj, we address the question how to
efficiently represent the interpolant GN(x) on fine Cartesian grid
in R

3 by using the low-rank (i.e., low-parametric) CP tensor
format, such that each value on the grid can be calculated in
O(1) operations. The main problem is that the generating Slater
function e−λ‖x‖ has the cusp at the origin so that the considered
interpolant has very low regularity. As result, the tensor rank
of the function GN(x) in Equation (38) discretized on a large
n × n × n grid increases almost proportionally to the number
N of sampling points xj, which in general may be very large.
This increase in the canonical rank has been observed in a
number of numerical tests. Hence, the straightforward tensor
approximation of GN(x) does not work in this case.

Tables 2, 3 illustrate the stability of the canonical rank in the
numberN of sampling points in the case of random and function
related distribution of the waiting coefficients cj in the long-range
part of the Slater interpolant Equation (38).

The generating Slater radial function can be proven to have
the low-rank RS canonical tensor decomposition by using the
sinc-approximation method (see section 4.1).

To complete this section, we present the numerical example
demonstrating the application of RS tensor representation to
scattered data modeling in R

3. We denote by GR ∈ R
n⊗3 the

rank-R CP tensor approximation of the reference Slater potential
e−λ‖x‖ discretized on n × n × n grid �n, and introduce its RS
splitting GR = GRl + GRs , with Rl + Rs = R. Here, Rl ≈ R/2 is
the rank parameter of the long-range part in GR. Assume that
all measurement points xj in Equation (38) are located on the
discretization grid�n, then the tensor representation of the long-
range part of the total interpolant PN can be obtained as the
sum of the properly replicated reference potential Gl, via the
shift-and-windowing transformWj, j = 1, . . . ,N,

GN,l =

N∑

j=1

cjGl,j, Gl,j = WjGl, (39)

that includes aboutN Rl terms. For large number ofmeasurement
points, N, the rank reduction is ubiquitous.

It can be proven (by slight modification of arguments in
[32]) that both the CP and Tucker ranks of the N-term sum
in Equation (39) depend only logarithmically (but not linearly)
on N.

TABLE 2 | Reduced ranks for the case of random amplitudes.

L1 × L2 × L3 N Tucker ranks Rini Rcomp

4× 4× 4 64 13× 13× 13 192 56

6× 6× 6 216 15× 15× 15 649 95

8× 8× 8 512 19× 19× 19 1536 131

16× 16× 8 2048 32× 32× 19 6141 253

16× 16× 16 4096 32× 32× 32 12288 380

εTuck = 10-3, εT2C = 10-5, RL = 3, R = 5.

TABLE 3 | Reduced scanonical ranks for the case of functional amplitudes.

L1 × L2 × L3 N Tucker ranks Rini Rcomp

4× 4× 4 64 7× 7× 7 256 25

6× 6× 6 216 7× 7× 7 648 23

8× 8× 8 512 7× 7× 7 1536 30

16× 16× 8 2048 10× 9× 6 6144 47

16× 16× 16 4096 10× 9× 8 12288 55

RL = 3, RL = 5, εN = 10-5, εTuck = 10-3, εT2C = 10-5.

Proposition 4.5. (Uniform rank bounds for the long-range part
in the Slater interpolant). Let the long-range part GN,l in the total
Slater interpolant in Equation (39) be composed of those terms
in Equation (24) which satisfy the relation tk ≤ 1, where M =

O(log2 ε). Then the total ε-rank r0 of the Tucker approximation to
the canonical tensor sum GN,l is bounded by

|r0| : = rankTuck(GN,l) = C b log3/2(log(N/ε)), (40)

where the constant C does not depend on the number of particles
N, as well as on the size of the computational box, [−b, b]3.

Proof: (Sketch) The main argument of the proof is based
on the fact that the grid function GN,l has the band-limited
Fourier image, such that the frequency interval depends weakly
(logarithmically) on N. Then we represent all Gaussians in
the truncated Fourier basis and make the summation in the
fixed set of orthogonal trigonometric basis functions, which
defines the orthogonal Tucker representation with controllable
rank parameter.

The numerical illustrations below demonstrate the CP rank by
RHOSVD decomposition of the long-range part GN,l in the
multi-point tensor interpolant via Slater functions.

Now, we generate a tensor composed of a sum of Slater
functions, discretized by collocation over n⊗3 representation
grid with n = 384, and placed in the nodes of a sampling
L1 × L2 × L3 lattice with randomly chosen weights cj in the
interval cj ∈ [−5, 5] for every node. Every single Slater function
is generated as a canonical tensor by using sinc-quadratures
for the approximation of the related Laplace transform. Table 2
shows ranks of the long-range part of this tensor composed of
Slater potentials located in the nodes of the lattices of increasing
size. N indicates the number of nodes, while Rini and Rcomp
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FIGURE 6 | Full-, long- and short-range components of the multi-Slater tensor. Slater kernels with λ = 0.5 and with random amplitudes in the range of [−5, 5] are

placed in the nodes of a 12× 12× 4 lattice using 3D grid of size n⊗3 with n = 384, R = 8,Rl = 3 and the number of nodes N = 576.

FIGURE 7 | Full-, long- and short-range components of the multi-Slater tensor. Slater kernels with λ = 0.5 and with amplitudes modulated by the function Equation

(41) using the nodes of a 12× 12× 4 lattice on 3D grid of size n⊗3 with n = 384, R = 8,Rl = 3 and the number of nodes N = 576.

are the initial and compressed canonical ranks of the resulting
long-range part tensor, respectively. Tucker ranks correspond
to the ranks in the canonical-to-Tucker decomposition step.
Threshold values for the Slater potential generator is εN =

10−5, while the tolerance thresholds for the rank reduction
procedure are given by εTuck = 10−3 and εT2C = 10−5.
We observe that the ranks of the long-range part of the
potential increase only slightly in the size of the 3D sampling
lattice, N.

Figure 6 demonstrates the full-, short-, and long-range
components of the multi-Slater tensor constructed by the
weighted sum of Slater functions with randomly chosen weights
cj in the interval cj ∈ [−5, 5]. The positions of the generating
nodes are located on the 12 × 12 × 4 3D lattice. The parameters
of the tensor interpolant are set up as follows: λ = 0.5,
the representation grid is of size n⊗3 with n = 384, R =

8,Rl = 3 and the number of samples N = 576 (Figures
zoom a part of the grid.). The initial CP rank of the sum
of N0 interpolating Slater potentials is about 4, 468. Middle
and right pictures show the long- and short-range parts of
the composite tensor, respectively. The initial rank of the
canonical tensor representing the long-range part is equal
to RL = 2304, which is reduced by the C2C procedure
via RHOSVD to Rcc = 71. The rank truncation threshold
is ε = 10−3.

Figure 7 and Table 3 demonstrate the decomposition of the
multi-Slater tensor with the amplitudes cj in the nodes (xj, yj, zj)

modulated by the function of the (x,y,z)-coordinates

F(x, y, z) = a1 cos(x+2y+4z) exp(−a2

√
x2 + 2y2 + 4z2), (41)

with a1 = 6 and a2 = 0.1, ,, i.e., cj = F(xj, yj, zj).
Next, we generate a tensor composed of a sum of discretized

Slater functions on a sampling lattice L1 × L2 × L3, living
on 3D representation grid of size n⊗3 with n = 232. The
amplitudes of the individual Slater functions are modulated by a
function of x, y, z-coordinates Equation (41) in every node of the
lattice. Table 3 shows rank of the long-range part of this multi-
Slater tensor with respect to the increasing size of the lattice.
N = L1 L2 L3 is the number of nodes, and Rini and Rcomp are
the initial and compressed canonical ranks, respectively. Tucker
ranks are shown at the canonical-to-Tucker decomposition step.
Threshold values for the Slater potential generation is εN = 10−5,
the thresholds for the canonical-to-canonical rank reduction
procedure are given by εTuck = 10−3 and εT2C = 10−5. Table 3
demonstrates the very moderate icrease of the reduced rank in
the long-range part of the Slater potential sum on the size of the
3D sampling lattice.

Figure 7 demonstrates the full-, long-, and short-range
components of the multi-Slater tensor. Slater kernels with λ =

0.5 and with the amplitudes modulated by the function Equation
(41) of the (x, y, z)-coordinates are places on the nodes of a
12 × 12 × 4 sampling lattice, living on 3D grid of size n⊗3 with
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n = 384, R = 8,Rl = 3, and with the number of sampling
nodes N = 576.

5. REPRESENTING GREEN’S KERNELS IN
TENSOR FORMAT

In this section, we demonstrate how the RHOSVD can be
applied for the efficient tensor decomposition of various singular
radial functions composed by polynomial expansions of a few
reference potentials already precomputed in the low-rank tensor
format. Given the low-rank CP tensor A further considered as a
reference tensor, the low rank representation of the tensor-valued
polynomial function

P(A) = a0I+ a1A+ a2A
2 + · · · + anA

n,

where the multiplication of tensors is understood in the sense
of pointwise Hadamard product, can be calculated via n-times
application of the RHOSVD by using the Horner scheme in
the form

P(x) = a0 + x(a1 + x(a2 + x(a3 + . . . x(an−1 + anx) . . .))).

Similar scheme can be also applied in the case of
multivariate polynomials.

For examples considered, in this section, we make use of the
discretized Slater e−‖x‖ and Newton 1

‖x‖ , x ∈ R
d, kernels as the

reference tensors. The following statement was proven in [11, 51]
(see also Lemma 4.4).

Proposition 5.1. The discretized over n⊗d-grid radial functions
e−‖x‖ and 1

‖x‖ , x ∈ R
d, included in representation of various

Green kernels and fundamental solutions for elliptic operators
with constant coefficients, both allow the low-rank CP tensor
approximation. The corresponding rank-R representations can be
calculated in O(dRn) operations without precomputing and storage
of the target tensor in the full (entry-wise) format.

Tensor decomposition for discretized singular kernels such as
‖x‖, 1

‖x‖m , m ≥ 2, and e−κ‖x‖/‖x‖, can be now calculated

by applying the RHOSVD to polynomial combinations of the
reference potentials as in Proposition 5.1. The most important
benefit of the presented techniques is the opportunity to compute
the rank-R tensor approximations without pre-computing and
storage of the target tensor in the full format tensor.

In what follows, we present the particular examples of singular
kernels in R

d which can be treated by the above presented
techniques. Consider the fundamental solution of the advection-
diffusion operator Ld with constant coefficients in R

d

Ld = −1+ 2b̄ · ∇ + κ2, b̄ ∈ C
d, κ ∈ C.

If κ2 + |b̄|2 = 0, then for d ≥ 3 it holds

η0(x) =
1

(d − 2)ωd

e〈b̄,x〉

‖x‖d−2
,

where ωd is the surface area of the unit sphere in R
d, [56–

58]. Notice that the radial function 1
‖x‖d−2 for d ≥ 3 allows

the RS decomposition of the corresponding discrete tensor
representation based on the sinc quadrature approximation,
which implies the RS representation of the kernel function η0(x),

since the function e〈b̄,x〉 is already separable. From computational
point of view, both the CP and RS canonical decompositions
of discretized kernels 1

‖x‖d−2 can be computed by successive

application of RHOSVD approximation to the products of
canonical tensors for the discretized Newton potential 1

‖x‖ .

In the particular case b̄ = 0, we obtain the fundamental
solution of the operator L3 = −1 + κ2 for d = 3, also
known as the Yukawa (for κ ∈ R+) or Helmholtz (for κ ∈ C)
Green kernels

ηλ(x) =
1

4π
e−κ‖x‖/‖x‖, x ∈ R

3.

In the case of Yukawa kernel the tensor representations by
using Gaussian sums are considered in [1, 2], see also references
therein.

The Helmholtz equation with Im κ > 0 (corresponds
to the diffraction potentials) arises in problems of acoustics,
electro-magnetics and optics. We refer to [59] for the detailed
discussion of this class of fundamental solutions. Fast algorithms
for the oscillating Helmholtz kernel have been considered in
[1]. However, in this case the construction of the RS tensor
decomposition remains an open question.

In the case of 3D biharmonic operator L = 12 the
fundamental solution reads as

p(‖x‖) = −
1

8π
‖x‖, x ∈ R

3.

The hydrodynamic potentials correspond to the classical
Stokes operator

ν1u− grad p = f , div u = 0,

where u is the velocity field, p denotes the pressure, and ν is the
constant viscosity coefficient. The solution of the Stokes problem
in R

3 can be expressed by the hydrodynamic potentials

uk(x) =

∫

R3

3∑

ℓ=1

9kℓ(x−y)fℓ(y)dy, p(x) =

∫

R3

〈2(x−y), f )(y)〉dy

(42)
with the fundamental solution

9kℓ(x) =
1

8πν

(
δkℓ

‖x‖
+

xkxℓ

‖x‖3

)
, 2(x) =

x

4π‖x‖3
, x ∈ R

3.

(43)
The existence of the low-rank RS tensor representation for the
hydrodynamic potential is based on the same argument as in
Remark 5.1. In turn, in the case of biharmonic fundamental
solution we use the identity

‖x‖ =
‖x‖2

‖x‖
,
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FIGURE 8 | RHOSVD approximation of the discretized cubic potential 1
‖x‖3

and its long-range part.

where the nominator has the separation rank equals to d. The
latter representation can be also applied for calculation of the
respective tensor approximations.

Here, we demonstrate how the application of RHOSVD
allows to easily compute the low rank Tucker/CP approximation
of the discretized singular potential 1

‖x‖3
, x ∈ R

3, as well

as the respective RS-representation, having at hand the RS
representation of the tensor P ∈ R

n⊗3 discretizing the Newton
kernel. In this example, we use the discretization of 1

‖x‖3
in

the form

P(3) = P⊙ P⊙ P,

where by P(3) we denotes the collocation projection discretization
of 1

‖x‖3
. The low rank Tucker/CP tensor approximation to P(3)

can be computed by the direct application of the RHOSVD to the
above product type representation. The RS representation of P(3)

is calculated based on Lemma 4.3. Given the RS-representation
Equation (31) of the discretized Newton kernel, PR, we define the
low rank CP approximation to the discretized singular part in the
hydrodynamic potential P(3) by

P
(3)
R′ = PR ⊙ PR ⊙ PR.

In view of Lemma 4.3, the long range part of RS decomposition

of P
(3)
R′ , can be computed by RHOSVD approximation to the

following Hadamard product of tensors,

P
(3)
R′
l
= PRl ⊙ PRl ⊙ PRl .

Figure 8 visualizes the tensor P
(3)
R′ as well as its long range

part P
(3)
R′
l
.

The potentials are discretized on n×n×n Cartesian grid with
n = 257, the rank truncation threshold is chosen for ε = 10−5.
The CP rank of the Newton kernel is equal to R = 19, while
we set Rl = 10, thus resulting in the initial ranks 6859 and 103

for RHOSVD decomposition of P
(3)
R′ and P

(3)
R′
l
, respectively. The

RHOSVD decomposition reduces the large rank parameters to
R′ = 122 (the Tucker rank is r = 13) and R′

l
= 58 (the Tucker

rank is r = 8), correspondingly.

6. RHOSVD FOR RANK REDUCTION IN 3D
ELLIPTIC PROBLEM SOLVERS

Efficient rank reduction procedure based on the RHOSVD is a
prerequisite for the development of the tensor-structured solvers
for the three-dimensional elliptic problem, which reduce the
computational complexity to almost linear scale,O(nR), contrary
to usual O(n3) complexity.

Assume that all input data in the governing PDE are given
in the low-rank tensor form. The convenient tensor format for
these problems is a canonical tensor representation of both the
governing operator, and of the initial guess as well as of the right
hand side. The commonly used numerical techniques are based
on certain iterative schemes that include at each iterative step
multiple matrix-vector and vector-vector algebraic operations
each of them enlarges the tensor rank of the output in the additive
or multiplicative way. It turns out that in common practice
the most computationally intensive step in the rank-structured
algorithms is the adaptive rank truncation, which makes the rank
truncation procedure ubiquitous.

We notice that in PDE based mathematical models the
total numerical complexity of the particular computational
scheme, i.e., the overall cost of the rank truncation procedure is
determined by the multiple of the number of calls to the rank
truncation algorithm (merely the number of iterations) and the
cost of a single RHOSVD transform (mainly determined by the
rank parameter of the input tensor). In turn, both complexity
characteristics depend on the quality of the rank-structured
preconditioner so that optimization of the whole solution process
is can be achieved by the trade-off between Kronecker rank of the
preconditioner and the complexity of its implementation.

In the course of preconditioned iterations, the tensor ranks of
the governing operator, the preconditioner and the iterand are
multiplied, and, therefore, a robust rank reduction is mandatory
procedure for such techniques applied to iterative solution of
elliptic and pseudo-differential equations in the rank-structured
tensor format.

In particular, the RHOSVD was applied to the numerical
solution of PDE constrained (including the case of fractional
operators) optimal control problems [36, 39], where the
complexity of the order O(nR log n) was demonstrated.
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In the case of higher dimensions the rank reduction
in the canonical format can be performed directly (i.e.,
without intermediate use of the Tucker approximation)
by using the cascading ALS iteration in the CP format,
see [50] concerning the tensor-structured solution of the
stochastic/parametric PDEs.

7. CONCLUSIONS

We discuss theoretical and computational aspects of the
RHOSVD served for approximation of tensors in low-
rank Tucker/canonical formats, and show that this rank
reduction technique is the principal ingredient in tensor-based
computations for real-life problems in scientific computing
and data modeling. We recall rank reduction scheme for the
canonical input tensors based on RHOSVD and subsequent
Tucker-to-canonical transform. We present the detailed
error analysis of low rank RHOSVD approximation to the
canonical tensors (possibly with large input rank), and
provide the proof on the uniform bound for the relative
approximation error.

We recall that the first example on application of the
RHOSVD was the rank-structured computation of the 3D
convolution transform with the nonlocal Newton kernel in R

3,
which is the basic operation in the Hartree-Fock calculations.

The RHOSVD is the basic tools for utilizing the multilinear
algebra in RS tensor format, which employs the sinc-analytic
tensor approximation methods applied to the important class of
radial functions inRd. This enables efficient rank decompositions
of tensors generated by functions with multiple local cusps or
singularities by separating their short- and long-range parts. As
an example, we construct the RS tensor representation of the
discretized Slater function e−λ‖x‖, x ∈ R

d. We then describe the
RS tensor approximation to various Green’s kernels obtained by
combination of this function with other potentials, in particular,

with the Newton kernel providing the Yukawa potential. In this
way, we introduce the concept of reproducing radial functions
which pave the way for efficient RS tensor decomposition applied
to a wide range of function-related multidimensional data by
combining the multilinear algebra in RS tensor format with the
RHOSDV rank reduction techniques.

Our next example is related to application of RHOSVD to
low-rank tensor interpolation of scattered data. Our numerical
tests demonstrate the efficiency of this approach on the example
of multi-Slater interpolant in the case of many measurement
points. We apply the RHOSVD to the data generated via random
or function modulated amplitudes of samples and demonstrate
numerically that for both cases the rank of the long-range part
remains small and depends weakly on the number of samples.

Finally, we notice that the described RHOSVD algorithms
have proven their efficiency in a number of recent applications,
in particular, in rank reduction for the tensor-structured iterative
solvers for PDE constraint optimal control problems (including
fractional control), in construction of the range-separated tensor
representations for calculation of the electrostatic potentials of
many-particle systems (arising in protein modeling), and for
numerical analysis of large scattered data in R

d.
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8. APPENDIX: PROOFS OF THEOREM 2.3
AND LEMMA 2.5

Proof of Theorem 2.3.

Proof: Using the contracted product representations of A ∈ CR,n

and A0
(r)

∈ Tr, and introducing the ℓ-mode residual

1(ℓ) = U(ℓ) − Z
(ℓ)
0 Dℓ,0V

(ℓ)
0

T
,

{1(ℓ)}ν =

n∑

k=rℓ+1

σℓ,kz
(ℓ)
k
vℓk,ν , ν = 1, . . . ,R,

with notations V
(ℓ)
0 = [v

(ℓ)
1 , ..., v

(ℓ)
rℓ ]

T , v
(ℓ)
k

= {vℓ
k,ν
}Rν=1 ∈ R

R,
we arrive at the following expansion for the approximation error
in the form

A− A0
(r) = ξ ×1 U

(1) ×2 · · · ×d U
(d)

−ξ ×1 W
(1) ×2 · · · ×d W

(d)
: =

d∑

ℓ=1

Bℓ,

where

Bℓ = ξ ×1 U
(1) · · · ×ℓ−1 U

(ℓ−1) ×ℓ 1
(ℓ)

×ℓ+1W
(ℓ+1) · · · ×d W

(d)

=

R∑

ν=1

ξν

[
u(ℓ)ν · · · ×ℓ−1 u

(ℓ−1)
ν ×ℓ {1

(ℓ)}ν

×ℓ+1

rℓ+1∑

k=1

σℓ+1,kz
(ℓ+1)
k

vℓ+1
k,ν

· · · ×d

rd∑

k=1

σd,kz
(d)
k
vdk,ν

]
.

This leads to the error bound (by the triangle inequality)

‖A− A0
(r)‖ ≤

d∑

ℓ=1

‖Bℓ‖,

providing the estimate (in view of ‖u
(ℓ)
ν ‖ = 1, ℓ = 1, . . . , d,

ν = 1, . . . ,R)

‖Bℓ‖ ≤

R∑

ν=1

|ξν |




n∑

k=rℓ+1

σ 2
ℓ,k(v

ℓ
k,ν)

2




1/2

×

(rℓ+1∑

k=1

σ 2
ℓ+1,k(v

ℓ+1
k,ν

)2

)1/2

· · ·

(
rd∑

k=1

σ 2
d,k(v

d
k,ν)

2

)1/2

.

Furthermore, since U(ℓ) has normalized columns, i.e.,

‖u
(ℓ)
ν ‖ = ‖

n∑
k=1

σℓ,kz
(ℓ)
k
vℓ
k,ν
‖ = 1, ℓ = 1, . . . , d, we obtain

n∑
k=1

σ 2
ℓ,k
(vℓ

k,ν
)2 = 1 for ℓ = 1, . . . , d ν = 1, . . . ,R. Now the error

estimate follows

‖A− A0
(r)‖ ≤

d∑

ℓ=1

R∑

ν=1

|ξν |




n∑

k=rℓ+1

σ 2
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2




1/2

≤
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2




1/2

=
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σ 2
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R∑
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(vℓk,ν)
2




1/2

= ‖ξ‖

d∑

ℓ=1




n∑

k=rℓ+1

σ 2
ℓ,k




1/2

.

The case R < n can be analyzed along the same line.

Proof of Lemma 2.5.

Proof: (A) The canonical vectors y
(ℓ)
k

of any test element on the
left-hand side of (11),

Z =

R∑

k=1

λk y
(1)
k

⊗ . . .⊗ y
(d)
k

∈ CR,n, (A1)

can be chosen in span{v
(ℓ)
1 , . . . , v

(ℓ)
rℓ }, that means

y
(ℓ)
k

=

rℓ∑

m=1

µ
(ℓ)
k,m

v(ℓ)m , k = 1, . . . ,R, ℓ = 1, . . . , d. (A2)

Indeed, assuming

y
(ℓ)
k

=

rℓ∑

m=1

µ
(ℓ)
k,m

v(ℓ)m + e
(ℓ)
k

with e
(ℓ)
k
⊥span{v

(ℓ)
1 , . . . , v(ℓ)rℓ

},

we conclude that e
(ℓ)
k

does not effect the cost function in (11)

because of the orthogonality of V(ℓ). Hence, setting e
(ℓ)
k

= 0,
and plugging (A2) in (A1), we arrive at the desired Tucker
decomposition of Z, Z = βz ×1 V

(1) ×2 . . .×d V
(d), βz ∈ CR,r.

This implies

‖A− Z‖2 = ‖(βz − β)×1 V
(1) ×2 . . .×d V

(d)‖2

= ‖β − βz‖
2 ≥ min

µ∈CR,r

‖β − µ‖2.
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On the other hand, we have

min
Z∈CR,n

‖A− Z‖2 ≤ min
βz∈CR,r

‖(β − βz)×1 V
(1) ×2 . . .×d V

(d)‖2

= min
µ∈CR,r

‖β − µ‖2.

This proves (11).
(B) Likewise, for any minimizer A(R) ∈ CR,n in the right-hand

side in (11), one obtains

A(R) = β(R) ×1 V
(1) ×2 V

(2) . . .×d V
(d)

with the respective rank-R core tensor β(R) =
R∑

k=1

λku
(1)
k

⊗ . . .⊗

u
(d)
k

∈ CR,r. Here u
(ℓ)
k

= {µ
(ℓ)
k,mℓ

}
rℓ
mℓ=1 ∈ R

rℓ , are calculated by

plugging representation (A2) in (A1), and then by changing the
order of summation,

A(R) =

R∑

k=1

λky
(1)
k

⊗ . . .⊗ y
(d)
k

=

R∑

k=1

λk




r1∑

m1=1

µ
(1)
k,m1

v(1)m1


⊗ . . .⊗




rd∑

md=1

µ
(d)
k,md

v(d)md




=

r1∑

m1=1

. . .

rd∑

md=1





R∑

k=1

λk

d∏

ℓ=1

µ
(ℓ)
k,mℓ



 v(1)m1

⊗ . . .⊗ v(d)md
.

Now (12) implies that

‖A− AR‖ = ‖β − β(R)‖,

since the ℓ-mode multiplication with the orthogonal side
matrices V(ℓ) does not change the cost functional. Inspection
of the left-hand side in (11) indicates that the latter equation
ensures that β(R) is, in fact, the minimizer of the right-hand side
in (11).
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We present an overview of the key ideas and skills necessary to begin implementing

tensor network methods numerically, which is intended to facilitate the practical

application of tensor network methods for researchers that are already versed with their

theoretical foundations. These skills include an introduction to the contraction of tensor

networks, to optimal tensor decompositions, and to the manipulation of gauge degrees

of freedom in tensor networks. The topics presented are of key importance to many

common tensor network algorithms such as DMRG, TEBD, TRG, PEPS, and MERA.

Keywords: tensor network algorithm, MPS, tensor contraction, DMRG, quantum many body theory

1. INTRODUCTION

Tensor networks have been developed as a useful formalism for the theoretical understanding of
quantummany-body wavefunctions [1–10], especially in regards to entanglement [11–13], and are
also applied as powerful numeric tools and simulation algorithms. Although developed primarily
for the description of quantummany-body systems, they have since found use in a plethora of other
applications such as quantum chemistry [14–18], holography [19–24], machine learning [25–29]
and the simulation of quantum circuits [30–35].

There currently exist many useful references designed to introduce newcomers to the underlying
theory of tensor networks [1–10]. Similarly, for established tensor network methods, there often
exist instructional or review articles that address the particular method in great detail [36–40].
Nowadays, many research groups have also made available tensor network code libraries [41–48].
These libraries typically allow other researchers to make use of highly optimized tensor network
routines for practical purposes (such as for the numerical simulation of quantum many-body
systems).

Comparatively few are resources intended to help researchers that already possess a firm
theoretical grounding to begin writing their own numerical implementations of tensor network
codes. Yet such numerical skills are essential in many areas of tensor network research:
new algorithmic proposals typically require experimentation, testing and bench-marking using
numerics. Furthermore, even researchers solely interested in the application of tensor network
methods to a problem of interest may be required to program their own version of a method, as a
pre-built package may not contain the necessary features as to be suitable for the unique problem
under consideration. The purpose of our present work is to help fill this aforementioned gap: to
aid students and researchers, who are assumed to possess some prior theoretical understanding
of tensor networks, to learn the practical skills required to program their own tensor networks
codes and libraries. Indeed, our intent is to arm the interested reader with the key knowledge
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FIGURE 1 | (A–C) Diagrammatic representations of a vector Ai (or order-1

tensor), a matrix Bij (or order-2 tensor) and an order-3 tensor Cijk . (D) A

contraction, or summation over an index, between two tensors is represented

by a line joining two tensors.

that would allow them to implement their own versions of
algorithms such as the density matrix renormalization group
(DMRG) [49–51], time-evolving block decimation (TEBD) [52,
53], projected entangled pair states (PEPS) [54–56], multi-
scale entanglement renormalization ansatz (MERA) [57], tensor
renormalization group (TRG) [58, 59], or tensor network
renormalization (TNR) [60]. Furthermore, this manuscript is
designed to compliment online tensor network tutorials [61],
which have a focus on code implementation, with more detailed
explanations on tensor network theory.

2. PRELIMINARIES

2.1. Prior Knowledge
As stated above, the goal of this manuscript is to help readers
that already possess some understanding of tensor network
theory to apply this knowledge toward numeric calculations.
Thus we assume that the reader has some basic knowledge
of tensor networks, specifically that they understand what a
tensor network is and have some familiarity with the standard
diagrammatic notation used to represent them. An overview
of these concepts is presented in Figure 1, otherwise more
comprehensive introductions to tensor network theory can be
found in [1–10].

Note that we shall not assume prior knowledge of quantum
many-body physics, which is the most common application
of tensor network algorithms. The skills and ideas that we
introduce in this manuscript are intended to be general for the
tensor network formalism, rather than for their use in a specific
application, thus can also carry over to other area in which
tensor networks have proven useful such as quantum chemistry
[14–18], holography [19–24], machine learning [25–29], and the
simulation of quantum circuits [30–35].

2.2. Software Libraries
Currently there exists a wide variety of tensor network code
libraries, which include [41–48]. Many of these libraries differ
greatly in not only their functioning but also their intended
applications, and may have their own specific strengths and
weaknesses (which we will not attempt to survey in the present
manuscript). Almost all of these libraries contain tools to assist
in the tasks described in this manuscript, such as contracting,
decomposing and re-gauging tensor networks. Additionally
many of these libraries also contain full featured versions of
complete tensor network algorithms, such as DMRG or TEBD.
For a serious numerical calculation involving tensor networks,
one where high performance is required, most researchers would
be well-advised to utilize an existing library.

However, even if ultimate intent is to use existing library, it
is still desirable that one should understand the fundamental
tensor network manipulations used in numerical calculations.
Indeed, this understanding is necessary to properly discern the
limitations of various tensor network tools, to ensure that they
are applied in an appropriate way, and to customize the existing
tools if necessary. Moreover, exploratory research into new
tensor network ansatz, algorithms and applications often requires
non-standard operations and tensor manipulations which may
not be present in any existing library, thus may require the
development of extensive new tensor code. In this setting it can
be advantageous to minimize or to forgo the usage of an existing
library (unless one was already intimately familiar with its inner
workings), given the inherent challenge of extending a library
beyond its intended function and the possibility of unintended
behavior that this entails.

In the remaining manuscript we aim to describe key tensor
network operations (namely contracting, decomposing and re-
gauging tensor networks) with sufficient detail that would allow
the interested reader to implement tasks numerically without the
need to rely on an existing code library.

2.3. Programming Language
Before attempting to implement tensor methods numerically one
must, of course, decide on which programming language to use.
High-level languages with a focus on scientific computation, such
as MATLAB, Julia, and Python (with Numpy) are well-suited
for implementing tensor network methods as they have native
support for multi-dimensional arrays (i.e., tensors), providing
simple and convenient syntax for common operations on these
arrays (indexing, slicing, scalar operations) as well as providing
a plethora of useful functions for manipulating these tensor
objects. Alternatively, some tensor network practitioners may
prefer to use lower-level languages such as Fortran or C++ when
implementing tensor network algorithms usually for the reason
of maximizing performance. However, in many tensor network
codes the bulk of the computation time is spent performing
large matrix-matrix multiplications, for which even interpreted
languages (like MATLAB) still have competitive performance
with compiled languages as they call the same underlying BLAS
routines. Nonetheless, there are some particular scenarios, such
as in dealing with tensor networks in the presence of global
symmetries [62–68], where a complied language may offer a
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FIGURE 2 | (A) The internal indices (l,m, n) of the network {A,B,C} are

contracted to give tensor F. (B) The network is contracted via a sequence of

two pairwise tensor contractions, the first of which results in the intermediate

tensor D.

significant performance advantage. In this circumstance Julia,
which is a compiled language, or Python, in conjunction with
various frameworks which allow it to achieve some degree of
compilation, may be appealing options.

2.4. Terminology
Before proceeding, let us establish the terminology that we will
use when discussing tensor networks. We define the order of a
tensor as the number of indices it has, i.e., such that a vector is
order-1 and amatrix is order-2. The term rank (or decomposition
rank) of a tensor will refer to the number of non-zero singular
values with respect to a some bi-partition of the tensor indices.
Note that many researchers also use the term rank to describe the
number of tensor indices; here we use the alternative term order
specifically to avoid the confusion that arises from the double
usage of rank. The number of values a tensor index can take will
be referred to as the dimension of an index (or bond dimension),
which is most often denoted by χ but can also be denoted by
m, d, or D. In most cases, the use of d or D to denote a bond
dimension is less preferred, as this can be confused which the
spatial dimension of the problem under consideration (e.g., when
considering a model on a 1D or 2D lattice geometry).

3. TENSOR CONTRACTIONS

The foundation of all tensor networks routines is the contraction
of a network containing multiple tensors into a single tensor.
An example of the type problem that we consider is depicted
in Figure 2A, where we wish to contract the network of tensors

{A,B,C} to form an order-3 tensor F, which has components
defined

Fijk =
∑

l,m,n

AljmBilnCnmk. (1)

Note that a convention for tensor index ordering is required
for the figure to be unambiguously translated to an equation;
here we assumed that indices progress clock-wise on each
tensor starting from 6 o’clock. Perhaps the most obvious way
to evaluate Equation (1) numerically would be through a
direct summation over the indices (l,m, n), which could be
implemented using a set of nested “FOR” loops. While this
approach of summing over all internal indices of a network will
produce the correct answer, there are numerous reasons why this
is not the preferred approach for evaluating tensor networks. The
foremost reason is that it is not themost computationally efficient
approach (excluding, perhaps, certain contractions involving
sparse tensors, which we will not consider here). Let us analyse
the contraction cost for the example given in Equation (1),
assuming all tensor indices are χ-dimensional. A single element
of tensor F, which hasχ3 elements in total, is given through a sum
over indices (l,m, n), which requires O(χ3) operations. Thus the
total cost of evaluating tensor F through a direct summation over
all internal indices is O(χ6).

Now, let us instead consider the evaluation of tensor F broken
up into two steps, where we first compute an intermediate tensor
D as depicted in Figure 2B,

Dijmn =
∑

l

AljmBiln, (2)

before performing a second contraction to give the final tensor F,

Fijk =
∑

n,m

DijmnCnm. (3)

Through similar logic as before, one finds that the cost of
evaluating intermediate tensor D scales as O(χ5), whilst the
subsequent evaluation of F in Equation (3) is also O(χ5). Thus
breaking the network contraction down into a sequence of
smaller contractions each only involving a pair of tensors (which
we refer to as a pairwise tensor contraction) is as computationally
cheap or cheaper for any non-trivial bond dimension (χ > 1).
This is true in general: for any network of 3 or more (dense)
tensors it is always at least as efficient (and usually vastly more
efficient) to break network contraction into sequence of pairwise
contractions, as opposed to directly summing over all the internal
indices of the network.

Two natural questions arise at this point. (i) What is optimal
way to implement a single pairwise tensor contraction? (ii) Does
the chosen sequence of pairwise contractions affect the total
computational cost and, if so, how does one decide what sequence
to use? We begin by addressing the first question.

3.1. Pairwise Tensor Contractions
Let us consider the problem of evaluating a pairwise tensor
contraction, denoted (A × B), between tensors A and B that are
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connected by one or more common indices. A straight-forward
method to evaluate such contractions, as in the examples of
Equations (2) and (3), is by using nested “FOR” loops to sum over
the shared indices. The computational cost of this evaluation, in
terms of the number of scalar multiplications required, can be
expressed concisely as

cost :(A× B) =

∣∣dim(A)
∣∣ ·

∣∣dim(B)
∣∣

∣∣dim(A ∩ B)
∣∣ , (4)

with
∣∣dim(A)

∣∣ as the total dimension of A (i.e., the product of its
index dimensions) and

∣∣dim(A ∩ B)
∣∣ as the total dimension of the

shared indices.
Alternatively, one can recast a pairwise contraction as a

matrix multiplication as follows: first reorder the free indices
and contracted indices on each of A and B such that they
appear sequentially (which can be achieved in MATLAB using
the “permute” function) and then group the free-indices and
the contracted indices each into a single index (which can be
achieved in MATLAB using the “reshape” function). After
these steps the contraction is evaluated using a single matrix-
matrix multiplication, although the final product may also
need to be reshaped back into a tensor. Recasting as a matrix
multiplication does not reduce the formal computational cost
from Equation (4). However, modern computers, leveraging
highly optimized BLAS routines, typically perform matrix
multiplications significantly more efficiently than the equivalent
“FOR” loop summations. Thus, especially in the limit of tensors
with large total dimension, recasting as a matrix multiplication
is most often the preferred approach to evaluate pairwise
tensor contractions, even though this requires some additional
computational overhead from the necessity of rearranging tensor
elements in memory when using “permute”. Note that the
“tensordot” function in the Numpy module for Python
conveniently evaluates a pairwise tensor contraction using this
matrix multiplication approach.

3.2. Contraction Sequence
It is straight-forward to establish that, when breaking a network
contraction into a sequence of binary contractions, the choice of
sequence can affect the total computational cost. As an example,
we consider the product of two matrices A, B with vector C,

Fi =
∑

j,k

AijBjkCk, (5)

where all indices are assumed to be dimension χ , see also
Figure 3. If we evaluate this expression by first performing the
matrix-matrix multiplication, i.e., as F = (A × B) × C, then the
leading order computational cost scales asO(χ3) by Equation (4).
Alternatively, if we evaluate the expression by first performing
the matrix-vector multiplication, i.e., as F = A × (B × C),
then the leading order computational cost scales as O(χ2). Thus
it is evident that the sequence of binary contractions needs
to be properly considered in order to minimize the overall
computational cost.

So how does one find the optimal contraction sequence for
some tensor network of interest? For the networks that arise
in common algorithms (such as DMRG, MERA, PEPS, TRG
and TNR) it is relatively easy, with some practice, to find the
optimal sequence through manual inspection or trial-and-error.
This follows as most networks one needs to evaluate contain
fewer than 10 tensors and the tensor index dimensions take a only
single or a few distinct values within a network, which limits the
number of viable contraction sequences that need be considered.
More generally, determination of optimal contraction sequences
is known to be an NP-hard problem [69], such that it is
very unlikely that an algorithm which scales polynomially with
the number of tensors in the network will ever be found
to exist. However, numerical methods based on exhaustive
searches and/or heuristics can typically find optimal sequences
for networks with fewer than 20 tensors in a reasonable amount
of time [69–72], and larger networks are seldom encountered in
practice.

Note thatmany tensor network optimization algorithms based
on an iterative sweep, where the same network diagrams are
contracted each iteration (although perhaps containing different
tensors and with different bond dimensions). The usual approach
in this setting is to determine the optimal sequences once, before
beginning the iterative sweeps, using the initial bond dimensions
and then cache the sequences for re-use in later iterations. The
contraction sequences are then only recomputed the if the bond
dimensions stray too far from the initial values.

3.3. Network Contraction Routines
Although certainly feasible, manually writing the code for
each tensor network contraction as a sequence of pairwise
contractions is not recommended. Not only is substantial
programming effort required, but this also results in code
which is error-prone and difficult to check. There is also a
more fundamental problem: contracting a network by manually
writing a sequence of binary contractions requires specifying a
particular contraction sequence at the time of coding. However,
in many cases the index dimensions within networks are variable,
and the optimal sequence can change depending on the relative
sizes of dimensions. For instance, one may have a network
which contains indices of dimensions χ1 and χ2, where the
optimal contraction sequence changes dependant of whether χ1

is larger or smaller than χ2. In order to have a program which
works efficiently in both regimes, one would have to write code
separately for both contraction sequences.

Given the considerations above, the use of an automated
contraction routine, such as the “ncon” (Network-CONtractor)
function [61, 73] or something similar from an existing tensor
network library [41–48], is highly recommended. Automated
contraction routines can evaluate any network contraction in
a single call by appropriately generating and evaluating a
sequence of binary contractions, hence greatly reducing both
the programming effort required and the risk of programming
errors occurring.Most contraction routines, such as “ncon”, also
remove the need to fix a contraction sequence at the time of
writing the code, as the sequence can be specified as an input
variable to the routine and thus can be changed without the
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FIGURE 3 | (A) A product of three tensors {A,B,C} is contracted to a tensor F, where all indices are assumed to be of dimension χ . (B,C) The total computational

cost of contracting the network depends on the sequence of pairwise contractions; the cost from following the sequence in (B) scales as (χ3 + χ2 ) as compared to

the cost from (C) which scales as (2χ2).

need to rewrite any code. This can also allow the contraction
sequence to be adjusted dynamically at run-time to ensure that
the sequence is optimal given the specific index dimensions
in use.

3.4. Summary: Contractions
In evaluating a network of multiple tensors, it is always more
efficient to break the contraction into a sequence of pairwise
tensor contractions, each of which should (usually) be recast
into a matrix-matrix multiplication in order to achieve optimal
computational performance. The total cost of evaluating a
network can depend on the particular sequence of pairwise
contractions chosen. While there is no known method for
determining an optimal contraction sequence that is efficiently
scalable in the size of the network, manual inference or brute-
force numeric searches are usually viable for the relatively small
networks encountered in common tensor network algorithms.
When coding a tensor network program it is useful to utilize
an automated network contraction routine which can evaluate
a tensor network in a single call by properly chaining together
a sequence of pairwise contractions. This not only reduces the
programming effort required, but also grants a program more
flexibility in allowing a contraction sequence to be easily changed.

4. MATRIX FACTORIZATIONS

Another key operation common in tensor network algorithms,
complimentary to the tensor contractions considered previously,
are factorizations. In this section, we will discuss some of the
various means by which a higher-order tensor can be split into
a product of fewer-order tensors. In particular, the means that
we consider involve applying standard matrix decompositions
[74, 75], to tensor unfoldings, such that this section may serve
as a review of the linear algebra necessary before consideration

of more sophisticated network decompositions. Specifically we
recount the spectral decomposition, QR decomposition and
singular value decomposition and outline their usefulness in the
context of tensor networks, particular in achieving optimal low-
rank tensor approximations. Before discussing decompositions,
we define some special types of tensor.

4.1. Special Tensor Types
A d-by-dmatrixU is said to be unitary if it has orthonormal rows
and columns, which implies that it annihilates to the identity
when multiplied with its conjugate,

U†U = UU† = I, (6)

where I is the d-by-d identity matrix. We define a tensor (whose
order is greater than 2) as unitary with respect to a particular bi-
partition of indices if the tensor can be reshaped into a unitary
matrix according to this partition. Similarly an d1-by-d2 matrix
W, with d1 > d2 is said to be an isometry if

W†W = I, (7)

with I the d2-by-d2 identity matrix. Likewise we say that a tensor
(order greater than 2) is isometric with respect to a particular bi-
partition of indices if the tensor can be reshaped into a isometric
matrix. Notice that, rather than equalling identity, the reverse
order product does now evaluate to a projector P,

WW† = P, (8)

where projectors are defined as Hermitianmatrices that square to
themselves,

P = P†, P2 = P. (9)
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FIGURE 4 | Depiction of some common matrix decompositions. All indices

are assumed to be of dimension d unless otherwise indicated. (Ai) The

spectral decomposition is applied to the order-4 Hermitian tensor H across the

partition indicated by the dashed line, yielding a diagonal matrix of eigenvalues

D and a unitary U. (Aii) The unitary tensor U annihilates to identity with its

conjugate, as per Equation (6). (Bi) The QR decomposition is applied to the

order-3 tensor A across the partition indicated, yielding an isometry Q and an

upper triangular matrix R. (Bii) The isometry Q annihilates to identity with its

conjugate as per Equation (7), while the R matrix is upper triangular. (Ci) The

singular value decomposition (SVD) is applied to the order-3 tensor A across

the partition indicated, yielding an isometry U, a diagonal matrix of singular

values S, and a unitary V. (Cii) Depiction of the constraints satisfied by the

isometry U and unitary V.

4.2. Useful Matrix Decompositions
A commonly used matrix decomposition is the spectral
decomposition (or eigen-decomposition). In the context of
tensor network codes it is most often used for Hermitian, positive
semi-definite matrices, such as for the density matrices used to
describe quantum states. If H is a d × d Hermitian matrix,
or tensor that can be reshaped into such, then the spectral
decomposition yields

H = UDU†, (10)

where U is d × d unitary matrix and D is diagonal matrix
of eigenvalues, see also Figure 4A. The numerical cost of
performing the decomposition scales as O(d3). In the context of
tensor network algorithms the spectral decomposition is often
applied to approximate a Hermitian tensor with one of smaller
rank, as will be discussed in Section 4.4.

Another useful decomposition is the QR decomposition. If A
be an arbitrary d1× d2 matrix with d1 > d2, or tensor that can be

reshaped into such, then the QR decomposition gives

A = QR, (11)

see also Figure 4B. HereQ is d1×d2 isometry, such thatQ†Q = I,
where I is the d2 × d2 identity matrix, and R is d2 × d2 upper
triangular matrix. Note that we are considering the so-called
economical decomposition (which is most often used in tensor
network algorithms); otherwise the full decomposition givesQ as
a d1 × d1 unitary and R is dimension d1 × d2. The numerical
cost of the economical QR decomposition scales as the larger
dimension times the square of the smaller dimension O(d1d2

2),
as opposed to cost O(d1

2d2) for the full decomposition. The QR
decomposition is one of the most computationally efficient ways
to obtain an orthonormal basis for the column space of a matrix,
thus a common application is in orthogonalizing tensors within
a network (i.e., transforming them into isometries), which will be
discussed further in Section 5.3.1.

The final decomposition that we consider is the singular value
decomposition (SVD), which is also widely used in many areas of
mathematics, statistics, physics and engineering. The SVD allows
an arbitrary d1×d2 matrixA, where we assume for simplicity that
d1 ≥ d2, to be decomposed as

A = USV† (12)

where U is d1 × d2 isometry (or unitary if d1 = d2), S is diagonal
d2 × d2 matrix of positive elements (called singular values),
and V is d2 × d2 unitary matrix, see also Figure 4C. Similar
to the economical QR decomposition, we have also considered
the economical form of the SVD; the full SVD would otherwise
produce U as a d1 × d1 unitary and S as a rectangular d1 × d2
matrix padded with zeros. The numerical cost of the economical
SVD scales as O(d1d2

2), identical to that of the economical
QR decomposition. The rank of a tensor (across a specified bi-
partition) is defined as the number of non-zero singular values
that appear in the SVD. A common application of the SVD is in
finding an approximation to a tensor by another of smaller rank,
which will be discussed further in Section 4.4.

Notice that for any matrix A the spectral decompositions
of AA† and A†A are related to the SVD of A; more precisely,
the eigenvectors of AA† and A†A are equivalent to the singular
vectors in U and V respectively of the SVD in Equation (12).
Furthermore the (non-zero) eigenvalues in AA† or A†A are the
squares of the singular values in S. It can also be seen that,
for a Hermitian positive semi-definite matrix H, the spectral
decomposition is equivalent to an SVD.

4.3. Tensor Norms
The primary use for matrix decompositions, such as the SVD, in
the context of tensor networks is in accurately approximating a
higher-order tensor as a product lower-order tensors. However,
before discussing tensor approximations, it is necessary to define
the tensor norm in use. A tensor norm that is particularly
convenient is the Frobenius norm (or Hilbert-Schmidt norm).
Given a tensor Aijk... the Frobenius norm for A, denoted as ‖A‖,
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FIGURE 5 | For any tensor A the tensor trace Ttr of A with its conjugate A†

(drawn with opposite vertical orientation) is obtained by contracting over all

matching indices. The Frobenius norm can be defined as the root of this

tensor trace, see Equation (14).

is defined as the square-root of the sum of the magnitude of each
element squared,

‖A‖ =

√∑

ijk...

∣∣Aijk...

∣∣2. (13)

This can be equivalently expressed as the tensor trace of A
multiplied by its conjugate,

‖A‖ =

√
Ttr

(
A†,A

)
, (14)

where the tensor trace, Ttr(A†,A), represents the contraction
of tensor A with its conjugate over all matching indices, see
Figure 5. It also follows that Frobenius norm is related to the
singular values sk of A across any chosen bi-partition,

‖A‖ =

√∑

k

(sk)
2. (15)

Notice that Equation (14) implies that the difference ε =

‖A− B‖ between two tensors A and B of equal dimension can
equivalently be expressed as

‖A− B‖2 = Ttr(A†,A)− 2
∣∣∣Ttr(A†,B)

∣∣∣ + Ttr(B†,B). (16)

4.4. Optimal Low-Rank Approximations
Given some matrix A, or higher-order tensor that viewed as a
matrix across a chosen bi-partition of its indices, we now focus
on the problem of finding the tensor B that best approximates A
according to the Frobenius norm (i.e., that which minimizes the
difference in Equation 16), assuming B has a fixed rank r. Let us
assume, without loss of generality, that tensor A is equivalent to
a d1 × d2 matrix (with d1 ≥ d2) under a specified bi-partition of
its indices, and that A has singular value decomposition,

Aij =

d2∑

k=1

UikskV
∗
kj, (17)

where the singular values are assumed to be in descending order,
sk ≥ sk+1. Then the optimal rank r tensor B that approximates
A is known from the Eckart–Young–Mirsky theorem [76], which

FIGURE 6 | (A) The singular value decomposition is taken on tensor A across

a bi-partition between its top two and bottom three indices, and is assumed to

produce d non-zero singular values. (B) Tensor B is now defined by truncating

the matrix of singular values S → S̃ to retain only r < d of the largest singular

values, while similarly truncating the matrices of singular vectors, U → Ũ and

V → Ṽ, to retain only the corresponding singular vectors. By the

Eckart–Young–Mirsky theorem [76] it is known that B is the optimal rank-r

approximation to A (across the chosen bi-partition of tensor indices).

states that B is given by truncating to retain only the r largest
singular values and their corresponding singular vectors,

Bij =

r∑

k=1

UikskV
∗
kj. (18)

see also Figure 6. It follows that the error of approximation ε =

‖A− B‖, as measured in the Frobenius norm, is related to the
discarded singular values as

ε =

√∑

k>r

(sk)
2. (19)

If the spectrum of singular values is sharply decaying then the
error is well-approximated by the largest of the discarded singular
values, ε ≈ s(r+1).

Notice that, in the case that the tensor A under consideration
is Hermitian and positive definite across the chosen bi-
partition, that the spectral decomposition could instead be used
in Equation (17). The low-rank approximation obtained by
truncating the smallest eigenvalues would still be guaranteed
optimal, as the spectral decomposition is equivalent to the SVD
in this case.

4.5. Summary: Decompositions
In this section we have described how special types of matrices,
such as unitary matrices and projections, can be generalized to
the case of tensors (which can always be viewed as a matrix
across a chosen bi-partition of their indices). Similarly we have
shown how several concepts from matrices, such as the trace
and the norm, are also generalized to tensors. Finally, we have
described how the optimal low-rank approximation to a tensor
can be obtained via the SVD.

5. GAUGE FREEDOM

All tensor networks possess gauge degrees of freedom;
exploiting the gauge freedom allows one to change the
tensors within a network whilst leaving the final product of
the network unchanged. In this section, we describe methods
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FIGURE 7 | (A) An example of a tree tensor network (TTN), here composed of

7 tensors. (B) The three (non-trivial) branches of the tree with respect to

choosing A as the root tensor.

for manipulating the gauge degrees of freedom and discuss the
utility of fixing the gauge in a specific manner.

5.1. Tree Tensor Networks
In this manuscript we shall restrict our considerations of gauge
manipulations to focus only on tensors networks that do not
possess closed loops (i.e., networks that correspond to acyclic
graphs), which are commonly referred to as tree tensor networks
(TTN) [77, 78]. Figure 7A presents an example of a tree tensor
network. If we select a single tensor to act as the center (or
root node) then we can understand the tree tensor network as
being composed of a set of distinct branches extending from this
chosen tensor. For instance, Figure 7B depicts the three branches
(excluding the single trivial branch) extending from the 4th-order
tensor A. It is important to note that connections between the
different branches are not possible in networks without closed
loops; this restriction is required for the re-gauging methods
considered in this manuscript. However these methods can
(mostly) be generalized to the case of networks containing closed
loops by using a more sophisticated formalism as shown in [79].

5.2. Gauge Transformations
Consider a tensor network of multiple tensors that, under
contraction of all internal indices, evaluates to some product
tensorH. We now pose the following question: is there a different
choice of tensors with the same network geometry that also
evaluates to H? Clearly the answer to this question is yes! As
shown below in Figure 8A, on any of the internal indices of the
network one can introduce a resolution of the identity (i.e., a
pair of matrices X and X−1) which, by construction, does not
change the final product that the network evaluates to. However,
absorbing one of these matrices into each adjoining tensor
changes the individual tensors, see Figure 8B, while leaving the
product of the network unchanged. It follows that there are
infinitely many choices of tensors such that the network product
evaluates to some fixed output tensor, since the gauge change
matrix X can be any invertible matrix. This ability to introduce
an arbitrary resolution of the identity on an internal index, while
leaving the product of the network unchanged, is referred to as
the gauge freedom of the network.

While in some respects the gauge freedom could be considered
bothersome, as it implies tensor decompositions are never
unique, it can also be exploited to simplify many types of

FIGURE 8 | (A) Given a network of three tensors {A,B,C}, one can introduce

gauge change matrices X and Y (together with their inverses) on the internal

indices of the network while leaving the final product D of the network

unchanged. (B) Definitions of the new tensors {Ã, B̃, C̃} after the change of

gauge.

operations on tensor networks. Indeed, most tensor network
algorithms require fixing the gauge in a prescribed manner
in order to function correctly. In the following sections we
discuss ways to fix the gauge degree of freedom as to create an
orthogonality center and the benefits of doing so.

5.3. Orthogonality Centers
A given tensor A within a network is said to be an orthogonality
center if every branch connected to tensor A annihilates to the
identity when contracted with its conjugate as shown in Figure 9.
Equivalently, each branch must (collectively) form an isometry
across the bi-partition between its open indices and the index
connected to tensor A. By properly manipulating the gauge
degrees of freedom, it is possible to turn any tensor with a tree
tensor network into an orthogonality center [80].We now discuss
two different methods for achieving this: a “pulling through”
approach, which was a key ingredient in the original formulation
of DMRG [49–51], and a “direct orthogonalization” approach,
which was an important part of the TEBD algorithm [52, 53].

5.3.1. Creating an Orthogonality Center via “Pulling

Through”

Here we describe a method for setting a tensor A within a
network as an orthogonality center through iterative use of the
QR decomposition. The idea behind his method is very simple:
if each individual tensor within a branch is transformed into a
(properly oriented) isometry, then the entire branch collectively
becomes an isometry and thus the tensor at center of the branches
becomes an orthogonality center. Let us begin by orienting each
index of the network by drawing an arrow pointing toward the
desired center A. Then, starting at the tip of each branch, we
should perform a QR decomposition on each tensor based on a
bi-partition between its incoming and outgoing indices. The R
part of the decomposition should then be absorbed into the next
tensor in the branch (i.e., closer to the root tensor A), and the
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FIGURE 9 | (A) An example of a tree tensor network. (B) A depiction of the constraints required for the tensor A to be an orthogonality center: each of the branches

must annihilate to the identity when contracted with its conjugate.

FIGURE 10 | A depiction of how the tensor A can be made into an orthogonality center of the network from Figure 7 via the “pulling-though” approach. (A,B) Tensors

D and E, which reside at the tips of a branch, are decomposed via the QR decomposition. (C) The R components of the previous QR decompositions are absorbed

into the B tensor higher on the branch, which is then itself decomposed via the QR decomposition. (D) Following this procedure, all tensors in the network are

orthogonalized (with respect to their incoming vs. outgoing indices) such that A′ becomes an orthogonality center of the network.

process repeated as depicted in Figures 10A–C. At the final step
an R part of the QR decomposition from each branch is absorbed
into the central tensor A and the process is complete, see also
Figure 10D.

Note that the SVD could be used as an alternative to the
QR decomposition: instead of absorbing the R part of the QR
decomposition into the next tensor in the branch one could
absorb the product of the S and V part of the SVD from Equation
(12). However, in practice, the QR decomposition is most often
preferable as it computationally cheaper than the SVD.

5.3.2. Creating an Orthogonality Center via “Direct

Orthogonalization”

Here we describe a method for setting a tensor A within a
network as an orthogonality center based on use of a single
decomposition for each branch, as depicted in Figure 11. (i)
We begin by computing the positive-definite matrix ρ for each

branch (with respect to the center tensor A) by contracting the
branch with its Hermitian conjugates. (ii) The principle square
root X of each of the matrices ρ is then computed, i.e., such
that ρ = XX†, which can be computed using the spectral
decomposition if necessary. (iii) Finally, a change of gauge is
made on each of the indices of tensor A using the appropriate
X matrix and its corresponding inverse X−1, with the X part
absorbed in tensor A and the X−1 absorbed in the leading
tensor of the branch such that the branch matrix transforms as
ρ → ρ̃ = X−1ρ(X−1)†. It follows that the tensor A is now an
orthogonality center as each branch matrix ρ̃ of the transformed
network evaluates as the identity,

ρ̃ = X−1ρ(X−1)† = X−1XX†(X−1)† = I. (20)

Note that, for simplicity, we have assumed that the branch
matrices ρ do not have zero eigenvalues, such that their inverses
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exist. Otherwise, if zero eigenvalues are present, the current
method is not valid unless the index dimensions are first reduced
by truncating any zero eigenvalues.

5.3.3. Comparison of Methods for Creating

Orthogonality Centers

Each of the two methods discussed to create an orthogonality
center have their own advantages and disadvantages, such that
the preferred method may depend on the specific application
under consideration. In practice, the “direct orthogonalization”
is typically computationally cheaper and easier to execute,
since this method only requires changing the gauge on the
indices connected to the center tensor. In contrast the “pulling
through” method involves changing the gauge on all indices
of the network. Additionally, the “direct orthogonalization”

approach can easily be employed in networks of infinite extent,
such as infinite MPS [52, 53], if the matrix ρ associated to
a branch of infinite extent can be computed using by solving
for a dominant eigenvector. While “pulling through” can also
potentially be employed for networks of infinite extent, i.e.,
through successive decompositions until sufficient convergence
is achieved, this is likely to be more computationally expensive.
However the “pulling through” approach can be advantageous
if the branch matrices ρ are ill-conditioned as the errors due
to floating-point arithmetic are lesser. This follows since the
“direct orthogonalization” requires one to square the tensors
in each branch. The “pulling-through” approach also results in
transforming every tensor in the network (with the exception of
the center tensor) into an isometry, which may be desirable in
certain applications.

FIGURE 11 | A depiction of how the tensor A from the network of Figure 7 can be made into an orthogonality center via the “direct orthogonalization” approach.

(A) A change of gauge is made on every (non-trivial) branch connected to A, such that A becomes an orthogonality center. (B–D) The gauge change matrices

{X1,X2,X3} are obtained by contracting each branch with its Hermitian conjugate and then taking the principle root.

FIGURE 12 | (A) A network of 7 tensors {A,B,C,D,E, F,G} contracts to give a tensor H. (B) After replacing a single tensor A → A′ the network contracts to a

different tensor H′. (C) The tensor A′ is decomposed into a pair of tensors AL and AR, leaving the final tensor H′ unchanged.
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FIGURE 13 | (A) In the network from Figure 12A, if the tensor A is an orthogonality center then it follows that the norm of the network ‖H‖ is equal to the norm of the

center tensor ‖A‖. (B) Similarly it follows that, in changing only the center tensor A → A′, the global overlap between the networks H and H′ is equal to the local

overlap between the center tensors A and A′.

5.4. Decompositions of Tensors Within
Networks
In Section 4, it was described how the SVD could be applied to
find the optimal low-rank approximation to a tensor in terms
of minimizing the Frobenius norm between the original tensor
and the approximation. In the present section we extend this
concept further and detail how, by first creating an orthogonality
center, a tensor within a network can be optimally decomposed
as to minimize the global error coming from consideration of the
entire network.

Let us consider a tree tensor network of tensors
{A,B,C,D,E, F,G} that evaluates to a tensor H, as depicted
in Figure 12A. We now replace a single tensor A from this
network by a new tensor A′ such that the network now evaluates
to a tensor H′ as depicted in Figure 12B. Our goal is to address
the following question: how can we find the optimal low-rank
approximation A′ to tensor A such that the error from the full
network, ‖H − H′‖, is minimized? Notice that if we follow the
method from Section 4 and simple truncate the smallest singular
values of A, see Figure 12C, then this will only ensure that the

local error, ‖A − A′‖, is minimized. The key to resolving this
issue is through creation of an orthogonality center, which can
reduce the global norm of a network to the norm of a single
tensor. Specifically if tensor A is an orthogonality center of a
network that evaluates to a final tensor H then it follow from
the definition of an orthogonality center that ‖H‖ = ‖A‖, as
depicted in Figure 13A. Thus it also can be seen that under
replacement of the center tensor A with a new tensor A′, such
that the network now evaluates to a new tensor H′, that the
difference between the tensors ‖A − A′‖ is precisely equal to
the global difference between the networks ‖H − H′‖. This
follows as the overlap of H and H′ equals the overlap of A and

A′, as depicted in Figure 13B. In other words, by appropriately
manipulating the gauge degrees of freedom in a network, the

global difference resulting from changing a single tensor in a
network can become equivalent to the local difference between
the single tensors. The solution to the problem of finding the
optimal low-rank approximation A′ to a tensor A within a
network thus becomes clear; we should first adjust the gauge
such that A becomes an orthogonality center, after which we can
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follow the method from Section 4 and create the optimal global
approximation (i.e., that which minimizes the global error) by
truncating the smallest singular values of A. The importance of
this result in the context tensor network algorithms cannot be
overstated; this understanding for how to optimally truncate
a single tensor within a tensor network, see also [81], is a key
aspect of the DMRG algorithm [49–51], the TEBD algorithm
[52, 53] and many other tensor network algorithms.

5.5. Summary: Gauge Freedom
In the preceding section, we discussed manipulations of the
gauge degrees of freedom in a tensor network and described two
methods that can be used to create an orthogonality center. The
proper use of an orthogonality center was then demonstrated
to allow one to decompose a tensor within a network in
such a way as to minimize the global error. Note that while
the results in this section were described only for tree tensor
networks (i.e., networks based on acyclic graphs), they can be
generalized to arbitrary networks by using more sophisticated
methodology [79].

6. CONCLUSIONS

Network contractions and decompositions are the twin pillars
of all tensor network algorithms. In this manuscript we
have recounted the key theoretical considerations required for
performing these operations efficiently and also discussed aspects
of their implementation in numeric codes. We expect that

a proper understanding of these results could facilitate an
individuals effort to implement many common tensor network
algorithms, such as DMRG, TEBD, TRG, PEPS and MERA, and
also further aid researchers in the design and development of new
tensor network algorithms.

However, there are still a wide variety of additional
general ideas and methods, not covered in this manuscript,
that are necessary for the implementation of more advanced
tensor network algorithms. These include (i) strategies for
performing variational optimization, (ii) methods for dealing
with decompositions in networks containing closed loops, (iii)
the use of approximations in tensor network contractions. We
shall address several of these topics in a follow-up work.
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We present ExaTN (Exascale Tensor Networks), a scalable GPU-accelerated C++ library

which can express and process tensor networks on shared- as well as distributed-

memory high-performance computing platforms, including those equipped with GPU

accelerators. Specifically, ExaTN provides the ability to build, transform, and numerically

evaluate tensor networks with arbitrary graph structures and complexity. It also provides

algorithmic primitives for the optimization of tensor factors inside a given tensor network

in order to find an extremum of a chosen tensor network functional, which is one of the

key numerical procedures in quantummany-body theory and quantum-inspired machine

learning. Numerical primitives exposed by ExaTN provide the foundation for composing

rather complex tensor network algorithms. We enumerate multiple application domains

which can benefit from the capabilities of our library, including condensed matter

physics, quantum chemistry, quantum circuit simulations, as well as quantum and

classical machine learning, for some of which we provide preliminary demonstrations

and performance benchmarks just to emphasize a broad utility of our library.

Keywords: tensor network, quantum many-body theory, quantum computing, quantum circuit, high performance

computing, GPU

1. INTRODUCTION

Tensor networks have recently grown into a powerful and versatile tool for capturing and
exploiting low-rank structure of rather diverse high-dimensional computational problems.
A properly constructed tensor network, that is, a specific contraction of low-order/low-
rank tensors forming a higher-order/higher-rank tensor, is capable of exposing the essential
correlations between the components of the tensorized Hilbert space in which the solution
to a given problem lives. The traditional application is quantum many-body theory where
the exact quantum many-body wave-function is a vector in a high-dimensional Hilbert
space constructed as a direct (tensor) product of elementary Hilbert spaces associated with
individual quantum degrees of freedom. Having its roots in condensed matter physics, the
structure of a tensor network is normally induced by the geometry of the problem (e.g.,
geometry of a spin lattice) and a suitably chosen renormalization procedure, reflecting the
structure of the many-body entanglement (correlation) between quantum degrees of freedom
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(e.g., spins, bosons, fermions). The well-known tensor network
architectures from condensed matter physics include the matrix-
product state (MPS) [1, 2] or tensor train (TT) [3], the
projected entangled pair state (PEPS) [4], the tree tensor network
(TTN) [5], and the multiscale entanglement renormalization
ansatz (MERA) [6]. Not surprisingly, similar tensor network
architectures have also been successfully utilized in quantum
chemistry for describing electron correlations in molecules [7],
[8], where individual molecular orbitals form quantum degrees
of freedom (similar to spin sites in quantum lattice problems).
Furthermore, tensor networks have found a prominent use in
quantum circuit simulations, where they can be used for both the
direct quantum circuit contraction [9–11] as well as approximate
representations of the multi-qubit wave-functions and density
matrices during their evolution [12–15], which reduces the
computational cost of the simulation. Tensor networks have also
found a prominent use in loading data into quantum circuits [16].

The ability of tensor networks to provide an efficient low-
rank representation of high-dimensional tensors has recently
spurred a number of applications in data analytics and machine
learning. For example, tensor networks can be used for the tensor
completion problem [17] or for the compression of the fully-
connected deep neural network layers [18]. It was also shown
that tensor networks can be employed in classification tasks
(e.g., image classification) instead of deep neural networks [19–
22]. Additionally, generative quantum machine learning can also
benefit from tensor network representations [23].

Such a broad class of successful applications has resulted in
a need for efficient software libraries [24] providing necessary
primitives for composing tensor network algorithms. Apart
from a plethora of basic tensor processing libraries, which
are not the focus here, a number of specialized software
packages have been developed recently, directly addressing the
tensor network algorithms (in these latter software packages
a tensor network is the first-class citizen). The ITensor
library has been widely adopted in the quantum physics
community [25], in particular because of its advanced support
of abelian symmetries in tensor spaces. ITensor provides a
rather rich set of features mostly targeting the density matrix
renormalization group (DMRG) based algorithms executed on a
single computer core/node (a recently introduced Julia version
of ITensor brought in the GPU support). A more recent
TensorTrace library focuses on more complex tensor network
architectures, like MERA, and provides a nice graphical interface
for building tensor networks [26] [the primary backend of
TensorTrace is NCON [27]]. Another library gaining some
popularity in condensed matter physics is TeNPy [28]. The
CTF library [29] has been used to implement a number of
advanced tensor network algorithms capable of running on
distributed HPC systems [30, 31], also providing support for
higher-order automated differentiation [31]. Perhaps the most
advanced Python library for tensor network construction and
processing is Quimb [32], which has been used in a number
of diverse applications. Importantly, Quimb also supports
distributed execution, either directly via MPI or via the DASK
framework [33]. It also supports GPU execution via JAX [34].
Another Python library for performing tensor decompositions is

TensorLy [35] which is mostly used in machine learning tasks. A
more recent tensor network library is TensorNetwork [36], which
is built on top of the TensorFlow framework aimed at quantum
machine learning tasks.

Our C++ library ExaTN [37] has been independently
developed in the recent years, with a main focus on high
performance computing on current and future leadership
computing platforms, in particular those equipped with
GPU accelerators. The ExaTN library is not biased to any
particular application domain and is rather general in the
type of tensor networks that can be constructed, manipulated,
and processed. It also provides several higher-level data
structures and algorithms that can be used for remapping
standard linear algebra problems to arbitrary tensor network
manifolds. In this paper, we report the core functionality of
ExaTN and show some initial demonstrations and performance
benchmarks. To our knowledge, ExaTN provides one of the
richest set of features for tensor network computations in C++,
combined with native asynchronous parallel processing
capabilities with support of distributed computing and
GPU acceleration.

2. EXATN LIBRARY

2.1. Tensor Network Structures
The C++ API of ExaTN consists of two main groups
of functions: declarative API and executive API. The
declarative API functions (provided by multiple headers in
src/numerics within the exatn::numerics namespace)
are used for constructing and transforming tensor-based data
structures, whereas the executive API functions (collected
in the src/exatn/exatn_numerics.hpp header)
are used for numerical processing (evaluation) of the
constructed tensor-based data structures. Such separation
of concerns enables a low-overhead manipulation with
complex tensor networks consisting of tensors of arbitrary
shape and size. The tensor storage allocation and the actual
numerical computation is only performed when explicitly
requested. Importantly, the specifics of the tensor storage
and processing is completely transparent to the user, keeping
the focus on the expression of the domain-specific numerical
tensor algorithms without unnecessary exposure to the
execution details.

The main basic object of the ExaTN library is
exatn::Tensor (defined in tensor.hpp), which is
an abstraction of the mathematical tensor. Loosely, we define a
tensor Tabc...

ijk...
as a multi-indexed vector living in a linear space

constructed as a direct product of basic (single-index) vector
spaces. From the numerical point of view, a tensor (e.g., Tabc

ijk
)

can simply be viewed as a multi-dimensional array of real or
complex numbers, T[a,b,c,i,j,k]. exatn::Tensor is
defined by the following attributes:

• Name: Alphanumeric with optional underscores;
• Shape: Total number of tensor dimensions and their extents;
• Signature (optional): Identifies the tensor as a specific slice of

a larger tensor, if needed;
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Since an exatn::Tensor is subject to
asynchronous processing, it must always be created as
std::shared_ptr<exatn::Tensor> (a helper function
exatn::makeSharedTensor is provided for convenience),
for example:

#include ‘‘exatn.hpp’’
auto my_tensor = exatn::makeSharedTensor(‘‘MyTensor

’’,TensorShape{16,8,42});

In addition to the array-like tensor shape constructors, the
ExaTN library also defines explicitly the concept of a vector space
and subspace (spaces.hpp), enabling an optional definition of
tensor dimensions over specific (named) vector spaces/subspaces
which are expected to be defined and registered by the user
beforehand (custom tensor signature). Otherwise, the tensor
signature is simply specified by a tuple of base offsets defining
the location of a tensor slice inside a larger tensor (defaults to a
tuple of zeros). For example,

auto tensor_slice = makeSharedTensor("MyTensorSlice"
,TensorShape{12,8,20},TensorSignature{4,0,10});

defines a tensor slice [4:12,0:8,10:20] where each pair is
Start_Offset:Extent.

Necessitated by many applications, ExaTN also enables the
specification of the isometric groups of tensor dimensions. An
isometric group is formed by one or more tensor dimensions
such that a contraction over these dimensions with the complex-
conjugate tensor results in the identity tensor over the remaining
dimensions coming from both tensors, for example:

T†
ijmnTklmn = δij,kl (1)

where mn is an isometric group of indices (a summation over
mn is implied). The identity tensor is just the identity map
between the two groups of indices left after contraction over
the isometric group of indices. A tensor can have either a single
isometric group of dimensions or at most two such groups which
together comprise all tensor dimensions, in which case the tensor
is unitary, that is, in addition to Equation (1) we will also have:

T†
mnijTmnkl = δij,kl (2)

In order to register an isometric index group, one will need
to invoke the registerIsometry method specifying the
corresponding tuple of tensor dimensions (for example, first two
dimensions of MyTensor):

my_tensor->registerIsometry({0,1});

ExaTN is capable of automatically identifying tensor contractions
containing tensors with isometric index groups and subsequently
simplifying them without computation by using rules analogous
to (1) and (2). Apart from accounting for isometries, in a more
general case, the current processing backend does not yet provide
a special treatment for diagonal tensors of other kinds or other
types of tensor sparsity (future work).

Of all basic tensor operations, tensor contraction is the most
important operation in the tensor network calculus. A general
contraction of two tensors can be expressed as

Di1i2 ...iN = Lk1k2 ...kM ij1 ij2 ...ijL
Rk1k2 ...kM ijL+1 ijL+2 ...ijN

(3)

up to an arbitrary permutation of indices inside each tensor,
where a summation over all r.h.s-only indices is implied. The
opposite operation, i.e., tensor decomposition, which decomposes
a tensor into a contracted product of two tensors, is also
supported by ExaTN. A tensor network, that is, a specific
contraction of two or more tensors [2], is represented by the
exatn::TensorNetwork class (tensor_network.hpp ).
Following the standard graphical notation illustrated in Figure 1,
a tensor is graphically represented as a vertex with a number
of directed or undirected edges, where each edge is uniquely
associated with a specific tensor dimension (index), also called
mode. A contraction over a pair of dimensions (modes) coming
from two different tensors is then represented by a shared edge
between two vertices associated with those tensors. In this case, a
tensor network is generally represented as a directed multi-graph
(note that Figure 1 shows only undirected edges). In some cases,
one may also need to consider tensor networks containing hyper-
contractions, that is, simultaneous contractions of three or more
dimensions (modes) coming from the same or multiple tensors
that are labeled by the same index (hyper-edge). In such a case,
the tensor network is generally represented as a directed multi-
hypergraph in which some (hyper)-edges may connect more than
two vertices. Currently, ExaTN does not support construction of
general tensor hypergrahs, although it does support execution of
pairwise pieces of tensor hyper-contractions, for example

Di1i2j1 = Li1k1j1Rj1i2k1 , (4)

where index j1 is not summed over as it is present in the
l.h.s. tensor as well (only the r.h.s.-only indices are implicitly
summed over in our notation). We should note that tensor
hypergraphs can always be converted to regular tensor graphs
(tensor networks) by inserting order-3 Kronecker tensors which
will convert all hyper-edges into regular edges connected to the
Kronecker tensors.

An exatn::TensorNetwork object is constructed from
one or more tensors called input tensors. Additionally, the
ExaTN library automatically appends the so-called output
tensor to each tensor network, which simply collects all
uncontracted tensor dimensions from the input tensors. The
total number of input tensors in a tensor network defines
its size. The order of the output tensor defines the order
of the tensor network. Additionally, one can also specify
whether a tensor network describes a manifold in the primary
(ket) or dual (bra) tensor space. ExaTN provides multiple
ways for building a tensor network (see the placeTensor,
appendTensor, and appendTensorGate methods in
“tensor_network.hpp” for details). The most general way
is to append tensors one-by-one by explicitly specifying their
connectivity, i.e., connections between dimensions of distinct
tensors via graph edges (placeTensor). In this way, one
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FIGURE 1 | Graphical diagrams representing tensors and tensor operations.

can construct an arbitrarily complex tensor network but this
gradual constructionmechanism has to be fully completed before
a tensor network can be used. As an alternative, ExaTN also
allows gradual construction of tensor networks where each
intermediate tensor network is also a valid tensor network that
can be used immediately. This is achieved by appending new
input tensors by pairing their dimensions with those of the
current output tensor, thus indirectly linking the input tensors
to a desired network connectivity graph (appendTensor and
appendTensorGate ). Finally, exatn::TensorNetwork
class also accepts user-defined custom builders (OOP builder
pattern), that is, concrete implementations of an abstract
OOP builder interface (exatn::NetworkBuilder ) that are
specialized for the construction of a desired tensor network
topology (like MPS, TTN, PEPS, MERA, etc.) in one shot.

There are a number of transformation methods provided by
the exatn::TensorNetwork class. These include inserting
new tensors in the tensor network, deleting tensors from the
tensor network, merging two tensors in the tensor network,
splitting a tensor inside the tensor network into two tensors,
combining two tensor networks into a larger tensor network,
identifying and removing identities caused by the isometric
tensor pairs, etc. All these are manipulations on abstract tensors
that are not concerned with an immediate numerical evaluation
(and storage). However, numerical evaluation of the tensor

network, that is, evaluation of the output tensor of that tensor
network, or any other necessary numerical operation can be
performed at any stage via the executive API. Importantly,
numerical evaluation of a tensor network requires determination
of a cost-optimal tensor contraction path which prescribes the
order in which the input tensors of the tensor network are
contracted. The cost function is typically the total Flop count,
but it can be more elaborate (Flop count balanced with memory
requirements and/or arithmetic intensity). There is no efficient
algorithm capable of determining the true optimum for a general
case, but some efficient heuristics exist [38, 39]. For the sake
of generality, ExaTN provides an abstract interface for the
tensor contraction path finder that can bind to any concrete
user-provided implementation of a desired contraction path
optimization algorithm. The default optimization algorithm used
by ExaTN is a simplified variant of the recursive multi-level
graph partitioning algorithm from [38] implemented via the
graph partitioning library Metis [40] (without Bayesian hyper-
parameter optimization). Users who use NVIDIA CUDA can
also leverage the cuQuantum::cuTensorNet library 1 which is
fully integrated with ExaTN as an optional dependency. It
delivers the state-of-the-art quality as well as performance in
contraction path searches (in addition to highly-efficient tensor

1https://docs.nvidia.com/cuda/cuquantum/cutensornet/index.html

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 4 July 2022 | Volume 8 | Article 838601181

https://docs.nvidia.com/cuda/cuquantum/cutensornet/index.html
https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Lyakh et al. ExaTN

contraction execution). There is also an experimental binding to
CoTenGra [38] (in a separate branch of ExaTN).

Importantly, apart from constructing and processing
individual tensor networks, ExaTN also provides API for
constructing and processing linear combinations of tensor
networks, implemented by the exatn::TensorExpansion
class (tensor_expansion.hpp ). Specifically, a tensor
network expansion is a linear combination of tensor networks
of the same order and output shape (an example is illustrated
in Figure 2A). A tensor network expansion can be constructed
by gradually appending individual tensor networks with their
respective complex coefficients. Numerical evaluation of a tensor
network expansion results in computing the output tensor of
each individual tensor network component, followed by the
accumulation of all computed output tensors which have the
same shape. ExaTN also provides API for constructing the
inner and outer products of two tensor network expansions.
By design, a given tensor network expansion either belongs
to the primary (ket) or to the dual (bra) tensor space where
it defines a tensor network manifold (a manifold of tensors
which can be represented by the given tensor network or
tensor network expansion exactly). In order to introduce
the operator algebra on such tensor network manifolds,
ExaTN provides the exatn::TensorOperator class
(tensor_operator.hpp ). A tensor network operator is a
linear combination of tensor networks in which additionally
the dimensions of the output tensor in each tensor network are
individually assigned to either the ket or the bra tensor spaces (an
example is illustrated in Figure 2B). Thus, such a tensor network
operator defines an operator manifold, establishing a map
between the ket and bra tensor spaces populated by the tensor
network manifolds defined by the tensor network expansions.
Naturally, ExaTN provides API for applying arbitrary tensor
network operators to arbitrary tensor network expansions and
for defining matrix elements of tensor network operators with
respect to arbitrary ket and bra tensor network expansions, that
is, in Dirac notation:

MatrixElement(i, j) = 〈TensorExpansion(i)|TensorOperator|

TensorExpansion(j)〉, (5)

In this construction, a tensor network expansion replaces the
notion of a vector, and a tensor network operator replaces the
notion of a linear operator: A tensor network operator maps
tensor network expansions (tensor network manifolds) from
one tensor space to tensor network expansions (tensor network
manifolds) in another (or same) tensor space.

In many applications of tensor networks the computational
problem lies in the optimization of a suitably chosen tensor
network functional to find its extreme values. In ExaTN,
a tensor network functional is defined as a tensor network
expansion of order 0 (scalar), thus having no uncontracted
edges. By optimizing the individual tensor factors inside the
given tensor network functional, one can find its extrema
using gradient-based optimization techniques. This requires
computing the gradient of the tensor network functional
with respect to each optimized tensor. ExaTN provides API

FIGURE 2 | (A) An example of a tensor network expansion as a linear

combination of two tensor networks of the same order; (B) An example of a

tensor network operator as a linear combination of two tensor networks with

open legs establishing a map between the ket and bra spaces.

for computing the gradient of an arbitrary tensor network
functional with respect to any given tensor. Furthermore, ExaTN
implements numerical procedures that can efficiently project
a tensor network expansion living on one tensor network
manifold to a tensor network expansion living on another tensor
network manifold, as well as solve linear and eigen systems
defined on arbitrary tensor network manifolds. This higher-level
functionality, however, is not the focus of the current paper and
will be described elsewhere.

2.2. Tensor Network Processing
Processing of tensors, tensor networks and tensor expansions
is done via the executive API (exatn_numerics.hpp )
by the ExaTN parallel runtime (ExaTN-RT). The
ExaTN parallel runtime provides a fully asynchronous
execution of basic numerical tensor operations extending
the abstract exatn::TensorOperation class
(tensor_operation.hpp ), in particular tensor creation,
tensor destruction, tensor initialization, tensor transformation,
tensor norm evaluation, tensor copy/slicing/insertion,
tensor addition, tensor contraction, tensor decomposition
(via the singular value decomposition of the tensor
matricization), and some tensor communication/reduction
operations. Additionally, new user-defined numerical
tensor operations can be implemented either via
extending the exatn::TensorTransformation
class (for unary tensor transformations) or via extending
the abstract exatn::TensorOperation class
(tensor_operation.hpp ) for more general operations
(non-unary).

The executive API can be used for submitting individual basic
tensor operations as well as entire tensor networks and tensor
network expansions for their numerical evaluation. The latter
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are first decomposed into basic tensor operations which are then
submitted to the ExaTN runtime for asynchronous processing.
The synchronization is done by either synchronizing on a desired
tensor (to make sure all update operations have completed on
that particular tensor) or synchronizing all outstanding tensor
operations previously submitted to the ExaTN runtime (barrier
semantics). Few examples:

include "exatn.hpp"

//Declare tensors:
auto tensor_A = exatn::makeSharedTensor("A",

TensorShape{12,8,20});
auto tensor_B = exatn::makeSharedTensor("B",

TensorShape{8,64,20});
auto tensor_C = exatn::makeSharedTensor("C",

TensorShape{64,12});

//Allocate tensor storage:
bool success = true;
success = exatn::createTensor(tensor_A,

TensorElementType::REAL64);
success = exatn::createTensor(tensor_B,

TensorElementType::REAL64);
success = exatn::createTensor(tensor_C,

TensorElementType::REAL64);

//Initialize tensors:
success = exatn::initTensorRnd("A");
success = exatn::initTensorRnd("B");
success = exatn::initTensorRnd("C",0.0);

//Perform tensor contraction (1.0 is a scalar
multiplier):

success = exatn::contractTensors("C(a,b)+=A(b,i,j) * B
(i,a,j)",1.0);

//Declare, allocate, and initialize a new tensor:
auto tensor_D = exatn::makeSharedTensor("D",

TensorShape{12,12});
success = exatn::createTensor(tensor_D,

TensorElementType::REAL64);
success = exatn::initTensorRnd("D",0.0);

//Evaluate a tensor network:
success = exatn::evaluateTensorNetwork("MyNetwork","

D(a,b)+=A(b,i,j) * B(i,k,j) * C(k,a)");

//Sync all submitted tensor operations to this point
(barrier):

success = exatn::sync();

In the above code snippet, all executive API calls are non-blocking
(except exatn::sync). All submitted tensor operations will
be complete after return from the exatn::sync call. When
submitted for processing, tensor operations are appended to
the dynamic directed acyclic graph (DAG) stored inside the
ExaTN runtime. The dynamic DAG is tracking data (tensor)
dependencies automatically, thus avoiding race conditions.
Inside the ExaTN runtime, the DAG is being constantly traversed
by the ExaTN graph executor which identifies dependency-
free tensor operations and submits them for execution by the
ExaTN node executor. The ExaTN graph executor implements
the OOP visitor pattern where the visitor (ExaTN node executor)
visits/executes DAG nodes (tensor operations) by implementing

overloads of the execute method for each supported tensor
operation. The default implementation of the polymorphic
ExaTN node executor interface is backed by the tensor processing
library TAL-SH [41]. However, other tensor processing backends
can also be easily plugged-in as long as they provide the
implementation of all required basic tensor operations. The
default TAL-SH tensor processing backend supports concurrent
execution of basic tensor operations on multicore CPU as well as
single/multiple NVIDIA or AMD GPU (AMD support is largely
experimental at the ExaTN level). TAL-SH provides an automatic
tensor storage and residence management within the combined
Host+GPU memory pool, supporting a fully asynchronous
execution on GPUs. In particular, a tensor contraction involving
large tensors can be executed on multiple GPUs using the entire
Host memory pool. The selection of the execution device is
performed by the TAL-SH library automatically during run
time, based on tensor sizes, flop count (and possibly arithmetic
intensity), and current data residence (data locality). The default
GPU tensor contraction algorithm is based on the matrix-
matrix multiplication (e.g., via cuBLAS) accompanied by an
optimized tensor transpose algorithm [42, 43]. Optionally, the
default tensor contraction implementation can be swapped with
the NVIDIA cuTENSOR backend2 integrated with the TAL-
SH library as an external dependency specifically for NVIDIA
GPU. Finally, we have recently integrated ExaTN with the
cuQuantum::cuTensorNet library1 that allows ExaTN to process
a whole tensor network in one shot, with superior performance
in both the contraction path search and actual numerical
computation on NVIDIA GPUs.

During the execution of tensor workloads, the storage and
execution details are completely hidden from the user (client).
The only data exchange between the client and the runtime
occurs when the client is initializing a tensor with some
data or retrieving tensor data back to the user space. The
tensor initialization accepts real or complex scalars or arrays
of single or double precision. The tensor retrieval requires
tensor synchronization and returns a C++ talsh::Tensor
object defined in the talshxx.hpp header of the TAL-SH
library [41]. A tensor can be retrieved either in whole or in part
(by a slice), but in both cases it is just a copy of the tensor (or its
slice). Tensors can also be stored on disk.

The ExaTN library also supports distributed execution
across many (potentially GPU-accelerated) compute nodes via
the MPI interface. Currently, there are multiple levels of
distributed parallelism. At the most coarse level, a tensor
network expansion submitted for numerical evaluation across
multiple MPI processes can distribute evaluation of its individual
components (tensor networks) among subgroups of those MPI
processes. Then, each tensor network can be evaluated by
multipleMPI processes within a subgroup in parallel. Specifically,
the intermediate tensors of the tensor network, that is, temporary
tensors which are neither inputs nor outputs of the tensor
network, can be decomposed into smaller slices which can be
computed independently (slices are obtained via segmentation
of tensor dimensions). The complete tensor network evaluation

2https://docs.nvidia.com/cuda/cutensor/index.html
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requires computation of all slices of intermediate tensors that
can be distributed among multiple/many MPI processes, with
a minimal communication at the end (MPI_Allreduce
reduction of the output tensor). The ExaTN library provides an
explicit API for creating and splitting groups of MPI processes
into subgroups, thus providing a multi-level composable
resource isolation mechanism. Additionally, another level of
parallelization is possible by utilizing a distributed tensor
processing backend for basic numerical tensor operations
executed by the ExaTN runtime, which will allow (distributed)
storage of larger tensors but will result in a dense communication
pattern within an executing group of MPI processes.

3. RESULTS AND DISCUSSION

3.1. Condensed Matter Physics Simulations
Quantum-mechanical condensed matter problems are typically
too complex to be addressed by brute-force numerical methods
because the dimension of the matrix representation of the
Hamiltonian grows exponentially with the number of spin
lattice sites. Aside from a small set of exactly solvable
models, which eliminate complexity by exploiting underlying
symmetries and constants of motion, approximate techniques
are needed to address this important class of problems. Mean-
field approximations and low-order perturbation theory are only
appropriate for problems containing relatively limited inter-
particle correlations. Quantum Monte-Carlo is a state-of-the-art
technique but is rendered inefficient in many settings by the
ubiquitous sign problem [44]. Tensor network factorizations,
with complexity varying with dimensionality of the problem and
the system correlation length, constitute an alternative formalism
to describe quantum states in condensed matter systems.
A numerical solution to Wilson’s renormalization group,
specifically for the Kondo impurity problem, was the original
motivation for the matrix-product state (MPS) tensor network
[45], although the explicit MPS structure was not realized until
later [1]. Following the famous density matrix renormalization
group algorithm [45], the numerical optimization consists of a
series of linear algebra operations, including tensor contractions
and singular value decompositions (SVD), which are swept across
the spatial extent of the MPS spin chain [46]. Building on
early MPS developments, a suite of more flexible and advanced
tensor networks have been developed to deal with situations
which are not naturally amenable to the MPS description. For
example, the extension of tensor networks to problems arising
in two spatial dimensions may be addressed by the projected
entangled-pair states (PEPS) [47, 48]. Further modifications of
the MPS formalism have resulted in the tree tensor network
(TTN) [47] and the multiscale entanglement renormalization
ansatz (MERA) [6, 49]. The latter tensor network ansatz can
efficiently represent critical long-range ordered states. Aside from
the variational MPS optimization, real and imaginary time-
evolving block decimation (TEBD) algorithms [50–53] are the
other two algorithms worth mentioning as they provide ways
to deal with dynamical correlations and provide alternative
means for determining quantum eigenstates and sample partition
functions [54], respectively.

FIGURE 3 | Graphical diagram depicting a fragment of the 3:1 MERA tensor

network.

The ExaTN library, combined with standard BLAS/LAPACK
libraries, provides all necessary utilities for implementing
the aforementioned numerical algorithms for arbitrary tensor
network ansaetze, regardless of particular details such as network
topology (as long as it is a graph-based topology). This also
includes numerical algorithms for dealing with formally infinite
(periodic) tensor networks [55]. Typically, all these algorithms
are based on tensor contraction and tensor decomposition
operations, where the latter is traditionally implemented via
tensor matricization and SVD. Figure 3 shows a typical example
of a tensor network fragment (expressed graphically as a many-
body diagram) for the 1D MERA 3:1 ansatz taken from Pfeifer
et al. [56]. Such tensor network fragments are common in
tensor network optimization procedures, representing gradients
of optimization functionals, density matrices, etc. To illustrate
the performance of the ExaTN library, we numerically evaluated
this representative tensor network fragment on 4, 8, 16, 32, 64,
and 128 nodes of the Summit supercomputer (each Summit
node consists of 2 IBM Power 9 CPU with 256 GB RAM
each and 6 NVIDIA V100 GPU with 16 GB RAM each). All
tensor dimensions in this tensor network fragment were set
to have the same extent of 64 (bond as well as lattice site
dimension of 64). Table 1 shows execution times and absolute
performance. We observe both excellent parallel efficiency and
high absolute efficiency when executed in a hybrid CPU+GPU
setting (NVIDIA V100 GPU has a theoretical single-precision
peak at∼15 TFlop/s).

3.2. Quantum Chemistry Simulations
Tensor network methods used in condensed matter physics
have also found many applications in quantum chemistry
[7, 8] by simply remapping molecular (or spin) orbitals to
spin sites while employing ab initio Hamiltonians instead of
model Hamiltonians. However, these ab initio Hamiltonians,
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TABLE 1 | Performance of numerical evaluation of the 3:1 MERA fragment on

Summit supercomputer.

Number of nodes Time, s Performance, TFlop/s/GPU

4 77.11 10.743

8 38.88 10.716

16 19.96 10.435

32 10.54 10.117

64 5.53 9.637

128 3.96 7.333

Each Summit node has 6 NVIDIA V100 16 GB GPUs. The peak (single-precision)

performance per GPU is around 15 TFlop/s.

although quite accurate, could be numerically costly, limiting
the scope of applicability of such tensor network methods.
Fortunately, chemical properties that are largely governed by
certain physical features can greatly benefit from reduced
(effective) Hamiltonians, where the Hamiltonian is designed
to specifically target the sought chemical property. For
example, certain organic polymers and protein aggregates
exhibit pronounced photochemical activity mediated by weakly-
interacting chromophores [57]. The ab initio treatments in
such cases are often intractable due to an enormous dimension
of the corresponding Hilbert space, and this is aggravated
by the requirement of inclusion of multiple low-lying excited
states. Fortuitously, these problems lend themselves naturally
to the so-called ab initio exciton model (AIEM) [58]. In this
model, each (weakly-interacting) subunit/monomer is initially
described by its own local ab initio Hamiltonian. The fact that
the constituent monomers are spatially separated provides the
justification for the approximations used by the model, namely
(1) cross-fragment fermionic antisymmetry is relaxed, which
means 2-body interactions can be reduced to dipole interactions
between monomers, (2) only nearest-neighbor interactions are
of numerical significance, and (3) the energy eigenspectrum can
be approximated by configuration interaction of tensor products
of ground and several subsequent excited monomer states.
Consequently, the AEIM Hamiltonian can simply be expressed
as a sum of monomer and dimer terms:

Ĥ =
∑

A

hAĤA +
∑

A,B

hABĤA ⊗ ĤB, (6)

where A and B are the subunit (monomer) labels and the
compound index AB sums over nearest-neighbor pairs of
subunits (dimers), with the scalars hA and hAB quantifying
the local and interaction energies, respectively. These
matrix elements are normally computed by a relatively
cheap self-consistent-field method, for example, the density
functional theory.

The workflow involved in the AIEM Hamiltonian can be
briefly summarized as follows: (1) local Hamiltonian is obtained
from monomer quantum chemistry simulations; (2) dipole
interactions between adjacent monomers using the outputs
from (1) are computed; (3) AEIM Hamiltonian is constructed

TABLE 2 | Convergence of the ground state correlation energy with respect to the

maximal bond dimension for the AIEM Hamiltonian describing a combined system

of 48 2-level chemical fragments.

Max bond dimension Correlation energy, Hartree

1 −1.967

2 −1.983

4 −1.992

8 −1.992

Total Hilbert space dimension is 248.

from computations in (2); (4) AIEM Hamiltonian in (3) is
diagonalized in the space of configurations of tensor products
of individual monomer states. In the simplest case, where only
the first excited state in each monomer is considered, the
eigenspace of Equation (6) is a 2N-dimensional Hilbert space,
with N being the number of monomers, which quickly becomes
intractable with a growing N. However, the weakly entangled
nature of many eigenstates of the AIEM Hamiltonian makes it
an ideal target for approximations based on tensor networks.
Alternatively, when a stronger entanglement is present, the AIEM
Hamiltonian is a prospect application for quantum computing
by exploring the isomorphism between the AIEM Hamiltonian
in k-fold monomer excitations with a spin lattice Hamiltonian
that is immediately expressible in the tensor product space of
k-dimensional qudits [59].

To demonstrate the utility of the ExaTN library in this case,
we implemented a brute-force version of the direct ground-state
search procedure based on a chosen (arbitrary) tensor network
ansatz. Specifically, given the AIEM Hamiltonian and a fully
specified tensor network ansatz, the ExaTN library was used to
minimize the Hamiltonian expectation value by optimizing the
constituting tensors (inside the chosen tensor network ansatz)
using the steepest descent algorithm. For demonstration, we
chose the AIEM model representing a chemical system with 48
2-level fragments (monomers) that can be mapped to 48 qubits,
with the total Hilbert space dimension of 248. We used the binary
planar tensor tree topology for the tensor network ansatz and
limited the maximal bond dimension in the tree to 1, 2, 4, and
8. Table 2 shows the convergence of the obtained ground state
correlation energy with respect to the maximal bond dimension.
As one can see, the mHartree accuracy for the ground electronic
state is already reached at the maximal bond dimension of 4,
showing low entanglement in this weakly-interacting system.
This electronic ground state search in a 248-dimensional Hilbert
space was executed on 16 nodes of Summit supercomputer,
with each iteration of the steepest descent algorithm taking
around 20 s. We should note that in this illustrative example
we did not enforce isometry on the tensors constituting the
tree tensor network used for representing the ground state of
the AIEM Hamiltonian. Further enforcing and exploiting tensor
isometry will significantly reduce the computational cost, making
it possible to treat much larger systems. We should also note
that the convergence of the steepest descent algorithm used here
was rather slow. Alternative algorithms, like conjugate gradient,
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FIGURE 4 | Quantum circuit simulation by direct contraction of the circuit

tensor network with ExaTN. Qubits are represented as order-1 tensors.

Tensors describing quantum gates are appended to the qubit register

according to the quantum circuit specification. Full contraction of the tensor

network produces the complete wave-function.

FIGURE 5 | ExaTN tensor network for bit-string amplitude computation. The

tensor network representing the input quantum circuit is constructed as

described in Figure 4. Triangular-shaped order-1 tensors are 0/1 tensors,

representing the projected state.

or density matrix renormalization group, or imaginary-time
evolution could potentially result in a faster convergence.

3.3. Simulations of Quantum Circuits
The ExaTN library has also been extensively employed as
a parallel processing backend in the HPC quantum circuit
simulator called TN-QVM [12, 60], one of the virtual quantum
processing unit (QPU) backends available in the hybrid

TABLE 3 | Average GPU performance in evaluation of a single amplitude of the

53-qubit Sycamore 2D random quantum circuit of depth 14.

Computing system Precision Average TFlop/s/GPU

DGX-A100, 8 A100 GPU TF32 34.73

DGX-A100, 8 A100 GPU FP32 15.06

Summit, 64 nodes, 384 V100 GPU FP32 7.99

Dual 64-core AMD Rome CPU FP32 2.98

quantum/classical programming framework XACC [61]. TN-
QVM implements a number of advanced quantum circuit
simulation methods, where each method creates, transforms, and
processes all necessary tensor network objects via the ExaTN
library. Below we briefly discuss the utility of ExaTN in the
implementation of these different simulation methods.

3.3.1. Direct Contraction of Quantum Circuits

In this mode of simulation [9], TN-QVM represents the initial
state of an n-qubit register as a rank-1 product of n order-1
tensors. Then it appends order-2 and order-4 tensors to this
qubit register to simulate single- and two-qubit gates, respectively
(Figure 4). Finally, for each qubit line one can either choose to
keep it open or project it to any 1-qubit state, thus specifying
an output wave-function slice to be computed in a chosen basis,
as shown in Figure 5. Effectively, TN-QVM constructs a tensor
network for

〈9f |Ucircuit|90〉, (7)

where 90 is the initial rank-1 state of the n-qubit register while
9f defines the output wave-function slice.

Once the obtained tensor network is submitted to ExaTN
for parallel processing, the library analyzes the tensor network
graph to heuristically determine the tensor contraction sequence
(contraction path) which is pseudo-optimal in terms of the Flop
count or time to solution (given some performance model). Any
intermediate tensors that require more memory than available
per MPI process are automatically split into smaller slices by
splitting selected tensor modes. The computation of these slices
is distributed across all MPI processes. Intermediate slicing in
principle enables simulation of output amplitudes of arbitrarily
large quantum circuits, that is, the memory constraints are
lifted by the increased execution time. The resulting overhead in
execution time is highly sensitive to the selection of tensor modes
to be sliced, but there exists a rather efficient simple heuristics
[62].

Table 3 illustrates performance of the TN-QVM/ExaTN
software in simulating a single bit-string amplitude of a 2D
random quantum circuit of depth 14 from Google’s quantum
supremacy experiments [63] on different classical HPC hardware
[the performance data is taken from [60]].

3.3.2. Computation of Operator Expectation Values

A ubiquitous use case in quantum circuit simulations is
calculation of the expectation values of measurement operators,
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FIGURE 6 | ExaTN tensor network for expectation value evaluation using the circuit conjugation technique. Hashed-filled tensors represent the complex conjugates of

the solid-filled counterparts.

which can be done with tensor networks very conveniently. TN-
QVM provides two different methods for this purpose. First is
based on appending the string of measurement operators to the
output legs of the quantum circuit tensor network, followed by
a closure with the conjugate tensor network, as illustrated in
Figure 6. Numerical evaluation of this combined tensor network
delivers the scalar expectation value. All necessary operations
for combining tensor networks and subsequent numerical
evaluation are provided by ExaTN API. Additionally, ExaTN can
intelligently collapse a unitary tensor and its conjugate upon their
direct contact in a tensor network, thus simplifying the tensor
network if the measurement operators are sparse.

The second method is based on wavefunction slicing, where
TN-QVM slices the output wave-function tensor as dictated by
the memory constraints, computes the expectation value for each
slice, and recombines them to form the final result, all done via
the ExaTN API. As compared to the circuit conjugation method,
this approach has an advantage in simulations of deeper quantum
circuits with non-local observables and a moderate number of
qubits. The partial expectation value calculation tasks can be
distributed in a massively parallel manner.

3.3.3. Approximate Evaluation of Quantum Circuits

In addition to exact simulation methods, TN-QVM also provides
the ability to evaluate the quantum circuit wave-function
approximately as a projection on a user-defined tensor network
manifold. Specifically, a user can choose a tensor network
ansatz with arbitrary topology and bond dimensions. Once
the ansatz is chosen, TN-QVM will cut the quantum circuit
into chunks of equal depth and evaluate the action of each
chunk on the chosen tensor network ansatz while remapping
the result back to the same tensor network form (in general,
one should allow tensor network bond dimensions to grow
along the quantum circuit). In this simulation method, the

FIGURE 7 | An example of reconstruction of one (more complex) tensor

network as another (simpler) tensor network by minimizing the Euclidean norm

of the difference.

key procedure is a projection of a given tensor network to a
tensor network manifold of a different form (different topology
and/or bond dimensions), as illustrated in Figure 7 where a
more complex tensor network is approximately reconstructed
by a simpler tensor network. ExaTN provides a simple API
to perform such a reconstruction procedure, implemented
by the exatn::TensorNetworkReconstructor class.
Importantly, the reconstruction procedure also returns the
reconstruction fidelity which can then be used for making
decisions on dynamically increasing the bond dimensions in the
reconstructing tensor network (adaptive tensor networks). The
execution of the tensor network reconstruction automatically
leverages multiple levels of parallelization provided by the ExaTN
parallel runtime as described above.

Another approximate quantum circuit simulation
method implemented in TN-QVM is based on a matrix
product state (MPS) representation of the multi-qubit
wave-function [60] which is evaluated via the classical
contract/decompose algorithm [12]. This algorithm adapts
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the simulation accuracy to the available computational resources.
ExaTN provides a convenient MPS builder utility via the
exatn::numerics::NetworkBuilder interface as well
as API for tensor contraction and decomposition.

3.4. Machine Learning
The utility of tensor networks in classical machine learning
was realized relatively recently. Here we can distinguish two
categories of applications: (1) Building machine learning models
with tensor networks, and (2) using tensor networks in
conventional deep neural network models for compressing
the neural network layers. In the first approach, a tensor
network model can be trained to fulfill classification tasks
[19–22]. The input data, for example, an image, is typically
encoded as a direct-product state of many quantum degrees of
freedom, where each quantum degree of freedom corresponds
to a single pixel (in case of images). By optimizing the
tensors constituting the tensor network, one minimizes the
error of the classification. Image classification is particularly
amenable to the tensor network analysis because of the locally
correlated structure of typical images. In the second approach,
tensor networks, i.e., MPS, are used for compressing the
layers of a deep neural network, thus reducing the memory
requirements and introducing regularization in the training
phase [18, 64]. The ExaTN library provides necessary primitives
for both use cases, in particular construction and contraction
of an arbitrary tensor network as well as evaluation of the
gradient of a tensor network functional with respect to a
given tensor. Additionally, the first use case may also benefit
from the availability of the exatn::TensorExpansion
class suitable for representing a linear combination of tensor
networks projected on different instances from the training
data batch.

4. CONCLUSIONS

As demonstrated above, the ExaTN library provides state-of-
the-art capabilities for construction, transformation, and parallel
processing of tensor networks on laptops, workstations, andHPC
platforms, including GPU-accelerated ones, in multiple domains.
Furthermore, building upon regular tensor networks, ExaTN also
introduces higher-level objects, specifically linear combinations
of tensor networks or tensor network operators which serve as
more flexible analogs of tensors and tensor operators living on
differential manifolds instead of regular linear spaces. ExaTN
also provides a general tensor network reconstruction procedure
which can efficiently project any tensor network to another
tensor network of different topology/configuration. Importantly,
these mathematical primitives enable a systematic derivation of
approximate tensor network renormalization schemes as well
as reformulation of linear algebra solvers on low-rank tensor
network manifolds, which is currently an active field of research
in applied math. We are actively working on implementing
such solvers in the ExaTN library, leveraging all benefits of
multi-level parallelization and GPU acceleration provided by the

ExaTN parallel runtime. Another direction of our development
work is further adoption of vendor-provided highly-optimized
math libraries that will enhance the performance of ExaTN on
respective HPC platforms.
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