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Mental health prediction is one of the most essential parts of reducing the probability of

seriousmental illness. Meanwhile, mental health prediction can provide a theoretical basis

for public health department to work out psychological intervention plans for medical

workers. The purpose of this paper is to predict mental health of medical workers based

on machine learning by 32 factors. We collected the 32 factors of 5,108 Chinese medical

workers through questionnaire survey, and the results of Self-reporting Inventory was

applied to characterize mental health. In this study, we propose a novel prediction model

based on optimization algorithm and neural network, which can select and rank the

most important factors that affect mental health of medical workers. Besides, we use

stepwise logistic regression, binary bat algorithm, hybrid improved dragonfly algorithm

and the proposed prediction model to predict mental health of medical workers. The

results show that the prediction accuracy of the proposed model is 92.55%, which is

better than the existing algorithms. This method can be used to predict mental health of

global medical worker. In addition, the method proposed in this paper can also play a

role in the appropriate work plan for medical worker.

Keywords: COVID-19, mental health, prediction, machine learning, artificial intelligence, neural network, public

health

INTRODUCTION

Although the definition of mental health is not uniform in academic circles, the research
significance of mental health is self-evident. Mental health has been widely used in psychology
(1), sociology (2), psychiatry (3), pedagogy (4, 5), genetics (6), and other fields.

Currently, some representative scales are usually used to measure mental health, such as
Self-reporting Inventory (SCL-90) (7), Minnesota Multiphasic Personality Inventory (MMPI)
(8), Self-Rating Anxiety Scale (SAS) (9), Self-Rating Depression Scale (SDS) (10), Eysenck
Personality Questionnaire (EPQ) (11), the Sixteen Personality Factor Questionnaire (16PF)
(12). Above scales are widely used internationally because they are guided by various
psychological theories and can transform abstract mental health concepts into observable specific
indicators. However, some shortcomings are not considered in the scales mentioned above.
First, the different emphasis of scale measurement leads to the differences in the evaluation
criteria because many factors need to be considered in the measurement of mental status.
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Second, the existing way of answering the scales is self-evaluation,
which inevitably makes the respondent hold something back.
Third, a lot of time is spent in obtaining the results of the scale
for judging mental status in emergency situations. Although the
diagnosis and intervention of mental symptoms are significant,
prevention is even more important. Therefore, using existing
information to predict mental health is of great significance.

Mental health prediction is conductive to detecting mental
disorders in advance, reducing the incidence of serious mental
illnesses, and facilitating the health system to provide people
with targeted health care services (13). In particular, the mental
health of medical workers is seriously threatened by the global
spread of COVID-19. These workers are prone to anxiety
and depression (14). United Nations Secretary-General António
Guterres indicated in “Message on COVID-19 and the demand
for action of mental health” (15) that various mental health
services must be shifted to the community and must be included
in the all-people medical plan. Based on a survey conducted
by WHO, COVID-19 pandemic has caused the disruption of
major mental health services in 93% of countries worldwide (16).
However, there are urgent demand for mental health services in
many countries. In addition, the delta variants have appeared in
at least 98 countries and regions, and continue to mutate and
evolve. Almost all new cases of CIVID-19 are the delta variants
(17), and the delta variants are becoming the main epidemic
strain in many countries. The delta variant pandemic is likely to
further exacerbate the fears of the public and medical workers.
Therefore, predicting the potential psychological symptoms of
medical workers contributes to the mental health of medical
personnel, and helps maintain the high efficiency of global
medical institutions.

The existing mental health prediction methods are
divided into statistical model methods and artificial
intelligence algorithms.

Among the statistical model methods that are used for
mental health prediction, structural equation models are widely
used (18–20). Moving average methods are also commonly
used in health prediction. Autoregressive Integrated Moving
Average model (ARIMA) (21–23) and Exponential Smoothing
(ES) (24, 25) are the representative methods of the moving
average model. Negative binomial model (NBM) (26, 27) and
fractional polynomials (28) also provide new mentalities for
predicting health. However, the statistical analysis of the data can
be achieved by the above methods, but the inherent relationship
between the characteristic variables and the prediction results
cannot be identified by the above methods. Therefore, the
accuracy of mental health prediction based on statistical models
is low.

For the purpose of improving the accuracy of mental health
prediction, machine learning technology has been used in the
mental health prediction research since the 1980s. Basavappa
et al. (29) proposed a depth-first search method according
to reverse search strategy in 1996, which is used to diagnose
depression or dementia. Basavappa et al. developed an expert
system based on the subjects’ behavior, cognition, symptoms of
emotion, and neuropsychological assessment results. Gil. and
Manuel (30) come up with a system according to Artificial

Neural Network (ANN) and Support Vector Machine (SVM)
in 2009, which is used to diagnose Parkinson’s disease. The
system improves the accuracy of diagnosis and reduces the cost of
diagnosis. Seixas et al. (31) come up with a model called Bayesian
Network (BN) in 2014, which is used to diagnose dementia and
Alzheimer disease. The experimental results show that compared
with most other well-known classifiers, the BN decision model
has better performance. Dabek and Caban (32) proposed a neural
network model in 2015, which is used to assess the possibility of
suffering from psychological illnesses.

However, three problems are not solved in the algorithms
mentioned above. First, statistical models are difficult to tackle
the impact of random interference factors on mental health
because of their limitations. Therefore, statistical models cannot
reflect the high uncertainty of mental health and the non-
linear relationship between feature variables and prediction
results, which leads to their low prediction accuracy. Second,
existing machine learning methods that are used for mental
health prediction only focus on prediction accuracy without
considering the impact of feature variables on the importance
of mental health. Therefore, the influence weight cannot be
determined according to the degree to which feature variables
have effects on the prediction results. As a result, the above
algorithms cannot provide a theoretical basis for the health
department to work out psychological intervention plans for
medical workers. Third, a large number of irrelevant or
redundant features are usually included in the datasets that are
used for mental health prediction. Statistical model methods
merely choose significant features rather than important features,
which cannot eliminate the irrelevant and redundant features
in dataset that influence prediction results. Consequently,
the mental health prediction methods based on statistical
model not only have low prediction accuracy, but also waste
computing time.

To deal with the above problems, the article proposes a novel
mental health prediction algorithm called the Improved Global
Chaos Bat Back Propagation Neural Network (IGCBA-BPNN).
The purpose of this article is to monitor the mental health
of medical workers in time to reduce the incidence of mental
illness of medical workers, and to rationalize the distribution
of global public health resources. Therefore, IGCBA-BPNN is
applied to the mental health prediction of Chinese medical
workers. The experimental results show that, compared with the
existing mental health prediction methods, IGCBA-BPNN not
only improves the accuracy of mental health prediction, but also
selects the fewest feature variables.

The contribution of this paper is the proposal of a new mental
health prediction algorithm. The proposed algorithm can predict
more effectively the mental health of medical workers during
COVID-19, and at the same time provides a theoretical basis
for global public health departments to work out psychological
intervention plans.

The remaining content of this article is arranged as followed:
in section Materials and Methods, we introduced the data and
methods of this research. In section Results, the effectiveness
of proposed algorithm is evaluated. At last, the discussion and
conclusion are illustrated in detail.
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MATERIALS AND METHODS

Data Preparation
Using dataset from the “Mental Health Status of Medical
Workers During COVID-19” survey conducted in Changchun,
Jilin Province, China from June 1, 2020 to June 7, 2020, this
paper predicts the mental health of Chinese medical workers
during COVID-19. The subjects of above survey are medical
workers who participated in epidemic prevention and control.
According to the population status and the characteristics of
geographical distribution, we selected 150 grass-roots medical
units from 220 grass-roots medical units in the Changchun city
and then randomly selects 35 medical workers in each grass-
roots medical unit. The questionnaire is conducted online and
5,260 questionnaires were obtained in this survey. Based on
research need, 152 unqualified samples were eliminated and
the final sample size is 5,108. There are 32 variables in the
questionnaire. In the process of designing the questionnaire, we
collected asmuch as possible the basic information of the subjects
and the variables information that may affect mental status of
medical workers during COVID-19. Studies have shown that the
measurable factors affecting mental status mainly include the five
respects of demography (33, 34), family (35, 36), employment
(37, 38), lifestyle (39, 40), and work/living environment related to
COVID-19 (41, 42). Based on the results of the existing literature
and the actual situation of medical workers during COVID-19,
32 factors were decided.

The description of variables is presented in Table 1. The data
and its description are published on GitHub (https://github.com/
Hu-Li/mental-health-dataset).

This study had been reviewed and approved by the Ethics
Committee of the School of Public Health, Jilin University.
This study does not involve questions about the identity of the
respondents. An informed consent page was provided on the
first page of the questionnaire for confirmation. All participants
voluntarily joined this study with informed consent.

Feature Selection
Bat Algorithm
The Bat Algorithm (BA) (43) proposed by Yang is widely
used in many fields because of its simplicity, fast convergence
speed and few parameters. The bat algorithm has been used
by many scholars for feature selection (44, 45). The excellent
performance of the bat algorithm has also been verified
in comparison with other most well-known algorithms such
as genetic algorithm (GA) and particle swarm optimization
(PSO) (46). Bat algorithm uses echolocation principles to
simulate the predation process of bats. Bat algorithm is also
an effective search method, and it is used to search for
the global optimal solution. Original bat algorithm has three
ideal hypotheses so as to simulate the predation behavior
of bats:

First, bats use echolocation to perceive the distance
between themselves and the target, and they can effectively
distinguish targets and obstacles. Second, the ith bat flies
randomly at a speed vi in the space position xi, and
searches for targets with frequency fi, wavelength λ and

TABLE 1 | The description of variables.

Factors Variables Variable type

Demography Gender Unordered

Age Numeric

Place of residence Unordered

Town or country Unordered

Education Ordered

Marital status Unordered

Chronic disease Unordered

Family The only child Unordered

Have minor children or not Unordered

Whether the minor child is an only

child

Unordered

Primary caregiver for children Unordered

Primary caregiver for elderly parents Unordered

Annual family income Numeric

Current job is supported by family Unordered

Employment Occupation Unordered

Post Unordered

Working years Numeric

Work units nature Unordered

Title Unordered

Employment type Unordered

Monthly income Numeric

Changes in work intensity Unordered

Working hours per week Numeric

Satisfaction level with the protective

measures

Unordered

Psychological training Unordered

Lifestyle Usual sleep time Numeric

Resting place Unordered

Frequency of exercise Unordered

Work/living

environment

Have COVID-19 patients or not in the

workplace

Unordered

related to In close contact with COVID-19

patients in the workplace

Unordered

COVID-19 Have COVID-19 patients or not in the

living place

Unordered

The work unit is a designated

treatment point or not

Unordered

loudness Ai. Bats adjust the rate of emission of pulse
r(r ∈ [0, 1]) according to the distance between themselves
and prey. Third, loudness changes from maximum Amax to
minimum Amin.

Based on the above three ideal hypotheses, in the search space,
the calculating equations of the frequency, velocity and position
of bats as follows:

fi = fmin + (fmax − fmin)× β (1)

vt+1
i = vti + (xti − x∗)× f (2)

xt+1
i = xti + vt+1

i (3)
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where fi is the pulse frequency of the ith bat, and fmin and fmax

are the minimum and maximum value of the pulse frequency,
respectively, β is a random number within [0,1], vt+1

i is the flight
speed of the ith bat at the t + 1th iteration, vti is the flight speed
of the ith bat at the tth iteration, xti is the position where the ith

bat stays at the tth iteration, xt+1
i is the position where the ith bat

stays at the t + 1th iteration, x∗ is the optimal position of the bat
in the current population.

In the process of searching for prey, the initial ultrasonic
loudness of bats is large, but the emission rate is low. This helps
bats search for prey in the entire space. When a bat finds prey,
the loudness of volume that the bat emits is gradually reduced,
and the rate of emission of pulse is gradually increased. Through
the above adjustments, bats can more accurately determine the
location of prey. The rate of emission of pulse and the loudness
of volume that the bat emits are calculated as follows:

rt+1
i = r0i [1− exp(−γ × t)] (4)

At+1
i = α × At

i (5)

where rt+1
i is the pulse emission rate of the ith bat at the t + 1th

iteration, r0i is the maximum of pulse emission rate of the ith bat,
γ (γ > 0) is the enhancement coefficient of the pulse frequency,
At+1
i and At

i are the loudness of volume that the ith bat emits
at the t + 1th iteration and at the tth iteration, respectively,
α(α ∈ [0, 1]) is the attenuation coefficient of the pulse loudness.

However, the bat algorithm is easy to fall into the local
optimum, and the prediction accuracy of bat algorithm is low.
The population initialization of the bat algorithm is randomly
generated and does not have the ability to cover the entire
solution space, which greatly affects the performance of the
bat algorithm.

Improved Global Chaos Bat Algorithm
In order to overcome the shortcomings of the bat algorithm,
Global Chaos Bat Algorithm (GCBA) (47) is introduced to
eliminate redundant features and irrelevant features in the
dataset. As a heuristic optimization algorithm, GCBA is used
for feature selection. At first, in the initial stage, the chaotic
map method is introduced to ensure the bat population traverse
the entire solution space as much as possible. The chaotic map
method also conducive to enriching the population diversity.
Then, a fitness function based on accuracy and feature subset
length is proposed to calculate the score of the feature subset
after each update. Finally, GCBA selects the feature subset with
the highest score from all feature subsets through the score
calculated, which eliminate irrelevant features and redundant
features from all feature variables.

To further improve the performance of GCBA, Improved
Global Chaos Bat Algorithm (IGCBA) with higher accuracy
and better performance is proposed, in which a nonlinear
function based on the number of iterations is designed to balance
IGCBA’s exploitation and exploration capabilities. In the early
stage of IGCBA, the algorithm is inclined toward the exploration
capability. Global information is fully utilized to enable IGCBA to
traverse the entire solution space as much as possible. In the later

stage of IGCBA, the algorithm is inclined toward exploitation
capability. Partial information is fully utilized to enable IGCBA
to obtain the better solution through further exploitation.

Currently, the logistic method is widely used as a chaotic
map method. The initial population generated by this method is
diverse and can traverse the entire solution space. Therefore, in
this paper, the initialization of the population is finished by using
an improved logistic mapping method, and its mathematical
model (48) is:

yd+1
i = |1− 2×

(

ydi

)2
| (6)

where ydi (i = 1, 2, · · ·N, d = 1, 2, · · ·D)(ydi ∈ [0, 1]) is the
chaotic variable, N is the amount of bat population, and D is the
dimension of initial population. Then, the position xdi of the bat
individual in the solution space is obtained by inverse mapping
of ydi . The calculating equation of xdi is:

xdi = li + (ui − li)y
d
i (7)

where li and ui are the minimum and maximum value of the
variable range, respectively.

The local optimum position of the bat and the global optimum
position of the population are recorded when the position of each
bat is updated. The position of the ith bat at the t + 1th iteration
can be calculated as follows:

xt+1
i = xti + vt+1

i C1r1
(

Pi − xti
)

+ C2r2
(

Pg − xti
)

(8)

where Pi is the local optimal position of the ith bat, Pg is the global
optimal position of the bat population, r1 and r2 are two random
numbers within [0,1].

C1 is the control coefficient that balances the global
exploration capability of IGCBA, represents the degree to which
the historical optimal position of a bat individual has effect
on the current state of the bat. The larger the C1 is, the
more the algorithm focuses on exploitation capability. C2 is the
control coefficient that balances the local exploitation capability
of IGCBA, represents the degree to which the historical optimal
position of the bat population has effect on the current state of
the bat. The larger the C2 is, the more the algorithm focuses on
exploration capability.

In the preliminary stage of algorithm, it is necessary to traverse
the entire solution space as much as possible to ensure that the
algorithm does not converge prematurely. Therefore, in the early
stage of the algorithm, C2 should be as large as possible and C1

as small as possible; in the later stage of the algorithm, C1 should
be as large as possible and C2 as small as possible. In this way,
the algorithm can get better performance. According to the above
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analysis, the calculating equation of C1 and C2 as follows:

C1 =











e−( T2 −t)/10 + 0.1, 0 ≤ t < 40
0.0095× t − 0.0980, 40 ≤ t < 70

4.8+ 20
loge (t+70)

, 70 ≤ t < 100

(9)

C2 =











0.9− e−( T2 −t)/10, 0 ≤ t < 40
0.0095× t + 0.9120, 40 ≤ t < 70

−20
loge (t+70)

− 3.8, 70 ≤ t < 100

(10)

where t represents the current iteration times, T represents the
maximum iteration times.

When initializing the bat population, we use a matrix of size
N × D. N is the number of bat population, D is the number of
features. In this paper, a transfer equation is used to perform
discrete binary operations on the bat’s position. The transfer
equation is:

S(xdi (t)) =
1

1+ e−xdi (t)
(11)

where xdi (t) is the position of the ith bat individual in the dth
dimension at the tth iteration.

The updating equation of position of the bat individual is:

xdi (t) =

{

0, rand < S(xdi (t))

1, rand ≥ S(xdi (t))
(12)

where rand is a random number within [0,1].
When the ith bat’s position in the dth dimension at the tth

iteration is 0, this bat will not be selected. When the ith bat’s
position in the dth dimension at the tth iteration is 1, this bat
will be selected.

Back Propagation Neural Network
Back Propagation Neural Network (BPNN) is particularly suited
for solving the non-linear problems (49), so it is widely used
in the field of health prediction (50). In the process of back
propagation of prediction errors, the connection weights and bias
are constantly adjusted. Finally, the output predicted by BPNN is
constantly close to the expected output.

Before using BPNN for prediction, the network needs to
be trained. Through training, the network will have associative
memory and predictive capabilities. The main steps of the BPNN
training process are:

Step 1: Initialize the network. Based on the input and output
sequence (X,Y), the number of the input layer nodes s and the
output layer nodes m can be determined. The number of hidden
layers and the number of the hidden layer nodes l are given
by experience. The connection weight whj(h = 1, 2, · · · s; j =

1, 2, · · · l) between the input and the hidden layer, the connection
weight wjk(j = 1, 2, · · · l; k = 1, 2, · · · ,m) between hidden and
the output layer, the hidden layer bias value aj and the output
layer bias value bk are initialized. Given the learning rate η, the
activation function g(x). In order to solve non-linear problems,

the activation function usually uses the Sigmoid function, which
is defined as follows:

g (x) =
1

1+ e−x
(13)

Step 2: The output of the hidden layer. The output Hj of the
hidden layer is calculated based on the input vector X, ωhj and aj.

Hj = g(
∑n

h=1
ωhjxh + aj) (14)

Step 3: The output of the output layer. The prediction output Ok

of BPNN is calculated based on Hj, ωjk and bk.

Ok =
∑l

j=1
Hjωjk + bk (15)

Step 4: Calculate prediction error. The prediction error of pth
simple Ep is calculated based on prediction output of pth simple
Opk and expected output of pth simple Ypk.

Ep =
1

2

∑m

k=1
(Ypk − Opk)

2 (16)

Step 5: Calculate the reverse transmission value. The reverse
transmission value of output layer δk, and the reverse
transmission value of hidden layer δj are calculated as follows:

δk = Opk(1− Opk)(Ypk − Opk) (17)

δj = Hj(1−Hj)
∑m

k=1
δkωjk (18)

Step 6: Update the weight. η is the learning rate, and the weight
ωhj and ωjk are updated as follows:

ωhj = ωhj + ηδjxh (19)

ωjk = ωjk + ηδkHj (20)

Step 7: Update the bias value. The bias value aj and bk are updated
based on δj and δk.

aj = aj + ηδj (21)

bk = bk + ηδk (22)

Step 7: Determine whether the algorithm iteration is over, if not,
return to step 2.

Improved Global Chaos Bat Back
Propagation Neural Network
Figure 1 illustrates the process of IGCBA-BPNN. First, initialize
all variables. Second, IGCBA is used for feature selection
to select a feature subset that can represent as much
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FIGURE 1 | The flowchart of IGCBA-BPNN.

information as possible of the original features and as
few numbers as possible. Existing research has proved that
compared with other classifiers, SVM has higher classification
accuracy (51) and better stability (52). Therefore, SVM is
used to judge the quality of the feature subset selected by
IGCBA. Third, the features selected by IGCBA are used as
the input of the BPNN to reduce the model complexity
of BPNN.

RESULTS

Parameter Settings
Table 2 shows the parameter settings of feature selection
algorithms. In binary bat algorithm (BBA) (46), GCBA, IGCBA,

A is the loudness of volume that the bat emits and is set to 1.5,
r is the rate of emission of pulse and is set to 0.5, fmax is the
maximum value of the pulse frequency and is set to 1, and fmin

is the minimum value of the pulse frequency and is set to 0.
In GCBA, C1 is the control coefficient, represents the degree to
which the historical optimal position of a bat individual has effect
on the current state of the bat. C1 is set to 1.49618. C2 is the
control coefficient, represents the degree to which the historical
optimal position of the bat population has effect on the current
state of the bat. C2 is set to 1.49618. In hybrid improved dragonfly
algorithm (HIDA) (53), s and a are the separation weight and the
alignment weight, respectively, and they are both set to 0.1. c is
the cohesion weight and is set to 0.7. f and e are the food factor
and the enemy factor, respectively, and they are both set to 1. w
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TABLE 2 | The parameter settings of feature selection algorithms.

Algorithm Parameter Meaning Value References

BBA A Loudness 1.5 (36)

r The rate of emission of pulse 0.5

fmax The maximum value of frequency 1

fmin The minimum value of frequency 0

HIDA s Separation weight 0.1 (38)

a Alignment weight 0.1

c Cohesion weight 0.7

f Food factor 1

e Enemy factor 1

w inertia weight 0.9

GCBA A Loudness 1.5 (37)

r The rate of emission of pulse 0.5

fmax The maximum value of frequency 1

fmin The minimum value of frequency 0

C1 The control coefficient 1.49618

C2 The control coefficient 1.49618

IGCBA A Loudness 1.5 –

r The rate of emission of pulse 0.5

fmax The maximum value of frequency 1

fmin The minimum value of frequency 0

IG-bBOA N Number of butterflies 10 (54)

p Transition probability 0.8

a Power exponent 0.1

C Sensory modality 0.01-0.25

α Increasing classification accuracy 0.99

β Reducing the number of features 0.001

δ Increasing the mean of mutual information 0.009

HLBDA s Separation weight 0.1 (55)

a Alignment weight 0.1

c Cohesion weight 0.7

f Food factor 1

e Enemy factor 1

w inertia weight 0.9

pl Personal learning rate 0.4

gl Personal learning rate 0.7

is the inertia weight and is set to 0.9. In information gain binary
butterfly optimization algorithm (IG-bBOA) (54), N represents
the number of butterflies and is set to 10, p is the transition
probability and is set to 0.8, a is the power exponent and is set
to 0.1, C is the sensory modality and is set to 0.01-0.25. α, β , and
δ are set to 0.99, 0.001, and 0.009, respectively. In hyper learning
binary dragonfly algorithm (HLBDA) (55), the parameters of s,
a, c, f , e, and w are consistent with HIDA. The pl is the personal
learning rate and is set to 0.4, and gl is the global learning rate and
is set to 0.7.

After combining BPNNwith SR, BBA, HIDA, GCBA, IGCBA,
IG-bBOA, and HLBDA, the relevant parameters are set in
Tables 3, 4. q is the number of the hidden layer and is set to 1.
p is the training goal and is set to 1,000. g is the training goal

and is set to 1e-4. η is the learning rate and is set to 0.08. l is the
number of the hidden layer nodes, and as a matter of experience,
it is often set to half of the number of input layer nodes. The
number of hidden layer nodes of SR-BPNN-4, BBA-BPNN-4,
BBA-BPNN-8, HIDA-BPNN-4, HIDA-BPNN-16, GCBA-BPNN-
4, GCBA-BPNN-16 and IGCBA-BPNN-4, IG-bBOA-BPNN-4,
IG-bBOA-BPNN-10, HLBDA-BPNN-4, and HLBDA-BPNN-14
is set to 4, 4, 8, 4, 16, 4, 9, 4, 4, 10, 4, and 14, respectively.

Experiment Results
We make experiments to compare the IGCBA algorithm with
stepwise regression (SR) (56), BBA, HIDA, GCBA, IG-bBOA,
and HLBDA methods on the survey dataset in this section. At
the same time, we also perform experiments to compare the
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TABLE 3 | Common parameter settings in BPNN.

Parameter Meaning Value

q Hidden layer 1

p Training times 1,000

g Training goal 1e-4

η Learning rate 0.08

TABLE 4 | The number of hidden layer nodes in BPNN.

Algorithm Value

SR-BPNN-4 4

BBA-BPNN-4 4

BBA-BPNN-8 8

HIDA-BPNN-4 4

HIDA-BPNN-16 16

GCBA-BPNN-4 4

GCBA-BPNN-9 9

IGCBA-BPNN-4 4

IG-bBOA-BPNN-4 4

IG-bBOA-BPNN-10 10

HLBDA-BPNN-4 4

HLBDA-BPNN-14 14

IGCBA-BPNN algorithm with SR-BPNN, BBA-BPNN, HIDA-
BPNN, GCBA-BPNN, IG-bBOA-BPNN and HLBDA methods
on the survey dataset. Given that BPNN, K-Nearest Neigbour
(KNN) (57) and decision tree (DT) (58) are important methods
for classification, we also add the comparison results of BPNN
with KNN and DT. Table 5 shows the experimental results.

Compared with SR, BBA, HIDA and GCBA, HIDA and
HLBDA have the highest prediction accuracy followed by
IGCBA.However, the number of features finally found by IGCBA
is 23 and 20 fewer than HIDA and HLBDA, respectively. Besides,
the number of features selected by IGCBA is also less than
other methods. By comparing the performance of the feature
selection algorithms, it can be proved that IGCBA can reduce
the irrelevant and redundant features in the original features as
much as possible without reducing the prediction accuracy of
the classifier.

The prediction accuracy of SR-BPNN-4 is 0.98% higher
than that of SR. The prediction accuracy of BBA-BPNN-4 and
BBA-BPNN-8 is 0.19 and 0.59% higher than that of BBA,
respectively. The prediction accuracy of HIDA-BPNN-4 and
HIDA-BPNN-16 is 2.15 and 2.55% higher than that of HIDA,
respectively. The prediction accuracy of GCBA-BPNN-4 and
GCBA-BPNN-9 is 1.71 and 2.49% higher than that of GCBA,
respectively. The prediction accuracy of IG-bBOA-BPNN-4 and
IG-bBOA-BPNN-10 is 1.51 and 1.90% higher than that of IG-
bBOA, respectively. The prediction accuracy of HLBDA-BPNN-
4 and HLBDA-BPNN-14 is 1.73 and 2.32% higher than that of
HLBDA. The prediction accuracy of IGCBA-BPNN-4 is 4.04%
higher than IGCBA. The above experimental results prove that

TABLE 5 | Comparison of prediction accuracy of different algorithms.

Algorithm Number of The prediction

features accuracy

SR 10 87.45%

SR-BPNN-4 88.43%

BBA 15 88.43%

BBA-BPNN-4 88.62%

BBA-BPNN-8 89.02%

HIDA 32 88.63%

HIDA-BPNN-4 90.78%

HIDA-BPNN-16 91.18%

GCBA 18 88.49%

GCBA-BPNN-4 90.20%

GCBA-BPNN-9 90.98%

IG-bBOA 21 88.49%

IG-bBOA-BPNN-4 90.00%

IG-bBOA-BPNN-10 90.39%

HLBDA 29 88.66%

HLBDA-BPNN-4 90.39%

HLBDA-BPNN-14 90.98%

IGCBA 9 88.51%

IGCBA-BPNN-4 92.55%

IGCBA-KNN 87.52%

IGCBA-DT 79.56%

compared with the feature selection algorithms, the feature
selection algorithms combined with BPNN can improve the
prediction accuracy.

The prediction accuracy of SR-BPNN-4, BBA-BPNN-4,
BBA-BPNN-8, HIDA-BPNN-4, HIDA-BPNN-16, GCBA-BPNN-
4, GCBA-BPNN-9, IG-bBOA-BPNN-4, IG-bBOA-BPNN-10,
HLBDA-BPNN-4, and HLBDA-BPNN-14 is 88.43, 88.62, 89.02,
90.78, 91.18, 90.20, 90.98, 90.00, 90.39, 90.39, and 90.98%,
respectively. The prediction accuracy of IGCBA-BPNN-4 is
92.55%, which is 4.12, 3.93, 3.53, 1.77, 1.37, 2.35, 1.57, 2.55, 2.16,
2.16, and 1.57% higher than that of SR-BPNN-4, BBA-BPNN-4,
BBA-BPNN-8, HIDA-BPNN-4, HIDA-BPNN-16, GCBA-BPNN-
4, GCBA-BPNN-9, IG-bBOA-BPNN-4, IG-bBOA-BPNN-10,
HLBDA-BPNN-4, and HLBDA-BPNN-14. The experimental
results of combining each feature selection algorithm with BPNN
prove that IGCBA-BPNN-4’s performance is better than other
algorithms. At the same time, the prediction accuracy of IGCBA-
KNN and IGCBA-DT is 87.52 and 79.56%, respectively. The
prediction accuracy of IGCBA-BPNN-4 is 5.03 and 12.99%
higher than that of IGCBA-KNN and IGCBA-DT, respectively.
It can be proved that BPNN is better than KNN and DT
for classification on survey dataset. Therefore, IGCBA-BPNN-4
model has good applicability in predicting the mental health of
medical workers in public health events.

For the purpose of better verifying the superior convergence
performance of the IGCBA algorithm on the test dataset,
Figure 2 shows the convergence performance of the six
algorithms. By directly plotting the classification accuracy curve
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FIGURE 2 | Convergence curves of the six algorithms on the survey dataset.

with the iteration times, we can see that the classification accuracy
increases monotonously at each iteration until level off. Figure 2
shows that GCBA converges faster than BBA. From Figure 2, it
can be analyzed that GCBA does not solve the shortcoming that
BBA falls into the local optimal solution easily. IGCBA falls into
the local optimal solution at the 46th iteration, and it jumped
out of the local optimal solution at the 66th iteration. Although
the ability of IGCBA to jump out of the local optimal solution is
not as good as HIDA and HLBDA, it is significantly better than
IG-bBOA, BBA and GCBA.

Figure 3 shows that the alteration trend of the number of
features selected by the six algorithms in the survey dataset
with the number of iterations. Since the non-linear equation
balances the exploitation and exploration capabilities of IGCBA,
IGCBA has strong exploitation capabilities in the later stage.
Therefore, IGCBA finds fewer features at the 65th iterations.
Particularly, although the prediction accuracy of HIDA and
HLBDA in Figure 2 is 0.12 and 0.12% higher than that of IGCBA,
the number of features finally found by IGCBA is 23 and 20
fewer than HIDA and HLBDA. Combining Figures 2, 3, the
experimental results show that IGCBA has strong exploitation
ability and superior performance in the later optimization stage.

Analysis of the Degree of Feature Variables
on Mental Health
Mean Impact Value (MIV) is currently considered to be one of
the best algorithms for evaluating the correlation between input
variables and output variables. Sorting the variables according
to MIV’s absolute value can determine the degree of influence
of input variables on network output variables. The symbol of
the MIV value represents the relative direction, and the relative
importance of the impact is represented by MIV’s absolute value.

The IGCBA-BPNN-4 prediction model eliminates irrelevant
and redundant features in the original dataset, decreases model
running time, and improves the prediction accuracy of the
classifier. At the same time, the feature variables that affectmental
health are sorted according to the degree of their importance.
Table 6 shows that IGCBA-BPBB-4 selects a total of nine feature
variables that affect mental health. The nine feature variables are
“Have patients with COVID-19 or not in the living place,” “age,”
“employment type,” “Have patients with COVID-19 or not in
the workplace,” “the work unit is a designated treatment point
or not,” “changes in work intensity,” “usual sleep time,” “place of
residence,” and “marital status.” We analyze the factors affecting
mental health according to their degree of importance.

Variables in statistics are divided into numerical variables
and categorical variables. When considering the impact of input
variables on output variables, the direction of the symbol is only
meaningful for numerical variables, and has no meaning for
categorical variables. Since the variables in this article are mostly
categorical variables, the positive or negative influence of the
symbol is not considered in this analysis.

In the community transmission stage of the epidemic,
according to a study that cluster transmission occurs in multiple
communities and families. On average, each patient transmits the
infection to 2.2 people (59). When relatives, friends, and nearby
people in the living place are determined to be suspected or
confirmed cases, people will have psychological problems such
as fear and anxiety due to fear of infection.

Patients with COVID-19 are mostly elderly people. Under
normal circumstances, the deterioration of body function with
age decreases the health levels of the elderly. The elderly are
more vulnerable to the threat of diseases because their immune
system is relatively weak. In the “Questions and Answers About
COVID-19 and the Elderly” on the WHO official website, a
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FIGURE 3 | The feature numbers curves of the six algorithms on the survey dataset.

clear answer is also given to the question “Who is at risk of
severe illness,” that is, the elderly and all ages of people who are
diagnosed with diseases such as hypertension, heart disease, lung
disease, diabetes or cancer are more likely to suffer from severe
illness than others (60).

Differences in employment type lead to differences in the
psychological status of medical workers. In contrast with formal
medical personnel, temporarily hired medical personnel may
show a stronger sense of anxiety and fear during COVID-
19. On the one hand, due to the absence of both manpower
capital and social capital, temporary medical workers are more
likely to engage in low-tech and labor-intensive jobs. The
work pressure caused by high labor intensity make easily
temporary medical workers prone to anxiety and hostility.
On the other hand, most temporary medical workers are
exposed to such a severe epidemic for the first time. They
lack the work experience and sufficient mental preparation to
deal with severe infectious diseases. At the same time, due
to the lack of objective cognition of COVID-19, they are in
a highly alert state at work, and their anxiety and fear are
more prominent.

There are patients with COVID-19 in the workplace,
especially the workplace is a designated treatment point for
COVID-19, which will have a greater impact on the mental status
of medical workers. In face of high-intensity work pressure and
the risk of being infected, medical workers are more likely to
become a high-risk group with psychological symptoms. Less
sleep and poor sleep during COVID-19 can cause sleep disorders,
and sleep disorders are often accompanied by symptoms such
as depression, tension, anxiety, hostility and irritability (61). For

people who do not have a spouse, they cannot get timely help
when they encounter difficulties and need a good listener. They
are prone to anxiety and depression (62). The farther the place of
residence is from the city center, the lower the population density.
It is difficult for COVID-19 to spread rapidly in rural areas (63),
and people living in rural areas have less fear of COVID-19 than
people living in cities.

DISCUSSION

According to the above observations, we can make a conclusion
that the performance of IGCBA-BPNN-4 is better than other
algorithms. First, BPNN learns the non-linear relationship
between feature variables and prediction results, which improves
the accuracy of mental health prediction. The results in Table 5

indicate that the accuracy of the feature selection algorithms
combined with BPNN is higher than that of the feature selection
algorithms without BPNN, with an average increase of 2.46%.
Particularly, the accuracy of IGCBA-BPNN-4 is 4.04% higher
than that of IGCBA. Second, the value calculated by MIV
is used as the influence weight, which assesses the extent to
which feature variables contribute to mental health. It can be
seen from Table 6 that through the calculation of MIV, the
nine feature variables that affect mental health are sorted by
their importance. The top three important factors affecting
mental health are “whether there are patients with COVID-
19 in the workplace,” “age” and “employment type.” The result
corresponds with our expectations. Third, GCBA eliminates
irrelevant and redundant features in the original features, which
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TABLE 6 | Feature variables that affect mental health: sorted by importance.

Feature MIV value Sorted by importance

Have patients with COVID-19 or

not in the living place

−0.11158 1

Age 0.09567 2

Employment type 0.09161 3

Have patients with COVID-19 or

not in the workplace

−0.03947 4

The work unit is a designated

treatment point or not

0.03899 5

Changes in work intensity −0.03493 6

Usual sleep time −0.02933 7

Place of residence 0.01904 8

Marital status 0.01328 9

reduces BPNN’s complexity. The results in Table 5 indicate
that GCBA reduces the number of features in the survey
dataset from 32 to 18. Although GCBA selects more features
than SR and BBA, it has higher prediction accuracy. Fourth,
the non-linear equation in IGCBA balances the exploitation
and exploration capabilities of IGCBA, which accelerates the
convergence speed of IGCBA and prevents IGCBA from falling
into a local optimal solution. It can be seen from Figures 2, 3
that IGCBA does not fall into the local optimal solution due
to its certain exploration capabilities in the later stage. As a
result, IGCBA obtains a feature subset that can represent as
much information as possible of the original features and as
few features as possible. The number of features selected by
IGCBA is only half of the number of features selected by GCBA.
Besides, the prediction accuracy rate of IGCBA is higher than that
of GCBA.

It should be pointed out that although many people have
been vaccinated against COVID-19, the COVID-19 epidemic is
far from over due to the spread of mutant strains. COVID-19
directly endangers people’s lives, and it is extremely important to
diagnose COVID-19 quickly and accurately. The latest method
proposed by Wang et al. (64, 65) may help diagnose COVID-19
more quickly and effectively. In the fight against COVID-
19, when the psychological symptoms of medical workers are
discovered and intervened in time, the work efficiency of the
entire health system will be improved. The algorithm proposed
in this article can more effectively predict the mental health of
medical staff, and the research results can also be directly used
by global public health departments. However, several limitations
also exist in our research. First, the data in this article was
obtained through an online survey, and this research is an
observational study. As a result, self-report problems and recall
biases are inevitable to some extent. Secondly, mental health
is affected by personal, family, economic, social environment
and other factors. The factors affecting mental health in this
article are incomprehensive. Finally, some parameters that are
set manually are used in our algorithm. The parameters of the
neural network are given by experience rather than obtained

from adaptive changes or learning. We will solve this problem
in future work.

CONCLUSIONS

The accuracy of existing mental health prediction methods
is low because the relationship between the feature variables
and the prediction results is non-linear and the prediction
dataset contains a lot of irrelevant and redundant features.
At the same time, current mental health prediction methods
cannot estimate the extent to which the feature variables
are important to the prediction results. Therefore, this paper
proposes IGCBA-BPNN. First, BPNN is introduced to deal
with the non-linear problem between prediction results and
feature variables, which improves the accuracy of mental health
prediction. Second, MIV is introduced to calculate the influence
weight, which assesses the extent to which feature variables
contribute to mental health. Third, GCBA is introduced to
eliminate redundant and irrelevant features in the original
features, which reduces the model complexity of BPNN and
improves the performance of BPNN. Fourth, a non-linear
equation is designed in IGCBA to speeds up the convergence
speed of IGCBA and prevents IGCBA from falling into a local
optimal solution. Experiment results show that the performance
of IGCBA-BPNN is better than existing algorithms. The IGCBA-
BPNN prediction model can obtain good results in mental
health prediction.

However, IGCBA only reduces BPNN’s input dimension. The
BPNN’s structure is not improved, and the parameters in the
BP network is not optimized. Therefore, how to ascertain the
number of neural network nodes is an important challenge in
the future.

In a word, with the development of swarm intelligence
algorithms and neural network technology, the methods
based on swarm intelligence algorithms combined with neural
networks are playing an increasingly significant role in
the field of prediction. In the future health prediction
research, the prediction method based on swarm intelligence
algorithm combined with neural network will have a wider
application prospect.
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Real-World Medical Inquiries via
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J. Virayah6, D. Ruau1, X. Ma7 and A. Mattern4
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Millions of unsolicited medical inquiries are received by pharmaceutical companies every
year. It has been hypothesized that these inquiries represent a treasure trove of
information, potentially giving insight into matters regarding medicinal products and the
associated medical treatments. However, due to the large volume and specialized nature
of the inquiries, it is difficult to perform timely, recurrent, and comprehensive analyses.
Here, we combine biomedical word embeddings, non-linear dimensionality reduction, and
hierarchical clustering to automatically discover key topics in real-world medical inquiries
from customers. This approach does not require ontologies nor annotations. The
discovered topics are meaningful and medically relevant, as judged by medical
information specialists, thus demonstrating that unsolicited medical inquiries are a
source of valuable customer insights. Our work paves the way for the machine-
learning-driven analysis of medical inquiries in the pharmaceutical industry, which
ultimately aims at improving patient care.

Keywords: natural language processing, machine learning, medical inquiries, clustering, medical information, topic
discovery

INTRODUCTION

Every day pharmaceutical companies receive numerous medical inquiries related to their drugs from
patients, healthcare professionals, research institutes, or public authorities from a variety of sources
(e.g., websites, e-mail, phone, social media channels, company personnel, telefax). These medical
inquiries may relate to drug-drug-interactions, availability of drugs, side effects of pharmaceuticals,
clinical trial information, product quality issues, comparison with competitor products, storage
conditions, dosing regimen, and the like. On the one hand, a single medical inquiry is simply a
question of a given person searching for a specific information related to a medicinal product. On the
other hand, a plurality of medical inquiries from different persons may provide useful insight into
matters related to medicinal products and associated medical treatments. Examples of these insights
could be early detection of product quality or supply chain issues, anticipation of treatment trends and
market events, improvement of educational material and standard answers/frequently asked question
coverage, potential changes in treatment pattern, or even suggestions on new possible indications to
investigate. From a strategic perspective, this information could enable organizations to make better
decisions, drive organization results, and more broadly create benefits for the healthcare community.
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However, obtaining high-level general insights is a
complicated task since pharmaceutical companies receive
copious amounts of medical inquiries every year. Machine
learning and natural language processing represent a
promising route to automatically extract insights from these
large amounts of unstructured (and noisy) medical text.
Natural language processing and text mining techniques have
been widely used in the medical domain (Allahyari et al., 2017;
Luque et al., 2019), with emphasis on electronic health records
(Sun et al., 2017; Landi et al., 2020; Mascio et al., 2020;
Kormilitzin et al., 2021). In particular, deep learning has been
successfully applied to medical text, with the overwhelming
majority of works in supervised learning, or representation
learning (in a supervised or self-supervised setting) to learn
specialized word vector representations (i.e. word embeddings)
(Alsentzer et al., 2019; Beltagy et al., 2019; Neumann et al., 2019;
Weng and Szolovits, 2019; Wu et al., 2019). Conversely, the
literature on unsupervised learning for medical text is scarce
despite the bulk of real-world medical text being unstructured,
without any labels or annotations. Unsupervised learning from
unstructured medical text is mainly limited to the development of
topic models based on latent Dirichlet allocation (LDA) (Blei
et al., 2003). Examples of applications in the medical domain are
clinical event identification in brain cancer patients from clinical
reports (Arnold and Speier, 2012), modeling diseases (Pivovarov
et al., 2015) and predicting clinical order patterns (Chen et al.,
2017) from electronic health records, or detecting cases of
noncompliance to drug treatment from patient forums
(Abdellaoui et al., 2018). Only recently, word embeddings and
unsupervised learning techniques have been combined to analyze
unstructured medical text to study the concept of diseases (Shah
and Luo, 2017), medical product reviews (Karim et al., 2020), or
to extract informative sentences for text summarization (Moradi
and Samwald, 2019).

In this work, we combine biomedical word embeddings and
unsupervised learning to discover topics from real-world medical
inquiries received by Bayer™. A real-world corpus of medical
inquiries presents numerous challenges. From an inquirer (e.g.
healthcare professional or patient) perspective, often the goal is to
convey the information requested in as few words as possible to
save time. This leads to an extensive use of acronyms and
abbreviations, sentences with atypical syntactic structure,
occasionally missing verb or subject, or inquiries comprising
exclusively a single noun phrase. Moreover, since medical
inquiries come from different sources, it is common to find
additional (not relevant) information related to the text
source; examples are references to internal computer systems,
form frames (i.e. textual instructions) alongside with the actual
form content, lot numbers, email headers and signatures, city
names. The corpus contains a mixture of layman and medical
language depending (mostly) on the inquirer being either a
patient or a healthcare professional. Style and content of
medical inquiries vary quite substantially according to which
therapeutic areas (e.g. cardiovascular vs oncology) a given
medicinal drug belongs to.

As already mentioned, medical inquiries are short. More
specifically, they comprise less than fifteen words in most

cases. Standard techniques for topic modelling based on LDA
(Blei et al., 2003) do not apply, since the main assumption - each
document/text is a distribution over topics - clearly does not hold
given that the text is short (Qiang et al., 2019). Approaches based
on pseudo-documents (Mehrotra et al., 2013) or using auxiliary
information (Phan et al., 2008; Jin et al., 2011) are also not
suitable since no meaningful pseudo-document nor auxiliary
information are available for medical inquiries. Moreover,
these models aim to learn semantics (e.g. meaning of words)
directly from the corpus of interest. However, the recent success
of pretrained embeddings (Peters et al., 2018; Devlin et al., 2019)
shows that it is beneficial to include semantics learned on a
general (and thus orders of magnitude larger) corpus, thus
providing semantic information difficult to obtain from
smaller corpora. This is particularly important for limited data
and short text settings. To this end, there has been recently some
work aimed at incorporating word embeddings into probabilistic
models similar to LDA (Dirichlet multinomial mixture model
(Yin and Wang, 2014)) and that - contrary to LDA - satisfies the
single topic assumption (i.e. one document/text belong to only
one topic) (Nguyen et al., 2015; Li et al., 2016). Even though these
models include (some) semantic information in the topic model,
it is not evident how to choose the required hyperparameters, for
example determining an appropriate threshold when filtering
semantically related word pairs (Li et al., 2016). Concurrently to
our work, document-level embeddings and hierarchical
clustering have been combined to obtain topic vectors from
news articles and a question-answer corpus (Angelov, 2020).

Here, we propose an approach - schematically depicted in
Figure 1 - to discover topics from short, unstructured, real-world
medical inquiries. Our methodology consists of the following
steps: medical inquiries are preprocessed (via lemmatization,
stopword removal) and converted to vectors via a biomedical
word embedding (scispacy (Neumann et al., 2019)), a
dimensionality reduction is then applied to lower the
dimensionality of the embedded vectors (via UMAP (McInnes
et al., 2018a; McInnes et al., 2018b)), clustering is performed in
this lower dimensional space to group together similar inquiries
(viaHDBSCAN (Campello et al., 2013; Melo et al., 2016; McInnes
et al., 2017)). These clusters of similar inquiries are then merged
based on semantic similarity: we define these (merged) clusters as
topics. Topics are then quantitatively evaluated via two novel
quantities: topic semantic compactness and name saliency,
introduced in this work. Finally, for visualization purposes,
another dimensionality reduction is applied to visualize topics
in a topic map. This methodology is used to discovery topics in
medical inquiries received by Bayer™ Medical Information
regarding the oncology drug regorafenib.

METHODS

Machine Learning Approach to Discover
Topics in Medical Inquiries
Text Representation
One of the main challenges of topic discovery in short text is
sparseness: it is not possible to extract semantic information from
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word co-occurrences because words rarely appear together
since the text is short. In our case, the sparseness problem is
exacerbated by two following aspects. First, the amount of data
available is limited: most medicinal products receive less than
4,000 medical inquiries yearly. Second, medical inquiries are
sent by patients as well as healthcare professionals (e.g.
physicians, pharmacists, nurses): this leads to inquiries with
widely different writing styles, containing a mixture of
common and specialized medical text. The sparsity problem
can be tackled by leveraging word embedding models trained
on large corpora; these embeddings have been shown to learn
semantic similarities directly from data, even for specialized
biomedical text (Alsentzer et al., 2019; Beltagy et al., 2019; Lee
et al., 2019; Neumann et al., 2019). Specifically, we use the
scispaCy word embedding model (Neumann et al., 2019),
which was trained on a large corpus containing scientific
abstracts from medical literature (PubMed) as well as web
pages (OntoNotes 5.0 corpus (Pradhan et al., 2013)). This
assorted training corpus enables the model to treat specialized
medical terminology and layman terms on the same footing, so
that medical topics are discovered regardless of the
writing style.

One of the main disadvantages of word vector (word2vec)
models - like the (scispaCy) model used in this work - is their
inability to handle out-of-vocabulary (oov) words: if a word
appearing in the text is not included in the model vocabulary,
it is effectively skipped from the analysis (i.e. a vector of all zeros is
assigned to it). To tackle this issue, several models have been
proposed, initially based on chargram level embeddings (FastText

(Bojanowski et al., 2017)), and more recently contextual
embeddings based on character (ELMO (Peters et al., 2018)),
or byte pair encoding (Sennrich et al., 2016) representations
(BERT (Devlin et al., 2019)). Even though other advancements
- namely word polysemy handling and the use of attention
(Vaswani et al., 2017) - were arguably the decisive factors,
improvements in oov word handling also contributed in
making ELMO and BERT the de facto gold standard for
natural language processing, at least for supervised learning tasks.

Even though the use of contextual word embeddings is
generally beneficial and can be readily incorporated in our
approach (simply substituting the word representation), we
notice that - given the large amount of noise present and the
purely unsupervised setting - a word2vec model is actually
advantageous for the task of extracting medical topics from
real-word medical inquiries. Indeed, using a model with a
limited yet comprehensive vocabulary (the scispaCy model
used in this work includes 600 k word vectors) constitutes a
principled, data-driven, efficient, and effective way to filter
relevant information from the noise present in the corpus.
This filtering is principled, and data driven because the words
(and vectors) included in the model vocabulary are automatically
determined in the scispaCy training procedure by optimizing the
performance on biomedical text benchmarks (Neumann et al.,
2019). This also leads to harmonization of the medical inquiry
corpus by eliminating both non-relevant region-specific terms,
and noise introduced by machine translation (words or
expressions are sometimes not translated but simply copied
still in the original language (Knowles et al., 2018)). Clearly, in

FIGURE 1 | From medical inquiries to medical topics via natural language processing and machine learning.
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this context it is of paramount importance to use specialized
biomedical embeddings so that the word2vec model has a
comprehensive knowledge of medical terms despite its
relatively limited vocabulary.

Table 1 presents a qualitative comparison of a standard
embedding (en core web lg, trained on the Common Crawl)
and a specialized biomedical embedding (scispaCy en core sci lg,
trained also on PubMed). Specifically, for a given probe word (i.e.
leukemia, carcinoma, blood), the words most semantically similar
to it - measured by the cosine similarity between word vectors -
are retrieved, together with their similarity with the probe word
(shown in parenthesis, 1.0 being the highest possible similarity). It
is evident that the biomedical embedding returns much more
relevant and medically specific terms. For instance, given the
probe word leukemia, the standard embedding returns generic
terms like cancer, tumor, chemotherapy which are broadly related
to oncology, but not necessarily to leukemia. In contrast, the
biomedical embedding returns more specialized (and medically
relevant) terms like lymphoblastic,myelomonocytic,myelogenous,
myeloid, promyelocytic: acute lymphoblastic, chronic
myelomonocytic, chronic myelogenous, adult acute myeloid,
and acute promyelocytic are all types of leukemia.

Clustering Similar Medical Inquiries via Hierarchical
Clustering
We have shown in the previous section that word embeddings
provide a natural way to include semantic information (i.e.
meaning of individual words) in the modeling. Medical
inquiries comprise multiple words, and therefore a semantic
representation for each inquiry needs to be computed from
the word-level embeddings. We accomplish this by simply
averaging the embeddings of the words belonging to the
inquiry, thus obtaining one vector for each inquiry. Since
these vectors capture semantic information, medical inquiries
bearing similar meaning are mapped to nearby vectors in the
high-dimensional embedding space. To group similar inquiries,

clustering is performed in this embedding space, and for each
medicinal product separately.

Before clustering is performed, a non-linear dimensionality
reduction is applied to lower the dimensionality of the text
representation, similar to Ref. 29. We utilize the UMAP
algorithm (McInnes et al., 2018a; McInnes et al., 2018b)
because of its firm mathematical foundations from manifold
learning and fuzzy topology, ability to meaningfully project to
any number of dimensions (not only two or three like t-SNE (van
der Maaten and Hinton, 2008)), and computational efficiency.
Reducing the dimensionality also considerably improves the
clustering computational performance, greatly easing model
deployment to production, especially for drugs with more than
5,000 inquiries.

Usually, it is not conducive to define an appropriate number of
clusters a priori. A reasonable number of clusters depends on
various interdependent factors: number of incoming inquiries,
therapeutic area of the medicine, time frame of the analysis, and
intrinsic amount of information (i.e. variety of the medical
inquiries). For a given medicinal product, typically a handful
of frequently asked questions covers a large volume of inquiries,
accompanied by numerous low-volume and less cohesive inquiry
clusters. These low-volume clusters often contain valuable
information, which might not even be known to medical
experts: their low volume makes it difficult to detect them via
manual inspection. To perform clustering in the embedding
space, we use the hierarchical, density-based clustering
algorithm HDBSCAN (Campello et al., 2013; Melo et al., 2016;
McInnes et al., 2017). As customary in unsupervised learning
tasks, one needs to provide some information on the desired
granularity, i.e. how fine or coarse the clustering should be. In
HDSBCAN, this is accomplished by specifying a single, intuitive
hyper-parameter (min cluster size). In our case, the objective is to
obtain approximately 100 clusters so that the results can be easily
analyzed by medical experts. Thus, the main factor in defining
min cluster size is the number of inquiries for a given medicinal

TABLE 1 | Illustrative comparison between standard and biomedical word embeddings.

Probe word Most similar words
(standard embedding)

Most similar words
(biomedical embedding)

leukemia cancer (0.68), cancers (0.65), tumor (0.65) leukaemia (0.97), leukemias (0.88), lymphoblastic (0.80)
tumors (0.64), chemotherapy (0.63), marrow (0.63) myelomonocytic (0.80), myelogenous (0.80), myeloid (0.80)
prognosis (0.61), malignant (0.61), anemia (0.60) promyelocytic (0.73), leukaemic (0.73), leukemic (0.72)
diagnosed (0.60), pancreatic (0.59), ovarian (0.59) blastic (0.67), blasts (0.67), therapy-related (0.66)

blood urine (0.63), bleeding (0.62), liver (0.61) hematocrit (0.60), haematocrit (0.59), whole-blood (0.58)
bloodstream (0.59), glucose (0.59), kidney (0.58) Arterial (0.57), pressure (0.55), heparinized (0.54)
heart (0.58), kidneys (0.57), cholesterol (0.57) oncotic (0.53), hemoglobin (0.53), haemoglobin (0.52)
stomach (0.56), saliva (0.56), disease (0.56) venous (0.52), peripheral (0.52), venipuncture (0.51)

carcinoma tumors (0.78), tumor (0.76), malignant (0.75) carcinomas (0.90), adenocarcinoma (0.88), adenocarcinomas (0.79)
cancers (0.74), ovarian (0.71), pancreatic (0.69) squamous (0.76), well-differentiated (0.70), metastasizing (0.68)
lesions (0.67), cancer (0.66), prognosis (0.66) urothelial (0.68), tumours (0.68), cancers (0.68)
lung (0.65), prostate (0.64), leukemia (0.60) cancer (0.68), non-metastatic (0.67), tumors (0.66)

The most similar words to the probe words blood, carcinoma, and leukemia are shown for a standard and a biomedical word embedding. Values in parenthesis indicate the similarity with
the corresponding probe word (maximum similarity is 1). The biomedical embedding model returns more specific and more medically relevant terms. The standard and biomedical
embedding models are spaCy en core web lg and scispaCy en core sci lg, respectively.
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drug: the larger the medical inquiry volume, the larger the
parameter min cluster size. Note that min cluster size is not a
strict controller of cluster size (and thus how many clusters
should be formed), but rather a guidance provided to the
algorithm regarding the desired clustering granularity. It is
also possible to combine different min cluster size for the same
dataset, i.e. using a finer granularity for more recent inquiries,
thus enabling the discovery of new topics when only few inquiries
are received, at a price however of an increase in noise given the
low data volume. Moreover,min cluster size is very slowly varying
with data (medical inquiry) volume, which facilitate its
determination (see Supplementary Material). At the end of
this step, for each drug a set of clusters is returned, each
containing a collection of medical inquiries. A given medical
inquiry is associated to one topic only, in accordance with the
single topic assumption.

In order to convey the cluster content to users, a name (or
headline) needs to be determined for each cluster. To this end, the
top-five most recurring words for each cluster are concatenated,
provided that they appear in at least 20% of the inquiries
belonging to that cluster; this frequency threshold is set to
avoid to include in the topic name words that appear very
infrequently but are still in the top-five words. Thus, if a word
does not fulfill the frequency requirement, it is not included in the
topic name (resulting in topic names with less than five words).
By such naming (topic creation), the clusters are represented by a
set of words, which summarize their semantic content.

Topic Merging and Topic Map Calculation
From this list of candidate topics, the vector representation for
each word in the topic name is calculated; the topic name vector is
then obtained by averaging the word vectors of the words present
in the topic name. Topics are merged if their similarity evaluated
as cosine similarity between their topic name vectors - is larger
than a threshold. Threshold values range between 0.8 and 0.95
depending on the drug considered. This is done to limit the
number of topics to be presented to medical experts. We favor
this simple method over applying again HDSBCAN because the
clustering would have to operate on very few datapoints (∼100
topics). We also notice that HDBSCAN tends to group topics
quite aggressively (even with min cluster size � 2), which would
result in potentially loosing important information.

After the topics are merged, new topic names are generated
according to the procedure outlined above. The final result is a list
of topics defined by a given name, each containing a set of similar
medical inquiries. The list of discovered topics is then outputted
and presented to medical experts.

Since the goal is to extract as much knowledge as possible from
incoming medical inquiries, a relatively large number of topics
(typically around 100) is returned to medical experts for each
medicinal product. To facilitate topic exploration and analysis,
topics are visualized on a map that reflects the similarity between
topics (Figure 2A): topics close to each other in this map are
semantically similar. To obtain this semantic map, first topic
vectors are computed by averaging the text representation of all
inquiries belonging to a given topic; then, a dimensionality
reduction to two dimensions via UMAP is performed.

Topic Evaluation: Topic Semantic
Compactness and Name Saliency
Once topics are discovered, it is desirable to provide medical
experts with information regarding the quality of a given topic.

The most popular topic evaluation metrics for topic modelling
on long text are UCI (Newman et al., 2010) and UMass (Mimno
et al., 2011). However, both UCI and UMass metrics are not good
indicators for quality of topics in short text topic modelling due to
the sparseness problem (Quan et al., 2015). In Ref. 44, a purity
measure is introduced to evaluate short text topic modelling;
however, it requires pairs of short and long documents (e.g.
abstract and corresponding full text article), and thus it is not
applicable here because there is no long document associated to a
given medical inquiry. Indeed, evaluation of short text topic
modelling is an open research problem (Qiang et al., 2019).
An additional challenge is the absence of labels. Performing
annotations would require substantial manual effort by
specialized medical professionals and would be of limited use
because one of the main goals is to discover previously unknown
topics as new inquiries are received. The absence of labels
precludes the use of the metrics based on purity and
normalized mutual information proposed in Ref. Rosenberg
and Hirschberg (2007), Huang et al. (2013), Yin and Wang
(2014), Aletras et al. (2013). bring forward the valuable idea of
using distributional semantic to evaluate topic coherence,
exploiting the semantic similarity learned by word2vec models.
Topic coherence is assessed by calculating the similarity among
the top n-words of a given topic: semantically similar top n-words
lead to higher topic coherence. If this might be in general
desirable, in the case of discovering medical topics it is
actually detrimental: interesting (and potentially previously
unknown) topics are often characterized by top n-words
which are not semantically similar. For example, a medical
topic having as top 2-words rivaroxaban (an anticoagulant
medication) and gluten is clearly relevant from a medical topic
discovery standpoint. However, rivaroxaban and gluten are not
semantically similar, and thus the metric proposed in Ref. 47
would consider this as a low coherence (and thus low quality)
topic, in stark contrast with human expert judgment. Analogous
considerations apply to the indirect confirmation measures in
Roeder et al. (2015): words emerging in novel topics would have
rarely appeared before in a shared context. For this reason, we
introduce a new measure of topic compactness which takes into
account the semantics of the inquiries, and does not require any
labeled data. Specifically, we compute the similarity of all
inquiries belonging to a given topic with each other (excluding
self-similarity), sum the elements of the resulting similarity
matrix, and divide by the total number of elements in this
matrix. The topic semantic compactness cα of topic α reads

cα � ∑
|Cα |

i�1
∑
|Cα |

j�1
i≠ j

S(qi, qj)
|Cα|(|Cα| − 1) (1)

where |Cα| is the cardinality of topic α (how many inquiries are
in topic α), qi (and qj) is the word vector representing inquiry i
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(j), and S is a function quantifying the semantic similarity
between inquiry qi and qj, taking values between 0 and 1 (S � 1
when qi and qj are identical, and S � 0 being the lowest possible
similarity). Given the chosen normalization factor (i.e. the
denominator in Eq. 1), 0 ≤ cα ≤ 1 and thus cα can be directly
used as (a proxy for) topic quality score. The topic compactness
maximum (cα � 1) is attained if and only if every sentence (after
preprocessing) contains exactly the same words. It is important to
point out that cα automatically takes semantics into account:
different but semantically similar medical inquiries would still
have high similarity score, and thus would lead (as desired) to a

high topic semantic compactness, despite these inquiries using
different words to express similar content. Contrary to Ref. 47, the
topic semantic compactness cα introduced in Eq. 1 does not
artificially penalize novel topics just because they associate
semantically different words appearing in the same inquiry. To
come back to the previous example, if numerous inquiries in
a discovered topic contain the words rivaroxaban and gluten,
the topic semantic compactness would be high (as desired),
regardless from the fact that the top 2-words are not
semantically similar since the similarity is evaluated at the
inquiry level (by S (qi,qj) in Eq. 1).

FIGURE 2 | Topic discovery for medical inquiries on regorafenib. (A) Topic semantic map. Axis are the non-linear dimensionality components and thus are not
shown. (B) Wordclouds for selected topics.
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The topic name is one of the main information shown to the
users to summarize the semantic content of a discovered medical
topic. It is therefore of interest to quantify how representative the
name is for a given medical topic. This is tackled by answering the
following question: how similar is the name with the inquiries
grouped in the topic it represents? To this end, we calculate the
name saliency τα for medical topic α by calculating the similarity
of the word vector representing the topic name with the word
vectors representing the inquiries in the topic, sum these
similarity values, and divide by the total number of inquiries
in the topic. This reads

τα � ∑
|Cα |

i�1

S(tα, qi)
|Cα| (2)

where |Cα| is the cardinality of topic α (how many inquiries are in
topic α), tα is the word vector representing the name of topic α,
and qi is the vector representing inquiry i. This returns a score (0
≤ τα ≤ 1) which quantifies how representative (salient) the name
is for the topic it represents. As in the case of the topic semantic
compactness, the name saliency τα takes natively semantics (e.g.
synonyms) into account via S (tα, qi) in Eq. 2. In both Eqs. 1,2, the
cosine similarity is used as similarity measure.

RESULTS

A Real-World Example of Topic Discovery:
The Oncology Drug Regorafenib
As a real-world example of topic discovery, we present the results for
medical inquiries on the oncology drug regorafenib (Bekaii-Saab et
al., 2019). Regorafenib is an oral multikinase inhibitor which inhibits
various signal pathways responsible for tumor growth.

In this work, all unsolicited medical inquiries received by
Bayer™ worldwide in the time frame July 2019-June 2020 are
considered (3,880 medical inquiries, see Figure 3). All non-
English inquiries are translated to English using machine
translation. These inquiries are then pre-processed: acronyms
and abbreviations are resolved; non-informative phrases, words
or patterns are removed; text is tokenized and lemmatized.
Additional details are provided in Supplementary Material.
Then, the topic discovery algorithm introduced above is
applied with min cluster size � 6 and the UMAP
dimensionality reduction to 100 components.

The semantic map with the discovered topics is shown in
Figure 2A. These topics span a relatively large variety of themes,
ranging from interactions with food and adverse drug reactions to
purchase costs and literature requests. The topics are judged as
meaningful and medically relevant by medical information
specialists, based on their expert knowledge of the medicinal product.

Topics are also specific: the unsupervised learning approach
allows information to emerge directly from the data, without
recurring to predefined lists of keywords or classes, as required
when using ontologies or supervised learning. An example of a
very specialized topic for inquiries on scientific literature is
treatment role bruix grothey evolve: 12 requests related to the
review article on the treatment of advanced cancer with
regorafenib published on February 2020 (Grothey et al., 2020).
Other examples are the five topics fat diet high meal low, eat
breakfast day drink, precaution diet, eat time, contraindication
diet. Even though all these topics relate to nutrition, they are
addressing different aspects. It is quite advantageous that they are
identified as distinct since medical recommendations will likely
differ across these five topics.

Thanks to the inclusion of semantics via word embedding, the
algorithm is able to group together inquiries having similarmeaning,

FIGURE 3 | Length distribution of medical inquiries on regorafenib. The dataset contains 3,880 medical inquiries; most of the inquiries (∼90%) contains less than
fifteen words after preprocessing.
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even though the actual words in them are distinct. For instance, the
topic pain side effect foot fatigue comprises 21 inquiries on medical
issues (which may or may not be related with the medicine), in
which the following words appear: pain (seven times), side effect (six
times) nausea (three times), fatigue (five times), dysphonia (two
times). The algorithm is able to cluster these inquiries together
because similar inquiries are mapped close to each other in the high
dimensional semantic space where clustering is performed. This is
corroborated by the relatively high similarity score between the
terms appearing in these inquiries (pain-nausea: 0.66, nausea-
fatigue:0.61, pain-fatigue:0.71, dysphonia-pain:0.55, dysphonia-
fatigue:0.49), scores much higher than zero, zero being the score
expected for unrelated terms(cf. pain-day:0.05, nausea-sun:0.08).
Conversely, if there is a moderate number of inquiries on a
specific medical matter, the algorithm is generally able to detect
that signal, as in the case of mucositis and hoarse in the two topics
daily care method rash mucositis, and daily care method rash hoarse.

As shown in Figure 2A, the automatically generated topic names
provide a reasonably good insight into the semantic content of their
respective topics. However, one needs to be mindful that the topic
might - and usually will - contain additional information of relevance.
To convey this information in a simple yet effective way to the users,
wordclouds are generated for each topic; examples of wordcloud are
shown in Figure 2B. For example, in the wordcloud of topic
compassionate program (Figure 2B, 1st column-2nd row),
concepts not included in the topic name (e.g. assistance, interested,
access, status) appear, thus giving further insight into the topic
content. In some cases, even the wordcloud might not convey the
topicmeaning: users will then resort tomanually inspect the inquiries
belonging to the topic. For instance, the content of topic chinese is not
clear, neither from the topic name nor from the wordcloud; however,
inspection of the actual inquiries quickly reveals that they refer to the
interaction between Chinese medicine and regorafenib (the word
medicine does not appear since it is a stopword). Other examples are
al et clin and long, which group together requests for scientific articles
and product durability, respectively. Topic quality provides a useful
guidance when exploring topics. If topic quality is close to one,
medical inquiries in that topic are all very similar, and the topic name
is expected to summarize the topic content well. Conversely, topics
with low quality will contain inquiries that might differ quite
substantially yet are similar enough to be clustered together by the
algorithm. In these cases, manual inspection of the underlying
medical inquiries may be a good strategy. From Figure 2A, it
appears that smaller topics tend to have higher topic scores,
although no clear trend emerges.

Finally, in addition of having similar inquiries within topics, the
model captures semantic similarities between topics. This is apparent
from Figure 2A: similar topics tend to be close to each other in the
semantic map. Even though this feature does not influence the topic
discovered, from a user perspective it provides a clear advantagewhen
exploring topics (e.g. compared to reading them from as a simple list).

DISCUSSION

This study introduces an unsupervised machine learning
approach to automatically discover topics from medical

inquiries. After the initial (one-time) effort for preprocessing
(e.g. abbreviation definition, stopword refinement) and hyper-
parameters determination, the algorithm runs without requiring
any human intervention, discovering key topics as medical
inquiries are received. Topics can be discovered even if only a
small number of inquiries is present, and are generally specific,
thus enabling targeted, informed decisions by medical experts.
Being completely unsupervised, the algorithm can discover topics
that were neither known nor expected in advance, topics which
often are the most valuable. This is in stark contrast with ontology
or supervised based approaches, where topics need to be defined a
priori (as collections of keywords or classes), and incoming text
can be associated only to these predefined lists of topics, thus
hindering the discovery of a priori unknown topics. The machine
learning approach introduced here does not use ontologies
(which are costly and hard to build, validate, maintain, and
difficult to apply when layman and specialized medical terms
are combined), and instead it incorporates domain knowledge via
specialized biomedical word embeddings. This allows to readily
apply the topic discovery algorithm to different drugs, without the
burden of having to develop specialized ontologies for each
product or therapeutic area. Indeed, the algorithm is
periodically analyzing hundreds of thousands of medical
inquiries for sixteen Bayer™ medicinal products,
encompassing cardiology, oncology, gynecology, hematology,
and ophthalmology.

Our approach has several limitations. First, it can happen that a
small fraction of inquiries associated to a given topic are actually
extraneous to it, especially for semantically broad topics. This is
because - due to the noise present in this real-world dataset - the soft
clustering HDBSCAN algorithm must be applied with a low
probability threshold for cluster assignment to avoid the majority
of inquiries being considered as outliers (see Supplementary
Material). Second, even though the topic names are generally
quite informative, a medical expert needs to read the actual
inquiries to fully grasp the topic meaning, especially if a decision
will be made on the grounds of the discovered topics. This is however
not burdensome because inspection is limited to the inquiries
associated to a given topic (and not all inquiries). Last, some
discovered topics are judged by medical experts based on their
expert knowledge - so similar that they could have been merged
in a single topic, but are considered distinct by the algorithm. In these
cases, manual topic grouping might be required to determine the top
topics by inquiry volumes. Still, these similar topics very often appear
close to each other in the topic map.

Despite these limitations, this study demonstrates that medical
inquiries contain useful information, and that machine learning
can extract this information in an automatic way, discovering
topics that are judged by medical information specialists as
meaningful and valuable. The hope is that this will stimulate
mining of medical inquiries, andmore generally the use of natural
language processing and unsupervised learning in the medical
industry. Interesting future directions are the inclusion of a priori
expert knowledge (e.g. a list of expected topics) while at the same
time maintaining the ability to discover new and previously
unknown topics, and grouping topics in meta-topics though a
clustering hierarchy.
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Objective: Given the ever-changing flow of obstetric patients in the hospital, how the

government and hospital management plan and allocate medical resources has become

an important problem that needs to be urgently solved. In this study a prediction method

for calculating the monthly and daily flow of patients based on time series is proposed to

provide decision support for government and hospital management.

Methods: The historical patient flow data from the Department of Obstetrics and

Gynecology of the First Hospital of Jilin University, China, from January 1, 2018, to

February 29, 2020, were used as the training set. Seven models such as XGBoost,

SVM, RF, and NNAR were used to predict the daily patient flow in the next 14 days. The

HoltWinters model is then used to predict the monthly flow of patients over the next year.

Results: The results of this analysis and prediction model showed that the obstetric

inpatient flow was not a purely random process, and that patient flow was not only

accompanied by the random patient flow but also showed a trend change and seasonal

change rule. ACF,PACF,Ljung_box, and residual histogram were then used to verify the

accuracy of the prediction model, and the results show that the Holtwiners model was

optimal. R2, MAPE, and other indicators were used to measure the accuracy of the

14 day prediction model, and the results showed that HoltWinters and STL prediction

models achieved high accuracy.

Conclusion: In this paper, the time series model was used to analyze the trend and

seasonal changes of obstetric patient flow and predict the patient flow in the next 14

days and 12 months. On this basis, combined with the trend and seasonal changes of

obstetric patient flow, a more reasonable and fair horizontal allocation scheme of medical

resources is proposed, combined with the prediction of patient flow.
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INTRODUCTION

In recent years, with the implementation of China’s two child
policy, the number of pregnant women is increasing rapidly.
In addition, with the improvement of people’s living standards,
patients’ pursuit of high-quality medical resources is also rising
(1). For hospitals that can provide high-quality medical services
and higher medical skills, the number of patients they receive
each year is increasing year by year (2). In view of the
ever-changing flow of patients received by hospitals, how the
government and hospital management plan and allocate medical
resources has become an important problem that requires urgent
attention (3).

Hospital patient flow, congestion, and long waiting time are

considered to be increasingly serious worldwide problems in

the field of health care (4). Improper treatment of the above
problems by hospital management can directly affect the patient’s
medical experience, and even hinder people from being admitted
to hospital due to the lack of hospital reception capacity, and at
the same time, result in an overload of work for medical staff
(5). By accurately predicting the time and scale of patients’ visits,
managers can make better use of their limited resources (6).
Thus, improving the utilization rate of medical resources and
improving the medical experience of patients.

In recent years, the prediction of hospital patient flow has
attracted more and more attention from business and academic
circles (7, 8). Patient flow prediction is based on historical patient
arrival and flow data, using a time series analysis prediction
model to predict the arrival time and flow of patients in the
future (9). When hospitals perform poorly in emergency patient
flow handling, they seriously affect the medical experience of
emergency patients (10). Patients sometimes have to bypass the
nearest emergency hospital and take other emergency hospitals,
which indirectly leads to an increase in the incidence rate and
mortality rate (11). There is a commitment to the study of patient
flow prediction in the literature on emergency room services (12).
Time series techniques such as seasonal autoregressive integral
moving average and generalized autoregressive conditional
heteroscedasticity were used to predict patient flow (13, 14),
providing decision support for management decision-making
level, and providing more emergency patients with more urgent
medical experience. Jones et al. (15) compared the performance
of the regression index, smoothing, seasonal ARIMA, and the
artificial neural network in emergency flow prediction.Wargon et
al. (16) used the SPSS software package to determine a regression
model and used three-year training data from four different
hospitals to evaluate its one-year prediction performance. Reis
and Mandl (17, 18) used the SAS software package to fit
the ARIMA model into the historical data of the emergency
department of the hospital in the past 10 years, and the model
was verified accurately according to the last 2 years of the data
set. A study by Liu and Ma (19) outlined that rural medical
services play an important role in protecting and promoting the
health of rural populations, and studied the degree of satisfaction
with rural medical services. The most satisfied areas outlined
by outpatients and inpatients related to the attitude of medical
services and the explanation of disease conditions. Waiting time

and medical expenses were the areas with which outpatients
and inpatients were dissatisfied. To achieve forward-looking bed
management, Jilani et al. (20) and Wimsatt (21) put forward the
fuzzy time series to predict the number of visits of emergency
patients, and used historical data to predict the patient flow of
emergency departments in four hospitals in the United Kingdom.
Thismethod ismore accurate and does not need any seasonal and
periodic adjustment.

In terms of medical resource allocation, DRG has experienced
more than 30 years of development. There is a growing
interest in using DRG payment to repay hospitalization expenses
worldwide. Many scholars have studied the DRG method.
The purpose of this method is to change the previous
retrospective payment method based on medical income to the
settlementmethod based onmedical output andmake reasonable
compensation for the medical resources consumed by medical
institutions in the process of diagnosis and treatment through
the packaging mode, so as to reduce the unreasonable growth of
health expenses.

Tan et al. (22) put forward a medical and health care
compensation method combined with activity weight, which
allocates funds to hospitals according to the number and
combination of clinical activities. This method is completely
based on the compensation classification method of Australian
refining DRG. Each refined DRG is assigned a weighted activity
unit and converted to cost value to determine the annual ongoing
funding allocation for each hospital. Australian public hospitals
operate according to the fine diagnosis related group (AR DRG)
(23) and separate them into specific DRG groups according to
medical diagnosis or surgical procedures, patient age, separation
method, clinical complexity, and complications, to effectively
ensure the efficiency and fairness of hospital resource allocation.
Chien et al. (24) then studied the impact of the DRG payment
scheme on low value preoperative examination services. Through
differential difference analysis, it was concluded that chest X-ray,
echocardiography and blood pressure test, and other low-value
examinations have decreased. The study concluded that financial
incentives alone may not be enough to reduce the provision of
low-value medical care.

According to the complexity of treatment and the impact of
treatment time on the cost of treatment, Endrich et al. (25) have
proposed the DRG scheme for newborns. Most of the mixed
grouping schemes only classify newborns according to their birth
weight. This method is used to determine the threshold definition
based on the analysis of the variation point of birth weight and
gestational age, and carry out detailed DRG classification. Bertoli
and Grembi (26) studied the impact of political factors on DRG.
After the implementation of budget restrictions, when there are
doctors among politicians, the average level of DRG decreases.
These analysis results show that DRG standardized price systems
are not immune to political pressure. Vuagnat et al. (27) studied
the impact of the implementation of a case-based payment
system on postoperative readmission. The results showed that the
rate of readmission in the private and public sectors increased
relatively steadily and did not seem to be affected by the case-
based payment system. Panagiotopoulos et al. (28) evaluated the
Greek version of the DRG compensation system, and compared
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the DRG price with the average actual cost of each group of
research cases, and evaluated the difference between the average
length of DRG stay and the actual length of stay. Then a new
DRG price calculation model is proposed, which is based on the
actual cost calculation process of each year, which is composed of
relative weight factors and benchmark price.

Based on the above research on patient flow prediction and
DRG resource allocation, this paper proposes a method of
patient flow prediction and the horizontal allocation of medical
resources combined with time series analysis, to provide decision
support for government and hospital management. The main
contributions are as follows: using the time series analysis model
to analyze and predict the obstetric patient flow, we analyze the
trend and seasonal changes of obstetric patient flow, and predict
the patient flow in each month in the next year. The trend and
seasonal changes of obstetric patient flow were then studied,
and a more reasonable and fair horizontal allocation scheme of
medical resources was proposed combined with the prediction of
patient flow.

DATA AND METHODS

Data
The historical patient flow data from January 1, 2018, to February
29, 2020, in the Department of Gynecology and Obstetrics at the
First Hospital of Jilin University, China, were used as the training
set. We did not use data from before 2018 due to the lack of data.
However, due to the outbreak of the new crown epidemic, the
hospital has imposed a patient flow restriction on the obstetrics
department, that is, the data after March 2020 are not of trend
and seasonal variation, and the data in this period were not used.
In order to realize the analysis and prediction of monthly patient
flow, the data were classified and summarized to achieve the
monthly patient flow, and then 26 data points were obtained.

Smoothing of Time Series
Time series data sets usually contain significant random or error
data. In order to analyze the trend rule in the data, we hope to
delete these random fluctuations by drawing a smooth curve.
The simplest method is to draw smooth curves by SMA function.
The four graphs in Figure 1 represent the corresponding smooth
curves of orders 1, 2, 3, and 5 respectively. It can be seen
from the figure that these data have obvious seasonal and trend
change rules.

Data Decomposition
In the time series data with seasonal factors, the data can be
decomposed into trend factors, seasonal factors, and random
factors. The trend component can capture the change of future
cycles, the seasonal component can capture the seasonal change
of a cycle, and the random / error component can capture
the random change that cannot be explained by the trend or
seasonal change.

The decomposition function is used to decompose the time
series data, and the decomposed data graph is shown in Figure 2.
It can be seen from the seasonal part of the figure that the flow
of pregnant women patients has a peak in autumn and a trough

in winter. In the trend part, the number of pregnant women
outpatient services increased periodically with time. With time,
the random fluctuations in the time series seem to be roughly
unchanged, showing a normal distribution.

RESULTS

Monthly Flow Forecast
Prediction Model
We use the HoltWinter model in the forecast package to fit a
simple exponential smoothing prediction model to predict the
number of pregnant women outpatient services in the next year.
The prediction results are shown in Figure 3. Among them, light
gray and gray are the predicted values corresponding to 80 and
95% confidence intervals respectively.

Accuracy
Whether the prediction model can continue to be optimized
is determined by whether there is a correlation between the
prediction errors of continuous prediction, that is, if there is no
correlation between the prediction errors, the prediction model
cannot be further optimized. ACF,PACF,Ljung box were used
most to analyze the correlation. Among these functions, the ACF
in R is used to calculate the error of the correlation graph. To
specify the maximum order you want to see, you can use the
Lag.max Parameter. In this case, the correlation diagrams of the
1–20 order delay of the flow prediction error of the maternal
patients are calculated, as shown in Figures 4, 6 below. Figure 4
indicates that the autocorrelation system does not touch the
confidence limit in order 1–20. It can be seen from Figure 5 that
the partial correlation coefficients do not touch the confidence
limit. Detailed ACF cases for 80 and 95% are given in Figure 6.

To test whether the non-zero correlation is significant when
the lag is 1–20 in order, we used the Ljung box test and passed
the test in the R software Box.tex Function implementation.
The maximum order can be achieved by setting the Box.tex lag
parameter. The Ljung box test statistic is 17.4, and the p-value
is 0.6. This is not enough to prove (almost no evidence) that the
prediction error in the sample is non-zero autocorrelation in the
lag order of 1–20.

In addition, to ensure that the prediction model is the best,
it is also a good way to check whether the prediction error
has a normal mean of 0 and constant variance. For each test
point, the prediction error can only be calculated by subtracting
the predicted value from the observed value. Therefore, the
prediction errors of the existing time series can only be calculated.
To test whether the variance of the prediction error in the whole
sequence remains unchanged, that is, the normal distribution of
service value-added, we draw the prediction error graph and the
prediction error distribution histogram of the normal curve in
a period of time. Figure 7 shows that the random fluctuation
above the time series tends to be a constant with the increase
of time; that is, it is stable in the mean value and variance.
As can be seen from Figure 8, the histogram shows that the
distribution of prediction error is ∼0-centered and more or less
normal distribution. Although it seems to be slightly to the right,
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FIGURE 1 | Smoothed time series of patient flow.

FIGURE 2 | Decomposed patient flow time series diagram.
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FIGURE 3 | Prediction of patient flow.

the tilt is relatively small, so the prediction error is approximately
distributed with a mean of 0.

Because the continuous prediction error seems to have no
autocorrelation and partial correlation, and the prediction error
seems to be a normal distribution, the mean value is 0 and
the variance is constant, meaning the prediction model can
accurately predict the patient flow.

Daily Flow Forecast
Prediction Model
We used seven prediction models, such as XGBoost, SVM, RF,
and NNAR, to predict the daily patient flow in the next 14 days.
The basic principles of the seven models are introduced below.

The XGBoost (Extreme Gradient Boost) model is a special
Gradient Boost decision tree that maximizes speed and efficiency
(29, 30). XGBoost is essentially a tree-based approach combined
with ensemble learning. The base tree is a classification regression
tree. Similar to the local weighted linear regression algorithm,
the tree-based regression algorithm is also a kind of local
regression algorithm. By cutting the data set into pieces, each
piece of data is modeled separately. But the difference is that
a tree-based regression algorithm is a parameter-based learning
algorithm. After training the model with the training data, once
the parameters are determined, there is no need to change. A
classification regression tree is a structure based on a decision
tree, which can be used to solve both classification and regression
problems. It is one of the first ten classical algorithms in the field
of data mining.

XGBoost exports the enhancement tree by optimizing the
objective function, which can be used to solve almost any
objective function that can be written as a gradient. This includes
things like ranking and Poisson regression, and random forests
are difficult to implement. The XGBoost model is more sensitive
to over-fitting if the data is noisy. Because trees are built in
sequence, training often takes longer.

FIGURE 4 | Autocorrelation.

FIGURE 5 | Partial correlation graph.

The SVMmodel (31) transforms the source data into a higher
dimensional space, where each input vector forms a sequence of
seed points with a time delay. These vectors are then combined as
key samples in a special way that allows the regression hyperplane
to define the data distribution, and calculate with specified
precision. These calculations represent the sum of all the samples
called the “kernel,” the integration function of the inputs. These
functions can be linear or non-linear, and the guiding parameters
affect the regression accuracy.

The advantages of SVM are as follows: it can deal with
machine learning in the case of small samples, solve the
problem of high-dimensional data, and avoid the problem of
neural network structure selection and local minimum. This
model has the following shortcomings: there is no universal
solution for non-linear problems, so the Kernel function must
be carefully selected. This model is also sensitive to missing data:
when processing large-scale data, the memory resources of the
computer are required to be high.
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FIGURE 6 | Detailed autocorrelation diagram.

Random forest (32) is essentially a branch of machine learning
called Ensemble Learning, which is a method of integrating
many decision trees into a forest and using it to predict the
final outcome. A Random Forest Model builds a forest in
a random way. There are many decision trees in the forest,
and there is no correlation between each decision tree in
the random forest. Owning the forest, when a new input
sample comes in, the decision tree in the forest makes its
own judgment and determines to which category the sample
should belong (for the classification algorithm). It then identifies
which category is selected the most, and predicts which category
the sample belongs to. A random forest can handle both
quantities with attributes of discrete values and quantities with
attributes of continuous values. In addition, the random forest
can also be used for unsupervised learning clustering and
outlier detection.

Model tuning is easier in a random forest than in XGBoost.
In a random forest, we have two main parameters: the number
of features to be selected for each node and the number of
decision trees. Random forests are harder to configure than
XGBoost. The main limitation of the random forest algorithm

is that a large number of trees can slow down the algorithm for
real-time prediction. For data containing categorical variables
with different levels, the random forest favors those attributes
with more levels.

NNAR is a model based on an artificial neural network and a
prediction method based on a simple brain mathematical model
(33). They allow complex non-linear relationships between
response variables and their predictors. Neural networks can
be considered as “neuron” networks organized by layers. The
prediction variable (or input) constitutes the bottom layer,
and the prediction (or output) constitutes the top layer.
There may also be an intermediate layer containing “hidden
neurons.” The simplest network does not contain a hidden
layer, which is equivalent to linear regression. Once the middle
layer with hidden neurons is added, the neural network will
become non-linear.

NNAR can process temporal projections of large data sets.
In addition, the prediction results are better for raw data with
higher volatility. This model has many parameters, which start
from random values during training, resulting in random factors
in prediction. On the other hand, the network model needs to
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FIGURE 7 | Prediction residual diagram.

FIGURE 8 | Histogram of prediction residuals.

be trained many times with different random starting points, and
the results are then averaged.

STL uses the Loess regression function to decompose the time
series data into seasons, trends, and irregular components (34).
What should be noted is that the prediction intervals ignore
the uncertainty associated with the seasonal component. They
are computed using the prediction intervals from the seasonally
adjusted series, which are then reseasonalized using the last
year of the seasonal component. The uncertainty in the seasonal
component is ignored.

STL can handle any type of seasonal data, not just monthly
and quarterly data. The smoothness of the trend cycle can also
be controlled by the user. It is robust to outliers, that occasional
outlier observations do not affect the estimation of trend periods
and seasonal components. On the other hand, STL also has
some disadvantages. In particular, it does not automatically
handle changes in the trading day or calendar, it just provides
additional decomposition.

If we combine autoregressive and moving average models, we
will get a non-seasonal ARIMAmodel (35). In the autoregressive
model, the linear combination of past values of variables is used
to predict interesting variables in the future. The moving average
model does not use the past value of the prediction variable in the
regression but uses a past prediction error in the model similar to
the regression.

The ARIMA model is very simple and requires only
endogenous variables without recourse to other exogenous
variables. The ARIMA model is recommended when the raw
data does not fluctuate much. This model has the following
disadvantages: it can only capture linear relations, but not non-
linear relations. Temporal data is required to be stable, or stable
through differential differentiation.

The Holt-winters method (36, 37) is a time series analysis
and prediction method that is suitable for non-stationary
series containing linear trends and periodic fluctuations. The
exponential smoothing method is used to make the model
parameters adapt to the changes of non-stationary series, and
make a short-term prediction of the future trend. Holt winters
method introduces winters cycle term based on the Holt model,
which can be used to deal with the fluctuation behavior of a fixed
cycle in time series such as monthly data, quarterly data, and
weekly data.

Holt-winters is a method to predict time series by using
cubic exponential smoothing. The cubic exponential smoothing
algorithm can save the trend and seasonal information of time
series data well. Through quadratic exponential smoothing,
the overall trend information can be retained. The seasonal
characteristics of time series are processed by cubic exponential
smoothing. But this model is not suitable for long period
series prediction.

In the above section of this paper, the basic principles of seven
prediction models have been introduced. The following seven
models are used to predict the daily patient flow over the next
14 days. In order to facilitate the display of predicted data, the
training data was selected from 20 cycles of data. First, periodize
the time series data, and the number of days selected for the
period is 7. The prediction results of the five methods are shown
in the Figure 9.

To accelerate the speed of gradient descent in machine
learning and improve the prediction accuracy, the time series
data are normalized. SVM and RF methods conduct training and
prediction on the normalized data, and the results are shown in
Figure 10. For details of the hyperparameter values of the above
seven models, see Appendix 2.

Accuracy
In this section,ME, RMSE,MAE, and other indicators are used to
describe the accuracy of the sevenmethods. Themeanings ofME,
RMSE, MAE, and other parameters are shown in Appendix 1.
The values of each parameter in the training set are shown
in Table 1. The XGBoost method has the least value on each
index, that is, the model fits the training data best. Second, the
RF method has a MAPE value of 11.79, which has a better
performance than the other methods. The value of the ARIMA
and SVR methods in each parameter are large, indicating that

Frontiers in Public Health | www.frontiersin.org 7 October 2021 | Volume 9 | Article 64615734

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Li et al. Prediction of Obstetric Patient Flow

FIGURE 9 | Forecasts from NNAR(A), ARIMA (B), STL (C), HoltWinters (D), and XGBoost (E).
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FIGURE 10 | Forecasts from SVR (A) and Random Forest (B).

TABLE 1 | Accuracy index of training data.

ME RMSE MAE MPE MAPE ACF1 R2

NNAR 0 4.87 3.81 −5.57 15.53 0.02 0.54

STL −0.13 6.68 5.35 −7.39 21.64 −0.01 0.44

ARIMA −0.14 8.38 6.91 −10.58 27.63 0.07 0.14

HoltWinters 0.65 8.09 6.50 −5.76 25.24 0.06 0.36

XGBoost 0.02 0.26 0.18 −0.11 0.65 −0.10 0.99

SVR 0.58 11.6 9.28 1.67 38.40 – 0.30

RF 0.21 4.02 3.24 −0.60 11.79 – 0.75

TABLE 2 | Accuracy index of testing data.

ME RMSE MAE MPE MAPE R2

NNAR −1.2 4.11 3.28 −5.56 11.92 0.63

STL 0.47 2.8 2.36 1.95 8.30 0.83

ARIMA 0.44 3.8 2.77 −0.02 9.53 0.48

HoltWintes −1.12 2.4 1.93 −4.16 6.68 0.83

XGBoost −0.52 6.52 4.90 −2.02 15.98 0.57

SVR 1.74 5.8 4.64 6.42 18.47 0.43

RF 0.40 4.54 3.04 2.64 10.09 0.35

these methods have the worst fitting on the training data. The
maximum value of MAPE of the SVRmethod is 38.40; that is, the
absolute difference of predicted data reaches 38.4% on average
compared with all training data.

Table 2 shows the values of each parameter of the seven
prediction models on the test set. From R2 and MAPE
parameters, HoltWinters, and STL methods have higher
prediction accuracy. The HoltWinters method has the best
predictive performance with the highest R2 value of 0.833 of
all the methods. The MPE value STL method is 1.95, while the
MAPE value is 8.3, respectively. This indicates that most of the
data predicted by this method are greater than the actual value.
The MPE value of the HoltWinters method is −4.16, while the
MAPE value is 6.68, respectively. This indicates that most of the

data predicted by this method are smaller than the actual value.
The MPE value of the ARIMAmethod is−0.02, while the MAPE
value is 9.53, respectively. This indicates that half of the predicted
data of the ARIMA method are greater than the actual value and
half are less than the actual value.

Analysis and Discussion
The experimental results predicted by seven models are
given above. In this section, combined with the advantages
and disadvantages of the model and experimental data, the
experimental results and the performance of the prediction
model are further discussed. The HoltWinters and STL models
achieve the best predictive performance. Their MAPE values
are 6.68 and 8.3, and their R2 values are 0.833 and 0.832,
respectively. The HoltWinters model has the best prediction
performance, mainly because of its good processing of trends
and non-stationary series of periodic fluctuations. This model is a
method to predict the time series by using the cubic exponential
smoothing method. Through quadratic exponential smoothing,
the overall trend information can be retained. The seasonal
characteristics of the time series are processed by the cubic
exponential smoothing method. The prediction performance
of the STL model is high mainly for the following reasons.
This model can deal with any type of seasonal data, not just
monthly and quarterly data, and has good performance for daily
data. In addition, the model is very robust to outliers, and
occasional outliers do not affect the prediction of trend cycles and
seasonal components.

On the training set, XGboost and RF have the best fitting
performance, with mAPE of 0.65 and 11.79 respectively.
However, on the test set, the prediction performance is poor, and
their R2 values are 0.57 and 0.35, respectively. The actual data of
the hospital are used in this paper, and there is much noise in the
data. XGBoost and RF models are sensitive to noise data during
training, which leads to over-fitting of the model. SVR model has
poor fitting performance in training data, and its MAPE value
is 38.4. Its mAPE and R2 values are 18.47 and 0.43, respectively.
This is mainly because SVR does not use the appropriate kernel
function. Time series is a non-linear problem, so the method
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of choosing the kernel function has a great influence on model
prediction performance. In addition, the model is sensitive to
noise data. The MAPE and R2 values of the ARIMA model are
9.53 and 0.48, respectively. The actual data used in this paper
fluctuated. When using the ARIMA model for prediction, the
model cannot predict time series fluctuation data well, which
leads to the model not achieving good performance.

DISCUSSION

This section of the paper first discusses the research status and
shortcomings of DRG resource allocation methods at home and
abroad, and then explores the progress and problems of medical
insurance compensation in China. Then, according to the
analysis and prediction method of patient flow, decision support
for the government and hospital management is discussed.
Finally, the limitations of the proposed method are analyzed.

DRG Status and Deficiencies
The DRG payment method shortens the length of hospital stay
but brings increasing medical expenses and medical costs. Its
impact on health care and health outcomes is controversial,
especially in low- and middle-income countries. Policymakers
should carefully consider each component of the DRG payment
design according to policy objectives (38) so as to allocatemedical
resources efficiently and reasonably (39).

Clinical records ultimately determine the future funding of
our healthcare system. Proper communication and education
between medical staff and hospital coding staff are essential to
ensure accurate documentation and accurate AR-DRG coding
and to achieve the best and the most reasonable compensation
in DRG mode. Lisbeth et al. (40) have studied whether the
introduction of the DRG system affects the number of secondary
diagnoses. During the study period, hospitals were divided into
two groups: those with DRG payment systems and those without
DRG systems. In all regional hospitals, the number of coded
secondary diagnoses has increased, but the number of secondary
diagnoses per case has also increased. After the implementation
of the expected payment system, the secondary diagnoses of
the hospitals have increased greatly. Aiming at the problem
of misclassification frequently occurring in DRG, Suleiman et
al. (41) have proposed the introduction of expert conjecture
combined with the Bayesian model to improve the occurrence
of DRG errors and significantly improve the efficiency of clinical
coding review.

DRG payments may be slightly more efficient, but they face
upgrades in medical record codes and damage the quality and
fairness of medical care (42). Damage to health care rights and
interests has been reported, especially for patients who are not
supported by this payment plan (43). Zou et al. (44) evaluated the
impact of DRG on health care and health outcomes in China and
comprehensively described the expenditure, efficiency, quality,
and fairness of health care. Montefiori et al. (45) studied the
DRG program in relation to newborns. The results show that the
efficiency of the DRG system is low. The cost of the same DRG
patient varies greatly, and even though the cost of the patients
with very low birth weight is about twice the reimbursement

amount stipulated by the policy; when the newborn is full-term,
the cost is 20,000 euros less than that reimbursed by DRG.

Kim et al. (46) have studied the performance of DRG
based compensation for medical and health care expenditure.
Payment based on DRG shortens the hospitalization time, and
also changes the behavior of doctors collecting DRG code
from outpatient, and increases medical expenses and medical
costs continuously. To some extent, there is no overall budget
for national medical insurance. How to plan the DRG global
budget is an important problem that needs to be solved in
further research.

Current Situation of China’s Medical
Insurance
Since the “new medical reform policy” was introduced in 2009,
with the progress of medical reform year by year, the reform
of medical security has achieved great results in many aspects,
especially in terms of reimbursement content, reimbursement
proportion, payment mode transformation, serious illness
reimbursement systems, remote medical treatment systems, and
the participation of commercial insurance. The new medical
reform puts forward the short-term goal of effectively alleviating
the difficulty and high cost of medical treatment, and the long-
term goal of establishing and improving the basic medical and
health system covering urban and rural residents, and providing
safe, convenient, effective, and inexpensive medical and health
services for the masses.

With the gradual development and improvement of medical
security systems, the goal of universal medical insurance is
possible, and the number of beneficiaries has been increasing
in recent years. Because medical security is closely related to
people’s daily life, it occupies an extremely important part of
the social security system. As the core resource of sustainable
development of medical security, strengthening the supervision
of basic medical insurance funds is of great significance to ensure
the safe and sustainable operation of medical insurance funds.

To effectively curb the unreasonable growth of medical
expenses and change the situation of “relying on drugs to support
doctors,” China has accelerated the pace of medical and health
system reform. In January 2017, the National Development
and Reform Commission, the Health and Family Planning
Commission, and the Ministry of Human Resources and Social
Security jointly issued a notice on promoting DRG payment,
requiring all localities to further promote DRG payment reform,
mainly to include gradually expanding the scope of DRG
payment, reasonably determining specific diseases and charging
standards, solidly completing the connection of DRG payment,
and earnestly implementing these various reform policies.

The direction of China’s medical reform is to implement
DRG payment in a well-rounded way. From the hospital level,
it is imperative to carry out DRG cost accounting. DRG cost
accounting calculates the cost of diagnosis and treatment by
superposition of medical project costs, drug costs, and separate
charging material costs for the treatment of a single disease.
Practice shows that DRG cost accounting can not only reduce
the cost and optimize the diagnosis and treatment process,
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but also provide data support for government departments to
formulate reasonable disease costs and promote the formation of
cost-oriented operationmechanisms. Therefore, the introduction
and strengthening of the DRG accounting method is key to
furthering cost accounting work in hospitals under the situation
of new medical reform, especially under the reform of the DRG
payment mode.

Horizontal Allocation of Resources
As the medical center of Jilin Province in Northeast China,
the first hospital of Jilin University ranks first in Jilin
Province in terms of medical technology and abundant medical
resources. In Jilin Province, medical institutions are divided into
three categories: primary medical institutions, regional medical
institutions, and tertiary medical institutions. Most medical
institutions, especially regional and tertiary medical institutions,
are public. The government has strict restrictions on the pricing
of medical services. The loss of public hospitals is borne by the
government financial department. All public medical institutions
can enjoy the medical insurance policy.

At present, one of the main problems in the medical service
system of Jilin province is that the total amount of medical
resources is relatively insufficient and the utilization structure of
medical resources is unreasonable. In this paper, we use the time
series analysis model to analyze and predict the obstetric patient
flow, analyze the trend and seasonal variation of obstetric patient
flow, and predict the patient flow of each month in the next
year. Based on the trend change, seasonal change, and patient
flow of obstetric patients, a more reasonable and fair horizontal
allocation plan of medical resources is given.

In this paper, the variation of patient flow trends was analyzed
to provide decision support for government and hospital
management. For diseases with an increasing tendency, the total
amount of annual compensation can be increased according to
the increase proportion. For diseases with a downward tendency,
the total annual compensation will be reduced by floating. Then
the total amount of compensation between different diseases
can be adjusted horizontally. For hospital management, we can
make a reasonable and efficient medical resource allocation plan
according to the floating characteristics of patients every month.

The seasonal variation rule of patient flow obtained in
this paper is helpful for hospital managers in providing more
reasonable medical resource allocation plans for medical staff
and patients. For patients, it provides patients with peak and
low peak patient flow, thus providing a reference for patients in
future hospitalization. For managers, it is conducive to resource
allocation from the perspective of resource scheduling, to provide
a better medical treatment experience for patients and guide
medical staff to rest, study and work under the condition of
limited resources. In the low peak period, some medical staff can
take turns to take off work and study, thus providingmedical staff
with opportunities for rest and study, thus improving their life
quality and medical quality. In the peak period, targeted medical
staff should go to work in combination with the actual situation,
which will improve the medical experiences of patients.

With the year-by-year increase of patient flow, the annual
amount of medical insurance is less than the reimbursement

amount of all patients in most cases. The existing medical
insurance reimbursement system is based on the principle of first
use first reimbursement, which often occurs at the end of each
year that patients cannot reimburse or reimburse part of medical
expenses. According to the monthly patient flow obtained by the
predictionmodel, medical insurance compensation can be evenly
covered for each patient in each month according to weight.
Assuming that the predicted monthly patient flow is Mi (i =
1,2,...,12), the average hospitalization cost of each patient is E, and
the annual reimbursement amount of medical insurance is I. then
the total patient flow in the next year isM1 +M2 +...+M12, and
themedical insurance cost to be paid is (M1 +M2+...+M12)

∗ E.
Based on the idea of horizontal resource allocation, according to
the predicted patient flow, the amount of reimbursement for each
person is E ∗ I / ((M1 + M2 +... + M12)

∗ E), that is, I / (M1 +

M2 +...+M12). The above horizontal resource allocation scheme
based on flow prediction enables every patient to use medical
insurance fairly, avoiding the problem that patients cannot use
medical insurance fairly at the end of each year.

Limitations
The data used in this paper are only from a tertiary hospital
in Jilin province, so the trend and seasonal variation of the
analysis may not be suitable for the prediction of patient flow
in all hospitals. In addition, in terms of patient flow prediction,
the data used in this paper are <3 cycles, which also affects
the accuracy of the prediction model in predicting future data.
Finally, this paper only analyzes and predicts the flow model of
patients in obstetrics, but it is also meaningful for other kinds of
diseases. In future studies, it can be expanded to more hospitals
and patients with more diseases. The analysis and prediction
of patient flow in multiple hospitals and diseases will be more
meaningful for the government and hospital management to
provide decision support.

CONCLUSION

At present, patients’ demand for medical treatment is not only
expected to obtain timely and effective medical services at a
reasonable cost but also expected to enjoy a higher level of
medical services at a reasonable cost as they paymore attention to
the service quality and service perception of the medical behavior
itself. Seven models including XGBoost, SVM, RF, and NNAR
were proposed to predict patient flow over the next 14 days and
12 months.

The analysis and prediction results obtained from the
prediction model show that the obstetric inpatient flow is not
a purely random process and that the patient flow is not only
accompanied by the random patient flow but also presents the
trend and seasonal changes. The trend change law is increasing
year by year. The seasonal variation law is that the patient flow
presents the trough in the first and fourth quarters of each year,
and reaches the peak in the second and third quarters. The flow
of patients shows a trough from Friday to Sunday and peaks
from Monday to Thursday. The distribution of random flow is
approximately normal.
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The HoltWinters model is used to predict the monthly flow of
patients over the next year. ACF, PACF, Ljung_box and residual
histogram are used to verify the accuracy of the predictionmodel,
and the results show that the Holtwiners model has reached
the optimal level. Combined with the prediction of patient flow,
a more reasonable and fair horizontal allocation of medical
resources is proposed.

Seven models such as XGBoost, SVM, RF, and NNAR
are used to predict the daily patient flow in the next 14
days. R2, MAPE, and other indicators were used to measure
the accuracy of the 14-day prediction model. The results
showed that Holtwiners and STL prediction models achieved
high accuracy.

This method is helpful for optimizing the allocation of
medical resources, reducingmedical costs, and improving service
efficiency and quality.
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What is the relationship between mortality and satellite images as elucidated through the

use of Convolutional Neural Networks?

Background: Following a century of increase, life expectancy in the United States has

stagnated and begun to decline in recent decades. Using satellite images and street view

images, prior work has demonstrated associations of the built environment with income,

education, access to care, and health factors such as obesity. However, assessment

of learned image feature relationships with variation in crude mortality rate across the

United States has been lacking.

Objective: We sought to investigate if county-level mortality rates in the U.S. could be

predicted from satellite images.

Methods: Satellite images of neighborhoods surrounding schools were extracted with

the Google Static Maps application programming interface for 430 counties representing

∼68.9% of the US population. A convolutional neural network was trained using crude

mortality rates for each county in 2015 to predict mortality. Learned image features were

interpreted using Shapley Additive Feature Explanations, clustered, and compared to

mortality and its associated covariate predictors.

Results: Predicted mortality from satellite images in a held-out test set of counties was

strongly correlated to the true crude mortality rate (Pearson r = 0.72). Direct prediction

of mortality using a deep learning model across a cross-section of 430 U.S. counties

identified key features in the environment (e.g., sidewalks, driveways, and hiking trails)

associated with lower mortality. Learned image features were clustered, and we identified

10 clusters that were associated with education, income, geographical region, race,

and age.
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Conclusions: The application of deep learning techniques to remotely-sensed

features of the built environment can serve as a useful predictor of mortality in

the United States. Although we identified features that were largely associated with

demographic information, future modeling approaches that directly identify image

features associated with health-related outcomes have the potential to inform targeted

public health interventions.

Keywords: deep learning, satellite images, mortality, remote sensing, public health

INTRODUCTION

Life expectancy in the United States has increased dramatically
over the past century from 48 years in 1900 to 80 years in
2019. However, the United States has experienced a drop in
longevity over the past decade and now ranks 43rd in the
world (1–5). Within the United States, crude mortality rates
vary by more than 40%. Factors observed to be associated
with mortality rates within the United States include disparities
in socioeconomic status (6, 7) and health insurance coverage,
(8) as well as obesity, smoking (9, 10), and drug use/opioid
abuse (11).

Prior studies have attempted to infer characteristics of the

underlying communities by characterizing land use using

satellite imagery (12–14). Recent research has leveraged

deep learning approaches to link the built environment to

obesity (15, 16), socioeconomic status (17), poverty (18, 19),

and other demographic factors (20, 21) by integrating lower

level image features into higher order abstractions to make
predictions (22, 23). In addition, the potential for deep
learning-based image analysis to characterize a broad range of
health exposures was recently reviewed (24). However, there

is limited work that examines the relationship of mortality

with the built environment in the United States at a large

scale. The identification of information in satellite images
associated with mortality predictions could potentially unlock

previously unknown, yet related geographic and structural
community characteristics that may be used to predict
future mortality rates when demographic information is
unavailable or possibly inform optimal county/state public
health intervention strategies.

We hypothesized that county-scale level mortality rates could
be predicted from satellite images. The goals of this study
were to determine whether the analysis of satellite images by
Convolutional Neural Networks (CNN) could be used to predict
county-level mortality rates and uncover salient satellite image
features associated with mortality. We also sought to determine if
image features are related with county-level measures of income,
education, age, sex, race, and ethnicity. The main objective of
this study was to highlight a proof-of-concept deep learning
application that presents strong baseline performance, enabling
future work that can evaluate the potential for applying learnt
features to the design of public health interventions in the
built environment.

METHODS

Overview
Here, we will provide a brief overview of methods used to
train, validate, test, interpret, and compare the selected machine
learning models for the task of mortality prediction:

1. Data collection: We collected death certificate and county-
level covariate/demographic information from private
access census databases correspondent to 430 US counties,
partitioning counties into training, validation and test sets.
We downloaded 196 Google Maps satellite images per county.

2. Predictive Modeling: We trained, validated, and tested three
separate models for comparison:

a. A deep learning model which operates on images to
predict the county-level mortality rate for each image.
The predicted mortality rates for the images within each
county are averaged with a trimmed mean to yield the final
county-level mortality predictions.

b. A linear regression model which can predict county-level
mortality from county-level covariate information.

c. A hybrid deep learning approach which can combine
county-level covariates with image features to predict
image-specific mortality rates, averaged (trimmed mean)
across the county to yield county-level mortality rates.

d. Data Scaling Sensitivity Tests to identify the amount
of imaging information needed for optimal predictive
accuracy for the image-only deep learning model.

3. Interpretation Techniques to identify important and
potentially correspondent image and demographic predictors
of mortality, using:

a. Shapley additive explanations (SHAP) to generate a
heatmap over each of the images to locate mortality
associated image features.

b. Standardized regression coefficients and SHAP to identify
the most important demographic predictors of mortality
from the regression model.

c. Unsupervised dimensionality reduction to identify
correspondence between the demographics and
imaging predictors.

Graphical overviews of the aforementioned approaches may
be found in Figures 1, 2 and in the Supplementary Material,
section “Supplementary Overview of All Conducted Analyses.”
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FIGURE 1 | Method overview: (A) flow diagram depicting selection of counties and sampling scheme for images; 13 mortality bins created from 1,000 most populous

counties to capture diversity of mortality rates; (B) map of the United States colored by selection of training, testing and validation counties; (C) 4 sets of 1 × 1mile

grid of images (7 images by 7 images) were selected per each county, all images randomized and used to train deep learning model; visual depiction of deep learning:

filters slide across each image and pick up on key image features, pooling layers reduce spatial dimensions of image, and output layers of neural network output one

mortality rate prediction per image, ŷi ; histogram visualization to the right of the neural network represents the set of mortality rate predictions {ŷi | i ∈ {1, 2, . . . ,

195, 196}} corresponding to 196 images per county (49 images per school * 4 schools per county), which are averaged across using a trimmed mean to yield final

mortality rates ( ˆycounty =
∑

ŷi
N

); (D) SHAP is applied to neural network model and image to generate a heatmap of important image features across each image (red,

positively associated with mortality; blue, negatively associated with mortality); these visualizations are compared to important covariates from linear model for each

test county (visualized as force plot placed above the heatmap images; where presence of colors red/blue indicates positive/negative associations with mortality).

Data Collection
Extraction of County-Level Covariates
We used publicly available county-level mortality data. We
used the CDC Wonder database to collect all available death
data from 2015 for residents of the 50 United States and
the District of Columbia, and matched death data with 2015
county Census population data from the Bureau of Economic
Analysis, USDA ERS databases (25–27), and the Surveillance,
Epidemiology, and Ends Results (SEER) Program (28). Crude
mortality rates were calculated as the number of deaths in the
county divided by the population in the county. Additional
county level covariate information from 2015 was collected on
age, sex, Hispanic status, race, income, education, and region
(Supplementary Table 1).

Selection Criteria for Training, Validation, and Test

Sets
We selected 430 counties from among 3,142 total United States
counties in 2015 for inclusion in our study. This subset
of representative counties was selected to decrease the
computational burden and data storage resources. To reduce
the variance of the mortality estimate and to limit potential bias
from locale (e.g., rural, urban), we selected the top 1,000 most
populous counties (restricting to more urban environments)
and split these counties into 13 bins containing similar numbers
of counties rank ordered by mortality. We selected up to 40
of the most populous counties in each bin. These selection
criteria were developed to capture a greater proportion of
total deaths and represent wider variation in mortality rates,
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FIGURE 2 | Deep learning workflow: (A) ResNet50 model is first pre-trained on ImageNet images for the task of distinguishing 1,000 different everyday objects (e.g.,

farm, beach, firemen, whale); ResNet50 is comprised of multiple convolution and pooling layers (only one set shown for simplicity), which extract features and reduce

the spatial dimensions of the image, respectively, and fully connected layers which represents objects at multiple levels of abstraction using vectors; prediction is

compared to ground truth to estimate loss L; the gradient is backpropagated to update the model parameters; (B) transfer learning, where parameters from

pretrained model (red dashed box) serve as the initial parameters for training the country-level mortality prediction model; output layer has been replaced with a layer

to predict mortality; (C) training images pass through ResNet50 to predict county-level mortality, compared to true mortality to update model parameters; (D) during

training, ResNet50 model predicts mortality from images from validation counties to estimate validation loss, which is compared to training loss over training epochs to

determine when training should stop to avoid overfitting; (E) trained ResNet50 model predicts county-level mortality on 196 individual images (one mortality rate

prediction per image) from each test county; (F) for each test county, 196 image-level mortality rate predictions are averaged using a trimmed mean to infer the overall

county-level mortality rate; the overall county-level mortality rate is correlated to true county-level mortality rate; (G) image features from images of the test counties are

extracted from ResNet50 fully connected layers in the form of feature vectors, which are used to generate UMAP plots to demonstrate how mortality and other

corresponding covariates (extracted from the demographic data) separate/cluster based on the image features; Spectral Clustering is used to assign image features

to blue and red clusters, representing low and high mortality related images, respectively.

ultimately resulting in the selection of the aforementioned
430 counties (Supplementary Table 2; in-depth description in
Supplementary Figure 1). Of the selected counties, 279 counties
were randomly placed into the training set (65%), 65 in the
validation set (15%), and 86 in the test set (20%). The training
set was used to update the parameters of the trained model while
the validation set was used to limit the model from overfitting
to the training data (Figures 1A,B, 2A–D). The held-out test set
represents an application of the modeling approach to unseen
counties that had no role in the training of the model.

Acquisition of Imaging Data
Satellite imagery data was collected using the Google Static
Maps application programming interface (API) to build our deep
learning pipeline, similar to Maharana and Nsoesie (15). First,
four schools from each county were randomly selected to serve
as points of interest (POI) to sample nearby images. We used
schools because they are typically placed in densely populated
regions of the county (potentially serving as a representative
proxy for residential neighborhoods of each county) and to

reduce the computing space usage and required resources at our
local computing cluster. We acknowledge that the selection of
schools as a POI presents a limited view of the entire county.
We obtained geographic coordinates for the schools in our study
from the National Center for Education Statistics (29), and
divided the 1 square mile area surrounding each school into an
evenly spaced 7 images by 7 images grid (extracting 196 total
images per county) (Figure 1C). The zoom level for each image
was set to 17, and image dimensions were set to 400 pixels by
400 pixels to provide enough detail to make out street patterns
and cover the space between the selected images of the grid.
Eighty-four thousand two hundred eighty satellite images were
downloaded using the Google Static Maps API. Images were
downloaded between July and September 2019, representing a
collection of images acquired April 2018 to December 2018.

This study was exempt from institutional review board
approval as we accessed previously collected data and could not
identify individuals. Our study followed the Strengthening the
Reporting of Observational Studies in Epidemiology (STROBE)
guidelines for cross-sectional studies where appropriate (30).
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Predictive Modeling
Deep Learning Model Training
Deep neural networks have been used in a wide range of health-
related applications (31, 32). Convolutional Neural Networks
(CNN) slide filters across images to pick up on low level features
such as edges or curves and then expand the visual field to
pick up higher-order constructs [(33); Figure 1C]. The particular
variant of CNN that was used to predict mortality on the satellite
images was ResNet-50 (34), pretrained on the ImageNet database
to recognize over 1,000 different objects (35), some of which
may have features corresponding with our satellite image set
(Figures 2A,B). We performed transfer learning, which applies
knowledge gained from ImageNet to initialize the parameters of
our model. These model parameters were updated to minimize
the divergence between the true and predicted mortality rates
using the negative Poisson log likelihood; training the model
with this objective (models the outcome as a rate) allowed
us to use each image to directly predict the mortality of its
respective county. Training images were randomly cropped,
rotated, resized, and flipped to improve the generalizability of
the approach (Figure 2C). Predicted mortality rates from the
individual images were averaged across the images for each
county using a trimmed mean to comprise the final county-
level prediction. A validation set of images from the validation
counties were used to select optimal hyperparameters (e.g.,
learning rate, weight decay, early stopping criterion) to avoid
memorization of the training data (Figure 2D). After a coarse
hyperparameter search, the validation set was used to terminate
the learning process at 5 training iterations and identify the ideal
learning rate for the model, 1e-4. After training our model on
images from 279 counties, we evaluated the model on images
from the remaining test counties and averaged the predicted
image-level mortality rates across each county using a trimmed
mean to derive county mortality estimates (Figures 2E,F). The
deep learning models developed using Python 3.6, utilized the
PyTorch 1.3.0 framework and were trained using K80 Graphics
Processing Units (GPUs).

Linear Regression on County-Level Covariates
A linear regression model to predict mortality using county
level demographic characteristics was fit to data from both the
training and validation sets, weighted by county population size
(to reduce the variance of the parameter estimates), and evaluated
on the test set as a comparison method versus the satellite image
approach (Supplementary Figure 2B). We note that the goal of
this study was to provide a benchmark for how well the CNN
could predictmortality and to use covariates to help contextualize
what the deep learning model is “seeing.”

Hybrid Image-Covariate Deep Learning Approach
We also combined demographic information with satellite
imagery data to test whether adjustment for covariates
can improve prediction of mortality from satellite images
(Supplementary Figure 2C, see Supplementary Materials

section “Covariate Adjustment During Deep Learning Model
Training and Evaluation”).

Data Scaling Sensitivity Tests
A sensitivity analysis was utilized to decide the ideal number
of schools and sampling area around the schools for the deep
learning model (Supplementary Figures 2E,F). Preliminary tests
from our modeling approach indicated that mortality prediction
performance increases with the number of schools and area
around the school sampled. However, performance saturates
as the number of images in each county approaches 196,
thereby warranting selection of images contained within a one-
mile square area around schools to maximize the potential
utility of assessing residential neighborhoods around schools
as a POI and limit the amount of noise created beyond
surveying neighborhoods in the immediate vicinity of schools.
See Supplementary Materials, section “Effects of Sampling
Larger Residential Areas Around Schools and Dataset Size
on Predictions.”

Model Interpretation
Image Interpretations With SHAP
Shapley additive feature explanations (SHAP) (36) is an analytical
technique that explains complex models using a simpler
surrogate model for each testing instance. We applied SHAP to
the images of the test counties to form pixel-wise associations
with increases or reductions in mortality; hotspots in these
images denote important mortality-associated objects that the
model has learned (Figure 1D). We also convolved learned
CNN image filters over select images to further demonstrate
which features of the built environment were utilized by deep
learning model.

Important County-Level Covariates With SHAP and

Standardized Regression Coefficients
SHAPwas applied to identify county-specific important covariate
predictors (Figure 1D) from the linear model, similar to how
the SHAP image approach could identify important image-
specific predictors. Overall effect estimates were reported using
unstandardized regression coefficients. Standardized regression
coefficients from the linear regression model served to explain
the overall top mortality predictors.

Unsupervised Dimensionality Reduction to Identify

Correspondent Demographic and Image Predictors
Correspondence between the covariate mortality predictors for
each county and the image information was assessed through
embedding of deep learning image features. Neural networks
compress high-dimensional image data into lower dimensional
representations in the process of making a prediction (Figure 2G
and Supplementary Figure 2D). The output of an intermediate
layer of the network was extracted from each image to
form embeddings—reduced dimensional representations of the
data in the form of vectors. These embeddings (represented
by 1,000-dimensional vectors) could demonstrate how overall
features of the images cluster and correspond with mortality or
other demographics. We applied UMAP (37), an unsupervised
dimensionality reduction technique, to visualize extract image
features and identify clustering by images using scatterplots
(one image is a point in the scatterplot). We overlaid the
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actual images themselves for each of the points, then true
mortality and other covariates such as education and aging to
visually demonstrate separation/clustering of important image-
associated demographic and mortality characteristics as learned
by the deep learning model. To examine specific associations
between the pertinent image features (i.e., embeddings), we
clustered image features using the Spectral Clustering approach
(38) and found 10 clusters of images. We averaged the covariate
information associated with each of the images across each
grouping to yield characteristic covariate descriptors for each
cluster. Weighted pairwise t-tests on mean differences between
select covariates between all pairs of clusters demonstrated
associations between extracted image features with covariate
mortality predictors. As a direct means for assessing the
relationship between deep learning predicted mortality and the
covariates, we also regressed the image predicted mortality
against each of these covariates.

RESULTS

The training, validation, and test counties included 1,721,052
deaths per 217,938,597 individuals in the 2015U.S. population,
a crude mortality rate of 7.90 deaths per 1,000U.S. residents
(Supplementary Table 1).

Predictive Modeling Results
Our deep learningmodel was able to accurately predict mortality,
with a Pearson correlation coefficient of 0.72 (R2 = 51%)
between the predicted and true mortality (Figures 3A,C,D)
on a held-out test set. The linear regression model using
county demographics also accurately predicted mortality;
the R2 was 90% (0.95 correlation) between covariates and
the mortality rate (Figure 3B). Our covariate adjusted deep
learning model appeared to improve mortality predictive
performance (Test Set Pearson r = 0.83, P < 0.001; Validation
Set Pearson r = 0.87, P < 0.001) but was unable to
surpass the performance achieved using only the demographic
characteristics (Supplementary Materials, section “Covariate
Adjustment During Deep Learning Model Training and
Evaluation”) Sensitivity analyses over the included number
of schools and area around schools indicated that mortality
predictive performance tends to increase with the number
of schools and area sampled around each school. However,
predictive performance appeared to level-off after selection of 75
images per county (3 schools per county; 25 images per school;
each image occupies 1

49 square mile) (Supplementary Materials,
section “Effects of Sampling Larger Residential Areas Around
Schools and Dataset Size on Predictions”).

Model Interpretation Results
Using SHAP to identify relevant features in satellite images
across these test counties, we noticed that the model was able
to associate common features associated with the socioeconomic
status of that community to reductions in mortality. Generally,
we were able to spot instances in which sidewalks, driveways,
curved roads, hiking trails, baseball fields, and light-colored roofs
were associated with reductions in mortality (Figures 1D, 4).
Conversely, we noticed instances where centerlines of large roads

and shadows of buildings and trees were positively associated
with mortality. To corroborate the evidence found using SHAP,
we plotted small images representing patterns that the first
convolutional layer had learned and then convolved each of these
patterns with three select images (Supplementary Figures 3–6).
Across three images fromCalifornia, Virginia, andGeorgia, filters
such as 12, 29, and 43 focused on bright cues and were able
to highlight driveways, sidewalks, walkways, and baseball fields,
while filters 13 and 46 were able to pick up on contours and
nuanced shape-based patterns.

From the county-level covariate linear model, we observed
a reduction in 13 deaths per 100,000 individuals for an
1% increase in the proportion of those who attend college
(regression coefficient β = −12.6 ± 0.8), and increase of
214 deaths per 100,000 individuals for 5-year increases in
average population age (β = 2.1 ± 0.1); these were the most
important predictors of county mortality (Figures 5A–C and
Supplementary Tables 3–6). Increased Hispanic (β = −6.6 ±

0.5), female (β = 42.5 ± 6.4), or Asian race proportions
(β = −7.8 ± 1.0), and living in the western United States
(β = −1.1 ± 0.3) as compared to the other regions, were
found to be protective county-level factors against mortality
(Figures 3A,B and Supplementary Tables 2–4). County-level
covariate mortality predictors are ranked in order of decreasing
importance in Figures 5A,B and Supplementary Tables 3–6.

We identified demographic and mortality-related sources
of significant variation between the 10 image feature clusters
(Figures 5C–E, 6A) established using UMAP and Spectral
Clustering (Figure 6B and Supplementary Table 7). Images in
cluster 7 were associated with the highest mortality rate of all of
the clusters (mortality rate of 11 deaths per 1,000 individuals) and
generally included counties from the southeastern United States
(Supplementary Figure 7). Income and educational status were
lower on average compared to the other clusters. We contrast
cluster 7 with cluster 2, a small cluster with the third
lowest mortality rates (6.6 deaths per 1,000 individuals) of
the 10 clusters (Figure 6 and Supplementary Figures 8–11 and
Supplementary Table 7) and identified variation within cluster
5; we include a brief discussion in the Supplementary Materials.
Many of the covariate mortality predictors across the test
set demonstrated strong associations with the deep learning
predicted county-level mortality rates (Supplementary Table 8).

DISCUSSION

Here, we demonstrated the feasibility of using deep learning
and satellite imagery to predict county mortality across the
United States, extending methods and approaches from prior
deep learning studies that linked the built environment and
health-related factors. Furthermore, we established clusters
of images that represented various demographic groups
and interrogate these learned patterns to find additional
corroborating evidence.

While the covariate model significantly outperformed our
deep learning model and identified important predictors that
corroborated with prior literature, the deep learning approach
identified meaningful built features of the environment,
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FIGURE 3 | Model results: (A) deep learning predicted vs. true mortality for each test county; (B) linear model predicted vs. true mortality for each test county;

(A,B) legend contains look-up dictionary for naming of US regions featured in the rest of the study; size of bubble is correspondent to population size of county;

(C) predicted mortality plotted geographically for test counties; (D) true mortality plotted geographically for test counties.

representing a benchmark for performance from which to
compare future applications (39, 40).

We only sampled neighborhood characteristics found around
schools. For instance, there is likely a greater number of sports
fields and playgrounds surrounding schools than in random
locations in the county. Inmany of the neighborhoods, regardless
of mortality rates, there is likely more green space surrounding
schools. While prior literature suggests green space is associated
with positive health factors (41), the fact that this green space
is nearly ubiquitous in neighborhoods near these schools may
cause our model to down-weight these urban design factors.
It also appeared that predictive performance increased by
sampling the surrounding neighborhood around each school,
suggesting that the surrounding neighborhood contains more
important information associated with mortality than utilizing
the schools alone.

The evidence of what our deep learning model found to
be indicative of mortality can be corroborated with existing
literature on associations of these image features with higher
socioeconomic status, decreased obesity, and greater designs in
urban planning (41–43). For instance, we found that sidewalks,

driveways, curvy roads, hiking trails and baseball fields, amongst
other factors, were related to lower mortality; these factors were
also uncovered from inspection of learned convolutional filters
(Supplementary Figures 3–6).

The assigned importance given to image features such as
baseball fields does not imply that these components are
necessary for urban design but does further elucidate a suite
of modifiable community factors to design interventions. For
instance, accessibility to trails, while indicative of a county with
high socioeconomic status (44, 45), provides a convenient means
to exercise but can also provide access to other portions of a
community, allowing more social mobility and access to health
care (46, 47).

Despite our strong findings, there were some limitations to
our study. The design of this study was ecological with sampling
at one time point for both images and mortality (cross-sectional).
This precluded our ability to show temporality and that the
built environment was causally associated with mortality. The
images also were taken in 2018 while we assessed mortality in
2015. While we do not expect areas surrounding schools to
change substantially, we cannot confirm the extent of land-use

Frontiers in Public Health | www.frontiersin.org 7 November 2021 | Volume 9 | Article 76670747

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Levy et al. Satellite Images County-Level Mortality Prediction

FIGURE 4 | SHAP image interpretations: (A,B) Shapley features extracted from both covariate and image models for select images from counties in Illinois and

Nebraska (FIPS codes IL201 and NE55, respectively); blue coloring indicates features associated with reductions in mortality, red indicates association with increased

mortality; additional image interpretations can be found in Figure 1D.

alterations between 2015 and 2018. We also acknowledge the
shortfalls associated with utilizing counties as the primary spatial
unit of analysis in this study. While county-level demographic
and mortality information are more widely and freely available,
mortality rates and demographic factors can vary widely within
counties; thus, counties may not always represent the best unit of
analysis for capturing the complete heterogeneity in population
demographics and mortality rates. In future work, longitudinal
imagemonitoring could be used to forecast increases in mortality
rate and help determine optimal intervention strategies that
complement county/state planning and development efforts. We
assessed county mortality rates using a small percentage of
schools from the county, making generalizations to counties
included in the study and counties not in our dataset. We

were able to predict crude mortality rates accurately within a
subsample of these counties. However, our primary modeling
approach could not delineate how much the corresponding
model-identifiable neighborhood features were intermediates
reflective of mortality associated demographics or were directly
associated with mortality. Additionally, the deep learning model
that combined county-level demographic and satellite imagery
data did not surpass the performance of the demographic-
only model. We incorporated county-level demographic data
into images that have varying degrees of importance for the
prediction of mortality; we suspect that adjusting and including
the images that are less predictive of mortality may partially
explain the performance of the demographic plus satellite
image model.
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FIGURE 5 | SHAP summary of covariate predictors and image embeddings. (A) SHAP summary plot for covariate model evaluated on test set, covariates ranked by

feature importance; (B) SHAP rankings of overall importance of covariates; (C–E) 2-D UMAP plot of image features derived from images using deep learning model:

(C) actual images overlaying 2-D coordinates; (D) colored by true county mortality; (E) colored by average college attendance; we note here that our model has been

explicitly trained to associate image features with mortality; the separability of college attendance over the image features is an artifact of the association between

education status and mortality.

Higher correspondence between predicted and true mortality
may be achieved by increasing the number of schools selected but
tapers off with a larger sampling area, which is also suggestive
that satellite images beyond a certain distance from a school
are not as predictive of mortality. In addition, we may be
able to identify more ubiquitous points of interest other than
schools from which to sample. While schools were selected as
a proxy for residential neighborhoods (prior research on impact
of surrounding neighborhood of schools on health disparities),
inclusion and exclusion of other points of interest (e.g., proximity
to fast-food establishments) may result in more accurate models,
which can potentially allow for in-depth hypotheses testing of
the impact of urban planning on mortality and health disparities.
Another opportunity is to integrate neighborhood land use
information (e.g., residential/commercial) into the selection
of images and adjustments during the modeling approach,

though such approaches require accurate up-to-date mapping
information (48–55).

While we acknowledge prior literature documenting the
potential for shadow effects to confound aerial imagery analysis,
we also note that our model was able to pick up on key factors
associated with mortality by utilizing learned filters with shape,
color, and intensity [(56, 57); Supplementary Figures 1–4].
Possible removal or augmentation of these shadows may cause
the model to focus on other important characteristics pertinent
to higher mortality prediction (56–58). Finally, although we
sampled counties randomly, our sampling scheme preferred
populous counties, and had assumed that these counties would
solely contain suburban and residential land-use patterns.
However, even populous counties contained rural areas that may
have obfuscated our ability to sample ubiquitous land-use regions
for the mortality prediction potentially biasing the results. Recent
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FIGURE 6 | Key covariate characteristics of found image clusters. (A) 2-D UMAP plots colored by cluster as estimated through Spectral Clustering; (B) averaged

covariate statistics for each image cluster; average population and income estimates rounded to thousands place; statistics average county-level covariates, weighted

by constituent images, covariates include: (1) average predicted mortality for the cluster, (2) average true mortality assigned to the cluster, (3) proportion female/male,

(4) proportion Hispanic, (5) proportion white, black, or Asian, (6) average population, (7) proportion attend college, (8) average household income, (9) average age of

population (in increments of 5-years per description in the Supplementary Materials; e.g., 7.9*5 years = 39.5 years old), (10) Absolute Residual between true and

predicted mortality, (11) number of images for cluster/size of cluster.

deep learning works have focused on grasping health factors such
as access to care in the rural setting (59) and could be employed
in the context of mortality in the future.

The deep learning approaches used were able to achieve
remarkable performance given technical challenges associated
with sampling images over large geographic regions. Nor
were covariate measures or temporality incorporated into the
model. Different sampling techniques (60), feature aggregation
measures, evaluating, or producing higher resolution images
(61), direct estimation of neighborhood demographic factors,
and segmentation of various land-use objects can potentially
provide more accurate and interpretable models for studying
health and disease (24, 62, 63). The images may have also
been sampled during various points throughout the year, thus
results may have been affected by seasonality, however, it is likely
that the images had been collected randomly with respect to
seasonality and the fact that the model was able to distinguish
mortality rates further attests of the ability to learn features
less tied to seasonality. Future applications could include deep
learning methodologies that are able to account for effects
of seasonality (64, 65). Transfer learning from other GIS-
corroborated data may also improve the model’s performance.
Regardless, our approach is scalable and uses open access data
enabling further exploration.

While the county-level covariate prediction model obtained
higher accuracy vs. the deep learning model, a major limitation
of the county-covariate approach pertains to evolving guidelines
on the reporting of sex and race in public health research

studies. County-level demographic characteristics were extracted
from the Surveillance, Epidemiology, and Ends Results (SEER)
Program, yet numerous publications have critiqued this
reporting system for failing to incorporate sexual and gender
minorities (e.g., gradations of sex identification, non-binary
sex, LGBTQ+) and racial minority groups (e.g., description of
individuals based on regional descent). Some of the criticisms
of such reporting standards are that they enforce socially
defined racial, ethnic, and gender divisions/constructs which
further separates such groups (potentially contributing to
health disparities they seek to study and reduce), disregards self-
reported identification that transcends social structure imbued by
support of such classifications, and reduces the potential to study
additional meaningful health disparities between these minority
groups (e.g., delineating health outcomes for individuals of
Southeast Asian descent versus that of Asian Americans as a
whole). These issues have made it difficult to study and document
health outcomes for these minority groups. Conversely, some
have pointed out that these reporting standards have still proven
useful for studying health disparities (e.g., allostatic load and
stress amongst minority groups and effect of segregation on
health care access) in order to devise policies to alleviate these
differences and that further subclassification may make it more
difficult to assess meaningful differences. In response, standards
have shifted toward asking multiple questions in demographic
surveys which provide further clarification on self-identity
and country of origin in addition to these coarse measures of
sex and race. Conversations around the inclusion of sex and
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race in medical research studies are especially pertinent given
persistent violence against minority groups that have more
recently prompted a national conversation on such issues. In
accordance with 2021 reporting standards on race and sex, we
acknowledge the limitations of our findings with respect to these
issues (using broad racial groups and binary sex identification),
as such limitations reflect 2015 survey standards. While it is
outside of the study scope to modify the analysis in response to
data limitations, we have included a number of citations for the
reader to explore facets of this important issue as part of a larger
conversation on the role of sex and race in public health research
studies (66–84).

Despite the study limitations, this approach to assess mortality
using CNNs has much external applicability and room for
improvement. Offshoots of this approach may further explore
how the built environment affects mortality in more precise
estimates, such as cities, or explore rural areas exclusively
(59). Additionally, our approach demonstrates that built image
features of the environment are correlated with demographic
characteristics. Future mortality research that lacks the ability
to attain particular covariate information due to feasibility or
expense costs, could thus infer mortality using images alone
or in combination with some known covariates. Applications
beyond assessing mortality as an outcome could benefit from this
approach and could use other landmarks as a sampling strategy
for prediction instead of schools. Sampling from landmarks such
as schools reduces the stochastic selection of images from large
areas and potentially obviate the need to select and download
huge swaths of images. However, if the researcher is able to
overcome the resources required to download all of the images
from within each county, future methodological advances should
consider methods to assign importance scores to each satellite
image or weight each county by their perceived macro-level
importance for improved mortality prediction. Combining such
methods with demographic information and contextualizing
satellite images by neighboring images may yield models that
ignore these demographic community factors. Ultimately, these
tools could then be used by epidemiologists and policy makers
to identify clusters of exposures or diseases such as cancer,
arsenic exposure, or infectious diseases for more targeted
interventions (24).

CONCLUSION

We found that mortality could be predicted from satellite
imagery. Future use of deep learning and satellite imagery

may assist in forming targeted public health interventions and
policy changes.
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Using digital technology to share patient-generated health data has the potential to

improve the self-management of multiple long-term health conditions. Sharing these

data can allow patients to receive additional support from healthcare professionals and

peer communities, as well as enhance their understanding of their own health. A deeper

understanding of the concerns raised by those living with long-term health conditions

when considering whether to share health data via digital technology may help to facilitate

effective data sharing practices in the future. The aim of this review is to identify whether

trust, identity, privacy and security concerns present barriers to the successful sharing

of patient-generated data using digital technology by those living with long-term health

conditions. We also address the impact of stigma on concerns surrounding sharing

health data with others. Searches of CINAHL, PsychInfo and Web of Knowledge were

conducted in December 2019 and again in October 2020 producing 2,581 results. An

iterative review process resulted in a final dataset of 23 peer-reviewed articles. A thorough

analysis of the selected articles found that issues surrounding trust, identity, privacy and

security clearly present barriers to the sharing of patient-generated data across multiple

sharing contexts. The presence of enacted stigma also acts as a barrier to sharing across

multiple settings. We found that the majority of literature focuses on clinical settings with

relatively little attention being given to sharing with third parties. Finally, we suggest the

need for more solution-based research to overcome the discussed barriers to sharing.

Keywords: data sharing, patient-generated health data, technology, long-term health conditions, trust, identity,

privacy, security
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INTRODUCTION

Over the last several decades there has been a substantial
increase in life expectancy across the industrialized world
due to advancements in digital technology and medicine,
as well as successful public health initiatives (1, 2). Despite
this achievement, an aging society has come with a rise in
the prevalence of long-term health conditions (LTHCs) (3).
Many LTHCs are supported by continuous self-monitoring
and management. Advancements in digital technology have
provided the opportunity for people to collect, manage and
share personal health data to better manage their own health
and achieve better health outcomes and quality of life. People
living with LTHCs often record, monitor and manage personal
health data, which encompasses a broad range of personal health
information such as medication adherence, health and lifestyle
practices and experiences of health, that patients may choose to
share with others. These patient-generated health data (PGData)
have the potential to improve the self-management of multiple
conditions and, when shared with healthcare providers, improve
the provision of care (4, 5).

There are multiple benefits to sharing PGData. Sharing

these data can lead to a feeling of increased support when

interacting with peer communities (others living with the same
or similar condition), family or friends, as well as leading to better
healthcare decision making in patients (6, 7). Using PGData from
electronic devices has been shown to improve patient outcomes
in a range of conditions such as diabetes, obesity, heart disease,
and other chronic conditions (8). For example, in a study of
cancer patients, the use of a digital app on an electronic tablet
helped to improve patients’ recall of symptoms and enabled the
sharing of health information with clinicians (9). Cancer patients
have also been reported to be willing to share PGData with cancer
registries where they recognize the benefits for personal health
management and population health (10). Patients who share
PGData via digital platforms such as PatientsLikeMe report the
greatest benefits to sharing as being able to learnmore about their
symptoms and to understand the side effects of their treatment
(11). Furthermore, the increased sharing of PGData with third
parties may allow big data public health practices to identify
previously concealed patterns among the reported experiences of
multiple LTHCs, which may help to optimize the delivery of care
for individual patients (12, 13). Ultimately, the use of PGData in
the management of health conditions enhances understanding
and generates a holistic picture of one’s personal health and
disease management (14, 15).

There are a number of factors that facilitate the sharing of
PGData, such as individual altruistic tendencies and the seeking
of social support (16). Conversely, factors that are considered
barriers to the sharing of PGData include poor health literacy
and the perceived burden of having to manage data associated
with one’s condition(s) (17). The growing prevalence of digital
technology in the transmission of personal health data would
suggest that issues surrounding Trust, Identity, Privacy and
Security (TIPS) are likely to be an increasing and evolving
concern. For example, TIPS concerns have been found to be
critical when seeking to facilitate the sharing of PGData among
those living with HIV (18). This narrative review is conducted as

part of a UK EPSRC funded programme (“INTUIT: Interaction
Design for Trusted Sharing of Personal Health Data to Live
Well with HIV”, 2020) (19) examining TIPS concerns around
the sharing of PGData primarily among those living with HIV,
but also looks to investigate TIPS concerns among those living
with a range of other LTHCs. The INTUIT project aims to
contribute toward removing barriers to collecting and sharing
PGData in order to improve the health and well-being of
stigmatized populations. The sharing of PGData raises multiple
TIPS concerns for those living with LTHCs and may hold
particular significance for those with potentially stigmatized
conditions due to fears of discrimination or other harmful
consequences. People who anticipate experiences of stigma as
a result of their LTHC(s) are likely to be more guarded when
reporting their experiences of health, which may prevent them
from receiving an appropriate level of care (20, 21). Therefore,
understanding the role that both stigma and TIPS concerns play
in the sharing of PGData with others, by those living with LTHCs,
may help to promote effective data-sharing practices, potentially
leading to improved delivery and self-management of care.

The potential benefits of PGData for understanding a range
of health conditions and for optimizing delivery of care may
help to support the rising prevalence of LTHCs. The use of
PGData has the potential to transform the delivery of healthcare
and to improve the management of countless LTHCs (4).
However, cultivating an ecosystem that protects the interests
of patients and builds confidence that healthcare systems will
use personal information responsibly presents unique challenges
to researchers, designers and policy makers working in digital
health. To realize the benefits of PGData wemust first understand
the barriers and facilitators to sharing using digital technology for
people living with LTHCs. To address this, we have conducted a
narrative review of previous literature addressing TIPS concerns
and the role of stigma in the sharing of PGData via digital
technology by those living with LTHCs. The research questions
directing this narrative review are (i) do TIPS concerns present
a barrier to the successful sharing of PGData using digital
technology by people living with LTHCs; and (ii) what is
the impact of stigma on the sharing of PGData via digital
technology by those living with LTHCs? By addressing these
research questions, we aim to discuss barriers and facilitators
to the effective sharing of PGData across multiple contexts:
sharing with clinical staff, public health surveillance, researchers,
peer communities, friends, social networks and other third-
party organizations.

METHODS

Narrative Review
Narrative reviews are fast becoming the most common form of
literature review across multiple disciplines (22). Though the
literature is summarized in a way that is not explicitly systematic,
narrative reviews nevertheless provide a comprehensive synthesis
of up-to-date evidence for researchers, designers and policy
makers working in the field of digital health (22–24). The
synthesis of qualitative and quantitative research is critical to
ensuring that patient experiences, needs and preferences are
understood and taken into consideration when designing and
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TABLE 1 | Inclusion and exclusion criteria for selecting peer-reviewed articles.

Inclusion criteria Exclusion criteria

• Addresses any of the selected

LTHCs (HIV, diabetes (types 1, 2

and unspecified), mental health,

sexual health, cancer,

cardiovascular disease or

dementia); and

• Includes a type of communication

(with peers, with clinical staff or

with public health surveillance); and

• Includes a form of digital

technology (social media, online

forums, mobile apps or other digital

platforms); and

• Addresses the sharing of PGData;

and

• A barrier to sharing; or

• A facilitator to sharing; or

• Considers issues surrounding

Trust, Identity, Privacy and Security.

• Addresses the sharing of generic

health promotion/education/

information; or

• Focusses on a specific

LTHC outside of the selected

categories; or

• Does not present empirical data.

implementing healthcare technology (24). In conducting this
narrative review, a scale for the quality assessment of narrative
review articles (SANRA) was consulted in order to ensure that
it meets the expected standards for this category of review (22).
This narrative review aimed to better understand issues of Trust,
Identity, Privacy and Security (TIPS) in those living with LTHCs
when using digital technology to share their personal health and
lifestyle data. This review also explores the role that stigma plays
in sharing this data via technology by people with LTHCs.

Inclusion and Exclusion Criteria
This narrative review was conducted by first establishing the
inclusion and exclusion criteria for article selection, which was
agreed by the whole research team (see Table 1). The LTHCs
featured in this inclusion criteria were in line with the wider goals
of the INTUIT project and based on the findings of previous
research that discussed experiences of stigma among those living
with HIV (18, 25, 26), other sexually transmitted infections (27,
28), diabetes (29–31) andMental Health conditions (32–34). Our
inclusion criteria also sought to capture those LTHCs considered
most prevalent and impactful on society (cancer, cardiovascular
disease and dementia) (35).

The Initial Search
The inclusion and exclusion criteria were then applied to an
initial search exercise conducted in December 2019. This initial
search was conducted by one member of the research team
and involved a search of the available published literature
using the following databases: CINAHL, PsychInfo, Web of
Knowledge and by referring to the reference lists of relevant
articles. An iterative searching strategy was developed as the
language and terminology pertaining to PGData became more
familiar to the researcher. Within current health literature,
there are multiple variations of terms that are used to describe
PGData, including “personal health information,” “personal
health data,” “patient-authored information,” “patient-generated

information,” “protected health information,” whereas other
literature may simply refer to the data as “medical information”.
Combinations of words and strings representing the sharing of
PGData were applied to the selected databases with Boolean
operators “AND” and “OR” to broaden the search. This initial
search exercise yielded 2,479 results.

Refining the Search
One member of the research team collected the initial articles
from the various sources. Duplicates were removed. An iterative
process of reading the titles and excluding search results whose
titles indicated that they did not satisfy any of the inclusion
criteria or contained a relevant feature of the exclusion criteria
(see Table 1). The abstracts and texts of search results whose
titles passed this initial inspection were then reviewed by three
members of the research team to determine their relevancy in
accordance with the full inclusion and exclusion criteria, thus
progressively refining the scope of the initial search.

Article Selection
Three members of the research team independently reviewed
the list of potentially relevant articles against the inclusion and
exclusion criteria. A meeting was held to compare lists and
agree which to take forward. Any articles where one member
of the team had identified them for inclusion were discussed
and a decision made by mutual agreement. One member of the
research team meticulously reviewed the full text for articles
that the research team identified as potentially (though not
certainly) relevant to the directives of the review. For example, for
articles that addressed various health conditions, the researcher
examined the text to ensure that significant attention was
given by the candidate article to the sharing of personal health
information associated with LTHCs. This member also extracted
any relevant articles from the references of the candidate articles.
Each time new articles were identified the three first reviewers
would meet and discuss their inclusion. The full research team
evaluated and discussed the short list of candidate articles with
respect to the selection criteria and were given the opportunity to
suggest any articles known to them that had been missed. This
process resulted in 19 peer-reviewed articles being selected by
mutual agreement.

Updating the Search
The search, refinement and selection processes described above
were repeated in October 2020 to identify further contributions
that had been made to the literature since the initial search. The
second search produced a further 102 results, four of which were
selected for inclusion in the narrative review.

Review
The final dataset comprised 23 peer-reviewed articles. The
results from the articles were extracted into Microsoft Excel
before NVivo 12 was used to thematically analyse the data. The
thematic analysis of the selected articles was undertaken by all
members of the research team and involved an iterative review
of the findings in consideration of their relevance to the two
research questions stated above. All members of the research
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team mutually discussed the results of the selected articles and
subsequent thematic analysis in order to synthesize and present
the findings below.

FINDINGS

The review of the selected articles finds that issues surrounding
Trust, Identity, Privacy and Security clearly present barriers
(but in some cases facilitators) to the sharing of PGData
across all contexts (i.e., sharing with clinical staff, public
health surveillance, researchers, peer communities, friends, social
networks and other third-party organizations). Examples of the
specific TIPS issues referred to in the literature, along with a
brief overview of the selected articles, are presented and discussed
below to provide a review of the literature thus far. Table 2
provides a description of all of the articles included in this review.

From the selected studies, many focus exclusively on specific
LTHCs: diabetes (types 1, 2 and unspecified; n = 4), HIV (n =

4) and mental health (n = 4). One study specifically addresses
patients whomanagemultiple chronic conditions (MCC) and the
remainder of the studies comprise participants who have a range
of different LTHCs (n= 10). One study looking at type 1 diabetes
reports the perspectives of adolescent participants (12–17 years)
(31) and the remaining studies are of adults participants (18–84
years). Themajority of the included studies explore the sharing of
PGData with healthcare providers and electronic health record
management (17, 26, 29, 30, 33, 34, 36, 40, 41, 47), with some
including sharing of data with a wider network including public
health and researchers (38, 45). Three of the studies look at the
implications of sharing PGData online through social networking
sites such as Facebook (16, 31, 45). One study looks at Grindr
and the sharing of HIV status (44), whilst the other HIV related
studies look at health information technology more broadly
(25, 26). The following sections discuss the results in relation to
the research questions driving the review.

RQ1: DO TIPS CONCERNS PRESENT A
BARRIER TO THE SUCCESSFUL SHARING
OF PGDATA USING DIGITAL
TECHNOLOGY BY PEOPLE LIVING WITH
LONG-TERM HEALTH CONDITIONS?

This narrative review finds that multiple TIPS concerns present
barriers to the sharing of PGData via digital technology by those
living with LTHCs. Distrust in the proposed recipient of PGData
inhibits sharing via technology. Trust is often shaped by patients’
previous experiences of sharing and, in a clinical context, can
be facilitated by confidence in the healthcare institution or team
with whom sharing is proposed. The desire by patients to control
and self-manage their digital identity also impacts on patient
willingness to share PGData with others. However, the review
suggests that the use of pseudonyms can offer a successful
strategy for facilitating sharing of PGData online by those living
with LTHCs. Privacy and security concerns present clear barriers
to sharing PGData via technology. Privacy concerns are reported
as being the main reason patients may choose not to share

PGData in a clinical context, though these concerns mostly relate
to the potential for future sharing with external third parties.
Anticipated security breaches by patients also present a barrier to
the sharing of PGData with others, whereas believing that digital
technology has sufficient safeguards in place is a facilitator to
sharing PGData via technology. A more detailed discussion of
individual TIPS concerns is given below.

Trust
Here we address the degree of trust or distrust that is established
between an individual and the proposed recipient of their
PGData. A quarter of the articles discussed ‘trust’ in relation
to the sharing of PGData (17, 18, 26, 30, 31, 33, 42, 44). In
the majority of these papers, trust as a barrier to the sharing
of PGData centered on distrust of the recipient. When sharing
with healthcare providers and clinical staff, distrust can be
shaped by previous negative experiences for people living with
multiple chronic conditions (17). Distrust is also developed when
patients are asked to provide information that they deem to
be highly personal and irrelevant to the given context (30). On
the other hand, developing and building trust with recipients is
considered a facilitator to the sharing of PGData and is supported
by familiarity and confidence in the healthcare institution and
healthcare team (25, 26). Where, for example, Teixeira et al. (26)
report on willingness to share data for patients living with HIV:

“Patients reported having a great deal of trust in their HIV care

team. Trust in their care team to deliver high-quality medical

care and feeling that providers spent enough time with them were

each associated with patients’ willingness to share PHI [protected

health information] with both clinical and nonclinical staff at their

primary clinic” (26)

The majority of the papers examine PGData sharing within a
clinical context, focusing on the barriers and/or facilitators to
sharing with HCPs via digital technology. In this setting, trust
is a key issue that makes patients more likely to share PGData
with trusted recipients. Kelley et al. (33) report how sharing
PGData improved the relationship and trust between patients
and their clinicians, with student participants reporting how they
used PGData to provide proof that they were doing exactly what
they said they were. We know that higher levels of patient trust
in HCPs are associated with more beneficial health behaviors,
fewer symptoms, and higher quality of life (48). Conversely,
a lack of trust in HCPs can prevent patients from sharing
some forms of PGData and engaging with HCPs in face-to-face
settings (49).

This review indicates that trust remains an important factor
in PGData sharing via digital technology. Most papers focussing
on a clinical setting examine data provided by patients that
constitutes personal health information that they have chosen
to incorporate into their electronic health records (EHR). In
general, these studies indicate patients are happy to share
most information with HCPs but less so with non-clinical
staff (26). The focus on the EHR as a digital artifact provides
common ground for the patient and the HCP. Shared data
can underpin improved communication between patients and
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TABLE 2 | Included papers overview.

References Country

of origin

Aim/purpose Long-term

health condition

(LTHC)

Population Sharing data

with/platform

Key findings

Agaku et al. (36) USA This study assessed the perceptions and

behaviors of US adults regarding the

security of their protected health

information (PHI).

Various conditions n = 1,452 adults Healthcare

professionals (HCPs)

This study reported that most US adults are concerned about the

security and privacy of their PHI, and that such concerns are

associated with an increased likelihood of non-disclosure of

sensitive information to HCPs.

Ancker et al. (17) USA This study investigated how patients with

multiple chronic conditions (MCC) manage

their personal health records and

information sharing with HCPs. This study

also addressed how patients perceive their

own role in managing their health

information.

MCC n = 22 adults HCPs Personal health information management should be recognized

as an additional burden that MCC places upon patients. Effective

structural solutions for information sharing, whether institutional

ones such as care management or technological ones such as

electronic health information exchange, are likely not only to

improve the quality of information shared but reduce the burden

on patients already weighed down by MCC.

Bernaerdt et al. (37) Belgium This study investigated the perceptions

and attitudes of vulnerable patients

regarding sharing medical information with

HCPs and third parties via a digital

platform.

Various conditions n = 14 adults Digital patient portal for

sharing with HCPs and

third parties.

Patients expressed concerns about privacy and security risks.

Patients were generally unaware of the meaning and value of

health data to third parties which resulted in inconsistent views on

data sharing. Patients desire granular control over their medical

information but believe that this may negatively impact their

quality of care. There is a need for more transparency about the

potential consequences of sharing data with third parties.

Bussone et al. (18) UK This study investigated the TIPS

considerations that people living with HIV

make when sharing data with their peers

for the purpose of guiding the

development of trusted digital tools.

HIV n = 26 adults Digital health

communities (sharing

with peers)

TIPS concerns are central to those living with HIV when deciding

whether or not to share personal health information with others.

Platforms that are associated with a familiar HIV-related

organization or charity benefit from enhanced trust. Robust

privacy and security measures are key to ensuring trust in digital

peer sharing platforms.

Caine and Hanania (38) USA The aim of this study was to assess

patients’ desire for granular level privacy;

this includes control over which personal

health information should be shared, with

whom, and for what purpose. The study

also addressed whether these preferences

vary based on the sensitivity of health

information.

Various conditions n = 31 adults Multiple recipients Patients expressed a clear desire for control over which health

information should be shared and with whom. Patients also

expressed differences in sharing preferences for sensitive vs.

less-sensitive health data.

Esmaeilzadeh et al. (39) USA This study aimed to examine the interplay

between different chronic health problems

and different types of sharing interfaces in

relation to patient willingness to share

personal health information with HCPs.

Chronic mental

illness and chronic

physical illness

n = 607 adults Structure and

unstructured interfaces

for sharing personal

health information with

HCPs.

The results described how individuals managing physical illnesses

and mental disorders both favor highly structured data entry

interfaces for sharing personal data. Mental health patients

perceived less psychological risk, and reported lower privacy

concerns when using a well-structured data entry interface to

record their PHI compared to an unstructured interface.

Fergie et al. (16) UK The aim of this qualitative study was to

explore how engagement with user-

generated content can support people

with LTHCs, and to explore the factors that

limit users’ adoption of these technologies.

Diabetes (type

unspecified) and

Common Mental

Health Disorders

(CMHD)

n = 40 adults Social media This study highlighted the complexities of users’ engagement

with user-generated content for support in their experience of

LTHCs. The findings highlight the range of considerations which

influence production and consumption of health content via social

media, particularly around identity management and integrating

health content into everyday online practice.

(Continued)
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TABLE 2 | Continued

References Country

of origin

Aim/purpose Long-term

health condition

(LTHC)

Population Sharing data

with/platform

Key findings

Fuji et al. (29) USA The purpose of this qualitative study was

to explore how patients with type 2

diabetes use an Electronic Health Record

(EHR) to manage their information for the

purpose of self-care.

Type 2 diabetes n = 59 adults HCPs via an EHR Patients valued being able to store their medical data on one

electronic record that was easily accessible. However, most

participants did not share their data with HCPs. Patients expect

HCPs to have full access to their data without having to

personally disclose it. A strong patient-provider relationship is

important for the effective adoption of EHRs.

Hartmann et al. (32) Germany The aim of this study was to investigate

the self-monitoring and self-management

of depression as well as to explore the

data sharing preferences of potential users

of digital platforms.

Depression n = 668 adults Mobile apps Individuals with depression want to take control of sensitive data,

they do not want to share with everyone - particularly third

parties. Individuals are concerned about tracking, particularly

when they perceive that being tracked to a specific place could

be used against them.

Kelley et al. (33) USA The aim of this study was to investigate

student perspectives on self-tracking of

mental health and how personal data is

used to support mental health and

wellness management.

Mental health focus group n =

14, survey

n = 297 students

(18–24 years)

Multiple recipients via

self-tracking

technologies

Students were motivated to share data with family and friends as

a sense of ‘accomplishment’ and sharing with peers was

motivated by a sense of altruism. Tracking and sharing data with

HCPs changed their experience of healthcare visits and improved

communication and decision making.

Lafky and Horan (40) USA The aim of the study was to better

understand the design implications for

EHRs for people living with chronic

conditions.

Various conditions n = 28 adults Electronic health record Individuals are less concerned about the security of health data

(compared with financial data). People living with disabilities are

less willing to take measures to secure their health information.

Leventhal et al. (41) USA The aim of the study was to assess patient

preferences for accessing PGData through

a digital system, CareWeb.

Various conditions n = 105 adults HCPs More than half of all participants wanted to share all of their data

with HCPs. Only 5 participants out of 105 did not want anyone to

view their data in the EHR.

Maiorana et al. (25) USA The aim of the study was to examine how

trust (in tech, people and processes)

influences the acceptability of data sharing

in an HIV related context.

HIV n = 549 adults HCPs and other

stakeholders via Health

Information Technology

(HIT)

People living with HIV are widely accepting of HIT. Increased

experience and comfort with digital technology, confidence in

security protocols, trust in providers and institutions who use the

technology enhance understanding of the benefits to patients.

Murnane et al. (34) USA The aim of this study was to better

understand how people living with Bipolar

Disorder use data in condition

management and how this may be

facilitated by the use of personal

informatics systems.

Mental health

(Bipolar Disorder;

BD)

n = 22 adults Multiple recipients via

self-tracking

technologies

People with BD believe that sharing data with HCPs is standard

and supports doctor-patient communication. Sharing with family

and friends is important for recognizing when patients with BD

may need intervention and support.

Nurgalieva et al. (42) Sweden This study explored patient perspectives

on what technical, ethical, security, and

privacy challenges need to be considered

when designing platforms for sharing

medical information.

Various conditions

and a subgroup of

cancer patients

Survey

n = 2,587 adults

Interviews of

cancer patients

n = 15 adults

A national online

platform for accessing

personal electronic

health information and

sharing with multiple

recipients.

Few patients chose to share health information through an online

platform despite a majority of patients trusting the security of the

system. Cancer patients and psychiatric patients were notably

hesitant to share online. Different conditions might cause a range

of feelings in patients regarding sharing their health information,

such as concerns about stigma.

(Continued)
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HCPs encouraging a more patient-centered approach although
such artifacts also have the potential to disrupt the doctor-
patient relationship (50). The few papers that focus more on the
sharing of self-tracking data with clinicians (33, 47) contrast the
perceived benefits experienced by patients with themore negative
or skeptical feelings toward the data expressed by HCPs.

Trust as a barrier to sharing is discussed less often outside
of the context of sharing with HCPs. A notable exception is
Warner et al. (44). In discussing the importance of mutual self-
disclosures in the development of trust, Warner et al. (44) note
that the features of mobile apps do not always support trust in
their users. Uncertainties over the disclosure of patient-provided
health information (i.e., HIV status in the mobile app dating
environment, whereby people do not disclose, or report their
last sexual health check as a long time ago) can cause distrust of
other people living with HIV. A further study which addresses
the role of trust outside of a clinical context is provided by
Bussone et al. (18). This study explores the concerns of those
living with HIV when sharing personal health information with
their peers and finds that trust in digital sharing platforms can
be enhanced when it is associated with a recognized HIV charity
or trusted medical organization. This study also describes how
strong privacy and security measures are vital for building trust
in such peer-sharing platforms.

Identity
The literature discusses digital identity in terms of concerns
regarding identifiers relevant to one’s personal data and online
presence. The conscious management of digital identity online
has an impact on patient willingness to share PGData with online
social networking sites such as Facebook (16, 30, 31, 43, 44).
People living with diabetes, mental health or HIV expressed a
desire to withhold PGData relating to their condition from their
wider social network (16, 31, 44):

“Many participants reflected on the undesirability of contributing

any health-related content to Facebook, since this platform was seen

primarily as a space for the conscious construction of a positive

identity. As such, the inclusion of references to diabetes or mental

health could jeopardise this.” (16)

This is further supported by Bussone et al. (18) who explore
attitudes toward sharing among those living with HIV and find
that participants report a strong desire to self-manage certain
aspects of their digital identities by sharing individual attributes
of identity if anonymised:

“They indicated willingness to share digital identity attributes,

including gender, age, medical history, health and well-being data,

but not details that could reveal their personal identity.” (18)

An alternative strategy for managing digital identity is discussed
by O’Kane et al. (30) who describe how some people living
with either type 1 or type 2 diabetes are happy to share their
PGData under pseudonyms in specific health related online
forums provided they get the support they need in return:
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“The use of social media seems to be a fine balance between openly

sharing sensitive medical information whilst also remaining in

control of what is considered private. If you want to talk about

the worst thing that you’ve done to your diabetes, or you are really

ignoring it, or you’re in a dark place, you can share that information

without sharing your name, without alerting your employer to your

potential issue or alerting your family even. You can keep those

feeling private but share them publicly in a way gets the support

without putting you out there like you’re waving a flag saying ‘I’m

diabetic and I want everyone to look at me!’ right? – Patient 14” (30)

The management of digital identity is closely linked to how
well patients manage their condition, even when seeking out
support. When the perceived management of the condition is
considered poor, some patients are less likely to share their
data. Among adolescents with type 1 diabetes, Vaala et al. (31)
report, “Those who consider posting health-related information
online face a tension between pursuing health-related goals, such
as obtaining advice or emotional support, and maintaining a
favorable impression as someone who is healthy and competent
it seems the balance may shift in favor of the latter among
adolescents who are struggling with glycemic control.” Other
studies investigating the sharing behaviors of people living with
diabetes (type unspecified) with public health researchers have
discovered that patients with better self-reported measures of
glycaemic control are more likely to share their data (45).

Warner et al. (44) report on the reflection of HIV disclosure
and identity management as some study participants note how
they perceive the sharing of a person’s negative HIV status and
last test date as a way to show off to other users on Grindr, where
one participant states, “I just don’t like it. It’s like giving yourself a
pat on the back for being lucky or” “better” “than other people”.

In terms of sharing PGData with online social networking
sites, identity and privacy are key issues. People living with
LTHCs want to be able to withhold PGData relating to the
condition from their wider social network and to exert control
over what data they share and with whom. For people with
LTHCs these needs reflect changing patterns of engagement
with social networking sites and online support groups (51,
52). Sharing PGData may occur in a temporary or intermittent
manner, depending on the nature of condition and the type of
PGData shared, which often varies in relation to the stage of
the illness or health condition (53). Many people with LTHCs
are less likely to share PGData when they are perceived to be
managing their condition poorly (45) and blaming and shaming
can often be a core experience for people with diabetes on online
forums (54).

“Digital personhood” (a term used to discuss recognition of a
human being as having status as a person in the electronic realm)
can be impacted by illness, resulting in pre-and post-illness
personas (55). Managing our identities across different contexts
is often difficult when engaging in social interaction online, a
term recognized as “context collapse” (56). People with LTHCs
may have to work harder at their online communication, making
more conscious decisions about what PGData to share and
what to withhold, in order to shape or maintain their preferred
digital identity or presentation of self (57). Separating out more

generic social networking sites such as Facebook from specific,
often anonymous, online health support groups is one strategy.
Newman et al. (58) show how people with LTHCs manage
their PGData sharing between online health communities and
Facebook; Facebook is used to present a positive identity of self-
control, whilst an online forum, by contrast, affords a space to be
more open about expressing personal difficulties.

Privacy and Security
Privacy and security issues refer to concerns raised by patients
surrounding the preservation of individual privacy and the ability
to provide secure storage of personal data and information.
Privacy concerns are discussed as a barrier to the sharing of
PGData in the majority of articles. Agaku et al. (36) report that
privacy and security concerns are the main reason why some
patients withhold their PGData from healthcare professionals.
In addition, the authors report concerns about the security of
information whilst being “electronically transferred” or ‘faxed’, as
well as ‘the perception that a patient had very little say in how
their PGData was used’ are all associated with significantly higher
odds of withholding personal information from a healthcare
professional (36). Similarly, Caine and Hanania (38) report that
patients express having less choice over what is shared with
third-party organizations, e.g., health insurance companies. The
request by patients for granular control over sharing of PGData
and medical information is common across many articles (29,
30, 36–38, 44) and informed consent is requested to enable
the patient to make decisions about who to share their data
with (36, 38). Bernaerdt et al. (37) find that this desire for
granular control in certain patient groups is often present despite
a lack of awareness of the value or meaning of medical data
to third parties. This evidence suggests that patients need to be
better informed of the consequences and implications of sharing
personal health information with third parties.

Torabi and Beznosov (43) note that privacy risk perceptions of
people living with LTHCs are context dependent. Many authors
also highlight the perceived sensitivity of PGData to the patient,
and that how a person feels about their physical and mental
health at the time of sharing impacts privacy risk perception
(30, 32, 38, 45, 46). One particular study looking at multiple
conditions and sharing PGData from Electronic Health Records
(EMR) reports,

“There was not one potential recipient (e.g., primary care physician)

with whom all patients wanted to share all of the information in

their EMR with unconditionally. This was the case for both groups

of participants: those with highly-sensitive health information in

their EMR (21 participants) and those without highly-sensitive

information (nine participants).” (38)

However, some patients expect healthcare professionals to have
complete access, despite the sensitivity of data, “they need to know
everything that is going on in your health” (30).

Hartmann et al. (32) describe how patients may wish to
minimize the potential risk of data being used against them by
third-party organizations:
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“Individuals want to keep control of such sensitive data and

just do not want to share it with everybody or more precisely

with third-party agents from whom negative consequences could

arise from, such as German public health insurance, for instance.

People are worried about being tracked at places that indicate risk

behavior or self-damaging behavior, which could result in financial

consequences (e.g., higher insurance rates or loss of treatment

reimbursement).” (32)

Concerns over sharing PGData with HCPs typically focus on the
potential for the data to be shared more widely with third-party
organizations, and the review indicates that patients are keen to
be able to control or limit this wider sharing to protect the privacy
of their data.

On social media use for diabetes support, O’Kane et
al. (30) report patients’ changing perspectives on privacy,
where social media use is a delicate balance of sharing
openly sensitive medical information whilst also having control
over what is considered private, based on how vulnerable
they feel:

“People may choose to view previously held privacy beliefs as

overly cautious and want to reveal more about their previous

medical history, but they still have their own individual levels of

comfort. Although Patient 13 would write his diabetes blog under

his own name and picture as mentioned above, one group interview

participant did not feel comfortable with this level of privacy. I think

it would be alright to share information about how your, maybe

how your blood sugars go. . . [. . . ]but I don’t think it is necessary

to say your name and your address or anything like that. You can

have a blog where everyone has a username or something. And then

I think it’s really helpful. I don’t think you really need to identify

yourself. – Group Interview Participant” (30)

However, sometimes the interest in maintaining dignity and
privacy (on any digital platform) can outweigh the interest
in health and subsequently results in patients withholding
PGData (30).

Privacy and security concerns are shown to be significantly
influenced by particular demographics (e.g., age and education
level), and characteristics (e.g., self-efficacy) (46), as well as
the trajectory of a person’s illness and “other temporally-
situated outside influences” (30). Furthermore, differences
between LTHCs may influence the extent to which privacy
concerns influence sharing preferences and behaviors. For
example, Esmaeilzadeh et al. (39) describe how differences
between mental and physical conditions result in differences in
sharing propensities:

“Individuals with a physical illness favor higher levels of

structure mainly due to information quality dimensions

(i.e., better understandability, accessibility, and usefulness).

However, individuals with mental disorders prefer highly

structured interfaces due to lower psychological risks and privacy

concerns.” (39)

Nurgalieva et al. (42) also highlight how different conditions
may elicit a range of privacy concerns. They show how

cancer patients and psychiatric patients were notably hesitant
to share via a national digital platform for the sharing
of personal health information. This may be explained
by certain conditions being more likely to provoke fears
surrounding potential stigma or causing family members to
worry (42). Further understanding of the influence of both
demographic and health condition factors is required so
that healthcare organizations may adequately structure their
patient platforms to accommodate the differing privacy
concerns of patient groups, for example by providing
information to patients about how data is going to be used
and stored.

Anticipated security breaches present a barrier to the sharing
of PGData (30, 36), whilst in contrast, having confidence that
digital technology has safeguards in place is a facilitator to
sharing of PGData (36). Patients’ concerns are justified by factors
including their previous experiences of digital technology and
security breaches occurring both electronically and using paper
health records (30).

Privacy concerns affect sharing PGData in online settings.
People with LTHCs have to make judgements about the type
and amount of information they share with others, weighing up
the contextual integrity of their personal data sharing against
potential privacy and security posed by the “silent listeners” on
the network, i.e., third-party applications or advertisements (59).
Site ownership and funding plays into this directly with peer-
sharing resources now being hosted by large pharmaceutical
companies, charities, healthcare organizations and individuals.
Some data-driven sites such as PatientsLikeMe have been built
to support information exchange between patients (11) but
their relationship with third-party organizations can cause
some users to feel uncomfortable (60). Recent changes to the
ownership of such sites may increase concern in this context; for
example the acquisition of PatientsLikeMe by the healthcare and
insurance company UnitedHealth Group caused some users to
express privacy and security concerns regarding their personal
data (61).

In comparison to sharing with HCPs or sharing via social
media, there are relatively few papers that focus on sharing
PGData within a third-party context. The papers that do
examine this context identify privacy and security as key issues
(30, 32, 37) and highlight that some patients may have little
understanding of the value of PGData to third parties (37).
However, clearly more work is needed to understand whether
the TIPS barriers and facilitators play a role within this setting.
The key messages in this setting are that people want to be
able control the privacy of their data and to have the option
of changing their consent preferences with regard to sharing.
Patients are also more likely to share with organizations that
have the potential to impact their health directly and less likely
with organizations further from this premise (i.e., researchers,
government or health insurance companies). Although the
papers examine patients’ attitudes toward sharing PGData
with third-party organizations, they do not explore differences
in sharing behaviors depending on whether or not PGData
is anonymised.
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RQ2: WHAT IS THE IMPACT OF STIGMA
ON THE SHARING OF PGDATA VIA

DIGITAL TECHNOLOGY BY THOSE LIVING
WITH LTHCS?

Stigma can be both internal (felt stigma or self-stigmatization)
or enacted (external or discrimination) experiencing unfair
treatment from others (62). Anticipated stigma presents a barrier
to the sharing of PGData, across multiple platforms and with
various recipients (18, 30, 31, 36, 44). A range of health
conditions are associated with significant stigma (63), such as
living with HIV (18, 64), mental health problems (65, 66), and
chronic pain (67). People living with LTHCs are at risk of losing
out on the benefits of sharing data when affected by stigma
and are more likely to withhold information. Both internal and
enacted stigma impact the way in which patients develop trust
with the recipients of PGData.

Internal and enacted stigma can create a barrier to sharing
PGData, particularly for people living with HIV.When exploring
the use of Grindr to disclose HIV status,Warner et al., (44) report
how people living with HIV are sometimes keen to withhold this
information due to concerns of social exclusion and loss of sexual
opportunity. Although in contrast, the article also describes some
comments from Grindr users about how stigma can be used as a
motivator for disclosure for some men living with HIV as a way
to “reduce their stigma exposure”. However, Warner notes,

“Stigma around HIV could lead some users to purposefully

misreport their HIV status to avoid exposure to stigma. This is

reflected in our findings, where users report their desire for HIV

disclosure choice. In an environment where all users are expected

to disclose, privacy unravelling around non-disclosures may limit

this choice. When all said and done, it’s forced disclosure that I

dislike, or the fact that HIV+ users are expected to self-disclose their

status straight away. Why should they? (Paraphrased comment

from NW8).” (44)

The majority of findings relating to stigma are of people living
with HIV (18, 25, 26, 44). However, in other conditions, authors
note how participants express their concerns over their PGData
being used against them by healthcare providers and third-
party organizations:

“. . . A woman with a previous psychiatric diagnosis believed her

history had been misused by ambulance personnel who “put

my name in the computer” and diverted her to psychiatric care

instead of the medical emergency care she was seeking. Another

individual was concerned about how doctors interpreted the

history of sexually transmitted infection in his medical record. One

woman was strongly motivated to conceal her diabetes from her

insurer because she was concerned the company would raise her

premiums.” (17)

“Individuals want to keep control of such sensitive data and

just do not want to share it with everybody or more precisely

with third-party agents from whom negative consequences could

arise from, such as German public health insurance, for instance.

People are worried about being tracked at places that indicate risk

behavior or self-damaging behavior, which could result in financial

consequences (eg, higher insurance rates or loss of treatment

reimbursement).” (32)

Among adolescents with type 1 diabetes, an increase in restrictive
sharing settings through social media are considered a factor of
anticipated stigma when adolescents have higher than normal
blood glucose levels (31, 45). Insights into the sharing preferences
of previously explored groups, such as those living with HIV and
diabetes, may help to guide the further study of the role that
stigma plays in the formation of attitudes and sharing behaviors
in those living with other LTHCs.

DISCUSSION

Summary of Findings
Trust, Identity, Privacy and Security (TIPS) concerns can present
a barrier to sharing health and lifestyle data when using digital
technology to share data in multiple contexts. A quarter of the
articles discussed the role of trust in sharing PGData. Privacy as
a barrier to sharing was present across most articles and across
most settings. Other TIPS concerns were more readily identified
as barriers to sharing in certain contexts. Identity management
was seen as a barrier to sharing more frequently within the
context of social networking sites and the issue of security was a
barrier to the sharing of PGData with third parties. The presence
of enacted stigma acted as a barrier to sharing PGData across
all settings although this was most noticeable in relation to HIV
compared to other LTHCs.

The narrative review has shown that TIPS issues are a
considerable barrier to the sharing of PGData across all settings.
The presence of specific TIPS issues varied by context, such
that in certain settings particular barriers were more prominent.
However, the literature shows that the majority of research
looking at the sharing of PGData has focused on clinical settings
with relatively few studies examining attitudes toward sharing
with third parties such as public health and research. In clinical
settings the key TIPS issue was trust. Distrust in the recipient
of the information was highlighted as a key barrier to sharing
PGData via digital technology.

In social network sharing online, we found that identity
and privacy concerns were expressed in relation to the self-
management of health and concerns regarding oversharing.
These issues were key barriers to sharing but there was a lack
of more detailed and nuanced information about the kind of
PGData individuals were or were not sharing with respect to
these concerns. Whilst the focus of this review paper was on the
barriers and facilitators of sharing PGData more broadly rather
than types of data per se, it was interesting to note that the studies
covered a range of PGData. In clinical settings, unsurprisingly
the focus was on electronic health records and clinical data,
whereas in the social networking settings, the range of PGData
was more varied and included more subjective data around
mood, sleep and emotions. Despite focussing on stigmatized
health conditions, there was relatively little focus on the role
stigma played in decisions regarding sharing PGData via digital
technology. References to stigma were most prevalent in relation
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to HIV but far less mentioned with respect to other conditions.
Understanding the roles of both internal and enacted stigma
regarding the sharing of PGData needs further attention. Much
of the discussion surrounding stigma related to the unwanted
disclosure of sensitive information. Despite a lack of consensus
about what should be considered sensitive information, previous
literature suggests five categories of sensitive health data:
sexually transmitted infections, HIV/AIDS status, sexual health
and pregnancy, mental health information, and substance use
(41). However, legal definitions of what constitutes sensitive
personal data are often very broad in scope; for example,
the European Commission categorizes “health-related data” as
sensitive personal data (68). Further research may seek to
examine how perceptions of information sensitivity among those
with various LTHCs affect patient privacy concerns and explore
how these concerns may vary across different conditions.

Whilst we have assumed that sharing is a beneficial activity,
it is also worth considering that, as part of supporting the
management of PGData, we need to think about how people
make sense of their data. We cannot always expect people to be
able to successfully interpret their data (34), and collecting and
monitoring data can be overwhelming for some people leading
to negative health consequences (69). Patients may express
varying preferences for managing PGData and have different
technological abilities relevant to the skills required to actively
record, monitor and manage personal health information.
Understanding these patient differences may help to avoid
burdening people with the “invisible work” of managing personal
health information (17, 70). Managing PGData can also add to
the increasing demands faced by HCPs due to the time required
to analyse and make sense of the data that patients provide. As
well as understanding the role of health literacy in relation to
managing PGData (17), and the burden placed on both patients
and HCPs, we need to knowmore about the motivations for both
collecting and sharing PGData in different contexts to see if TIPS
issues vary accordingly. Understanding more about the types of
PGData people with LTHCs are happy to share and how the TIPS
barriers might differentially apply to these forms of data would
be a useful next step. Finally, there is a need for more qualitative
studies in this area, especially in relation to TIPS barriers and
facilitators to sharing PGData with third-party organizations as
the majority of these studies are based on quantitative data.

Whilst our review highlights some of the key TIPS concerns
that people living with LTHCs have with respect to sharing their
PGData, none of the studies evaluated solutions or interventions
to overcome these barriers. A few papers discussed participants’
suggestions or desires concerning greater transparency and
control over the information. Clearer informed consent to
improve the transparency of the sharing process would increase
the granular control for participants (30). A growing body of
literature, that is beyond the scope of this narrative review,
continues to explore technology and policy-based solutions to
resolve general concerns about health data to facilitate secure
and privacy-preserving sharing (71–73). However, given the
specific TIPS concerns that this narrative review highlights
with respect to the sharing of PGData by those living with
LTHCs, future research may look to investigate how successful
those solutions proposed to tackle general concerns about

health data are at alleviating the TIPS concerns of those living
with LTHCs. Furthermore, though recent research examining
dynamic consent models for the sharing of clinical data (blood
and tissue samples) in third-party contexts showed promising
results in terms of acceptability (74), it remains to be seen
how such models would work across more stigmatized health
conditions and across more varied PGData types. Although
there is still little empirical work in this area, the UK EPSRC
funded programme INTUIT is examining TIPS concerns around
PGData sharing primarily for people living with HIV but also
for those with other stigmatized conditions. The INTUIT project
aims to identify TIPS concerns and to design tools that remove
the barriers to collecting and sharing PGData in order to improve
the health and well-being of stigmatized populations. As part
of this project, we are conducting interviews with people living
with LTHCs to examine the role of sharing context and health
condition in relation to TIPS barriers. This is the first study of
its kind to focus specifically on TIPS issues in relation to sharing
PGData via digital technology across a variety of stigmatized
LTHCs and across a range of different sharing contexts.

CONCLUSION

This narrative review has provided a broader perspective on
the TIPS challenges faced by people managing LTHCs and has
shown that TIPS issues are a considerable barrier to the sharing
of PGData via technology by those living with LTHCs across all
settings (i.e., sharing with clinical staff, public health surveillance,
researchers, peer communities, friends, social networks and other
third-party organizations). Distrust in the proposed recipient of
PGData, the need to manage one’s digital identity and broadly
held privacy and security concerns present barriers to sharing in
a clinical setting but more research is needed to understand other
contexts, particularly sharing with third parties. The presence of
internal and enacted stigma has also been shown to impede the
sharing of PGData across all settings, although most research in
this area has centered on those living with HIV. This highlights
the need for further research to consider differences between
conditions in experiences of stigma, and to consider how these
differences interact with the influence that TIPS concerns have
over sharing. Whilst the technological sharing of PGData holds
great potential benefits for the health, well-being and social
outcomes of people managing LTHCs, the TIPS challenges faced
by those individuals must be better understood and addressed
if interactions with care services, peer support networks, and
private organizations are to be optimized.
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Background: The spread of rumors related to COVID-19 on social media has posed

substantial challenges to public health governance, and thus exposing rumors and

curbing their spread quickly and effectively has become an urgent task. This study aimed

to assist in formulating effective strategies to debunk rumors and curb their spread on

social media.

Methods: A total of 2,053 original postings and 100,348 comments that replied to

the postings of five false rumors related to COVID-19 (dated from January 20, 2020,

to June 28, 2020) belonging to three categories, authoritative, social, and political, on

Sina Weibo in China were randomly selected. To study the effectiveness of different

debunking methods, a new annotation scheme was proposed that divides debunking

methods into six categories: denial, further fact-checking, refutation, person response,

organization response, and combination methods. Text classifiers using deep learning

methods were built to automatically identify four user stances in comments that replied

to debunking postings: supporting, denying, querying, and commenting stances. Then,

based on stance responses, a debunking effectiveness index (DEI) was developed to

measure the effectiveness of different debunking methods.

Results: The refutation method with cited evidence has the best debunking effect,

whether used alone or in combination with other debunking methods. For the social

category of Car rumor and political category of Russia rumor, using the refutation method

alone can achieve the optimal debunking effect. For authoritative rumors, a combination

method has the optimal debunking effect, but the most effective combination method

requires avoiding the use of a combination of a debunking method where the person

or organization defamed by the authoritative rumor responds personally and the

refutation method.

Conclusion: The findings provide relevant insights into ways to debunk rumors

effectively, support crisis management of false information, and take necessary actions

in response to rumors amid public health emergencies.

Keywords: COVID-19, rumor, false information, stance detection, debunking, effectiveness, social media
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INTRODUCTION

COVID-19 spread globally, severely threatening the lives and
health of people, and significantly affecting the economy,
education, and daily life in various countries (1–3). The United
Nations assessed that the COVID-19 pandemic has wiped
out decades of developmental gains (4). One unique aspect
of the COVID-19 pandemic has been the over-abundance of
information on COVID-19-related topics in media and the
internet, where true and false information intertwine; the result
has been a disruption of the social order. The World Health
Organization (WHO) has flagged this situation as an infodemic
(information + epidemic) (5–7), noting that an infodemic is
the excessive amount of both accurate and inaccurate health
information that can spread misinformation, disinformation,
misinformation, and rumors during a health emergency, which
can hamper an effective public health response (4–8). The
role of social and traditional media (e.g., news, TV programs,
newspapers, and other mass media) in spreading disinformation
and misinformation in the COVID-19 infodemic has now
been recognized in a substantial number of literature reports
(9, 10). In addition, online social media platforms can easily
“facilitate rapid information sharing and large-scale information
cascades,” further exacerbating the issue (11, 12). As Gallotti
et al. noted on the verge of the global pandemic emergency,
human communication on social media is largely characterized
by the production of informational noise and misleading or false
information (13).

A paradigm-shifting feature of social media is that any

user can produce, access, and disseminate content (14) thereby
altering the way people communicate, share, receive, use, and

search for both general and health-specific information (15);

without any doubt, this has the potential to foster the rapid
exchange and diffusion of false information (16). However,
studies also demonstrate that social media may be very useful
for fighting false information during a public health crisis
(15, 17) as these social media platforms can be effective tools
for combating and mitigating rumors during public health
crises (18). Notably, cognitive psychology research suggests that
debunking false information is not an easy task (19). Even
clearly corrected false information can continue to influence
many users who then intentionally or unintentionally ignore
the truth and spread false rumors. Despite considerable efforts
to debunk rumors, the desired effect has not been achieved
(20). Consequently, debunking false information on social media
quickly and effectively and curbing its spread has become an
urgent task.

Before commencing this research, brief remarks on the
terminology are necessary. Regarding the definition and
connotation of fake news, misinformation and disinformation,
conspiracy theories, satire, and rumors, scholars have different
understandings, which are often used interchangeably in
academic research (21, 22). In this study, owing to the fact that
it includes within it broader related concepts, we have retained
the term “rumor” for our research objectives (23). We usually
understand rumors as “unverified and instrumentally relevant
information statements in circulation that arise in the context of

ambiguity, danger or potential threat, and that function to help
people make sense and manage risk” (24). The term is applied to
a piece of information whose veracity at the time of dissemination
is unclear, and thus it may spread false information in the absence
of verifiable information (25, 26). In this study, we examined
rumors, as they do not imply a judgment about the sender’s
intention or the veracity of the presented information (23).

Given the seemingly increasing trend of rumor proliferation,
an increasing number of researchers have pursued effective
debunking and remedial methods to alleviate the negative
influence of rumors (27). A common strategy is to use
certain fact-checking services to debunk rumors by providing
authoritative statements that discern the truth from
falsehood (27, 28). These fact-checking platforms include
FactCheck.org (http://fackcheck.org), TruthOrFiction.com
(http://truthorfiction.com), and Sina Community Management
Centre (https://service.account.weibo.com), etc. These online
resources can present the truth to the public and play a key
role in distinguishing between true and false information (29).
However, most fact-checking processes require considerable
human labor and material resources, that is, they are time-
consuming and expensive (30, 31). Another common strategy
is based on psychological theories to explore the psychological
mechanisms of rumor acceptance and how corrections and
debunking messages attempt to cope with them. For example,
Lewandowsky et al. analyzed the cognitive factors that often
render misinformation resistant to correction and recommended
ways in which corrections should be designed, structured, and
applied to maximize the impact of the corrections and reduce
the spread of false information (32). In recent years, researchers
have focused more on this topic in the context of digital media
(33). For instance, several studies indicated that online rumor
spread can be reduced by logic- and humor-based corrections
(34), links citing truth-related evidence (35), and corrections
from reputable sources such as official government agencies (36)
and knowledgeable users (37).

However, compared with unverified reports, debunking
messages are not as widely shared and spread by users on social
media (23, 38). Therefore, some researchers have begun to study
improving the effectiveness of rumor debunking on social media,
focusing on studying the effectiveness of debunking methods.
Only a few research papers qualitatively studied the effectiveness
of rumor debunking methods (39, 40) Some analyzed the
effectiveness of different rumor-control strategies or specific
rumor-control cases (40); for example, Kimmel et al. investigated
the efficacy of rumor-control marketing tactics (41); Paek et al.
investigated the most effective rumor response strategies to
control food safety risks (42, 43); Yang et al. focused on the
effectiveness analysis of mixed rumor-quelling strategies by
modeling the rumor-truth competing process (44). Other studies
aimed to identify key influencing factors to organize debunking
methods; for example, Li et al. explored the relationship between
social media rumor refutation effectiveness and its possible
affecting factors and provided practical suggestions to help
accelerate the rumor refutation process (40).

In addition, some studies have shown that effective
management of rumors depends not only on the choice of
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debunking methods but also on the evaluation and response
of people to different ways of debunking (42). Thus, some
researchers have also begun to study how people respond after
rumors have been debunked on social media (29), such as
emotional reactions (45), changes in attitudes, and perceived
credibility (27). Decades of well-researched experiments, meta-
analyses, questionnaires, and surveys offer guidelines for rumor
correction and debunking, for example, Pal et al. used an online
survey to reveal that denials could be crafted to effectively
debunk rumors by incorporating salient beliefs (46), Walter
et al. used a meta-analysis to evaluate the relative impact of
social media interventions designed to correct health-related
misinformation (47). However, these efforts require control
over the manipulation of debunking methods (e.g., randomly
assigning people to different methods or controlling for the
results of many alternative explanations), resulting in higher
human, financial, and time costs for debunking rumors on social
media, and thus, do little to improve the real-time effectiveness
of rumor debunking. Furthermore, the advent of big data has
brought a large, constant, and rapidly growing amount of data
generated by numerous sources; however, the large amount
of interaction data generated by social media has not been
extensively studied (40). To better utilize the rich, objective,
user-generated research data on social media platforms, this
study considers COVID-19 rumors that are widely spread on
Sina Weibo, a popular social media in China, as a research
sample. Moreover, this study investigates the classification
of debunking methods; and based on stance responses to
debunking postings in user comments, this study also establishes
a method to measure the effectiveness of different debunking
methods. This study seeks to reveal the implementation effects
of different debunking methods in order to optimize debunking
methods and to provide an objective basis for improving
their effectiveness.

Thus, to resolve the objectives, we developed a new annotation
scheme that manually categorized six debunking methods
(i.e., denial, further fact-checking, refutation, person response,
organization response, and combination methods) to classify the
debunkingmethods used for the posts on SinaWeibo. Then, deep
learning algorithms were used to build text classification models
to automatically detect the stance responses (i.e., supporting,
denying, querying, and commenting stances) to debunking
postings in user comments. In addition, based on the results
of identifying user stances in comments, we developed an
index to measure the effectiveness of rumor debunking. Finally,
an empirical study was conducted using five rumors related
to COVID-19 as case studies to compare the effectiveness of
different debunking methods, and countermeasures for effective
monitoring and combating rumors in public health crises were
proposed based on the results of the study.

METHODS

Study Context and Data Collection
Sina Weibo (http://www.weibo.com), often referred to as China’s
Twitter (http://www.twitter.com), is one of the most influential
social network platforms in China (48). In contrast to other

social networks such as Facebook, Instagram, and WeChat,
communication on Sina Weibo is almost entirely public. As a
popular social media platform with a large user base in China,
everyone on social media can communicate, share, receive, use,
and search for both general and health-specific information (15).
Sina Weibo has not only become one of the primary platforms
for releasing and propagating various false information amid the
public health crisis (48), but also is a particularly effective tool for
combating rumors (18). Therefore, quantitative research on the
role of debunking posts on Sina Weibo is relevant to enhancing
social media rumor debunking effectiveness (40).

In this study, collaborating with the Zhiwei Data Sharing
Platform (http://university.zhiweidata.com, hereinafter referred
to as Zhiwei Data), we collected data on COVID-19 rumors
through the Business Application Programming Interface (API)
of Sina Weibo, as follows:

(a) Collecting original postings (i.e., non-reposted postings,
hereinafter referred to as postings) related to COVID-19
rumors. First, we defined keyword combinations related
to rumors using multiple logical relationships (e.g., AND
and OR). Then we collected rumor data related to the
COVID-19 pandemic dating from January 20, 2020, to June
28, 2020 (these rumors had been confirmed as “false” by
authoritative statements). Second, to avoid data selection
bias, we randomly selected five sensational rumors from
three categories: authority, society, and politics. These five
rumors are the five fake news stories with the highest
number of comments from January 20, 2020, to June 28,
2020, which have the characteristics of the most widespread
dissemination and influence on social media platforms in
China during the COVID-19 pandemic. The annotation
scheme of three categories was developed through an
iterative process of rounds of annotation and evaluation
with three researchers (two Ph.D. students and one expert
from Zhiwei Data who are experienced in rumor research).
Similarly, after manual data denoising and cleaning by three
annotators, we randomly selected 2,053 postings related to
the following five rumors:

1. Yansong Bai dialogued with Nanshan Zhong on “News
1 + 1” (News). On January 26, 2020, it was rumored
on the internet that CCTV news channel “News 1 + 1”
broadcasted a special program on COVID-19 at 21:30,
in which host Yansong Bai (a renowned anchor) invited
Nanshan Zhong (an authoritative respiratory pathologist)
to introduce the effective treatments to prevent the
COVID-19 pandemic. The truth was that January 26,
2020, was a Sunday and there was no news show “News
1+ 1.”

2. Materials of Jiangsu province aided medical team of
Hubei province were detained (Jiangsu). On February 9,
2020, some netizens released false rumors that a “medical
team from Jiangsu province arrived atWuhan (the capital
of Hubei Province) airport, its supplies were looted,
luggage was lost, and local doctors and nurses were
transported in trucks,” which sparked a heated debate on
social media. On February 11, @Jiangsu Province Internet
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TABLE 1 | Detailed description of rumors about COVID-19.

Category of rumor Coding scheme for category of rumor Postings Comments

Authority Those slandered by the rumors are authoritative individuals or organizations in expertise fields

related COVID-19, such as Nanshan Zhong (News rumor), the Wuhan Institute of Virology

(PatientZero rumor), respectively.
News rumor 478 11,207

PatientZero rumor 676 49,763

Society The rumors about social events, social problems, and social style involving people’s daily life

about COVID-19, especially reflecting social morality and ethics.Jiangsu rumor 114 8,006

Car rumor 527 15,848

Politics The rumors related to COVID-19 about politics, i.e., the activities of classes, parties, social

groups, and individuals in domestic and international relations.Russia rumor 258 15,524

The data collection of postings and comments ended on September 12, 2020, 23:59:59.

Reporting Centre’s official microblogging website clarified
that the news was not true.

3. A postgraduate from the Wuhan Institute of Virology
was the “Patient Zero” (PatientZero). On February 15,
2020, a false rumor was circulated on social media:
Yanling Huang (a postgraduate) fromWuhan Institute of
Virology (an authoritative research institute affiliated with
the Chinese Academy of Sciences) was “Patient Zero” (the
first one to contract the disease and thus the one who
started spreading the virus) of COVID-19. The truth was
that Yanling Huang graduated from the institute in 2015
with a master’s degree, and had been working and living
in other provinces since graduation, and has not returned
to Wuhan, has not been infected by the COVID-19, and
was in good health.

4. Eighty Chinese citizens were abused while being
quarantined in Russian Federation (Russia). On March
1, 2020, the Chinese Embassy in Russia informed that a
rumor claimed that Moscow (the capital of the Russian
Federation) police violently enforced the law, mistreated
isolated personnel, and took away Chinese citizens for no
reason. It was later revealed that the news was not true.

5. A car owner in Hubei province died of COVID-19 (Car).
On June 22, 2020, a rumor was spread that a car owner,
who had volunteered to help people by delivering them
vegetables, had died from COVID-19. The truth was that
the car owner was still alive, and the rumor monger was
detained for three days.

(b) Collecting all comments that replied to 2,053 postings. From
the postings obtained as mentioned earlier, we collected
comment conversations associated with each posting. To
collect comments, we scraped the web page of each posting
to retrieve the URL. However, if the URL was missing or
invalid, we chose MIDs (a unique ID of each posting on Sina
Weibo) to retrieve the comments; consequently, we collected
100,348 comments (either direct replies or nested replies to
the postings) that replied to the 2,053 postings.

As the focus of the study is on debunking rumors, all the selected
rumors were false (hereinafter false rumor referred to as rumor)
and debunked while the COVID-19 pandemic was still spread.
A detailed description of rumors about COVID-19 is shown in

Table 1, including the category of rumors, the coding scheme
for each category of rumor, and the number of postings and
comments of each rumor. In addition, because we used publicly
available data, we only referred to the summarized results and did
not derive any sensitive information.

Annotation Scheme for Debunking
Methods
Filtering of Debunking Postings
We used manual annotation to filter out postings that debunked
rumors. A three-person expert panel of social media researchers
(two Ph.D. students and one expert from Zhiwei Data, who
are experienced in research on rumor amid public health
crisis) labeled the debunking postings out of the 2,053 postings.
Referring to Tian et al. (49), the specific steps are as follows:

First, according to the supporting, denying, querying, or
commenting (SDQC) stance (annotation rules, see section
Stance Classification in Comments That Replied to Debunking
Postings), two annotators with a detailed understanding of
rumors independently labeled all 2,053 postings.

Second, to eliminate the differences due to human factors,
the two members discussed all the annotation results and re-
annotated the postings to reach an agreement on the differences.

Third, the third annotator annotated 2,053 postings
to calculate inter-rater reliability. Cohen’s kappa (κ) for
the annotators was 0.921 (95% confidence interval (CI)

[0.856, 0.986] , p < 0.001), indicating a good agreement among
them (50, 51).

Finally, from the 2,053 postings, we obtained 1,721 postings of
labeled debunking rumors.

Categorization of Debunking Methods
The decision as to what debunking methods should be defined,
we mainly considered the psychological mechanisms of rumor
acceptance and how corrections attempt to cope with them,
such as rumor content is sufficiently important (i.e., personally
involving or relevant) to people (52), the need for individuals
and organizations to combat rumors, and the effect difference
between “refutation” and “denial” in debunking rumors (53).
In addition, to categorize the debunking methods as broadly
as possible, we also referred to some categorization standards
described by previous studies:
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FIGURE 1 | Classification flowchart of debunking methods.

(a) Methods of providing evidence to debunk rumors (38, 54):
first-hand experience, URL providing the evidence,
quotation by a person or organization, image attachment,
quotation by an unverifiable source, reasoning, and
without evidence.

(b) Rumor-control strategies: refutation, denial, attacking the
attacker (42).

(c) Debunking response strategies: tweet deletion, rumor
clarification with a new tweet, and neither deletion nor
clarification (29).

(d) Coding scheme for rumor-related messages: rumor
messages, debunking messages, uncertainty about rumors,
uncertainty about debunking messages, and others (23).

As shown in Figure 1, we designed the classification annotation
scheme for the debunking methods as follows.

First, we classified the debunking methods into two main
categories: debunking methods with uncited evidence and those
with cited evidence. The following are two debunking methods
with uncited evidence:

(a) Denial (Den): A flat counterstatement of a rumor without
providing evidence. E.g., in the Russia rumor, “80 Chinese
citizens were mistreated in isolation in Russia is not true.”

(b) Further fact-checking (Fur):Although people already know
the veracity of debunking postings, they still have questions
about some details and wish to obtain more relevant
information or evidence. For example, in the News rumor,
“Yansong Bai did not talk with Nanshan Zhong. However,

I would want the relevant departments do disclose who the

rumor monger is.”

Second, depending on whether a rumor is debunked by rumors,
debunking methods with cited evidence are classified into the
following three categories:

(c) Refutation (Ref): Those not belonging to those slandered by
the rumor provide evidence to debunk rumors. For example,
in the Jiangsu rumor, the “Public Security Bureau of Jiangsu

Province clarified that the news was not true.”

Considering those slandered by the rumor (e.g., persons and
organizations slandered by the rumor to debunk rumors
personally), another two debunking methods are subcategorized
as follows:

(d) Person response (Per): Individuals slandered by rumors
refute rumors. For example, in the New rumor, “Refute the
rumor! Yansong Bai exclusive reply: tonight I did not dialog
Nanshan Zhong.”

(e) Organization response (Org): Organizations slandered by
rumors refute rumors. For example, in Patient Zero rumor,
“Wuhan Institute of Virology: can guarantee that Wuhan
Institute of Virology currently has zero infections.”

Third, we defined a combination of debunking methods
as follows:

(f) Combination (Com): None of the combination methods
contain any “debunking methods with uncited evidence”
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TABLE 2 | Coding scheme for four stances (Translated into English from Chinese).

Stance Description Example

Supporting (S) Users who commented to debunking postings believe that a rumor is

true, i.e., they think debunking postings is false.

In the News rumor, “I’m specifically setting my alarm clock to wait to

read about the COVID-19 on “News 1 + 1.” Take precautions, wish for

peace, and defeat this epidemic.”

Denying (D) Users who commented to debunking postings believe that a rumor is

false, i.e., they think debunking postings is true.

In the Russia rumor, “80 Chinese citizens were mistreated in isolation in

Russia is not true.”

Querying (Q) Users who commented to debunking postings while ask for additional

evidence in relation to the veracity of a rumor.

In the PatientZero rumor, “I’m a little suspicious, can you continue to

investigate? The mentors have come out to clarify, can Huang Yanling

come out to speak?”

Commenting (C) Users who commented to debunking postings not express their clearly

stance whether they wanted to assess the veracity of a rumor.

In the PatientZero rumor, “What exactly does Patient Zero mean?

Patients are counted from “1,” and there is something wrong with

counting from 0 itself, right? I thought in the world of mathematics, 0 is

not exact.”

(i.e., Den, and Fur). For example, in the Car rumor, “Hubei

Provincial Police debunked the rumor; at the same time,
the car owner’s company solemnly declared: the car owner
is healthy, and the rumors on the online social media are
not true.”

Finally, we defined six debunking methods: Den, Fur, Ref, Per,
Org, and Com.

Notably, the annotation scheme of these debunking methods
was achieved through an iterative annotation process. Similarly,
we also asked the three annotators to label the 1,721 debunking
postings using the aforementioned annotation scheme. We also
assessed the validity of the annotation scheme using Cohen’s
kappa (κ = 0.747, 95% CI [0.676, 0.818] , p < 0.001), and the
results indicated that the annotation process had been validated.

Stance Classification in Comments That
Replied to Debunking Postings
Classification Scheme for Comments
With the emergence of rumors on social media, people often
express different stances and participate in extensive discussions
(29), probably providing more opinions and evidence for rumor
detection and debunking. Therefore, mining comments and
revealing their SDQC [supporting (S), denying (D), querying (Q),
or commenting (C)] stances on a false rumor help determine
the veracity of rumors (55, 56), thereby realizing early detection
and intervention of rumor spread. SDQC stance classification
is an effective approach used by researchers to judge opinions
and stances (57). Therefore, utilizing the rich information in
comments that replied to the postings on Sina Weibo, we
employed SDQC stance classification (38) to classify the stance in
comments on a debunking posting into one of the four stances.
As shown in Table 2, the comments of each user were categorized
using the following four stances (56).

Stance Classification
To improve the classification efficiency and obtain satisfactory
results in the case of massive text data, we designed text classifiers
with supervised learning methods to automatically identify and
classify the four types of SDQC stances in 100,348 comments.

Similarly, first, we asked two members of our team to label
12,000 comments (randomly selected from 100,348 comments)
with the corresponding SDQC stances.

Second, the third member labeled 12,000 comments to
validate the inter-annotator agreement, and the annotation
process was assessed and validated using Cohen’s kappa (κ =

0.876, 95% CI [0.856, 0.896] , p < 0.001).
Third, for the 100,000-level dataset in this research, based on

an empirical rule, therefore we had to use a greater percentage of
data to develop and test models and used the old way of splitting
data to divide the dataset scientifically, that is, the non-redundant
12,000 comments were randomly divided into the independent
training set and testing set according to the ratio of 7:3 (58–60).
The label distribution is presented in Table 3.

Fourth, we trained and compared the text classifiers using
deep learning methods. Because the new language representation
model, bidirectional encoder representations from transformers
(BERT), developed by Google in 2018, is conceptually simple,
empirically powerful, and obtains new state-of-the-art results
on 11 natural language processing tasks without substantial
task-specific architectural modifications, we chose BERT and its
related improved two models to train the classifiers (61). These
three models are BERT, RoBERTa-wwm-ext (robust optimized
BERT approach-whole-word masking-extended data), and RBT3
(three-layer RoBERTa-wwm-ext) (62–64). The performance of
the proposed classifiers was evaluated using the macro-F1 score
(used in the multi-class stance classification) (65, 66). Due to the
prevalent phenomenon of class imbalance in text classification,
the most widely used performance measure for multi-class text
classification is the F1 score which is defined as the harmonic
mean of precision and recall (67). It is known to be more
informative and more useful than classification accuracy etc.,
especially for multi-class imbalance problems (65, 68). In macro-
F1, we used each stance j to compute that particular stance’s
precision Pj as well as recall Rj, and finally computed a simple
average of the F1 scores over classes (equal weight to each class)
to get macro-F1 (65, 68).

During the fine-tuning process, we compared 72 sets of
hyperparameters based on the three models to obtain the best-
performing stance classification model. Table 4 presents the
performances of these classifiers under different combinations
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TABLE 3 | Label distribution of the training and testing sets.

Stance

Supporting Denying Querying Commenting

Training set 227 2,305 1,126 4,742

Testing set 98 956 472 2,074

TABLE 4 | Results of stance classification.

Model Hyperparameters Accuracy Macro-precision Macro-recall Macro-F1

BERT (70, 16, 2e−5, 3) 80.33% 67.71% 65.94% 66.51%

RBT3 (140, 32, 5e−5, 3) 80.17% 68.78% 63.08% 64.53%

RoBERTa-wwm-ext (140, 16, 3e−5, 3) 80.89% 68.76% 67.88% 68.06%

Hyperparameters (x, y, z, w), where x: max_seq_length (70, 140), y: train_batch_size (16, 32), z: learning_rate (2e−5, 3e−5, 5e−5), and w: num_train_epochs (2, 3). The values in

parentheses represent the hyperparameters in the fine-tuning process.

of hyperparameters. For brevity, we have only shown the
hyperparameter results with the best performance for each
model. Detailed results of the stance classification are described
in Supplementary Table 1. Finally, we chose the RoBERTa-
wwm-ext model with hyperparameters (max_seq_length = 140,
train_batch_size= 16, learning_rate= 3e−5, num_train_epochs
= 3) to predict the SDQC stance for large comment datasets,
as it performed satisfactorily with an accuracy of 80.89% and a
macro-F1 of 68.06%.

Evaluation of the Effectiveness of
Debunking Methods
Users’ commenting behavior represents their behavioral
decisions after they are exposed to postings and process those
postings (69). As we used users who commented on debunking
postings, we are approximating what the users may have been
exposed to regarding debunking postings. Thus, based on stance
responses to debunking postings in user comments, this section
details the method established to evaluate the effectiveness of
different debunking methods.

First, we established a method to evaluate the denial of rumors
by users, considering the following two aspects. On the one hand,
we considered the stance gap between clear stances in comments,
i.e., the stance gap between rumor denial and rumor support.
Only a large stance gap between denying stance and supporting
stance can effectively show the advantage of denial of rumors
by users, i.e., denying stance beats supporting stance, which can
exclude the illusion of high denial generated by a high proportion
of denying stances and a high proportion of supporting stances
as well. On the other hand, we considered clear stances (i.e.,
supporting and denying stances), which could show the impact
of debunking postings, i.e., the validity and persuasiveness of
debunking postings in determining truth or falsity, because not
all social media users would deny or support rumors even if
they had already been debunked by accurate information (29).
Thus, referring to the equation by Zubiaga et al. for a simplified
analysis of rumor support and denial, they omitted other stances
in comments (i.e., querying and commenting stances), which do

not contribute to resolving the veracity of a rumor (38). Based on
the above analysis, we used the ratio of “the difference between
the denying and supporting stances” to “the sum of the two
stances, i.e., omitting other stances that do not contribute to
resolving the veracity of a rumor from all stances” to calculate the
degree of denial [denial index (DI)], which could normalize the
denying and supporting stances and make DI comparable across
rumors and events (29, 38). DI was calculated as follows:

DIij =
#denyij − #supportij

#denyij + #supportij
(1)

where #denyij and #supportij denote the number of comments
denying and supporting a rumor, respectively, under postings
that used debunking method j in rumor i. In this study,
i ∈ {1, 2, 3, 4, 5} refers to the News rumor, Jiangsu
rumor, PatientZero rumor, Russia rumor, and Car rumor,
respectively, and j ∈

{

Den, Fur,Ref , Per,Org,Com
}

refers to the
debunking method.

Second, to evaluate the effectiveness of different debunking
methods accurately, we analyzed the redundancy of users toward
different debunking methods; that is, although the users have
seen the debunking message, their comments do not contribute
toward resolving the veracity of rumors. The redundancy index
(RI) indicates the extent to which users participate in the process
of debunking a rumor. It is defined as “the number of comments
with the commenting stance” divided by “the total number of
comments.” Accordingly, we have the following:

RIij =
#commentij

#all_stanceij
(2)

where #commentij and #all_stanceij denote under postings
that used the debunking method j in rumor i, the number
of comments in which users did not clearly indicate their
stance on the veracity of a rumor and the number of all
comments, respectively.

Third, we defined the debunking effectiveness index
(DEI) to measure the effectiveness of debunking rumors.
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To comprehensively develop a measurement for the effectiveness
of debunking rumors, we considered two aspects. On the one
hand, the DEI measures the impact of the debunking posting,
including two aspects, one aspect is related to the overall number
of comments, i.e., examining whether the debunking posting is
more influential, such that it receives more comments; Another
aspect is related to lower redundancy in comments, such that it
receives fewer comments that do not contribute to resolving the
veracity of a rumor. Thus, the impact of the debunking posting
was measured by RI. On the other hand, the DEI measures the
denial of debunking postings and, similarly, includes two aspects.
One measures whether the denying stances get more comments
than supporting stances; the other measures for the validity
and persuasiveness of debunking postings in determining
truth or falsity, i.e., a simplified analysis of rumor support
and denial to normalize the denying and supporting stances.
Thus, the denial of the debunking posting was measured by DI.
Generally, in comments in which users respond to a debunking
method, if the number of comments with the denying stance
is sufficiently higher than that of comments with irrelevant
information that does not contribute to the veracity of rumors,
then using the debunking method, users can clearly express their
denial of fake news without expressing too many redundant
or irrelevant comments. Therefore, this way of debunking
might be satisfactory in disseminating true information and
debunking rumors. Conversely, we considered that DEI was
directly proportional to DI and inversely proportional to RI.
Given these two values, DEI was calculated as follows:

DEIij =
DIij

RIij
(3)

where DIij and RIij denote the degree of user denial and the
redundancy of comments, respectively, when debunking method
j is used in rumor i.

Figure 2 shows the technology roadmap of the overall
research process. The flowchart on the left side of the dotted line
describes the overall research process; the tree diagram on the
right side of the dotted line represents the data annotation related
to the research process.

Statistical Analysis
Descriptive analysis of the basic information of the rumors
was conducted using SPSS for Windows, version 25.0.0 (IBM
Corporation). The Pearson chi-square (χ2) tests were performed
to compare the difference in posting distribution of each
debunking method across five rumors, as well as the differences
in SDQC stance distribution under different debunking methods
across five rumors (70). The Kruskal–Wallis tests were applied to
evaluate whether there were statistically significant differences in
the distribution of DIs, RIs, and DEIs under different debunking
methods for each rumor (71). The post-hoc test with Bonferroni
correction was used for pairwise comparisons when the overall
test was statistically significant (72). In addition, we adopted a
more general view of the p-value as a statistical summary of
the compatibility between the observed data and what we would
predict or expect to see if we knew the entire statistical model

(all the assumptions used to compute the p-value) were correct
(73, 74). Thus, the p-value can be cautiously interpreted as a
continuous measure of the compatibility between the data and
the entire model used to compute it, ranging from 0 for complete
incompatibility to 1 for perfect compatibility, and in this sense
may be viewed as measuring the fit of the model to the data (74).

RESULTS

Distribution of Debunking Postings
Figure 3 shows the proportion of postings for each debunking
method, indicating the frequency of use of different debunking
methods. The result of the Pearson Chi-square test was χ2 (25) =
958.273, p < 0.001, indicating that the result had a very
high degree of statistical significance. Generally, as shown
in Figure 3A, more than half of the methods were used to
debunk rumors through a combination of methods (Com), with
a percentage of 61.2%, considerably exceeding the respective
proportion of other debunking methods, followed by the
refutation method (Ref, 16.2%) and denial method (Den, 12.2%).

Additionally, for each rumor, we analyzed the proportion
distribution of postings that used different debunking methods.
In Figure 3B, we observed the following: the combination
method was most commonly used in the Russia rumor (Com,
87.3%); the refutation method was most commonly used in Car
rumor (Ref, 52.3%); the denial method was most commonly used
in the Jiangsu rumor (Den, 44.7%). The debunking methods
that employed organizational (Org) and personal (Per) responses
were most used in the PatientZero rumor, with percentages of
17.0 and 7.5%, respectively. However, the further fact-checking
method (Fur) was used less frequently in all rumors, with a
maximum of 1.9% in PatientZero rumor.

Stance Classification in Comments That
Replied to Debunking Postings
We also investigated the SDQC stance distribution in the
comments of users who participated in different debunking
methods. The results of our stance classifier are shown in
Figure 4; they include the number and proportion of comments
for each SDQC stance under various debunkingmethods. For five
rumors, Pearson Chi-square tests indicated that the results had
a very high degree of statistical significance in the SDQC stance
distribution under different debunking methods [Figure 4A:
χ2 (30) = 19733.495, p < 0.001; Figure 4B: χ2 (15) =

299.396, p < 0.001; Figure 4C: χ2 (9) = 80.294, p < 0.001;
Figure 4D: χ2 (18) = 1649.622, p < 0.001; Figure 4E: χ2 (9) =
32.584, p < 0.001; Figure 4F: χ2 (9) = 3335.866, p < 0.001].

From Figure 4A, it is evident that overall, compared with the
debunking postings, the supporting (S) stance accounted for a
greater proportion of non-debunkingmethods, with a percentage
of 10.4%. This result shows that postings that use different
debunking methods can reduce the impact of rumors. However,
the denying (D) stance accounted for a higher percentage for
the refutation method (47.4%). Additionally, the querying (Q)
stance accounted for a higher proportion for the organization
debunking method (Org, 27.6%). The commenting (C) stance
accounted for the highest proportion for each debunking
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FIGURE 2 | Technology roadmap.

FIGURE 3 | Proportion of postings of the six debunking methods in the (A) overall and (B) each rumor. Den, Denial; Fur, Further fact-checking; Ref, Refutation; Per,

Person response; Org, Organization response; Com, Combination.

method, with a maximum for the further fact-checking method
(Fur, 77.9%), indicating that the number of comments that did
not contribute to the veracity (i.e., true or false) of a rumor was
high on Sina Weibo.

Similarly, as shown in Figures 4B–F, we analyzed the stance
classification results for each rumor. As shown in Figure 4F,
the supporting (S) stance accounted for the highest proportion

of non-debunking methods in Car rumor (23.8%). Similarly,
the denying (D) stance had the highest proportion for the
refutation method in Car rumor (Ref, 58.7%). Simultaneously,
for each rumor, the proportion of the querying (Q) stance
was lower, although it accounted for a relatively higher
proportion of the debunking method for the organizational
response in the PatientZero rumor (Org, 27.6%) (see Figure 4D).

Frontiers in Public Health | www.frontiersin.org 9 November 2021 | Volume 9 | Article 77011178

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Wang et al. Rumor Debunking Using Stance Responses

FIGURE 4 | Comparison of the number and proportion of comments for the SDQC stances corresponding to different debunking methods in (A) overall, (B) News

rumor, (C) Jiangsu rumor, (D) PatientZero rumor, (E) Russia rumor, and (F) Car rumor. Other: all non-debunking methods with SDQC stances on rumors.

Finally, the commenting (C) stance had the highest proportion
(98.0%) for non-debunking methods in the Russia rumor
(see Figure 4E).

Estimation of the Effectiveness of
Debunking Methods
Measurement of Debunking Effectiveness
Through the aforementioned analysis results, we can see the
differences among various debunking methods, both overall and
in each rumor. As shown in Table 5, to analyze the performance
of social media users without considering the characteristics
of rumors, we describe and analyze the overall performance
of denial, redundancy, and debunking effectiveness index (DI,
RI, and DEI, respectively). For different debunking methods,
Kruskal–Wallis tests indicated that the results had a very high
degree of statistical significance in the distribution of DIs, RIs,

and DEIs (see Table 5). The results of post-hoc comparisons via
Kruskal–Wallis test with Bonferroni correction were also shown
in Table 5.

For DEIs, the post-hoc comparisons via Kruskal–Wallis test
with Bonferroni correction showed that the results had a very
high degree of statistical significance between combination
method and other five types of debunking methods, and the
results had a very high degree of statistical significance between
refutation method and other five types of debunking methods
(seeTable 5). Thus, the refutationmethod has the best debunking
effect (DEIRef = 2.004), followed by the combination method
(DEICom = 1.461). Obviously, the debunking effects of these
two methods considerably exceed those of the other debunking
methods. Moreover, compared with using the refutation method
alone, the combination method did not achieve a higher
debunking effect.
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TABLE 5 | Comparison of DEI under different debunking methods.

Debunking

methoda

DIb RI DEI Pairs (I, J), Adj. Sig.c, d

Den 0.959 0.681 1.409 (Ref, Den), p < 0.001;

(Ref, Fur), p < 0.001;

(Ref, Per), p < 0.001;

(Ref, Org), p < 0.001;

(Com, Den), p < 0.001;

(Com, Fur), p < 0.001;

(Com, Ref), p < 0.001;

(Com, Per), p < 0.001;

(Com, Org), p < 0.001;

Fur 0.905 0.779 1.161

Ref 0.986 0.492 2.004

Per 0.881 0.730 1.207

Org 0.762 0.583 1.307

Com 0.925 0.633 1.461

Mean 95% CI 0.901 [0.837, 0.964] 0.654 [0.605, 0.704] 1.430 [1.238, 1.622]

Median

Chi-Square (df)

Sig.

0.925

851.081(5)

p < 0.001

0.633

709.992(5)

p < 0.001

1.461

782.305(5)

p < 0.001

Kruskal-Wallis

H

Sig.

800.471

p < 0.001

827.813

p < 0.001

748.546

p < 0.001

aDen-Denial; Fur-Further fact-checking; Ref-Refutation; Per-Person response; Org-Organization response; Com-Combination.
bMost of our rumor data were collected retrospectively after the truth was revealed, which represents the eventual general trend in public opinion as truth-driven, hence explaining the

calculated high value of DI in our results.
cThe Adj. Sig. value was the adjusted p-value, which was employed with a Bonferroni-type adjustment of p-value.
dFor brevity, we only listed the main post hoc testing results.

TABLE 6 | Comparison of DEI among five rumors.

Rumor

Method News Jiangsu PatientZero Russia Car

Den 1.373 1.571 1.506 0.852 1.355

Fur 0.786 / 1.273 / /

Ref 1.596 1.591 1.417 1.047 2.522

Per 1.500 / 1.198 / /

Org / / 1.307 / /

Com 1.831 1.167 1.535 1.019 2.153

Mean 95% CI 1.520 [1.181, 1.860] 1.443 [0.849, 2.037] 1.519 [1.240, 1.798] 0.973 [0.711, 1.235] 1.844 [1.209, 2.479]

Median

Chi-Square (df)

Sig.

1.831

59.970 (4)

p < 0.001

1.587

7.500 (2)

p = 0.024

1.535

25.251 (5)

p < 0.001

1.019

7.781 (2)

p = 0.020

2.398

128.749(2)

p < 0.001

Kruskal-Wallis

H

Sig.

177.256

p < 0.001

4.160

p = 0.125

228.989

p < 0.001

48.002

p < 0.001

141.033

p < 0.001

Pairs (I, J),

Adj. Sig.a,b
(Ref, Den),

p = 0.033;

(Com, Den),

p < 0.001;

(Com, Fur),

p = 0.159;

(Com, Ref),

p < 0.001;

(Com, Org),

p = 0.037;

/ (Com, Den), p = 0.008;

(Com, Fur), p < 0.001;

(Com, Ref), p = 0.001;

(Com, Per), p < 0.001;

(Com, Org), p < 0.001;

(Com, Den),

p < 0.001;

(Ref, Den),

p = 0.001;

(Ref, Com),

p = 0.283;

(Den, Com),

p = 0.001;

(Ref, Den),

p < 0.001;

(Ref, Com),

p < 0.001;

aThe Adj. Sig. value was the adjusted p-value, which was employed with a Bonferroni-type adjustment of p-value.
bFor brevity, we only listed the main post-hoc testing results.

Comparison of Debunking Effectiveness Among

Rumors
Because we considered different types of rumors, the same
debunking method may have different effects on each rumor.

Thus, we used DEI to measure and compare the differences
in debunking effects among different types of rumors. For
each rumor, we also used the Kruskal-Wallis tests to determine
whether there were statistically significant differences between
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DEIs across different debunking methods (see Table 6). The
post-hoc comparisons via Kruskal–Wallis test with Bonferroni
correction showed that the results had a very high degree of
statistical significance between combination method and other
five types of debunking methods for PatientZero rumor; forNews
rumor, the results had a very high degree of statistical significance
between combination method and other four types of debunking
methods (excepting further fact-checking method); for Russia
rumor, the results had a very high degree of statistical significance
between denial method and other two methods (combination
and refutation methods); and for Car rumor, the results had
a very high degree of statistical significance between refutation
method and other two types of debunking methods (see Table 6).
Thus, in the post-hoc testing results with a very high degree of
statistical significance in Table 6, for authority rumors, i.e., News
rumor and PatientZero rumor, the combination method was the
most effective (e.g., DEINewsCom = 1.831 and DEIPatientZeroCom =

1.535). However, for the social category of Car rumor and
political category of Russia rumor, the refutation method was the
most effective (e.g., DEICarRef = 2.522 and DEIRussiaRef = 1.047).
Furthermore, for Jiangsu rumor in the social category, although
the refutation method was the most effective (DEIJiangsuRef =

1.591), the result had a low degree of statistical significance (H =

4.160, p = 0.125).

Analysis of Combination Method
The research results show that the combination method obtains
the optimal or suboptimal debunking effect. Therefore, we
further analyzed the specific distribution of the combination
method. First, we considered decomposing the combination
method into five corresponding single debunking methods. In
Figure 5, the nodes represent different debunking methods, the
edges represent a combination of the respective nodes, and the
edge thickness represents the number of comments obtained
using this combination method; the thicker the edge, the
greater the number of comments obtained in this combination
method, whereas the thinner the edge, the smaller the number
of comments obtained. In particular, the weight of an edge
represents the DEI of the combination method. In addition, for
different combination methods, Kruskal–Wallis tests indicated
that the results had a very high degree of statistical differences
in the distribution of DEIs (see Figure 5).

For the selected rumors, the combination methods comprise
different combinations of three single debunking methods: Ref
(a), Per (b), and Org (c). We have used notations such as Com <

a, b > or Com < a, b, c > to indicate the combination of
different debunkingmethods. Additionally, as shown in Figure 5,
the solid-line edge represents the two-tuple Com < a, b >,
whereas the triple-tuple Com < a, b, c > was formed by the
nodes at both ends of the dotted-line edge and their common
neighbor node. Meanwhile, the weights represented by each edge
are independent, and the weight value on the solid-line edge
represents the DEI of Com < a, b >, whereas that on the
dotted-line edge represents the DEI of Com < a, b, c >.

First, as shown in Figure 5A, judging from the popularity of
comment users, Com < Ref , Org > as a debunking method
received more comments, meaning that using this combination

of debunking methods could induce widespread discussion
among users. Simultaneously, all the combination methods were
combinations of the refutation method and other debunking
methods, and DEIs of different combinations were relatively
different from one another (H = 347.485, p < 0.001). The
post-hoc comparisons via Kruskal–Wallis test with Bonferroni
correction showed that the results had a very high degree of
statistical significance between Com < Ref , Org > and other
two types of debunking methods (Com < Ref , Per,Org > and
Com < Ref , Per >) (see Figure 5). For Com < Ref , Org >

(DEICom<Ref ,Org> = 1.406) and Com < Ref , Per,Org >

(DEICom<Ref ,Per,Org> = 1.684), with the incorporation of
one debunking method, DEICom increased slightly. However,
for Com < Ref , Per > (DEICom<Ref ,Per> = 1.763) and
Com < Ref , Org > (DEICom<Ref ,Org> = 1.406), the DEI
of the combination method varies with different combinations
of debunking methods. Therefore, the research results show
that incorporating another debunking method is not necessarily
conducive to improving the debunking effect; however, the
scenario needs to be analyzed depending on specific rumors.

Second, for each rumor, the distribution of each combination
method is shown in Figures 5B–F. The post-hoc comparisons via
Kruskal–Wallis test with Bonferroni correction showed that the
results had a very high degree of statistical significance between
Com < Ref , Org > and other two types of debunking methods
(Com < Ref , Per,Org > and Com < Ref , Per >) for
News rumor; for PatientZero rumor, the results had a very high
degree of statistical significance between Com < Ref , Org >

and Com < Ref , Per,Org >; and for Car rumor, the
results had a very high degree of statistical significance between
Com < Ref , Org > and Com < Ref , Per > (see Figure 5).
According to the results in Table 6, for authority rumors (e.g.,
News rumor and Patient Zero rumor), the combination method
was the most effective in debunking rumors. In particular, as
shown in Figure 5B, in the combination method for News
rumor, Com < Ref , Org > was the most effective debunking
method (DEINewsCom<Ref ,Org> = 1.875), followed by Com <

Ref , Per > (DEINewsCom<Ref ,Per> = 1.798, H = 98.246, p <

0.001). Additionally, Com < Ref , Per, Org > had the
weakest debunking effect (DEINewsCom<Ref ,Per,Org> = 1.714).
However, for the PatientZero rumor, as shown in Figure 5D,
Com < Ref , Per,Org > was the most effective for debunking
rumors (DEIPatientZeroCom<Ref ,Per, Org> = 1.683), followed by
Com < Ref ,Org > (DEIPatientZeroCom<Ref , Org> = 1.520, H =

80.030, p < 0.001). Additionally, in post-hoc comparisons, for
Patient Zero rumor, although Com < Ref , Per > was the most
effective in debunking rumors (DEIPatientZeroCom<Ref , Per> =

2.250), the results had a low degree of statistical significance
between Com < Ref, Org> and Com < Ref, Per> (adjusted p =

0.068), and between Com<Ref, Per, Org> and Com<Ref, Per>
(adjusted p = 1.000).

Third, the results in Table 6 show that for the social category
of Car rumor and political category of Russia rumor, although
the refutation method was the most effective debunking way,
the combination method still achieved a suboptimal debunking
effect. Thus, we still considered the decomposition combination
method; the distributions of the corresponding combination
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FIGURE 5 | Distribution of debunking methods in a combination method: (A) overall, (B) News rumor, (C) Jiangsu rumor, (D) PatientZero rumor, (E) Russia rumor, and

(F) Car rumor. (a) Although certain combinations of methods are missing in some rumors, our study is based on available data to obtain the best combination of

methods to be used for debunking rumors. (b) The p-value was the adjusted p-value, which was employed with a Bonferroni-type adjustment of p-value.

methods are shown in Figures 5E,F. Interestingly, for the two
rumors, the debunking effectiveness of the combination method
did not exceed that obtained using the refutation method alone.
Our results indicated that using the refutation method alone
could achieve satisfactory rumor debunking effects for these
two rumors.

Fourth, from Table 6 and Figure 5, it is evident that the
same debunking method differs significantly in effectiveness
for different rumors. For example, for the Car rumor and
Russia rumor, the debunking effects of the refutation
method are also different (for example, DEICarRef = 2.522
and DEIRussiaRef = 1.047). Similarly, the combination
method has different debunking effects in News rumor
(DEINewsCom<Ref ,Org> = 1.875,DEINewsCom<Ref ,Per, Org> =

1.714) and PatientZero rumor (DEIPatientZeroCom<Ref ,Org> =

1.520, DEIPatientZeroCom<Ref ,Per, Org> = 1.683). Generally, in a
manner similar to that for the refutation method, the debunking
effect for Car rumor is better than that for Russia rumor. For
the same combination method of Com < Ref , Org > and
Com < Ref , Per,Org >, if an authoritative person is slandered

by the rumor, the debunking effect is better than that for the case
in which an authoritative organization is slandered by the rumor.

DISCUSSION

This study offers three key findings, based on the research
results. First, our analysis results showed that, among the six
commonly used debunking methods, the refutation method
with cited evidence is the most effective method for debunking
rumors. Both the refutation and combination methods can
achieve satisfactory results, and each combination method
contains the refutation method. Thus, for each rumor, the
refutation method with cited evidence plays a greater role
in debunking rumors. This finding is consistent with those
in previous research on rumor psychology literature, that is,
the refutation method provides evidence that indicates why
false information should not be believed (24). A convincing
explanation is a must for debunking inaccurate information
and preventing further propagation thereof (41). Compared
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with the debunking method without evidence, there are
two main reasons for the better debunking effect of the
refutation method with cited evidence: (a) the vividness
and persuasiveness of messages (75), and (b) an evidence-
providing refutation message may be perceived as more lucid
and persuasive than a flat denial (42). For the latter reason,
combined with the rumor psychology formula (Rumor =

Importance × Ambiguity,R = I × A) proposed by Allport
and Postman in 1947 (76, 77), the more important the rumor
information or the more obscure the evidence, the easier it
is to spread, meaning that a refutation method with detailed
debunking evidence can have a positive effect (78). This
shows that when debunking rumors, the government and other
authorities must provide persuasive evidence related to the
incident to weaken the ambiguity of rumors and help people
identify rumors.

Second, there are different best-performing debunking
methods for different rumors. For Car rumor and Russia rumor,
using refutation alone can most effectively combat rumors.
Compared with Russia rumor, we found that the same refutation
method has better debunking effects on Car rumor. Based on
the analysis of the characteristics of the rumor, we believe
that the effectiveness of debunking Russia rumor is lower
because of the following two possible reasons. First, the global
adoption of the Internet has accelerated the rapid spread of the
political category of Russia rumor among countries and regions.
Because of misunderstandings in translation and policies, it
has become highly difficult to expose rumors. Second, because
of factors such as international political relations, geography,
and political sensitivity of the event, there are only a few
subsequent reports tracking debunking information, thereby
increasing the uncertainty and ambiguity around the spread of
rumors. This shows that when dealing with the social category
of Car rumor and political category of Russia rumor, it is
necessary to provide concise and strong evidence to debunk it
while requiring more focus on Russia rumor. For the authority
category of News rumor and PatientZero rumor, our results show
that the combination method is the most effective for debunking
rumors. This may be because of the trust in authoritative persons
and organizations, and people may expect more information
or evidence from these authoritative sources, no matter these
authoritative sources spread true or false news online (79).
Especially during the COVID-19 pandemic, the public has
expressed a high degree of trust and expectations in authoritative
persons and organizations (80), thereby also reflecting the
urgent need for information about the latest developments in
COVID-19 treatment. Therefore, a combination of multiple
debunking methods is more effective in combating such rumors.
Additionally, comparing different rumors, our results show
that a combination of too many debunking methods may not
have a satisfactory effect in deterring the spread of rumors.
This may be because a combination of too many debunking
methods would interfere with the normal information selection
and cognitive analysis performed by people, decreasing the
attention and recognition ability of people owing to information
overload, thereby increasing the chances of people being misled
by rumors (81).

Third, for rumors of the same category, the corresponding
debunking strategies must be adopted according to the different
characteristics of rumors. In this study, we selected News rumor
and PatientZero rumor, which belong to the same category as
authority rumors, and analyzed the combination method that
had the optimal debunking effect. First, when using Com <

Ref ,Org > and Com < Ref , Per,Org > to debunk rumors,
the debunking effect for the News rumor was better than that for
the PatientZero rumor. This may be because in the PatientZero
rumor, owing to public dissatisfaction with the delayed treatment
of the early COVID-19 epidemic by the Wuhan government
and the accumulation of negative emotions, people doubted the
abilities of the government or authoritative organizations to deal
with the COVID-19 epidemic, thereby weakening the credibility
of official institutions. Thus, irrespective of the measures taken,
the public will give negative comments, and consequently, the
authoritative organizations will fall into the Tacitus trap owing
to the loss of credibility (82, 83). Behind the loss of credibility of
the government, there is a psychological phenomenon: the public
habitually questions the government (84). This kind of habitual
questioning is deep thought and is instinctive but persists for
a long time; that is, it will continue to exist regardless of the
evidence that is later presented. Therefore, to gain the trust of
the public and improve their credibility, governments and other
authoritative organizations should focus on the construction of
public opinion ecology. Second, for the PatientZero rumor, using
Com < Ref , Per,Org > to debunk rumors, the debunking effect
is better than using Com < Ref ,Org >. This might be because, in
the Patient Zero rumor, most of the public indicated the tendency
of a person (i.e., Yanling Huang) slandered by the rumor to
respond, and the combinations using the refutation, organization
response, and personal response methods satisfy the public
demand, thus achieving a better debunking effect. This suggests
that to curb rumors early, governments should focus on the needs
of the public, respond on time to their concerns, and provide
more support to meet their information needs. Specifically, when
an authoritative organization is slandered by a rumor (e.g.,
the Patient Zero rumor), Com < Ref , Per,Org > is the
most effective combination method, and when the authoritative
person is slandered by the rumor (e.g., the News rumor),
Com < Ref , Org > is the most effective combination method.
Therefore, for authoritative rumors, the choice of the most
effective debunking method varies depending on those slandered
by the rumor (i.e., person or organization) to debunk rumors.
In other words, the most effective combination method requires
avoiding the use of a combination of a debunking method where
the person or organization defamed by the authoritative rumor
responds personally and the refutation method.

Strengths and Limitations
This study is significant on two fronts, both in theory and
practice. On the theoretical front, first, this study proposed
a new annotation scheme for debunking methods, aiming
to propose corresponding debunking response strategies for
different rumors, which enriches research related to debunking
methods for social media. To the best of our knowledge,
this is the first study to establish a comprehensive coding
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scheme that can be used to categorize debunking methods in
debunking postings, particularly on Sina Weibo. Second, this
study proposed a novel method to measure the effectiveness
of different debunking methods based on stance responses to
debunking postings in user comments. To the best of our
knowledge, this study is one of the first to develop ameasurement
for the effectiveness of debunking rumors. Compared with
the decades of well-researched experimental, meta-analysis,
questionnaire, and survey work done on false rumors and their
correction (46, 47), this study uses deep learning methods to
develop optimal classifiers to detect user stance in comments
and focuses on developing an index to measure the debunking
effectiveness based on stance responses to debunking postings
in user comments on social media, which is more objective and
scientific. On the one hand, the biggest validity of this assessment
method is that it can provide relevant organizations with an
effective way to utilize the massive amount of objective data
from social media to detect users’ stances toward rumors or
debunking messages in real-time and achieve timely and effective
debunking of rumors. On the other hand, this assessment
method does not need to control the manipulation of debunking
methods in many traditional works (e.g., randomly assigning
people to different methods or controlling for many alternative
explanations for findings), which makes debunking rumors on
social media more cost-effective in terms of labor, money, and
time, and increases the effectiveness of debunking. Our findings
have enriched the literature on the mechanism of online effective
rumor debunking management and intervention from a text
mining perspective during the COVID-19 pandemic, which has
rarely been researched in the field of information systems and
public health.

This study provides three practical implications for news
outlet professionals, social platform managers, and Chinese
government regulators regarding the use of rebuttals in
combating online rumors during the COVID-19 pandemic. First,
we would expect media practitioners and news organizations to
comply with professional values while debunking rumors, such
as publishing well-founded news after fact-checking, quoting
trustworthy sources, and providing appropriately detailed
evidence. In particular, practitioners should do a detailed
verification of the many aspects of information released by
authoritative sources. One of the main reasons is when such
fake news stories are conveyed by authoritative figures, as in the
case of the lab incident in Wuhan while testing an HIV vaccine
(79). When this scenario finds the support of authoritative
persons or organizations, it becomes popular and quasi-real,
even without being supported by data or evidence, feeding off
the idea that there is some sort of plot to silence people that
are perceived as menacing or challenging the status quo in the
scientific community (79). Therefore, regardless of who publishes
debunking information, practitioners should do a good job of
fact-checking, they can’t let their guard down just because it’s
the word of an authoritative person or organization. Second,
social media managers, in the case of information overload,
should consciously verify and strictly control information sources
and their published information, take up the vital responsibility
of providing users with real and high-quality information, and

induce a positive public opinion environment. Third, the Chinese
government staff must improve the cognitive ability of its citizens
to identify rumors and provide support for the early detection
and interruption of rumor spreading, such as improving their
digital literacy and health literacy (i.e., the ability to obtain, read,
understand, and use healthcare information to make appropriate
health decisions and follow instructions for treatment) (85).
Simultaneously, to enhance the public’s “critical thinking ability”
and “trust in science,” different debunking methods should be
adopted for different rumors, especially for political rumors
and rumors slandering authoritative persons or organizations.
Additionally, the government should enhance the monitoring of
the debunking effectiveness of official communication channels
on social networking sites, such as the Government Information
page on Sina Weibo, consider the ecological construction of
public opinion, and improve its credibility to win the approval of
public opinion. Government-affiliated accounts should leverage
social platforms to combat online rumors, attend to the needs
and intentions of the public, pay attention to public feedback,
and formulate effective debunking strategies to mitigate the
existence of rumors at the earliest. Finally, the government and
authoritative organizations should improve their credibility by
appropriately encouraging commentary-based interactions of the
public on social media platforms and enhancing public trust and
intimacy with the government.

However, this study has some limitations. First, the sample
size and the type of social media platform surveyed were
limited owing to the threat of the rapidly spreading COVID-
19 pandemic. This paper focuses on the study of five rumors
related to COVID-19 in the Chinese social media environment,
the generalization of the results to other countries and cultures
is constrained. Thus, in future relevant studies, better results
might be achieved using adequate sample size and multiple
platforms and making comparisons between platforms, such as
Sina Weibo and Twitter. Second, although we attempted to use
the optimal classifier for text classification in this study, some
errors cannot be avoided in the text analysis process. On the one
hand, future research could improve the accuracy of the classifier
by improving the algorithm to classify users. On the other hand,
in this study, the performance of classifiers was evaluated using
the macro-F1 score, which was more intuitive but gave equal
weight to precision and recall and was ineffective regarding
true negatives. Thus, future research can use other high-quality
evaluation methods at the same time. For example, for an
unbalanced classification problem, future work will consider
the use of Receiver Operating Characteristic (ROC) and Area
Under Curve (AUC) to measure the performance of classification
models, a weighted arithmetic mean with weight p given to
recall and weight

(

1− p
)

given to precision to express F-measure
(67), and measurement methods in the general multiclass case
considering connections between the concepts of informedness,
markedness, correlation, and significance as well as their intuitive
relationships with recall and precision (86). Third, although
we considered two aspects of the effectiveness of debunking,
we only used one measure to evaluate the effectiveness of
debunking and focused on the post-debunking situation. Thus,
on the one hand, future work will consider developing multiple
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measures that can summarize all aspects of effectiveness, for
example, adding an aspect that examines the impact of postings
from the perspective of social network structure, such as the
depth, breadth, and structural virality of debunking postings,
aspects of the characteristics and influence of refuters, and
the corresponding aspects of rumor denial and information
redundancy. On the other hand, we will consider a better
measurement of debunking effectiveness from the perspective of
causal effects, such as tracking rumors in real-time, and consider
the change in veracity status (such as unverified, true, false)
at different points of the life cycle of a rumor, to construct a
better measurement of debunking effectiveness which depends
on both situations before and after debunking. Fourth, rumors
appeal to people because they seem to be able to express
or gratify their emotional needs, especially the catharsis of
negative emotions related to anger, frustration, hatred, and/or
anxiety. Therefore, future research should consider combining
the user stance expression, subdividing the problems exposed
to negative emotions, and investigating its related influencing
factors. Finally, as rumors are often short-lived, there is a
temporal dimension that seems to tackle further consideration.
This study only portrayed and described the overall phenomenon
of rumor debunking and did not consider temporality. Thus,
future research will consider analyzing the state changes of
various stances that evolve at different periods of the life cycle of
a rumor, such as when comments are made or how long rumors
or debunking messages persist or remain persuasive, and reveal
the underlying reasons behind such changes.

CONCLUSIONS

This study proposed a new annotation scheme to categorize the
debunking methods of postings on Sina Weibo. We built text
classification models to automatically detect stance responses
to debunking postings in user comments. Based on the results
of identifying user stance in comments, we proposed a new
method to measure the effectiveness of different debunking
methods. In addition, we used five rumors related to COVID-19
as cases and compared the effectiveness of different debunking
methods. Our main findings are as follows: First, the refutation
method is the primary choice among debunking methods and
has the best debunking effect, whether it is used alone or in
combination with other debunking methods. Second, for the
social category of Car rumor and political category of Russia
rumor, using the refutationmethod alone can achieve the optimal
debunking effect. Third, for authoritative rumors, a combination
method has the optimal debunking effect, but the most effective

combination method requires avoiding using a combination of a
debunking method where the person or organization defamed by
the authoritative rumor responds personally and the refutation
method. Furthermore, we believe this study is significant on two
fronts. First, we proposed a new scheme for the classification of
debunking methods and formulated a novel method to measure
the effectiveness of debunking methods by analyzing the stances
of users’ comments toward different debunking postings. Second,
for each rumor, we revealed debunking strategies that could
effectively prevent people from spreading rumors. Our research
findings provide relevant insights into ways to effectively debunk
rumors amid public health emergencies on social media, aiming
to support the crisis management of rumors, with a view to taking
necessary actions in response to COVID-19 rumor outbreaks.
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Polycystic ovarian syndrome (PCOS) is a hormonal disorder found in women of

reproductive age. There are different methods used for the detection of PCOS, but

these methods limitedly support the integration of PCOS and mental health issues.

To address these issues, in this paper we present an automated early detection and

prediction model which can accurately estimate the likelihood of having PCOS and

associated mental health issues. In real-life applications, we often see that people are

prompted to answer in linguistic terminologies to express their well-being in response to

questions asked by the clinician. To model the inherent linguistic nature of the mapping

between symptoms and diagnosis of PCOS a fuzzy approach is used. Therefore, in the

present study, the Fuzzy Technique for Order of Preference by Similarity to Ideal Solution

(TOPSIS) method is evaluated for its performance. Using the local yet specific dataset

collected on a spectrum of women, the Fuzzy TOPSIS is compared with the widely used

support vector machines (SVM) algorithm. Both the methods are evaluated on the same

dataset. An accuracy of 98.20% using the Fuzzy TOPSIS method and 94.01% using

SVM was obtained. Along with the improvement in the performance and methodological

contribution, the early detection and treatment of PCOS and mental health issues can

together aid in taking preventive measures in advance. The psychological well-being

of the women was also objectively evaluated and can be brought into the PCOS

treatment protocol.

Keywords: support vector machines, fuzzy TOPSIS, fuzzy AHP, polycystic ovarian syndrome, mental health issues,

machine learning, classifiers, fuzzy logic

INTRODUCTION

Polycystic ovarian syndrome (PCOS) is a hormonal disorder usually found in young adult women
and in women of reproductive age. It is a common and pervasive hormonal disorder with multiple
phenotypes having different presentations (1). PCOS was first discovered by Stein and Leventhal
(2). According to WHO, around 6–26% of women are affected by PCOS. It includes failure to
ovulate and infertility, along with mental health complications. PCOS has several effects ranging
from acne and obesity to irregular menstruation and infertility, which might lead to imparity in
the quality of life (3–5). PCOS can be detected using the Rotterdam Consensus, where the person
under study should meet at least two of these conditions: (a) absence of ovulation, (b) symptoms of

88

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://doi.org/10.3389/fpubh.2021.789569
http://crossmark.crossref.org/dialog/?doi=10.3389/fpubh.2021.789569&domain=pdf&date_stamp=2021-11-30
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles
https://creativecommons.org/licenses/by/4.0/
mailto:kashwini@iisc.ac.in
https://doi.org/10.3389/fpubh.2021.789569
https://www.frontiersin.org/articles/10.3389/fpubh.2021.789569/full


Kodipalli and Devi Prediction of PCOS and Its Mental Health

hyperandrogenism, and (c) ovaries affected with polycysts (6).
PCOS causes several effects such as amenorrhea, obesity, type
2 diabetes, metabolic impairment, and cardiovascular disorders.
As per WHO, the prevalence of PCOS is estimated to be
between 6 and 26% (7). In India, the prevalence of PCOS ranges
between 9.13 and 36% (8). PCOS is one of the major factors
for infertility and emotional problems. Approximately up to
one-third of females with PCOS have fertility issues. Women
with PCOS have more anxiety and depression than women in
general. The percentage of depression and anxiety in women with
PCOS is 28–39% and 11–25%, respectively (9, 10). International
research shows that PCOS has a significant effect on both physical
and emotional well-being and, hence, affects the quality of
life (11).

Recent research has shown that PCOS can be detected
using an ultrasound scan where the doctor counts the size
and number of follicles in the ovaries. PCOS can also be
detected using biochemical examinations such as blood tests and
hormonal examinations, yet it is an expensive investigation. It
can also be predicted using clinical parameters such as menstrual
cycle length and body mass index (BMI), however, it involves
clinical acumen and the subjectivity of the clinician, as well
as the intrusion of privacy of the women; also, the process is
not automated and the emotional wellness of the women is
not considered.

In the literature, various methods are proposed to detect
PCOS. They are broadly categorized into two groups.

1. The studies where the association between PCOS and mental
health is investigated using various statistical tools such as χ2

and Fisher’s exact test. Here, however, the diagnosis of PCOS
and its accuracy are not considered.

2. The studies where PCOS is detected using machine
learning algorithms and image processing techniques,
but psychological and emotional wellness is not considered.

We were motivated by the above limitations of existing works;
thus, the current research is designed to include both clinical and
psychological parameters to detect and diagnose the likelihood
of having PCOS and its associated mental health problems.
Since the clinical and psychological data pertaining to PCOS
varies from woman to woman and involves inherent uncertainty,
imprecision, and ambiguity, the traditional machine learning
algorithms will not model the system under consideration.
The fuzzy algorithms such as the fuzzy technique for order
of preference by similarity to ideal solution (TOPSIS) and
fuzzy analytical hierarchal process (AHP) are evaluated for
their efficacy and robustness against traditional algorithms such
as support vector machines (SVM), K nearest neighbor, and
decision tree (D-tree).

The organization of the paper is as follows. Related work
describes the related work, the drawbacks of the existing
methods, and the problem statement. Proposed method provides
the proposed methodology and collection of data. Results
explains the results and Discussion includes the comparative
study of the results through discussion. Finally, Conclusion
concludes the paper.

RELATED WORK

Some of the studies which proved the relationship between PCOS
and mental health and the classification algorithms used for the
prediction of PCOS are reviewed and presented below:

As per the systematic and exhaustive survey conducted
by Himelein et al. (12), it was indicated that PCOS is also
associated with psychological/mental health issues such as body
dissatisfaction, depression, anxiety, and eating disorders, and
thus, reduces the quality of life. Although in his research he did
not describe the implicit relationship between PCOS and mental
health, he suggested strongly that the effective treatment of PCOS
can stabilize mental health issues.

Conte et al. (13) conducted a systematic review on mental
health and physical exercise in women with PCOS and reported
that introducing physical activity can improve the quality of life
and psychological well-being of women. Kerchner et al. (14)
established the relationship between PCOS and mental health
and identified the risks and predictors for depression in women
with PCOS. In his research, a total of 60 women with PCOS
were considered and were given Primary Care Evaluation of
Mental Disorders Patient Health questionnaires (PRIME-MD
PHQ) (15), the Beck Depression Inventory-II (BDI) (16), and
the Beck Anxiety Inventory (BAI) (17) to detect mental health
disorders. The data were analyzed using χ2 and Fisher’s exact test
to evaluate the categorical variables. It was found that 40% (24 out
of 60) of women are suffering from depression and 16.6% suffer
from mood disorders which shows that at least 56.6% of women
with PCOS have mental health issues.

Wolf et al. (18) conducted a systematic review based on
geographical location and ethnicity. The study found that
the prevalence of PCOS was between 6 and 9% across the
United States, United Kingdom, Spain, Greece, Australia, Asia,
and Mexico based on the National Institutes of Health (NIH)
diagnostic criteria. The study also suggested that there is no racial
or ethnic influence on the prevalence of PCOS. Naz et al. (19),
demonstrated the prevalence of PCOS in the adult population.
In his meta-analysis, 12 published articles were considered and
Egger and Begg’s tests were used to check the publication bias.
Using 477 participants and the STATA software, it is proved
that PCOS in the adult population was 11.04% based on the
Rotterdam criteria, 3.39% based on the NIH criteria, and 8.03%
based on the Androgen excess and PCOS society.

Banting et al. (20), in their research along with the association
of mental health and PCOS, also investigated physical inactivity,
motivators, and support providers for women with and without
PCOS. Using a local database and computational statistics, he
concluded that a woman with PCOS requires more support
compared with women without PCOS. Similarly, Berni et al. (21),
investigated Autism Spectrum Disorder (ASD) and Attention
Deficit Hyperactivity Disorder (ADHD) and proved that the
incidence of ASD and ADHD is higher in children of mothers
with PCOS. In a similar development, Chandhari et al. (22)
investigated the association of PCOS with psychiatric morbidity
and its impact on quality of life. Using binary logistic regression,
he could associate PCOS with psychiatric morbidity.
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Some studies investigated the detection of PCOS using
computational and machine learning algorithms. In a recent
development, Sachdeva et al. (23) compared the phenotypes in
PCOS by considering their metabolic, clinical, and hormonal
profiles, and their differential responses to clomiphene. Using
descriptive statistics, the authors concluded that patients with
full-blown PCOS (phenotype A) are at a higher risk of
metabolic and cardiovascular disorders compared with others,
thus concluding that phenotype division can help patients
in their accurate diagnoses. In a recent computational study
by Denny et al. (24), an early detection and prediction
model for PCOS was proposed and it was concluded that
the random forest classifier provided an accuracy of 89.02%.
He considered 541 women with 23 attributes that consist
of both clinical and metabolic parameters. Similarly, another
work by Vikas et al. (25) considered 119 women with 18
attributes consisting of clinical parameters that were used to
evaluate PCOS and obtained an accuracy of 97.65% using
the Naïve Bayes classifier. The study conducted by Anuradha
and Priyanka (26) considered 84 women and 13 attributes to
detect PCOS and obtained an accuracy of 94% using artificial
neural networks. The study by Deshpande and Wakankar (27)
considered imagining parameters such as follicles along with
the biochemical and clinical parameters such as hormonal
levels and BMI for the detection of PCOS. Support vector
machine was used for the classification and obtained an accuracy
of 95%.

Mishra and Prakash (28) found that, for computing human
cognitive capabilities, fuzzy logic is the most effective computing
method. The categories of the medical data are clearly explained
in this paper. Further, Ansari et al. (29), explained in their
research how Fuzzy TOPSIS can be used extensively for
trustworthy health care development software.

But none of the studies have considered mental health in their
analysis. In all the studies, the data was obtained by interviewing
the women and from the laboratory. As the characteristics of
the data are uncertain and since the likelihood of having PCOS
depends on multiple parameters, fuzzy algorithms are more
appropriate than crisp algorithms.

The following lacunae were found from the
literature survey:

1. The studies where the association between PCOS and mental
health is investigated did not evaluate the performance,
efficacy, and robustness of PCOS detection.

2. Among the studies where the PCOS detection is carried out
using machine learning algorithms, the psychological well-
being parameters are not considered.

3. Integrated studies on PCOS detection and the analysis of its
associated mental health were not present in the literature.

4. The existing studies employ statistical tools. However,
there are no studies that could implement soft computing
approaches like fuzzy sets and multi-criteria decision
analysis systems.

5. An effective and early diagnosis system that can screen
many people in a time-bound and cost-effective manner does
not exist.

6. There are limited computer-assisted tools that help women
in the screening of PCOS and its associated mental health
privately and comfortably. It only requires the woman
who is to be tested to take the questionnaire and get the
diagnosis immediately.

In the current study, both physical and psychological parameters
are considered for developing an automated PCOS and its
associated mental health detection. The clinical data collected
from the diverse population is non-deterministic, irregular,
imprecise, and uncertain, making soft computing approaches
such as fuzzy TOPSIS and fuzzy AHP better candidate methods
than traditional methods.

PROPOSED METHOD

The methodology proposed in this study is described below:

Study Design
The research is mainly focused on developing an early prediction
model. The study is designed to include young adult women of
age <25. Women taking treatment for acute illness, pregnant
women, and women under substance abuse are excluded from
this study. The study protocol was approved by the ethical
committee of the institution where the study is carried out. The
written consent of the participants (subjects) was collected before
involving them in the study. The study involved the participation
of two expert gynecologists and one psychologist who designed
the questionnaires. The questionnaire included 11 questions
related to physical aspects, 10 questions related to anxiety and
depression using the K10 tool, 5 questions on social phobia, and 5
questions on body image dissatisfaction. Table 1 provides a brief
overview of this questionnaire. The expert panels comprising of
two gynecologists and one psychologist interviewed the subjects
and filled the questionnaire form. Based on the answers for
different questions, the expert panels have mapped the subjects
into one of the four categories, viz, A1: subject having both
PCOS and mental health issues; A2: subject having only PCOS
problem; A3: subject having only mental health issues; and A4:
subject being normal. The expert panel filled the questions by
interviewing the subjects and also mapped every subject to one
of the four predefined categories.

Data Collection
In total, 660 subjects were chosen for the study where 624 have
agreed to participate and others have declined to participate due
to various reasons. The expert panel completed the questions by
interviewing the subjects and also mapped every subject to one of
the four pre-defined categories. This data is stored in a comma-
separated values (CSV) file and it is used and processed for
subsequent analysis by algorithms. Data visualization and data
analysis, using matplotlib, were performed to gain more insight
into the data. After analysis, the results of the regularity in the
menstrual cycles of the subjects are shown in the form of a graph
in Figure 1. The pie chart of the answers of the subjects regarding
the length of their menstrual cycle is shown in Figure 2.
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TABLE 1 | Brief overview of the questionnaire.

Variables Criteria

Physical aspects

C11 Regularity of periods

C12 Length of the menstrual cycle

C13 Duration of the flow

C14 Number of pads used per day

C15 During cycle, tendency to grow dark, coarse hair on chest and

chin

C16 Weight gain

C17 Eating junk food

C18 Meal times and eating pattern

C19 Sleep Schedule/Sleep pattern

C110 Family history of diabetes

C111 Family history of hypertension

Anxiety and depression (K10 Tool)

C21 Feel tired for no good reason

C22 Feel nervous

C23 Feel so nervous that nothing could calm you down

C24 Feel hopeless

C25 Feel restless or fidgety

C26 Feel so restless that you could not sit still

C27 Feel depressed

C28 Feel everything was an effort

C29 Feel so sad that nothing could cheer you up

C210 Feel worthless

Social phobia

C31 Intense and persistent fear that others might evaluate you

C32 Fear of being humiliated in social situations

C33 Feeling extremely self-conscious

C34 Fear that others will notice blushing/sweating

C35 Try hard to avoid social situation/interaction

Body image dissatisfaction

C41 Spend a lot of time worrying about their appearance

C42 Experience dissatisfaction with their appearance

C43 Avoid wearing certain cloths because they may look fat

C44 Compares their appearance with others and feel low

C45 Dissatisfaction and self-consciousness of appearance interferes

with social activities and interactions

Methodology
As noted in the literature survey in the previous section, the
majority of research in this area is carried out using traditional
methods like the T-square test, Chi-Square test, etc. The current
implementation is an approach to apply machine learning and
fuzzy systems to the data and perform a comparative study of the
two. Figure 3 depicts the block diagram of the proposed method.

A woman who has agreed to participate in the study is
called a subject under study. The data collection for this study
includes both physical assessments (menstrual cycle, regularity
of the cycle, length of the cycle, duration of the cycle, recent
weight gain, hair loss, family history of having diabetes and
hypertension, and eating and sleeping habits) and psychological

assessments (anxiety, depression, body image dissatisfaction, and
social phobia). Based upon the answers given by the subjects
to the 31 questions, the panel of doctors decides to put them
into one of the four categories. Once the data is collected, it
is stored in a CSV file. The data pertaining to each subject
corresponds to a row and their answers for each question are
noted in the corresponding columns. Thus, the dataset has 31
columns i.e., one column for every question and one last column
for the category they fall into. This file is then used to implement
classifier algorithms in themachine learning and TOPSISmethod
in the Fuzzy systems.

In the machine learning module, the acquired data in the
CSV file undergoes data processing, which includes checking
for missing and erroneous values. As the responses chosen by
the subject are categorical, the values are replaced with integers
for the representation and processing by machine learning
algorithms. Eighty percent of the data is used for training and the
remaining 20% of the data is used as test data. After analyzing the
training data, it is observed that the data is not balanced as few
classes had fewer numbers of samples and the remaining classes
had more numbers of samples. Therefore, the data is balanced
using the K nearest neighbor algorithm. Some samples are chosen
and their K nearest neighbors are found and the mean values of
these samples are added to the training data. The first 31 columns
are considered as the features and the last column is the target
variable. A classifier is used to predict the category of the new
instances. The algorithms used here are the D-Tree classifier,
K-Nearest Neighbor (KNN) classifier, and the SVM as they are
some of the most commonly used classifiers in the domain.
The algorithms use the training data to learn. The prediction is
performed on the test data. Themodels are evaluated by checking
their accuracy scores. An automated system is also a part of the
implementation which is used to take a new instance as input by
entering options in the set of questions. This is fed to the classifier
to predict the appropriate class of the new instance.

Similarly, the same CSV file is used to implement the
TOPSISmethod. For the implementation using the fuzzy TOPSIS
method, the data in the original form is considered without
converting the response (for example, less than a day, more than
7 days, 5–7 days, quite irregular, fairly irregular, sometimes, most
of the times, etc.) into numerical form, where the response given
by the subjects are uncertain or vague.

Figure 4 depicts the computational model to detect PCOS
using physical parameters. As stated in the study design, in
total 11 criteria from C11 to C111 are used as input in the
computational model involvingmachine learning algorithms and
multi-criteria decision systems such as fuzzy AHP followed by the
fuzzy TOPSIS. The output of the computational model is discrete,
viz, normal, moderate, and high PCOS problems. Similarly,
Figure 5 shows the detection of mental health disorders using
anxiety and depression, social phobia, and body dissatisfaction
aspects. As depicted in Table 1 of the study design, C21–C45 are
the criteria variables given as input to the computational models.
In the same lines, the output is normal, moderate, and high
mental health issues. The outcome of both physical aspects and
mental health disorder are combined using fuzzy rules to provide
final inference as abnormal having both PCOS andmental health,
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FIGURE 1 | Non- polycystic ovarian syndrome (PCOS) subjects vs. PCOS subjects (regularity in the cycle).

FIGURE 2 | Non-PCOS subjects vs. PCOS subjects (typical length of menstrual cycle).

abnormal having only PCOS, Abnormal having only mental
health issues, or Normal.

Fuzzy AHP
In the proposed PCOS detection system, in order to quantify the
weights in Fuzzy TOPSIS, Fuzzy AHP (30, 31) is used, which is
depicted in Figure 6. The systematic steps are as follows:

Step 1: A criteria pair-wise comparison matrix Mij is
constructed. In total, 31 criteria are considered for the
detection of PCOS and its associated mental health. Mij is
constructed by comparing the criteria in pairs to decide which
among each pair is preferred or has a greater amount of
quantitative property, or whether or not two of the criteria
are identical. For this research work, the Mij is constructed
with the linguistic variables and its associated triangular fuzzy
numbers as shown in Table 2.

Step 2: Construct the fuzzified geometric mean value. It is
calculated as follows,

Mij = (x1 × x2 × x3 × . . . xn)
1
n ×

(

y1 × y2 × y3 × . . . yn
)
1
n

× (z1 × z2 × z3 × . . . zn)
1
n (1)

where x1 . . . xn are the first elements in the fuzzy triangular
numbers, y1 . . . yn are the second elements in the fuzzy
triangular numbers, similarly, z1 . . . znare the third elements
in the fuzzy triangular numbers, and n is the number of
criteria, i.e., n= 31.
Step 3: Calculate the fuzzy weights (w̃) using the formula,

wi = ri × (r1 + r2 + r3 . . . rn)
−1 (2)

where r1 is the addition of the first column of the fuzzified
geometric mean value, similarly, r2 and rn is the addition
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FIGURE 3 | Block diagram of the proposed method.

of second and nth columns of the fuzzified geometric mean
value, respectively.
Step 4: Any defuzzification method can be used to calculate
the defuzzified weights (wi). For the proposed work, the
Center of Area (COA) method is used.

COA =

(

a+ b+ c
)

3
(3)

Where a, b, and c are the 3 sides of the triangle formed by the
triangular membership function.
Step 5: From the weights (wi), calculate
normalized weights (wj),

wj =
wi

∑n
i=1 ci

(4)

These normalized weights are used to assign weights for the
TOPSIS method.

Fuzzy TOPSIS
The Fuzzy TOPSIS method (32) is used which is described
as follows:

Step 1: Initially the committee of decision-makers is formed.
For this research work, the decision-makers are expert doctors
in the gynecology department and the psychology department.
The fuzzy rating of each decision-maker Dk where(k =

1, 2, 3) can be expressed as a triangular fuzzy number p̃k
where (k = 1, 2, 3) with membership function µ × p̃k (x ).
Step 2: Identify the key criteria and sub-criteria for evaluation.
Step 3: Select the suitable linguistic variables for evaluating the
parameters such as criteria and alternatives. Tables 3, 4 show
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FIGURE 4 | The computational model for the detection of PCOS.

FIGURE 5 | The computational model for the detection of mental health.

the linguistic variables and their associated fuzzy numbers for
each criterion and alternatives.
Step 4: Quantify the weights for each criterion based on the
values obtained from the AHPmethod. Using triangular fuzzy
numbers, the decision-makers ratings are described as follows,

p̃k = (mk, nk, ok), where k = (1, 2, 3), then the total fuzzy
rating can be determined as p̃ = (m, n, o) where,

m = mink {mk} , n =
1

k

k
∑

k=1

nk, o = maxk {ok} (5)

If the fuzzy ratings and the weights of kth decision-makers are

ỹijk =
(

mijk, nijk, oijk
)

and w̃ijk =
(

wjk1,wjk2,wjk3

)

(6)

where i = 1, 2, 3 . . . m and j = 1, 2, 3,. . . . . . n., then the total
fuzzy rating (ỹij) of alternative will be

ỹij =
(

mij, nij, oij
)

where

mij = mink
{

mijk

}

, nij =
1

k

k
∑

k=1

nijk, oij = maxk
{

oijk
}

(7)

w̃ij is the aggregated fuzzy weights of each criterion and is
given by w̃j =

(

wj1,wj2,wj3

)

where

wj1 = mink
{

wjk1

}

,wj2 =
1

k

k
∑

k=1

wjk2,wj3 = maxk
{

wjk3

}

(8)
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FIGURE 6 | Fuzzy AHP.

Step 5: The fuzzy decision matrix is constructed as

D̃ =

ỹ11 ỹ12 ỹ1n
ỹ21 ỹ22 ỹ2n
ỹm1 ỹm2 ỹmn

w̃ =
[

w̃1, w̃2, . . . w̃n

]

. Here, ỹij and w̃j can be approximated by
the positive triangular fuzzy numbers.
Step 6: Using linear scale transformation, the values of the
criteria are transformed from a criteria scale into a comparable
scale as

Ã =
[

ãij
]

m×n
where

ãij =

(

mij

c∗j
,
nij

c∗j
,
oij

c∗j

)

, c∗j = maxi
(

cij
)

(9)

Step 7:The normalized weighted decisionmatrix is calculated.
The weighted normalized decision matrix (ṽ) is calculated as

ṽ =
[

ãij
]

m×n

where, ãij = ãij × w̃j (10)

Step 8: Then the fuzzy positive ideal solution (FPIS,B∗) and
fuzzy negative ideal solution (FNIS, B−) are calculated as

B∗ =
(

ã∗1 , ã
∗
2 , . . . ã

∗
n

)

B− =
(

ã−1 , ã
−
2 , . . . ã

−
n

)

where ã∗j = maxi
{

vij3
}

where ã−j = mini
{

vij1
}

(11)

Step 9: The distance from the alternative to the FPIS and
FNIS as

d∗i =

n
∑

j=1

(

ãij, ã
∗
j

)

× dv where i = 1, 2, . . .m (12)

TABLE 2 | Linguistic variables and their fuzzy numbers.

Sl.

No

Linguistic variables Fuzzy triangular numbers

1. Equal important (1, 1, 1)−1

2. Moderate important (2, 3, 4)−3

3. Strong important (4, 5, 6)−5

4. Very strong important (6, 7, 8)−7

5. Extreme important (9, 9, 9)−9

6. Intermediate 2–(1, 2, 3), 4–(3, 4, 5), 6–(5, 6, 7),

8–(7, 8, 9)

TABLE 3 | Linguistic variables for the importance weight of each criterion.

Sl.

No

Linguistic variables Triangular fuzzy numbers

1. Very Less Relevant

(VLR)

(0, 0, 2)

2. Less Relevant (LR) (2, 3, 4)

3. Relevant (R) (4, 5, 6)

4. High Relevant (HR) (6, 7, 8)

5. Very High Relevant

(VHR)

(8, 9, 10)

TABLE 4 | Linguistic variables for alternatives.

Sl.

No

Linguistic variables Triangular fuzzy numbers

1. Very Low (VL) (0, 0, 0.2)

2. Low (L) (0.20, 0.3, 0.4)

3. Medium (M) (0.4, 0.5, 0.6)

4. High (H) (0.6, 0.7, 0.8)

5. Very High (VH) (0.8, 0.9, 1)

d−i =

n
∑

j=1

(

ãij, ã
−
j

)

× dv where i = 1, 2,m (13)

where dv is the distance between 2 fuzzy numbers.
Step 10: The closeness coefficient (CCi) is calculated as

CCi =
d−i

d∗i + d−i
(14)

Step 11: The physical and mental health are obtained in the
decreasing order of the closeness coefficient values. The entire
flowchart of the TOPSIS method is shown in Figure 7.

RESULTS

The proposed methodology using Fuzzy AHP and Fuzzy
TOPSIS is implemented in python (Python Software Foundation.
Delaware, United States). For quantifying the weights in fuzzy
TOPSIS, fuzzy AHP is used. The normalized weights from the
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fuzzy AHP are shown in Tables 5A–C for a test example. As
seen from Table 5A, it is observed that the weights C11, C12,
C13, C14, and C16 have higher values compared with C15,
C17, C18, C19, C110, and C111. Higher values for the weights
indicate the relatively higher importance of those criteria. From
Table 5B, it can be seen that C21, C22, C23, C25, and C27
have higher importance since the weights have higher values. In
the same lines, as observed from Table 5C, C41 and C42 have

FIGURE 7 | The flow of the Fuzzy TOPSIS method.

higher weights and hence, these criteria have more importance
compared with other criteria. Hence it is validated that, C11, C12,
C13, C14, C16, C21, C22, C23, C25, C27, C41, and C42 are more
important criteria in comparison with other criteria in making
decision as given by fuzzy AHP. In the same way, the clinicians
were also asked to provide the relative importance of the 31
criteria based on their clinical acumen. Their expert opinion also
exactly matched with the outcome of the fuzzy AHP. Hence these
weights are used for assigning the values in the fuzzy TOPSIS.

From equations 12 and 13, the distance between FPIS
and FNIS for different criteria is computed and is given
in Tables 6–8. The values obtained in these tables are used
to compute the closeness coefficients. Table 9A provides the
closeness coefficients between FPIS and FNIS for PCOS. A higher
closeness coefficient value indicates a high probability of having
PCOS. It can be seen that CC1 is higher compared with CC3 and
CC2. Hence, it is observed that P1 (high PCOS) > P3 (moderate
PCOS) > P2 (normal PCOS), therefore it is inferred that the
possible condition is high PCOS for this particular test example.
Similarly, Table 9B, shows the closeness coefficients between
FPIS and FNIS for mental health. It is observed that M1 (high
mental health) > M3 (moderate mental health) > M2 (normal
mental health), and therefore the inference is high mental health
issues for the same test example.

Based on the individual (both physical and psychological)
closeness coefficients, the fuzzy rules are framed in consultation
with the clinicians. The rules are given in Table 10.

Similarly, machine learning algorithms, D-tree, KNN, and
SVM algorithms are used to predict PCOS and its associated
mental health issues independently and the final inference is
drawn as per the rules provided in Table 9. In this process,
the entire dataset is divided into a training set (80%) and
testing set (20%).

The confusion matrix due to the classification using SVM and
fuzzy TOPSIS is provided inTable 11 respectively. It can be noted
that the Fuzzy TOPSIS method provides the highest performance
compared with all other classifiers.

TABLE 5A | Weights for the criteria from C11 to C111.

C11 C12 C13 C14 C15 C16 C17 C18 C19 C110 C111

0.074 0.074 0.074 0.074 0.038 0.068 0.036 0.036 0.036 0.023 0.023

TABLE 5B | Weights for the criteria from C21 to C210.

C21 C22 C23 C24 C25 C26 C27 C28 C29 C210

0.045 0.045 0.045 0.023 0.029 0.04 0.021 0.012 0.012 0.012

TABLE 5C | Weights for the criteria from C31 to C35 and C41 to C45.

C31 C32 C33 C34 C35 C41 C42 C43 C44 C45

0.017 0.017 0.017 0.017 0.017 0.019 0.019 0.014 0.014 0.006
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TABLE 6 | Distance between P* and Pi (i = 1, 2, 3), P− and Pi (i = 1, 2, 3) for the criteria from C11 to C110.

d(Pi, P
*) C11 C12 C13 C14 C15 C16 C17 C18 C19 C110 C111

d(P,P* ) 2.35 2.35 3.34 2.35 2.95 4.24 2.95 2.3 2.3 3.1 3.1

d(P2,P
*) 9.38 9.38 8.54 9.38 6.6 8.27 6.6 5.4 5.4 4.08 4.08

d(P3,P
*) 4.8 4.8 6.43 4.97 4.08 5.46 4.08 3.38 3.38 2.42 2.42

d(Pi, P
−) C11 C12 C13 C14 C15 C16 C17 C18 C19 C110 C111

d(P1, P) 8.3 8.3 7.72 8.3 5.94 7.17 5.94 4.91 4.91 2.72 2.72

d(P2,P
−) 1.15 1.15 2.37 1.15 2.02 2.5 2.02 1.57 1.57 1.73 1.73

d(P3,P
−) 5.96 5.96 4.22 5.79 4.57 5.55 4.57 4.34 4.34 3.6 3.6

TABLE 7 | Distance between M* and Mi (i = 1, 2, 3), M− and Mi (i = 1, 2, 3) for the criteria from C21 to C210.

d(Mi,M) C21 C22 C23 C24 C25 C26 C27 C28 C29 C210

d(M1,M
*) 2.35 3.33 3.33 2.09 3.34 3.33 2.84 2.09 3.24 3.07

d(M2,M) 9.38 9.38 9.38 7.5 8.54 9.38 6.84 7.5 7.5 7.5

d(M3,M
*) 4.8 5.3 5.3 3.95 4.97 5.3 4.08 3.95 4.59 4.46

d(Mi, M
−) C21 C22 C23 C24 C25 C26 C27 C28 C29 C210

d(M1,M
−) 8.3 7.73 7.73 6.5 7.72 7.73 6.07 6.5 5.78 5.96

d(M2,M
−) 1.15 1.15 1.15 0.92 2.37 1.15 1.89 0.92 0.92 0.92

d(M3,M
−) 5.96 5.7 5.7 4.7 5.79 5.7 4.57 4.7 4.33 4.45

TABLE 8 | Distance between M* and Mi (i = 1, 2, 3), M− and Mi (i = 1, 2, 3) for the criteria from C31 to C35 and C41. C45.

d(Mi,M
*) C31 C32 C33 C34 C35 C41 C42 C43 C44 C45

d(M1,M
*) 2.84 2.84 2.84 2.84 2.84 2.84 3.49 3.22 2.6 2.82

d(M2,M
*) 6.84 6.84 6.84 6.84 6.84 8.54 8.54 6.3 4.75 1.89

d(M3,M
*) 3.95 3.95 3.95 3.95 3.95 4.8 4.8 3.38 2.71 2.76

d(Mi, M
−) C31 C32 C33 C34 C35 C41 C42 C43 C44 C45

d(M1,M
−) 6.07 6.07 6.07 6.07 6.07 7.55 7.55 5.88 4.31 1.23

d(M2,M
−) 1.89 1.89 1.89 1.89 1.89 2.37 2.37 2.52 1.88 2.4

d(M3,M
−) 4.7 4.7 4.7 4.7 4.7 5.96 5.96 5.71 4.19 1.26

TABLE 9A | Closeness coefficient for PCOS for the alternatives P1, P2, and P3.

CCi for PCOS Closeness coefficient Alternative

CC1 0.68 P1

CC2 0.53 P3

CC3 0.2 P2

TABLE 9B | Closeness coefficient for mental health for the alternatives M1, M2,

and M3.

CCi for mental health Closeness coefficient Alternative

CC1 0.68 M1

CC2 0.54 M3

CC3 0.19 M2

The number of classes defines the size of the confusion matrix.
In the current study, there are four classes in the data and hence,
the confusion matrix is 4 × 4. The true positive (TP), false

TABLE 10 | Fuzzy inference rules.

Sl. No Fuzzy rule base for inference

1. If P1 & M1 then A1 (having high PCOS and high Mental health)

2. If P1 & M2 then A2 (having high PCOS and normal Mental health)

3. If P1 & M3 then A1 (having high PCOS and moderate Mental health)

4. If P2 & M1 then A3 (having normal PCOS and high Mental health)

5. If P2 & M2 then A4 (having normal PCOS and normal Mental health)

6. If P2 & M3 then A3 (having normal PCOS and moderate Mental health)

7. If P3 & M1 then A1 (having moderate PCOS and high Mental health)

8. If P3 & M2 then A2 (having moderate PCOS and normal Mental health)

9. If P3 & M3 then A1 (having moderate PCOS and moderate Mental health)

positive (FP), true negative (TN), and false negative (FN) values
are evaluated as follows.

TP of current class = Principal diagonal values of
current row/column.
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TABLE 11 | Confusion matrix during support vector machines (SVM) classification

(left) and fuzzy technique for order of preference by similarity to ideal solution

(TOPSIS) (right).

A
c
tu
a
lc
la
ss Predicted class

A1 A2 A3 A4

A1[[ 37 0 0 0]

A2 [ 0 24 0 0]

A3 [ 1 0 38 4]

A4 [ 0 3 2 58]]

A
c
tu
a
lc
la
ss Predicted class

A1 A2 A3 A4

A1[[ 37 0 0 0]

A2 [ 0 24 0 0]

A3 [ 0 0 41 2]

A4 [ 0 0 1 62]]

TABLE 12 | Components of confusion matrix for SVM.

Class A1 A2 A3 A4

True positive 37 24 38 58

False positive 0 0 5 5

False negative 1 3 2 4

TABLE 13 | Components of confusion matrix for fuzzy TOPSIS.

Class A1 A2 A3 A4

True positive 37 24 41 62

False positive 0 0 2 1

False negative 0 0 1 2

FP of current class = (Sum of current row values–TP of
current class).

FN of current class = (Sum of current column values–TP of
current class).

TN of current class = Sum of the matrix–TP of current
class–Sum of current row values–Sum of current column values.

Tables 12, 13 present the TP, FP, and FN for SVM and the
fuzzy TOPSIS classifier, respectively.

It can be seen from Table 12 that there are 10 FP and 10
FN during SVM classification, whereas during the fuzzy TOPSIS
method, as indicated in Table 13, there are only three FP and
three FN. It is noted that fuzzy TOPSIS provides less FN as
compared with other classifiers. The presence of FN is crucial. It
means that the woman actually with PCOS are diagnosed as not
having PCOS by the automated system. It also indicates that the
particular woman actually with PCOS goes undiagnosed, which
is a fatal error. It can be inferred that Fuzzy TOPSIS provides less
FN and hence, it is superior compared with all other classifiers.
On the other hand, fuzzy TOPSIS has provided less FP compared
with other classifiers. False-positive means a woman does not
actually have PCOS but the automated system diagnoses her
with PCOS. This causes a lot of undue panic and anxiety to the
patients. Hence the fuzzy TOPSIS is superior in terms of less FP
as well.

The accuracy of classification using KNN, D-tree, SVM, and
fuzzy TOPSIS is shown in Figure 8. It can be noted that the
SVM provides an accuracy of 94.01%, and D-tree and KNN
provide 88.02 and 87.42%, respectively. It is observed that SVM
outperforms the D-tree and KNN. The fuzzy TOPSIS provides an
accuracy of 98.20%, outperforming all other classifiers.

FIGURE 8 | Model evaluation: accuracies of different classifier.

TABLE 14 | The proportion of women having PCOS and mental health issues in

the testing data.

#Testing data PCOS Mental health

P1 (High

possibility)

P3

(Moderate)

M1 (High

Possibility)

M3

(Moderate)

167 52 4 83 1

It is also interesting to assess the mental health issues of a
woman who was diagnosed with PCOS. Table 14 provides the
proportion of women with PCOS in the testing data, as well as the
proportion of women with mental health issues in the test data.
It can be seen that the fuzzy TOPSIS provided that 52 women
have a high possibility of PCOS and four women have a moderate
possibility of PCOS. So in total, 56 women have PCOS.

From this data, the mental wellness indicator (IM) of PCOS
patients is defined as,

IM =
n {(P1 ∨ P3) ∧ (A1)}

n {P1 ∨ P3}
×100

where ‘n’ represents the count meeting the condition.
Similarly, the physical wellness indicator (IP) of a patient

suffering from mental illness is defined as,

IP =
n {(M1 ∨M3) ∧ (A1)}

n {M1 ∨M3}
×100

Figure 9 shows the mental wellness indicator (IM) which resulted
in a value of 66.07%, which means the majority of women
suffering from PCOS also suffer from mental health issues. This
shows that there is a strong association between PCOS and the
mental well-being of a woman which needs to be taken care of
during the clinical investigation and diagnosis.

Figure 10 depicts the physical wellness indicator (IP) which
has a value of 44%, suggesting that a considerable proportion
of women suffering from mental health also have PCOS. This
information can be effectively used during clinical evaluation and
appropriate diagnosis can be established.
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FIGURE 9 | Mental wellness indicator (IM).

FIGURE 10 | Physical wellness Indicator (IP).

DISCUSSION

The present study investigates the early prediction of PCOS
and its associated mental health issues more objectively by
incorporating inherent fuzziness in the decision process.
The fuzzy algorithm TOPSIS outperformed the conventional
methods. Further, the mental wellness parameters, such
as anxiety, depression, social phobia, and body image
dissatisfaction, are integrated with clinical parameters to
assess the women for the prognosis and diagnosis of PCOS
and its associated socio-psychological well-being as 66.07% of
women with PCOS have associated mental health issue as per the
results of this study.

The computer diagnosis/automation of the early prediction of
PCOS can bring a paradigm change in the conventional practices
in the management of PCOS. The incorporation of the computer
algorithm in the diagnosis can speed up the process and it can
help the doctors in delivering the diagnosis quickly and easily.
The developed computer diagnosis methodology is faster and
more efficient; more women can be screened for PCOS in a short
periodof time. Hence this methodology can offer a low-cost and
mass screening protocol to detect PCOS. This in turn can help
women of low socio-economic conditions by providing a quick,
efficient, and low-budget solution.

The regular screening of women for PCOS involves personal
interaction, clinical examination, ultra-sound scans, etc. The
developed methodology in this study involves a pre-designed
questionnaire presented by the computer to the women, which
comprises both physical and psychological health questions
where the privacy of the women is taken care of. Women can
feel free while answering the questions with the computer in their
own comfort zone without invading their privacy.

It is interesting to compare our results with previously
published research as shown in Table 15. Denny et al. (24),
in his study, used multiple parameters such as ultrasound
result (size of follicles, number of follicles), blood investigations
(TSH, AMH, vitamin D3, etc.), and clinical features (cycle
length and regularity), and obtained an accuracy of 89.02%
using the random forest classifier. Since hormonal tests
are involved in the data collection, the process becomes
expensive in terms of cost. Further, Vikas et al. (25), in
their study, considered parameters such as lifestyle and food
intake habits, and psychological parameters like anxiety and
depression, and obtained an accuracy of 97.65% using the
Naïve Bayes classifier, however, the questionnaire involved
binary (yes and no) responses. Using ultrasound scanned
images, Anuradha and Priyanka (26) and Deshpande and
Wakankar (27) investigated PCOS and obtained an accuracy
of 98% using Artificial Neural Networks and 95% using SVM,
respectively. Further, Meena et al. (33), using endometrial
biopsies, obtained an accuracy of 83.70% using Artificial
Neural Networks. However, in these studies, mental health
parameters are not considered. Further, Satish et al. (34), using
clinical and biochemical parameters such as BMI, pulse rate,
hemoglobin, and hormonal tests (which include FSH, Prolactin,
Progesterone), obtained an accuracy of 87.72% using the Naïve
Bayes classifier, yet even in this study, mental health parameters
are not considered. All these above studies involve complex
and expensive parameters such as hormonal investigations,
blood investigations, and ultrasound scanned images which
are difficult to acquire, take a longer time, and are expensive,
and hence, women with low socioeconomic status cannot
afford them.

Given the limitations of the above studies, this research
involves simple regular parameters (physical and mental health),
yet an improved performance of 94.01 and 98.20% with SVM
and TOPSIS, respectively, are obtained. The present study
provides higher performance than the existing standard and
widely used methods. It also provides a new paradigm of PCOS
diagnosis using computational intelligence by using the fuzzy
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TABLE 15 | Comparison of results with the previously published research.

References Dataset

used

No of

attributes

Parameters considered Algorithms used Performance

Denny et al. (24) 541 women 23 Clinical and metabolic parameters

such as no. of follicles, size of

follicles, TSH, AMH, Vit D3, cycle

length & regularity etc.

6 classification algorithms:

CART, SVM, KNN, Logistic

regression, Naïve Bayes,

Random Forest

Accuracy of 89.02% by

Random Forest classifier

Vikas et al. (25) 119 women 18 Life style and food intake habits such

as regularity of cycle, anxiety &

depression, mental stress

ANN, Naïve Bayes, Decision

Tree

Accuracy of 97.65% by Naïve

Bayes, 96.27% by ANN,

96.24% by Decision Tree

Anuradha and

Priyanka (26)

84 women 13 Acne, irregular periods, sonography,

LH & weight

ANN, KNN, & Linear

regression

Accuracy of 94% by ANN

Deshpande and

Wakankar (27)

20 women 5 clinical (BMI and

cycle length), biochemical (FSH and

LH levels) and imaging

(calculating number of follicles

present in the ovary).

SVM Accuracy of 95% by SVM

Meena et al. (33) 303 women 26 Endometrial biopsies Decision Tree, Naïve Bayes,

SVM, ANN

Accuracy of 76.45% by SVM,

83.70% by ANN, 75.25% by

D-Tree, 82.75% by Naïve

Bayes

Satish et al. (34) 541 women 41 Clinical & biochemical parameters

such as BMI, pulse rate, hemoglobin,

hormonal tests include FSH,

Prolactin, Progesterone

KNN, SVM, RF, GNB, ANN Accuracy of 75.45% by KNN,

82.27% by SVM, 85% by RF,

87.72% by Naïve Bayes, 50%

by ANN

Proposed work 629 women 33 Physical parameters (length and

duration of the cycle etc.) and

psychological parameters (anxiety,

depression, body dissatisfaction and

social phobia)

Fuzzy TOPSIS,SVM, KNN,

Decision Tree

Accuracy of 98.20% by Fuzzy

TOPSIS, 94.01% by SVM,

88.02% by D-Tree, 87.42%

by KNN

TOPSISmethod. In addition, the method also provides improved
performance when compared with conventional methods. This
methodology can also be used for the mass screening of the
population by developing countries with large populations and
constrained resources. Women can undergo this methodology in
their own comfort zone without the intervention of a physician
guarding their privacy.

The nature of data comprising of physical and mental health
parameters is inherently imprecise, vague, and perceptually
subjective. The traditional data analysis methods such as SVM,
KNN, and the D-tree can model the crisp data accurately. When
the data itself is imprecise, the crisp models cannot address the
intricate fuzzy interrelations in the data. Hence the fuzzy set-
based models can address the inherent subjectivity in the data
and can provide improved performance. The fuzzy TOPSIS can
be used to find out the most suitable alternative concerning
different selection criteria. Also, the fuzzy distances used in fuzzy
TOPSIS provide improved closeness coefficient values compared
with other fuzzy measures. Therefore, the selected fuzzy TOPSIS
has a higher potential in representing the physical phenomena of
the scenario.

In addition to the above contributions, this research work
also demonstrates the importance of the mental well-being of a
woman during PCOS. The result indicates that the majority of
women suffering from PCOS also undergo mental health issues.
The outcome of this study recommends having mental health
evaluations during the diagnosis of PCOS.

CONCLUSION

The strength of the proposed automated system involves the
inclusion of PCOS and mental health questionnaires which
have been validated by expert gynecologists and psychiatrists.
Considering anxiety, depression, social phobia, and body
image dissatisfaction analysis along with physical aspects adds
new knowledge to the literature. In this study, the multi-
criteria decision analysis system is developed for the early
prediction of PCOS problems and mental health before the
progression of the disease which can reduce morbidity. The
proposed fuzzy TOPSIS-based automated system provides
a high performance of 98.20% in real-time scenarios. The
inherent uncertainty and imprecision involved in the data and
decision-making process are well-modeled by Fuzzy TOPSIS
in comparison with other methods which is evident with
the high performance obtained. In addition to methodological
contributions and improved performance, the study also
indicates that the majority of women suffering from PCOS
also have associated mental health issues. The present study
proved that 66.07% of women with PCOS have associated
mental health issues. This strong association implies that there
is a strong need for improved protocols and efficient stress
and mental health balancing guidelines in the management
of PCOS.

The developed system in this study can help physicians
in their clinical practice by acting as an adjunct tool. The
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proposed method is cost-effective and hence, women with low
socio-economic conditions can also avail the screening. As the
screening is automated and does not involve the intervention of
clinicians, women can use the tool in their own comfort level
with privacy. The use of the automated algorithm integrated
with minimal intervention from physicians can speed up the
screening process, making the screening available for more
women in a given time and can bring a change in the
conventional practices.
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1. INTRODUCTION

Pain is acknowledged as the body alarm system that reminds us of the environmental threat, muscle
damage or the presence of some disease condition (1, 2). The pain is directly related to negative
emotions (3). The stimulation of primary sensory neurons and specialized transduction machinery
in their peripheral terminals is thought to be the physiological cause of pain. There are two sorts of
pain based on the continuous pain period, namely acute and chronic (4).

Chronic pain is defined as pain that lasts for more than 3 months (5) and it is an significant
health issue. Low back pain is one of the disease that wreaks more havoc on people’s lives (6–
8). Other leading causes and conditions of chronic pain are Rheumatoid arthritis (9–11), Shoulder
Pain (8), Headache disorders (12, 13), Cancer (14, 15), Fibromyalgia (16, 17), Cervical and Thoracic
Pain (18).

Depression (19, 20), anxiety (21), sleep problems (22), fatigue/lack of energy (23), and
neurocognitive abnormalities (24) are all common comorbidities of chronic pain. These
comorbidities reduce the patient’s quality of life, create lost workdays, and make it difficult to
maintain a healthy social life on their own (25, 26).

The relevance of chronic pain research along with the techniques and problems of diagnosing
chronic pain, various treatment approaches, and current digital patient interaction tools has been
discussed in this article. The summary of chronic pain treatment and digital patient engagement
methods has been given in Figure 1. Finally, the benefits of digital health approaches during the
COVID 19 pandemic and post-pandemic era are presented.

2. PAIN IDENTIFICATION METHODS

There are twomain aspects to pain: intensity (magnitude) and unpleasantness (effect) (27). In terms
of characteristics such as duration, frequency, location, and severity, reporting the pain is essential
(28). The measurement of pain can be divided into three broad classifications. “Self-report” (29)
is the primary way for pain measurement. There are various scales such as Verbal Rating Scales
(VRS) (30), Numerical rating scales (NRS) (31), Visual Analog Scales (VAS) (32), Smiley- based
Wong-Baker Scale (WBS) (33), Faces Pain Scales-Revised (FPS-R) (34) are used to get the self-
reports from the chronic pain patients (35–38). The second way of measuring pain is the “Observe
behavior and infer” method (39). This method has various scales like Neonatal Infant Pain Scale
(NIPS) (40), Crying Requires Increased Vital Signs Expression Sleeplessness (CRIES) (41), Face,
Legs, Activity, Cry, Consolability (FLACC) (41) for Infants and Toddlers, then Pain Assessment
Checklist for Seniors with Limited Ability to Communicate (PACSLAC) (42), DOLOPLUS2 (43),
Pain Assessment in Advanced Dementia Scale (PAINAD) (44) for elderly with dementia and
Behavioral Pain Scale (BPS) (45), Critical Care Pain Observation Tool (CPOT) (46), Nonverbal
Pain Scale (NVPS) (47) for ill and unconscious persons. The third classification of measuring
pain is “Indirect Physiology.” These methods use modalities like electroencephalogram (EEG)
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FIGURE 1 | Chronic pain treatment and digital patient engagement methods.

(48, 49), Magnetoencephalography (MEG) (49, 50), Positron
emission tomography (PET) (7) and functional MRI (fMRI) (2,
51, 52) to measure pain using the bio-markers. Having a variety
of pain measurement methods does not mean that measuring
pain is simple. There are many challenges in measuring pain
accurately when we use self-reports and observe behavior
and infer. The following section provides the challenges in
measuring pain.

2.1. Challenges of Measuring Pain
The “self-report” and “Observe behavior and infer” report
changes depending on mood, environment, and cognition. Even
after the patients have been trained, the sensitivity, robustness,
and reliability of the measurements obtained by self-report are
quite poor. A baby, a demented old person, or an anesthetized
or coma patient cannot self-report pain. One issue with observer
rating is that not everyone exhibits pain reactions. A range of
behavioral and physiological changes can be used to quantify
responses to noxious stimuli. Lack of signals during noxious
stimulation does not always imply the absence of pain. It’s critical
to have measurements that can be translated into pain treatment.
Hence, there is a need for a bio-marker (35).

2.2. Digital Bio-Markers
A bio-marker is a feature that may be tested and assessed
quantitatively as an indicator of a normal biological process,
a pathological process, or the pharmacological (and non-
pharmacological) response to a therapeutic treatment (53). Food
and Drug Administration -National Institutes of Health (FDA-
NIH) (54) working group classifies bio-markers into four types
according to the development of drugs and biologic:

• Diagnostic bio-markers -To identify and validate the
presence of pain.

• Prognostic bio-markers -To recognize the likelihood of a
clinical event, disease recurrence, or progression in patients
with disease of interest.

• Predictive bio-markers -To identify individuals who are more
likely to have the bio-marker than those who do not.

• Pharmacodynamic bio-markers -To show that a biological
response occurs in an individual exposed to a medical product.

3. CHRONIC PAIN TREATMENT

Chronic pain is treated in a variety of ways by healthcare
practitioners. The treatment plan is determined by the type
of pain, the cause (if known), and other factors that differ
from person to person. Medication, lifestyle modifications, and
treatments are all used in the best treatment programmes.

3.1. Psychological Treatment
Education is an essential element of psychological pain
treatment (55) since it teaches patients how to handle a
problematic condition. Talk therapy, Relaxation training, Stress
management and pain coping skills training are the most
frequent psychological treatments. You can obtain the assistance
and counselling of a psychiatrist or psychologist through talk
therapy. Cognitive therapy helps to alter the facts, ideas, and
attitudes to change the amount of pain you feel. Relaxation
training teaches you how to achieve a physiological state of
profound relaxation that help you relieve pain. You may discover
how your ideas impact your stress level and how to build a healthy
response to difficult situations via stress management. You may
learn how to adjust your life to the pain and have fun again
through pain coping skills training (56).

3.2. Mind-Body Therapies
Several researchers on the use of mind-body therapy to treat
persistent lower back pain have found that it is effective
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in reducing pain intensity, tension, and anxiety while also
increasing aerobic ability. Mind-body treatments may encourage
whole-body healing and include a fitness component to
increase the brain’s connection with physical function. They
are often considered part of supplementary alternative or
integrative medicine, which provides movement and energy-
based therapies. Patients with persistent lower back pain
benefit from integrating complementary alternative mind-body
treatments in their therapy, according to a variety of medical
and healthcare professionals (e.g., primary care, spine surgeons,
pain management). Holistic care is sometimes coupled with
traditional medical therapy (57).

3.3. Cognitive Behavioral Therapy
Cognitive Behavioral Therapy (CBT) combines psychotherapy
(talk therapy) with behavior therapy to help individuals better
comprehend life’s difficulties, retrain their attitudes, ideas, and
perceptions, and develop problem-solving skills. A CBT therapist
guides the person through goal-oriented therapy to learn how to
manage stress, anxiety, depression, and sleep issues (58).

3.4. Exercise Therapy
When you’re dealing with chronic pain or an injury, exercise
therapy is the best option. It can help you feel and move better
by making you stronger. Physical therapists are skilled in both
treating and preventing pain. They will search for areas of
weakness or stiffness that might be contributing to the tension
in the painful regions. They’ll also prescribe activities to help you
move better and relieve discomfort in certain places (59).

3.5. Digital Therapy
The use of software, mobile applications, sensors, and other
digital approaches as therapeutic interventions to address
various medical problems is known as digital therapy. Digital
therapies refer to all of these devices and methods together. In
essence, digital treatment is not dissimilar to traditional face-
to-face therapeutic procedures. The cognitive behavioral therapy
technique is used in the majority of digital therapy practices.
It focuses on the notion of providing frequent counseling to
patients to improve their behavioral and lifestyle habits (60).

4. CHRONIC PAIN VIRTUAL PATIENT
ENGAGEMENT

Many people believe that digital communication channels
promote obsessive, compulsive social media illness in individuals.
They are currently the effective means of contact between
patients and medical professionals. We had no idea they’d
become such a robust virtual tool for patient involvement. In
these challenging days of the COVID-19, digital platforms assist
in reaching out to patients regardless of location and savemillions
of lives.

4.1. Telerehabilitation
Telerehabilitation for pain treatment makes use of
communication technologies to overcome geographical
limitations. Access to such technology was indispensable during

the COVID’19, and it was especially beneficial for individuals
with chronic pain problems and unable to travel. Evaluating
and treating such illnesses need a whole-health strategy that
personalizes treatment choices and uses a biopsychosocial
method to offer care. The care goals are the same as they are in
a face-to-face encounter between a patient and a clinician. With
proper consideration for staging a pain examination, a systematic
approach to the physical visit, and the use of established clinical
measures, telerehabilitation can be successfully applied in pain
treatment (61).

4.2. Remote Patient Monitoring
RPM (remote patient monitoring) is a critical aspect of medical
treatment in the future. When the objective of patient treatment
is to enhance the quality of life, doctors must track how patients
are doing between the appointments. This method of monitoring
patients is especially crucial when dealing with chronic diseases
like pain. The technologies like cloud computing, smartphone
apps, sensors and wearables paved the way to improve this field
(62). These software’s collect, track, evaluate, and manage pain
related data to improve the quality of life of a pain patient (54).

4.3. Chatbots
Today, algorithms-driven communications done through
intelligent devices aim to treat hurts like substance use disorders,
combat traumas, chronic pain and a worldwide pandemic.
Conversational AI bots (chatbots) is a way to bridge the gap
between the people and the knowledge they need and assisting
them in completing tasks more quickly, all while utilizing
existing tools. Conversational AI’s future lies in incorporating
it more into the care process across the whole care journey,
whether it’s assisting with you for appointments or just assisting
you in living your best life (63, 64).

4.4. AI
The use of artificial intelligence in healthcare is growing,
particularly in diagnosis and therapy management. AI
applications in healthcare have recently made enormous
impacts throughout medical services, igniting a debate about
whether AI physicians would eventually displace human doctors
(65). Experts, on the other hand, feel that human physicians will
not be replaced by robots anytime soon. Artificial intelligence
in healthcare, on the other hand, can assist doctors in making
better clinical decisions or potentially replace human judgement
in certain sectors of the industry.

Recent research used artificial intelligence, or machine
learning algorithms, to physiological information from
individuals with chronic pain, including respiration rate,
oxygen levels, pulse rate, body temperature, blood pressure,
and so on. The investigators’ technique outperformed baseline
models in determining subjective pain levels and differentiating
between pain changes and irregular pain fluctuations (66).

4.5. Immersive Technology Medicine
A virtual reality (VR)-based digital therapy for persons with
chronic pain has shown promising results in a clinical study
(67), helping patients control their fear of movement, which
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can limit their activity and slow healing. People with chronic
pain can utilize a virtual reality headset to lead them through a
sequence of cognitive behavioral therapy (CBT) workouts to give
them confidence in their fear of movement, commonly known as
kinesiophobia (68).

5. DISCUSSION

The techniques for identifying, treating, and managing chronic
pain had been discussed in the preceding section. People
nowadays utilize the internet and other online resources to
learn about the symptoms, treatments, and comorbidities of
any ailments they may be suffering. For any disease, taking the
medication without first visiting a doctor is not recommended.
However, the utilization of digital health data can aid medical
professionals, and scientists make better informed and effective
decisions.

As mentioned in previous sections, chronic pain can be self-
managed by adequate patient education, lifestyle therapies such
as exercise, and weight loss activities. There are various hurdles
to sufficient treatment in certain underdeveloped countries, such
as geography, a lack of physicians, expense, inconvenience,
impairment, or, more recently, COVID’19 limitations. However,
given the widespread use of computers, intelligent applications,
and the world wide web, digital health methods provide the
possibility of delivering lifestyle therapies to individuals with
chronic pain remotely and assisting them in self-management.

As people go about their regular lives, cell phones can collect
digital traces. The behavioral characteristics of a person may be
derived from this raw digital data. This digital data gives us the
number of unique goals visited. For example, the average level
of ambient noise detected during the night, and the sleep quality
data offer information on the behavior patterns of a particular
individual in a real-world scenario. Combining smartphone
and wearable sensors may enable passive and remote real-time
monitoring of changing symptoms by capturing behavioral and
physiological changes during pain. Applying machine learning
classification to smartphone data and other sensor data can help
us classify chronic pain patients from the controls.

In healthcare, AI has a variety of effects. In most cases, AI
in healthcare uses a web data set to give doctors and specialists
access to a large number of diagnostic tools. Because doctors are
extremely skilled in their area and keep up with current research,
AI technology in healthcare creates a much faster outcome that
can be matched with their clinical expertise.

The possibilities for AI applications in healthcare are vast,
ranging from emergency rooms to general care to home care.
Artificial intelligence can be used in healthcare to automate
patient evaluation and minimise assessor bias. It can assess
patient risk, analyse sickness (for example, by decoding ECG

findings and X-ray images), choose the best therapy based on a
patient’s clinical history and clinical trial results, track disease and
detect early warning signals of worsening.

A biomarker is a biological indicator of an ailment or disease’s
presence. Biomarkers assist doctors in assessing and diagnosing
patients as well as monitoring their therapeutic efficacy. Body
temperature for fever, blood pressure for hypertension, and
cholesterol levels for heart problems are examples of biomarkers.
Doctors can provide target treatment by identifying and using
pain biomarkers in conjunction with digital health technology.
There are some drawbacks to using biomarkers for pain. Some
pain biomarkers (35, 52, 69–72) are stronger predictors in males,
whereas others are better predictors of pain in women concerning
gene expression. CNTN1 has been related to chronic pain in
women, whereas LY9 (lymphocyte antigen 9) and MFAP3 have
been connected to PTSD in males. We will have higher precision
when we tailor the health care application by gender since men
and women have distinct biomarkers for pain in terms of gene
expression. Biomarkers for pain can be identified in brain signal
markers also.

Currently, 81 percent of the world’s population owns a
smartphone, which opens up new possibilities for remote health
monitoring. The fast growth of computing technologies like
mobile apps, cloud computing, blockchain, big data analytics,
AI, AR & VR helps build more intelligent applications in
this domain. Clinical trials and guidelines often recommend
pharmacotherapy, psychotherapy, integrative therapies, and
invasive procedures as part of a personalized multi-modal,
multidisciplinary treatment strategy.

Incorporating the doctors with customized multi-modal
treatment strategies, historical health data, advanced software
technologies, and biomarkers can help the pain patients’ improve
their lives. The availability of huge data to train prediction
algorithms, which assist (rather than replace) human doctors,
stimulate curiosity-based thinking, enable cooperation, and
reduce routine chores, thereby enhancing patient care, will push
the application of AI in healthcare. Digital health solutions that
are data-driven have the potential to change the health care
domain. Suppose these technologies could be sustainably given
at scale, they could provide equal access to expert-level treatment
to everyone, everywhere, decreasing the worldwide health and
wellness gap.
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In the past decades, numerous clinical researches have been conducted to illuminate the

effects of traditional Chinese medicine for better inheritance and promotion of it, which

are mostly clinical trials designed from the doctor’s point of view. This large-scale data

mining study was conducted from real-world point of view in up to 10 years’ big data sets

of Traditional Chinese Medicine (TCM) in China, including both medical visits to hospital

and cyberspace and contemporaneous social survey data. Finally, some important and

interesting findings appear: (1) More Criticisms vs. More Visits. The intensity of criticism

increased by 2.33 times over the past 10 years, while the actual number of visits

increased by 2.41 times. (2) The people of younger age, highly educated and from

economically developed areas have become the primary population for utilizing TCM,

which is contrary to common opinions on the characteristics of TCM users. The discovery

of this phenomenon indicates that TCM deserves further study on how it treats illness

and maintains health.

Keywords: traditional Chinese medicine, TCM, data mining, big data, social review, China

INTRODUCTION

Along with rapid development of modern medicine, the role of traditional Chinese medicine
in health care has received worldwide medical attention (1–5). We found some interesting and
important contradictory phenomenon during the development of TCM in China that may be
summarized as “More Criticisms vs. More Visits”: (i) the intensity of criticism increased by 2.33
times over the past 10 years, while the actual number of visits increased by 2.41 times in China.
(ii) Surprisingly, young, highly educated people, and living in economically developed areas have
become the primary characters of population utilizing TCM. This phenomenon subverts the wide
accepted thinking that only older people, those lack of modern medical knowledge, or people in
economically underdeveloped areas tend to choose TCM treatment. The above conclusions are
verified by different data sources using a variety of machine learning methods as follows, indicating
prospective clinical application of TCM in China. In order to thoroughly study this phenomenon,
we conducted a series of large-scale data analysis and mining experiments on two types of data sets.
The details are as follows: Medical visit data for 10 years in China: National statistical data of TCM
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industry are obtained from National Bureau of Statistics of the
People’s Republic of China (NBSPR) from 2004 to 2014. In
addition to the macroeconomic data of the NBSPR, Xiyuan
Hospital of China Academy of Chinese Medical Sciences (also
called “Xiyuan Hospital”) contribute a total of 13 million
electronic medical records for 10 years for this research.
Xiyuan Hospital is a WHO cooperative hospital and one of
the most prestigious Chinese medicine hospitals in China.
These invaluable medical records cover widespread sources of
patients, containing 34 provincial-level administrative units in
China and more than 20 countries and regions except China.
Cyberspace and social survey data: the public opinion of TCM in
cyberspace is obtained from Tianya Forum (the most influential
comprehensive network community in China). We extracted
a total of 3 billion posts and 20 million users’ information
involved during over 10 years since 2004. The public opinion of
TCM in real world comes from Chinese Family Panel Studies
(CFPS), the most influential social survey project in China.
Science has reported CFPS in 2010, “60,000 respondents in
25 provinces-making the survey the largest undertaking of its
kind in the developing world” (6). In CFPS, we set up a
number of questionnaires for the medical treatment of TCM
which can comprehensively and objectively reflect the medical
viewpoints and crowd characteristics of the Chinese people.
In the light of time sequence, we integrate all data into a
unified big data platform, which is available for managing and
analyzing structured and unstructured data. On this platform,
large-scale experiments are conducted on 100-node servers.
Following key methods are carried out: (i) topic tracking-active
learning method (7) and topical phrases learning method (8)
were employed to detect the posts related to TCM topics;
(ii) topic mining—we utilize LDA topic mining method (9,
10) to explore the topic categories in posts; (iii) sentiment
analysis–opinion aware knowledge graph (11) and sentiment
orientedmaximum entropy classificationmethod (12) are used to
calculate the posters’ opinions on TCM; (iv) factor analysis–Lasso
(Least Absolute Shrinkage and Selection Operator) Regression
(13) and Bayesian network (14) are employed to calculate the
dependencies between the growing visits of TCM and the major
factors. The above big data platform and machine learning
methods can support us to do such objective quantitative
analysis: (i) How intense is the criticism of TCM, and the impacts
on the actual TCM visiting population? (ii) What are the primary
characteristics of people willing to try TCM treatments? (iii)
What are the main points of view that people support and
oppose TCM?

RESULTS

How Intense Is the Criticism of TCM and
the Impacts on the Actual Population
Making TCM Visits?
We apply topic tracking to extract all posts related to TCM
topic from the 3-billion-Tianya-data set. Then a training set
is produced using the sentiment oriented maximum entropy
classification method (12) to generate an Opinion-aware
Knowledge Graph (OKG) (11). And we apply OKG to determine

the opinions of the posts about TCM. Posts are classified into
three categories according to their opinions: positive, negative
and neutral. The intensity of the posts in cyberspace is illustrated
in terms of Opinion Polarity Ratio (OPR). In addition, the
contemporaneous trends of the medical visits are calculated
through the statistical data from NBSPR during 10 years from
2004 to 2014. From the experimental results, a contradictory
phenomenon can be clearly identified: Although the intensity of
criticisms (quantified by OPR) increased by 2.33 times over the
past decade, the actual number of visits has increased annually,
with an increase of 2.41 times in 10 years as shown in Figure 1.

What Are the Characteristics of
Populations Utilizing TCM Treatments?
It is thought that older people, lack of modern medical
knowledge and people in economically underdeveloped areas
tend to choose TCM treatments. However, we obtain completely
opposite results by data mining. In order to objectively and
accurately identify the characteristics of people who adhere to
TCM treatments, we explore all the key factors that may affect
TCM visits in NBSPR and CFPS (The details of all factors
can be referenced to Supplementary Table S1). Typical factor
analysis methods, Lasso Regression (13) and Bayesian Network
(BN) (14), are used to analyze the relationship between these
factors and TCM visits. A similar result is obtained from
both Lasso Regression and BN: there is a strong correlation
between finance, education and the number of TCM visits in
a same area (see Supplementary Figure S2). Figure 2A shows
the impact coefficients of various factors on the visits of TCM
analyzed by Lasso Regression according to the data from NBSPR
(see Supplementary Figure S1; Supplementary Table S2 for
detailed results). The factors include Gross Domestic Product
(GDP), education, hospital infrastructure, medical consumption,
pollution levels, temperature and humidity and so on of all
provinces and municipalities. The larger the coefficient, the
greater the impact of the factor. GDP and education are the
two most influential factors. Moreover, by analyzing the factors
and their conditional dependencies via a directed acyclic graph
represented by Bayesian Network, developed economy and high
education have the strongest correlation on the number of TCM
visits (see Supplementary Figure S2; Supplementary Table S3).
Figures 2C,D illustrate the influence of different levels of GDP
and education on the number of visits, respectively. The people
with highly educated and from economically developed areas are
more likely to be treated by TCM. In addition to the macro-
data analysis of the NBSPR, a detailed analysis of the actual
visits data contributed by XiyuanHospital are realized. Figure 2B
depicts the age distributions of XiyuanHospital’s visit population.
It is shown that young people (25–35 years old) with modern
science education have become the primary group utilizing
TCM treatment! It is surprised to find that the “Little Emperor
Group” (15), aged 0–8, has also become a major group utilizing
TCM treatment. Thus it can be seen that young parents have
high confidence in treating their children with TCM. From the
above experimental results, we can draw the conclusion that age,
education and economy are the key factors influencing TCM
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FIGURE 1 | OPR of Cyberspace vs. TCM visits.

FIGURE 2 | The characteristics of populations utilizing TCM treatments. (A) The factor analysis results of Lasso Regression on the NBSPR data. (B) The age

distribution of Xiyuan Hospital’s visit population. (C) The relationship analysis between GDP and TCM visits. (D) The relationship analysis between education rates and

TCM visits.
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visits. And people of young, highly educated and economically
developed areas have become the mainstay of TCM practitioners.

What Are the Main Reasons That People
Support or Oppose TCM?
In addition to the medical visits, cyberspace has generated a
huge amount of TCM related experience sharing data (Tianya)
in the past 10 years. People’s opinions to TCM are implied in
these posts. By using sentiment analysis, posts have already been
classified into three categories according to their opinions to
TCM: positive, negative and neutral. Topics are extracted from
positive posts and negative posts respectively by exploring topic
mining methods (9, 10). Each top five of all the topics are
displayed in Figure 3.

Figure 3A shows the positive topics of the top five. The main
points people endorse for TCM include the accumulation of
culture, years of practical experience, effectiveness with chronic
diseases, natural health care efficacy and good curative effect.
The co-occurrence relationships of these five positive topics
are shown in Figure 3B. Figure 3C shows the top five negative
topics. The criticisms focus on superstition and ignorance,
pseudoscience, poor efficacy, large gap with western medicine,
and lack of rigorous experimental verification. The co-occurrence
relationships of these five negative topics are shown in Figure 3D

(The details of the topics are shown in Supplementary Table S4).
People’s attitudes toward TCM come from inherent ideas or
viewpoints of modern medicine (2, 16). They lack quantitative
analysis of the general public opinions. For the first time, the
large-scale data analysis has been adopted to calculate people’s
attitudes toward TCM comprehensively and systematically in this
study. The results further verify the contradictory phenomena in
this paper.

DISCUSSION

Traditional Chinese Medicine is the general name of all ethnic
medicines in China, with a long history, systematic theory
and unique techniques. It is a medical system that reflects
the Chinese nation’s understanding of life, health and disease.
During the past 10 years, the number of online visits to TCM
content section has doubled, breaking the stigma that only
the elderly, people lacking modern medical knowledge and
economically underdeveloped areas will be loyal to Traditional
Chinese Medicine in treating diseases and maintaining health. In
fact, although more interviews also contain many criticisms, the
analysis results still show obvious correlation between economy,
education and TCM Treatment, that is, higher the economic and
education level, more the acceptance of TCM treatment. The
young people aged 25–35 years have become the largest audience
group of TCM treatment, exceeding the elderly group in number.
In addition, children aged 0–8 is another rising group amazedly,
which might be due to their parents aged about 25–35, the
number 1 audience of TCM treatment. In addition, Traditional
Chinese Medicine has advantages in treating and rehabilitating
chronic diseases, based on its theory of wholism and treatment
according to syndrome differentiation.

The two sides of things evaluation are always accompanied.
Although Traditional Chinese Medicine has made continuous
achievements in recent years, especially shown favorable efficacy
in fighting for COVID-19 prevalence, negative evaluation will
still be an indispensable part, which in return promotes the
modernization process of TCM. With the improving economy
and expansion of educated popularization, the stereotype of TCM
still exists, such as uncertain effectiveness, lack of support of
modern scientific experiments, pseudoscience and metaphysics,
however, more and more clinical and experimental studies with
relatively good and scientific design have come into view, and
shown favorable effects on many diseases, especially chronic
diseases. And the disease treatment mode, especially those of
chronic diseases, has turned to the biological social psychological
mode, which is more in line with TCM theory. In the process of
spreading TCM, it is absolutely not wise to ignore the negative
evaluation. Encouraged by positive evaluation, we should accept
criticism and analyze its shortcomings, provide more scientific
and objective proofs with modern technology and equipments,
to serve the people’s healthcare worldwidely.

MATERIALS AND METHODS

Although it is widely believed that TCM is full of empirical
methods and lack of modern scientific verification, the discovery
of the above phenomenon shows that the efficacy of TCM
deserves further research. Furthermore, the analysis about the
psychology of people’s medication selection in modern society
will also become an important research topic.

Definition and Terms
Opinion Polarity Ratio
Opinion polarity ratio is the ratio of the total number of negative
Tianya posts on TCM topic to the total number of positive Tianya
posts. It is abbreviated as OPR. AndOPR(s) on the specific topic s
is given by the following formula, where n+(s) is the total number
of positive Tianya posts on the topic s, and n−(s) is the total
number of negative Tianya posts on the issues.

OPR(s) =

{

n−(s)
n+(s)

, n+(s) 6= 0
n−(s)+δ

n+(s)+δ
, n+(s) = 0, 0 < δ ≤ 1

(1)

In order to deal with the situation of the denominator (the
number of positive Tianya posts) being 0, smoothing process is
needed in the formula. In the experiments, the smoothing factor
δ can be taken from 0 to 1 (excluding 0). Sentiment analysis is
applied firstly to obtain the opinion polarities of the Tianya posts,
and then calculate the OPR on TCM topics.

Topic Tracking
Topic tracking can overcome the shortcomings of keyword
search and minimize the human labeling efforts. We apply a
novel multi-label active learning approach with Support Vector
Machines (SVM) (8). The detailed process of SVM-based active
learning is as follows. For every iteration, we Train a binary SVM
classifiers f based on training data Dl. For each instance x in
total dataset Du, use the f to assign classification probabilities.
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FIGURE 3 | The top five topics about TCM in cyberspace. (A) The top five positive topics. (B) The co-occurrence relationships between these five positive topics. (C)

The top five negative topics. (D) The co-occurrence relationships between these five negative topics.

Select a set of samples Ds with the largest score, and update the
training set Dl=Dl+Ds. At the same time, this set of samples is
discarded from Du. If the loop reaches a predetermined number
of times, the algorithm terminates and returns to classifier
f, otherwise it repeats training SVM. Applying the trained
model. In order to process massive posts, the SVM-based active
learning classifier is deployed to each data node to do posts
classification concurrently. Finally posts related to traditional
Chinese medicine are extracted.

Sentiment Analysis
Textual information is categorized into two types: fact and
opinion. Fact is about entities, events, and the corresponding
objective description. Opinion is usually used to describe the
emotion toward entities or events, which can be divided into
positive and negative positions. Sentiment analysis method is
used to calculate the public opinion on TCM.

Data Preprocessing
To assist the construction of the data sets, beside the word
segmentation in topic tracking, the part-of-speech (POS) tagging
job is needed additionally.

Training Set Construction
In order to reduce the workload and improve the quality of
manual annotation, we run MaxEnt-LDA (17) on data set.
MaxEnt-LDA can distinguish entities and sentiment words well
by utilizing POS and the co-occurrence information between

words. In the labeling process, domain experts who do the
labeling job can distinguish these two kinds of words, so as to
improve the efficiency and accuracy of labeling.

Feature Selection
Entities and sentiment words are beneficial features for sentiment
analysis. In addition, the post provides some emoticons and
punctuation marks to help people express their feelings.

Model Training
IIS algorithm (18) is used to train themaximum entropy classifier
for post sentiment classification. The main model of classifier is
defined as

p(c|d, λ) =
exp[

∑

i λi fi(c, d)]
∑

c
′ exp[

∑

i λi fi(c
′
, d)]

(2)

where c is the category, d is the post and f is the feature vector.
The symbol λ denotes the feature weight vector. A larger λi
means that the i-th feature is considered as a stronger indicator
for class c. The feature-weight vector λ can be obtained through
classifier training. We construct an Opinion-aware Knowledge
Graph (11) by integrating the opinions and targeted entities
extracted from the training set produced by sentiment oriented
maximum entropy classification method (12) into an existing
structured knowledge base, and perform stance detection of
the expression on TCM conveyed by the posts by information
propagation on the graph.
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Applying the Trained Model
In order to improve the computational efficiency, the trained
maximum entropy classifier and OKG are deployed on Hadoop
cluster and stance detection is carried out on each data node.
Eventually posts are divided into positive, negative and neutral
according to its position. An example of sentiment analysis can
be seen in Supplementary Table S6.

Factor Analysis
Factor analysis method (13, 14) is applied to identify the
characteristics of people who adhere to TCM treatment. Because
these characteristics also demonstrate the impact of various
factors on the visits of TCM. We excavated all the key factors
that may affect TCM visits in data from National Bureau
of Statistics of the People’s Republic of China (NBSPR) and
Chinese Family Panel Studies (CFPS). The details of total
factors can be referenced to Supplementary Table S1. There we
use two typical factor analysis methods, Lasso (Least Absolute
Shrinkage and Selection Operator) Regression (LR) (13) and
Bayesian Network (BN) (14). Factor Analysis includes two
stages: data preprocessing and apply the algorithms to select
important features.

Data Preprocessing
To assist the training data sets for LR and NB, we first
filter data from 2004 to 2014 of 34 provinces. 30 factors are
collected, including economic, education, medical, population,
environment, weather, social security related and other
relevant factors.

Applying the Algorithms
The most typical factor analysis methods, Lasso Regression
(13) and Bayesian Network (BN) (14) were used to analyze
the relationship between these factors and TCM visits. The
independent variable is the factors after data preprocessing, and
the dependent variable is the number of TCM visits.

SciKitLearn is applied to train several feature selection model
including Random Forst, Lasso Regression, and PCA models
on a single machine with 10-fold cross validation method to
determine the optimal parameters. The relationship coefficients
between these factors and TCM visits are learned. Moreover, to
further prove the result of feature selection by Lasso Regression,
we also analyze the factors and their conditional dependencies
via a directed acyclic graph represented by Bayesian Network, to
revise the factors which have strong influence on the number of
TCMvisits. BayesianNetworkmethod is embedded inWeka, and
some important parameters such as estimator, searchAlgorithm,
initAsNaiveBayes, maxNrOfParents, etc. are verified multiple
times to select the optimal parameters.

Topic Mining
We use topic model to mine topics in 3 billion posts based on
the online learning. Topic model can learn the word distributions
on topics from the word co-occurrence information in corpus.
Specifically, we use its online learning variant10 to deal with the
huge number of posts, and adapt it to the dynamic vocabulary
of posts.

According to the above method, we dig out the topics on the
overall 3 billion posts. Including the top five positive topics and
five negative topics, the snippet of all the topics is illustrated in
Supplementary Table S4 in Chinese.

Text Preprocessing
In this paper, many mature natural language processing methods
are used for text preprocessing in, topic tracking, stance
detection, and topic mining including word segmentation and
POS tagging. The following describes how to use these text-
preprocessing methods in our work (19).

Word Segmentation
There is no natural division between Chinese words. Chinese
post sequences need to be segmented into separate words.
Taking user IDs, URLs and email addresses appeared in posts
into consideration, we first extract these proper nouns by the
predefined regular expressions from the posts and then use
ICTCLAS tool to segment words (20). Because the segmentation
tool has been trained on a smaller dataset beforehand, and
the segmentation on posts can be parallelized, we deploy
the segmentation tool onto data nodes and perform word
segmentation on the big data platform.

POS Tagging
We mentioned that there are beneficial features to determine the
sentiment of a sentence in sentiment analysis section, including
sentiment words (adjectives, verbs and others), emoticons and
punctuation marks. So it’s necessary to determine each word’s
grammatical rule in the sentence, such as noun, pronoun, verb,
adverb, adjective, preposition, conjunction, interjection, and
numeral, date, article and determiner. POS tagging is designed
for this purpose (17). We use Stanford POS Tagger (21), which
is also available for Chinese, to tag posts. And POS tagging is
parallelizable for posts. We carry it out on the big data platform
in the distributed way. The POS tagging result can be used for
selecting sentiment words. It also provides POS information for
the MaxEnt-LDA algorithm, which assists experts with building
sentiment analysis training sets.

Computing Environment
Discovering the difference of public opinion between the real
world and cyberspace requires the support of high performance
computing cluster. So we build a distributed computing platform
by 100-node servers to support the large-scale data experiments.
Machine configurations are shown in Supplementary Table S5;
Supplementary Figure S3. We integrate social survey data and
posts into a unified big data platform, which is available for
managing and analyzing structured and unstructured data.
Supplementary Figure S5 shows the network configuration
information of our cluster. Machines in blue are center
servers, machines in orange are name nodes and job trackers,
machines in purple run zookeeper to monitor the whole cluster,
machines in green are installed with cloud database to restore
the computing result, and others are data nodes and task
trackers. We firstly train the model on a single machine,
and then we deploy the trained model on data nodes in the
map-reduce way.
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INTRODUCTION

Technology is the greatest result of supreme human imagination. The continual proliferation of
indoor positioning technology is laid out in this paper along with its advantages and challenges.
The authors point out that there are more to be grasped and utilized in this powerful and
growing domain.

THE PROMINENCE OF INDOOR POSITIONING SYSTEMS IN THE
PAST, PRESENT, AND YEARS TO COME

The global navigation satellite system (GNSS) performs exceedingly well in finding accurate
location data anywhere on the planet. It is most sought after for its high accuracy and global
coverage. The efficiency of GNSS is only dominant outdoors due to heavy signal multipath and
signal attenuation. However, it fails to meet expectations for indoor environments, which is
why several indoor localization technologies have popped up. Indoor navigation systems can be
wearables, wall mounted devices, or an intelligent model able to calculate the precise location
of objects or humans in any sort of sophisticated indoor environment backed up with several
obstacles. An indoor navigation system consists of three vital modules: 1. Indoor positioning
system module to estimate the object position, 2. Navigation module which helps in routing the
object from the current destination, and 3. Object interaction module which helps in providing
instructions to the model or system (1). The three module system results in better localization
and navigation (modeling, surveying, and mapping of infrastructures) of location-based assets or
object tracking, especially in emergency services for disaster management. With the daily invention
of new applications, this industry is expected to have a market value of about 24 billion dollars
by the year 2023. The aviation industry makes use of this system in helping passengers navigate
to lounges, track passenger baggage, and perform other airport related security services. The
advertising industry utilizes location-based promotions for the E-commerce sector. The healthcare
sector implements location-based services for tracking patient records and whereabouts within the
hospital arena. Asset or object-based tracking using the three module system is an inevitable part of
the logistics industry. Through this positioning technology, customers can be traced and helped
in navigating toward various services available in a railway station, bus stands, etc., benefiting
the transportation industry. Indoor positioning technology has also seen a surge in the tourism
and automotive industries as easy navigation of tourists and their assets can be monitored along
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with vehicle identification. The next time one visits the Sydney
airport, one could witness the use of apple maps in which
navigating through each terminal is made easy using this
technology. Indoor positioning technologies not only comply
with commercial sector standards but are also made available for
day-to-day home services and applications. A tango augmented
reality-based indoor location technology has been developed
by the technology giant, Google. It would provide detailed
and precise location data of the user using their mobile
device. Apple has reached far ahead with indoor positioning
technologies. They have employed inbuilt ultrawide band (UWB)
chips in premium IPhones to calculate the location of a user
in real time.

SALIENT TECHNIQUES AND
TECHNOLOGIES IN INDOOR POSITIONING
SYSTEM

The basic principle behind the indoor navigation and positioning
system is to accurately measure the range and distance between
two devices. This can be done in two basic methods. The
first one is the measurement of the distance using received
signal strength (RSS), in which the strength of the signal
between the transmitter and receiver determines the location.
Though the accuracy is found to be considerable, it is highly
influenced and affected by multipath propagation. Conventional
but superior technologies, including WiFi, Bluetooth,
RFID, Dead Reckoning, Ultrasonic, and ZigBee, fall under
this category.

Radio Frequency Identification (RFID) avails the use of
radio waves for object detection. The RFID readers and tags
undergo interchanging of frequencies during this process. An
RFID-based tracking system was implemented for dynamic
targets with <1m localization accuracy which proved it to be
a propitious feature for applications where tracking is needed
(2). Peer-to-peer communication over shorter distances can be
easily established using the most common Bluetooth technology.
ZigBee is a sought-after technology when a low cost and low
power system has to be implemented. This makes it suitable to
be implemented it in smart homes where energy conversation
is taken care of Tumlin (3). Dead Reckoning, unlike other
technologies, contemplates velocity for measuring position. It
determines the present location based on velocity and past
position data. A smartphone-based pedestrian dead reckoning
system evinced the need for further implementation in this
arena by providing exceptional results in indoor positioning
systems (4). In ultrasonic systems, the distance is computed
using the time of arrival between the emitter and receiver. The
coordinates of the emitter are assessed using multilateration
to the fixed anchors. The second measurement involves the
estimation of the time of flight from several devices. This method
comparatively imparts centimeter accuracy and is used by the
UWB technology. UWB utilizes both the time difference of
arrival (TDOA) and time of arrival (TOA) for measurement
purposes. It is also seen to play a significant role in the industrial
revolution 4.0.

Several smart factories have emerged by inculcating UWB
(5). Khan et al. (6) defend various wireless technologies,
including Wi-Fi and LoRa, to be the most worthy of
implementing indoor localization applications because of it
being vigorous, affordable, and able to utilize a minimum
amount of power.

Technologies and techniques in indoor positioning systems
go hand in hand. Combinations of technologies or combinations
of techniques are perceived to be infused for better accuracy in
recent times. Techniques in indoor positioning can be separated
into triangulation, proximity, fingerprinting, and vision analysis.
The computation of asset location using geometrical features
of triangles is known as triangulation. It is further used for
computation in two ways: lateration and angulation. Lateration
measures distance alone for positioning, unlike angulation which
uses both angles and distances. Fingerprinting is conducted
in two stages, the online stage (also known as the serving
stage) and the offline stage (also known as the training stage)
for precise object calculation. Vision analysis is carried out
from images received from several points. When an object
is detected with respect to a known position, it is known
as proximity analysis and requires several fixed detectors for
this purpose.

SELECTION OF RELEVANT TECHNIQUES
AND TECHNOLOGY ACCORDING TO THE
ENVIRONMENT AND NEED OF THE HOUR

There is a huge disparity found in the requirements of
indoor positioning when compared to outdoor systems. The
dissimilarity in requirements is due to the diverse layout in
indoor environments as they have complicated and sophisticated
pathways. Hence, the accuracy and coverage demand would
vary accordingly. Indoor positioning systems built specifically
for assisted living, monitoring patients at home, etc., have a
requisite for accuracy within 1m, whereas systems operated
for urban and rural applications demand accuracy of about
a few meters. Thus, keeping in mind the application type
and its place of execution, a suitable technology has to be
chosen. As there is a need for technology in all sectors, no
indoor position system can be claimed as the ideal solution
(7). Along with accuracy and coverage, maintenance and
implementation cost, system size, and power consumption are
essential metrics.

The design of an indoor positioning system commences in
two stages. First, by determining the principle indoor positioning
technology on which it would be based upon, and second, by
determining the technique that would be infused along with it.
Systems that are supposed to create smart homes, find objects
that are misplaced, and track and monitor daily activities are
usually implemented using ZigBee, WiFi, and fingerprinting
(8). Bluetooth has been adapted for low cost and low power
applications (9). Similarly, ZigBee devours minimal power and
is inexpensive in most cases and is, thus, used for home
applications. Applications that require huge coverage area and
centimeter accuracy within larger areas, including industries
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TABLE 1 | Comparison of existing indoor localization technologies.

Technology Accuracy Range (m) Power consumption Noise tolerance Disadvantages

UWB(Ultra wide band Very high 1–50 Low Very high UWB signal are prone to get obstructed by huge objects.

technology)

WiFi Low 1–50 High Medium Utilizes ISM band interferences.

Bluetooth Medium 1–20 Low Medium Suffers from low range

RFID High 1–50 Low Medium Communication security is a question. Suffers from low coverage

ZigBee Very high 1–50 Low Medium Lowe rate of transmission

Dead Reckoning Medium 1–100 High Medium Require high quality sensors

and manufacturing sites, preferably implement UWB (10). They
are capable of imparting huge amounts of data using minimal
energy. Tracking the motion of a visually impaired person or
the movement of humans within a small area can easily be
implemented by pedestrian dead reckoning, which is an example
of dead reckoning technology (11). Newborn systems based on
indoor positioning have been seen to work when using aerial
robots, mobile robots (12), and humanoid robots. In such cases,
criteria such as battery efficiency and power consumption are
vital. Based upon the technology that was chosen to be executed,
the suitable technique would be integrated according to the
environment and the need of the application. Table 1 puts forth a
comparison of the various technologies used at present in terms
of accuracy, range, power consumption, and noise tolerance.

PREVAILING CHALLENGES IN THE
IMPLEMENTATION OF INDOOR
LOCALIZATION SYSTEMS

Every technology under the indoor positioning system is
considered supreme, but it brings inexorable challenges along
with it. Once the basic technology and technique are made
obvious, the challenges that come with it must be tackled without
compromising the requirements of the system. The impediments
in an indoor environment should be considered and precision
in location data should be accurate (13). Contemporary research
proves that UWB technology is largely used for industries and
manufacturing sites where it could track and trace both static and
dynamic objects at ease. Though its utility is large, the signals of
UWB are easily hindered by the indoor obstacles, therebymaking
error mitigation a necessity (14). Conventional methods such as
WiFi and Bluetooth are often considered less often as it offers low
range. Ultrasound is often neglected when used for wide ranging
locations and has frequency restrictions. Privacy and security are
one category that is often abandonedwhile consideringmetrics in
indoor positioning systems (15). These systems are customized to
provide accurate locations of data to the user and its organization
alone. The involvement of a third party in such systems is a
threat to the user or the organization responsible. Hence, future
research is expected to pay more attention to the privacy and the

security content of the indoor positioning systems along with the
security of the data of users.

DISCUSSION

The needs of humans and technology are swiftly changing.
Such needs should acknowledged to bring about changes
and revolutions over the course of time. Indoor positioning
technology is one such domain that attends to the needs
of humans in several ways. Hence, researchers are always
on the lookout for new formulations in this arena. Every
technology under this system is beneficial and addresses
particular complications. It is up to the researcher or the
industrialist to select the appropriate technology and technique
according to the application needs. From healthcare to travel,
indoor positioning technologies are universal and omnipresent.
With the internet of things (IoT), intelligent systems and mobile
computing are growing at a fast pace as the market of indoor
positioning technology has been dramatically increasing. Despite
its several advantages, it also comes with several challenges for
researchers to improve on. Particularly, the metrics of indoor
location systems are its premier challenges. In addition, accuracy,
maintenance cost, coverage, scalability, and privacy are major
challenges that need to be subdued by implementing efficient
measures. Finally, special heed should to be given to the privacy
and security of the indoor positioning systems for the personal
privacy and security of users.
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Understanding the reason for an infant’s cry is the most difficult thing for parents. There

might be various reasons behind the baby’s cry. It may be due to hunger, pain, sleep,

or diaper-related problems. The key concept behind identifying the reason behind the

infant’s cry is mainly based on the varying patterns of the crying audio. The audio

file comprises many features, which are highly important in classifying the results. It is

important to convert the audio signals into the required spectrograms. In this article,

we are trying to find efficient solutions to the problem of predicting the reason behind an

infant’s cry. In this article, we have used the Mel-frequency cepstral coefficients algorithm

to generate the spectrograms and analyzed the varying feature vectors. We then came up

with two approaches to obtain the experimental results. In the first approach, we used the

Convolution Neural network (CNN) variants like VGG16 and YOLOv4 to classify the infant

cry signals. In the second approach, a multistage heterogeneous stacking ensemble

model was used for infant cry classification. Its major advantage was the inclusion

of various advanced boosting algorithms at various levels. The proposed multistage

heterogeneous stacking ensemble model had the edge over the other neural network

models, especially in terms of overall performance and computing power. Finally, after

many comparisons, the proposed model revealed the virtuoso performance and a mean

classification accuracy of up to 93.7%.

Keywords: baby cry, feature vectors, MFCC, spectrograms, stack-based algorithms

INTRODUCTION

Globally, around 130 million infants are born every year. Taking good care of babies is a major
challenge, particularly in the initial stages of parenting. Many ways and ideas are available in many
books and resources, but they do not provide impactful insights into resolving the issues. The
principal reason is that it is hard to comprehend the meaning of infant’s cries. Newborn children
communicate with the world through crying. Experienced guardians, parental figures, specialists,
and medical attendants comprehend the cries depending on their experience. Young parents get
baffled and experience difficulty calming down their infants since all cry signals sound very similar
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to them. The major problem faced by many new parents is
that they hardly understand the reason for the infant’s cry (1–
8). It is not possible to identify the reason just by looking at
the face or analyzing the emotions of the infant (9–12). Many
doctors believe that the reason for the infant’s cry is based
mainly on the patterns of their voice. If the parents do not
know the main reason or the root cause of the infant’s cry,
then they would not be able to provide the required treatment.
So, it would be highly beneficial if significant experiments were
performed on the infants’ audio signals. Their tone and pitch
contribute a lot to finding better results. To find an efficient
solution to this problem, a primary emphasis needs to be made
on the voice patterns. The voice/audio signals generated by the
babies contain many feature vectors that can be used in various
deep learning or ensemble models. Machine learning systems
possess automated learning capabilities, and their performance
improves based on their previous experience devoid of any
explicit programming (13–27).

Many convolutional neural network variants, like VGG16,
VGG19, and AlexNet, mainly deal with the problems of
classifying the results based on the features present in the audio
signals. The extracted feature vectors contain much valuable
information about the pitch, tone, and amplitude. These can
help derive the entropy, energy, and spectral intensity of the
audio signals.

Newborn child cry examination expands toward the auditory
requirements of the infant’s cry signals. Many mechanisms
have been exploited for the infant cry order, lumber, and Mel-
recurrence cepstral coefficient (MFCC). Using a wide variety of
elements to perceive and arrange newborn child crying remains
somewhat troublesome, even as vulnerability exists regarding
which of these elements is pertinent.

The proposed model makes use of the MFCC algorithm in the
initial stages. In strong handling, the Mel-recurrence cepstrum
portrays the transient power range of a sound based on a linear
cosine change of a log power range on a non-linear Mel scale of
recurrence. MFCCs are coefficients that collectivelymake up an
MFCC. This is mainly required in the data preprocessing phase
because the dataset comprises the audio signals. To perform
mathematical calculations and to compute the results, it is vital to
convert the audio signals into a 2D feature vector so that various
deep learning and advanced classification models can be applied
to predict the results.

Our proposed work reveals the following
major contributions:

• We performed data preprocessing and generated the
spectrograms of the audio signals.

• We worked on the major CNN variants like VGG16 and
Yolov4 and used transfer learning approaches to perform
multiclass classification. While using the pretrained weights of
the models, excessive hyperparameter tuning was performed
to enhance the performance of the models.

• A distinctive comparison was made between the CNN variants
in terms of accuracy, computational time, and resources. This
resulted in Yolov4 being the best model among others. It
achieved an accuracy of 75%.

• To improve the performance of the model and provide a
more efficient solution, a multistage heterogeneous stacking
ensemble model was devised. This model made use of the
major ensemble-based boosting algorithms to increase the
accuracy and other evaluation metrics of the model.

• On analyzing the cognitive performance of major classifiers,
Nu-support vector classification (NuSVC), Random Forest
(RF), XGBoost, and AdaBoost were selected for this task.
NuSVC is like SVC but uses a parameter to control the
number of support vectors. It is based on the implementation
of LIBSVM. RF is an outfit learning technique for grouping
and relapsing different assignments that work by developing
numerous choice trees at the preparing time. For order
assignments, the result of RF is the class chosen by most
trees. XGBoost is an execution of slope-supported choice trees
intended for speed and execution. The AdaBoost algorithm,
short for adaptive boosting, is a boosting procedure used as
an ensemble method in machine learning. It is called adaptive
boosting because the loads are reallotted to each occurrence,
with higher loads doled out to inaccurately ordered examples.
The proposed multistage heterogeneous stacking ensemble
model achieved an accuracy of 93.7%.

RELATED WORK

During the 2000s, most techniques employed in newborn child
research were identified with neural organizations, including the
scaled form (5). Their review included the details about applying
many neural network models and traditional machine learning
algorithms like KNN and SVM to predict the reason for the
infant’s cry. Considering a unique circumstance, the work in
(28) zeroed in on making a programmed framework that could
recognize diverse newborn child needs dependent on crying.
It separated different arrangements of paralinguistic highlights
from the child cry sound signals and prepared different rule-
based or measurable classifiers.

The work in (29) developed an NonLinear Forcasting
(NLF) model that includes the Euclidean distance for its goal
work, which is normally a unique instance of difference. In
addition, it often experiences slow intermingling. This review
proposes a summed up and quick uniting non-negative dormant
variable [a generalized and fast-converging non-negative latent
factor (GFNLF)] model to resolve these issues. Its primary
thought is two-fold: (a) taking on—dissimilarity for its goal
work, subsequently improving its portrayal capacity for Host
Based Intrusion Detection System (HiDS) information; (b)
concluding its energy joined non-negative multiplicative
update calculation, along these lines accomplishing its quick
intermingling. Experimental investigations on two HiDS
grids rising out of genuine RSs show that, with cautiously
tuned hyperparameters, the GFNLF model outperforms
groundbreaking models in both computational effectiveness
and expectation exactness for missing information in a
HiDS lattice.

The research in (4) developed a time–frequency-based
analysis called STFT. A total of 256 discrete Fourier transform
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FIGURE 1 | Infant cry acquisition setup and analysis.

FIGURE 2 | (A) Audio signal of a sample baby cry (diaper) with intensity (green) and formant information (red), (B) audio signal of a sample baby cry (hunger) with

intensity (green) and formant information (red), (C) audio signal of a sample baby cry (pain) with intensity (green) and formant information (red), and (D) audio signal of a

sample baby cry (sleep) with intensity (green) and formant information (red).

focuses were considered to figure out the Fourier change. It
accomplished a deep convolutional neural organization called
AlexNet with a few improvements to group the recorded
newborn child cry. To work on the viability of the previously

mentioned neural organization, stochastic gradient descent with
momentum (SGDM) was used to perform the calculation.

The authors in (6) obtained and broke down sound elements
of infant’s cry signals in schedule and recurrence areas. In view
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FIGURE 3 | Audio signal of a sample baby cry.

FIGURE 4 | Workflow of the research techniques used in this work.
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FIGURE 5 | Spectral roll-off of an infant cry’s audio signal.

FIGURE 6 | Spectral centroid of an infant cry’s audio signal.

of the connected elements, we can arrange cry signals to clear
cry implications for cry language acknowledgment. Highlights
separated from sound component space incorporate linear
predictive coding, linear prediction cepstral coefficients, Bark
frequency cepstral coefficients, and MFCCs. Packed detecting
method was used for characterization, and useful information
was used to plan further and confirm the proposed approaches.
Tests showed that the proposed infant’s cry detecting approaches
offer accurate and promising outcomes.

The work in (7) portraying the advancement of significant
information innovation, anticipating clients’ buying goals
through precise information of their buying practices has turned
into a fundamental system for organizations to perform accuracy
promotion and increase deal volume. The information of clients’
buying behavior is described by an enormous sum, significant

changeability, and long haul reliance. Along these lines, the
bidirectional long short-term memory (BiLSTM) model is used
in this article to examine the client’s buying behavior. First, the
model accepts client ID as the benchmark of grouping, catching
the variance law of the client purchase volume and completely
mining the drawn-out reliance of client’s buying behavior.
Second, the BiLSTM model adaptively extricates highlights,
figures out the “start to finish” forecast of client’s buy behavior,
and diminishes the design subjectivity. This article checks the
viability of this strategy depending on the genuine client buying
behavior informational indexes. The investigation results show
that the BiLSTM technique has high precision in examining the
client’s buying behavior.

The significant goal of this exploration work (18) was
to introduce another procedure to recognize cancer. The
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FIGURE 7 | Spectral flux of an infant cry’s audio signal.

FIGURE 8 | Energy of a sample cry spectrogram.

proposed engineering precisely divided and characterized
harmless and dangerous cancer cases. Diverse spatial area
techniques to improve and precisely divide the information
pictures were applied. Also, AlexNET and GoogLeNet were
used for characterization, wherein two score vectors were
acquired. Further, both score vectors were melded and provided
to many classifiers alongside the Softmax layer. Assessment
of this model is done on top medical image computing and
computer-assisted intervention (MICCAI) challenge datasets,
i.e., multimodal brain tumor image segmentation 2013, 2014,
2015, and 2016 and ischemic stroke lesion segmentation
2018 separately.

The work in (30) emphasized the complete exploration plans
to arrange baby’s cries into their social characteristics by utilizing

evenhanded and insightful AI approaches. Toward this objective,
the authors have considered customary AI and later profound
learning-based models for child cry arrangement using acoustic
elements, spectrograms, and a mix of the two. They have
performed a point-by-point experimental review of the open
access corpus and the CRIED dataset to feature the adequacy
of fitting acoustic elements, signal processing, or AI procedures
for this purpose. Major work was done by presuming that
acoustic elements and spectrograms together will bring better
outcomes. As a side outcome, this work additionally underscored
the test of a deficient child cry data set in displaying baby’s
behavioral attributes.

This study (31) investigates a neural transfer learning way
to create precise models for recognizing babies that have
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TABLE 1 | Data distribution for different classes.

Class Number of

training samples

Number of

testing samples

Sleep 12,820 3,205

Hunger 12,980 3,245

Pain 14,740 3,685

Diaper 14,204 3,551

TABLE 2 | Layer architecture of VGG16.

Layers Size

A doubly linked convolution layer It consists of 64

channels—each consisting of

a kernel of size 3 × 3

A Maxpool layer It consists of a kernel having a

pool of size 2 × 2 and a stride

of size 2 × 2

A doubly linked convolution layer It consists of 128 channels,

each of size 2 × 2

A Maxpool layer It consists of a kernel having a

pool of size 2 × 2 and a stride

of size 2 × 2

A triply linked convolution layer It consists of 512 channels,

and each channel has a

kernel of size of 3 × 3

A Maxpool layer It consists of a kernel having a

pool of size 2 × 2 and a stride

of size 2 × 2

A triply linked convolution layer It consists of 512 channels,

and each channel has a

kernel of size of 3 × 3

A Maxpool layer It consists of a kernel having a

pool of size 2 × 2 and a stride

of size 2 × 2

TABLE 3 | Parameters—VGG16.

Layer type Output size Parameter

Input layer 1 × 256 × 40 0

Convulated 2D layer 128 × 256 × 40 1,280

Batch normalization layer 128 × 256 × 40 512

Activation layer 128 × 256 × 40 0

2D Maxpool layer 128 × 256 × 8 0

Dropout layer 128 × 256 × 8) 0

bidirectional_1 Bidirection (None, 256, 32) 55,488

permute_1 (Permute) (None, 256, 128, 2) 0

bidirectional_2 (Bidirection) (None, 256, 32) 12,480

time_distributed_1 (TimeDist) (None, 256, 32) 1,056

conv2d_3 (Conv2D) (None, 128, 256, 4) 147,584

experienced perinatal asphyxia. Specifically, the authors have
investigated the speculation that portrayals obtained from
grown-up discourse could educate and further develop execution
based on models created on newborn baby discourse. Their

TABLE 4 | Hyperparameters settings—VGG16.

Name Settings

Nodes used per trained layers 1,024

Epochs 300

Optimizers Adam and SGD

Lr—learning rate 0.0001

Lrd—learning rate decay Yes

Drop out 0.25

tests show that models depending on such portrayal moves are
resilient to various kinds and levels of commotion, just as to
flag misfortune on schedule and recurrence areas. The work
analyzes the exhibition of a residual neural organization. Their
ResNet model was pretrained on a few discourse assignments
in characterizing perinatal asphyxia. Among the implemented
models, the model for the word recognition task performed
the best, recommending that the varieties learned for this
undertaking are generally closely resembling and helpful to
their objective assignment. The support vector machine prepared
straightforwardly on MFCC highlights ended up being a solid
benchmark and, assuming fluctuation in forecasts was of
concern, a favored model.

In this article (32), the authors present a safe medical care
framework that performs an acoustic examination of messy
boisterous baby cry signs to concentrate and gauge specific
cry attributes quantitatively and group strong and weak babies
indicated only by their cries. In the lead of this infant cry-
based indicative framework, the unique MFCC highlights as well
as static MFCCs are chosen and removed for both expiratory
and inspiratory cry vocalizations to deliver a discriminative
and instructive component vector. Then, the authors made a
remarkable cry design for each cry vocalization type and neurotic
condition by presenting a clever thought utilizing the boosting
mixture learning (BML) technique to infer either sound or
pathology subclass models independently from the Gaussian
mixture model-universal background model. Also, a score-level
combination of the proposed expiratory and inspiratory cry-
based subsystems was performed to settle on a more dependable
choice. The trial results show that the adjusted BML strategy
has lower error rates than the Bayesian methodology when
considered as a kind of perspective technique.

DATA PREPARATION

Data processing is the first step in designing the model. The
dataset comprises several cry signals that have been taken
from the National Taiwan University Hospital—Yunlin Branch
for research. These signals correspond to the reason for the
infants’ cry. These four reasons are hunger, pain, tiredness,
and diaper. The major steps involved in the preprocessing
phase are data cleaning, audio scaling/normalizing, framing,
windowing, and later spectrogram formation. In this article,
the baby cries were acquired from the Division of Obstetrics
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TABLE 5 | Hyperparameter settings—YOLOv4.

Name Settings

Batch size 10

Epochs 380

Optimizers Adam

Lr—learning rate 0.001

Lrs—learning rate schedule Learning rate increases by 0.1

Drop out 0.20

Early stopping There is a decline in the

validation loss for 50 epochs

Momentum 0.924

Weight decay 0.0005

Anchor_t (anchor-multiple

threshold)

4.0

F1_gamma 0.2

and Gynecology at the National Taiwan University Hospital
Yunlin Branch, Taiwan. They encountered no inconveniences
during birth, and their introduction to the world loads, ages, and
gestational ages was without neurotic discoveries. Their age was
somewhere between 1 and 10 days. Also, all of the baby cries
were recorded using a SONYHDR-PJ10 HD computerized video
recorder with an underlying mouthpiece, Sony Corporation,
Tokyo, Japan. The cries of newborn children were recorded
in a supine position. The amplifier was held around 40 cm
from the newborn child’s mouth. Each recording document lasts
somewhere between 10 and 60 s. Figure 4 illustrates the workflow
of the proposed models.

Preprocessing
In this phase, all of the input infant cry audio files are
preprocessed. It basically involves applying a double loop on
the entire dataset. Here, the noises and other disturbances
from the audio files are also removed to get better results.
This is because if we train our model on the dataset, which
contains noise or unwanted data, then the model might
have some significant characteristics and might make wrong
interpretations. The algorithm basically converts the input audio
files to various keyframes, which are then converted into a
series of feature vectors. So, every audio keyframe would
have a feature vector, which when combined would cause a
2D feature vector containing the numerical values of all of
the relevant features of the audio signal. MFCC is utilized
to separate the interesting components of discourse tests. It
addresses the momentary force range of human discourse. The
MFCC method uses two sorts of channels:directly dispersed
channels and logarithmically separated channels. To catch the
phonetically significant attributes of discourse, the sign is
communicated on the Mel-recurrence scale. The Mel scale is
mostly established on examining the pitch or repeat saw by the
human. Subsequently, the scale is wrapped up into the units of
Mel. TheMel scale is commonly an immediate preparation under
1,000Hz and logarithmically isolated over 1,000Hz. MFCC
involves six computational advancements (3). This progression
likewise includes passing the sign through the channel, which

highlights higher recurrence in the frequency band. It likewise
underlines the extent of some higher frequencies in regard to
other lower frequencies to improve the energy. Librosa is a library
available in Python that reads and processes the audio signals.
Figure 1 represents the sample audio signal of an infant’s cry.
Figures 2A–D illustrate the audio signal of a sample baby cry for
diaper, hunger, pain, and sleep, respectively. Figure 3 illustrates
the infant cry acquisition setup and analysis.

Frequency Feature Extraction
It pays attention to the recurrence parts of the sound sign. Signals
are changed from the time–space to the frequency area using
the Fourier transform. Band energy proportion, spectral centroid,
and otherworldly motion are models.

Spectral Roll-Off
Roll-off is the steepness of a transfer function with frequency,
particularly in electrical network assessment, and most especially
with regard to direct circuits in the advancement between a
passband and a stopband. It is mostly applied to the expansion
loss of the network but can, on a fundamental level, be
applied to any appropriate function of frequency, and any
technology, not just devices. It is customary to check roll-
off as a part of logarithmic frequency; consequently, the units
of roll-off are either decibels per decade (dB/decade), where
a decade is a 10 times increase in frequency, or decibels
per octave (dB/8ve), where an octave is a 2-fold increase
in frequency.

Roll-off comes from the fact that in many networks roll-offs
tend toward a constant gradient at frequencies well-away from

the cut-off point of the frequency curve. Roll-off enables the cut-

off performance of such a channel network to be diminished to
a single number. Note that roll-off can occur with diminishing

frequency as well as as increasing frequency, depending on
the bandform of the channel being considered: for instance,
a low-pass channel will roll-off with increasing frequency, but
a high-pass channel or the lower stopband of a band-pass
channel will roll-off with reducing frequency. For conciseness,
this article depicts only low-pass channels. This is to be taken
in the spirit of model channels; comparative guidelines may
be applied to high-pass channels by trading articulations, for
instance, “above cut-off frequency” and “below cut-off frequency.
Figure 5 illustrates the spectral roll-off of an infant cry’s
audio signal.

Spectral Centroid
The spectral centroid is a measure that shows the location of the
“focal point of mass” of the spectrum. Perceptually, it has a strong
association with the impression of “splendor” of a sound and
hence is utilized to portray melodic tone. Figure 6 portrays the
spectral centroid of an infant cry’s audio signal.

Spectral Flux
The spectral flux/transition is a helpful measure for
differentiating signals whose spectrum changes slowly from
signals whose spectrum changes rapidly. It has a lower incentive

Frontiers in Public Health | www.frontiersin.org 8 March 2022 | Volume 10 | Article 819865127

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Joshi et al. Multi-Stage Heterogeneous Stacking Ensemble Model

TABLE 6 | Comparing the performance of top CNN models.

Variant name Year (developed) Category Role Parameters F1 score Error rate

VGG16 2014 Spatial exploitation and

multiclass classification

Uses small-sized kernels

and performs better for

multiclass problems

140M ∼72.1% ImageNet: 27.3%

ResNeXt10 + CBAM 2018 Consideration Exploits both feature map

and spatial information

48.76M 73.4% 26.6%

ResNet 2016 Depth in learning using

multi-path technique

Provides a mapping-based

skip connection

25.63M 72.8% 27.2%

YOLOv4 2020 Spatial exploitation Performs multiclass

classification using

pretrained weights—one of

the major transfer learning

models

60M 75.2% 24.8%

DiceNET 2021 Dimensional based It performs

dimensional-based CNN,

including height, weight,

and depth

20M 74.5% 25.5%

TABLE 7 | Comparing the merits and demerits of the top CNN variants.

CNN

variant

name

Merits Demerits

VGG16 Provides the benefits of

effective approachable fields

in training

It also introduces the

concept of a simple and

homogeneous topology

between various audio key

frames

Its computational power is

dependent on the fully

linked layers and is very

expensive

ResNeXt101

+ CBAM

Provides flexibility in depth

and dimensions

It has a consistency of

maintaining a large amount

of data flow between hidden

layers, which contribute to

information gaining

attributes

As the number of feature

vectors is very high in this

model, the number of

parameters and their values

will also need to be

increased, leading to a slow

learning rate

YOLOv4 It is twice as fast in

computing results than

other top CNN variants

In terms of accuracy and

other metrics, it provides

better performance

Requires a well-scaled and

normalized dataset, as its

hypertuning variables have

restrictive abilities in some

cases

ResNet Error rate reduces for

complex architectures

The gradient problems are

resolved (6)

It has a complex

architecture.

It has overfitting of

hyperparameters

DiceNet These convolutions use

highly enhanced feature

filters in every layer

The dimension-wise vectors

are mixed proficiently

It provides high-accuracy

multiclass classification (13)

It may take a lot of

computational time in

prediction

for the previous “slow” class of signals and a higher incentive for
the later “quick” class of signals. Figure 7 shows the spectral flux
of an infant cry’s audio signal.

TABLE 8 | Number of testing samples for each class.

Class Number of

training samples

Number of

testing samples

Sleep 12,924 4,308

Hunger 14,517 4,839

Pain 14,115 4,705

Diaper 14,418 4,806

TABLE 9 | Hyperparameters selection for Nu SVC.

Hyperparameters Value Justification

C 150 This value basically determines

the training speed of the

algorithm. Setting a value less

than 100 was taking more time,

whereas values above 150

showed less learning by the

model. On trying many

approaches, C = 150 was

considered the most suitable for

the model

Degree 4 Due to the 2D feature vector and

many attributes of the dataset, a

degree of 4 was considered

better. Any value above 4

showed a similar performance

on consuming more time

Kernel RBF According to research, the RBF

kernel is more suitable for

stacking multiple classifiers (13)

Gamma auto This is the default value

These non-linear features help us analyze the patterns
and frequency domains of the audio signals. The values
derived from these feature vectors would help decide
the appropriate methodologies suitable for the data
preprocessing phase.
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TABLE 10 | Hyperparameter selection for RF.

Hyperparameters Value Justification

n_estimators 700 It determines the number of trees

required to build before making

average predictions. The

increase in value increases the

performance and decreases the

speed of training. So, up to 700,

the model was performing with

consistently increasing accuracy

and speed, but after that, the

speed started to decrease

max_features Auto This is the default value. It

improves performance at each

node. The model was showing

degrading performances at other

values

max_depth 50 It represents the depth of each

tree in the model. The more the

depth, the more the information

will be gained from each tree,

which will add on to the info_gain

parameter of the model.

However, values above 50

decreased the speed of the

process

min_samples_leaf 0.005 It represents the minimum

sample of dataset at each level.

It is always beneficial to have

fewer samples at each node to

prevent complexity in learning

Framing and Windowing
Framing is the process of segmenting the entire audio signal
into small frames of a fixed size. A single audio file is
converted into N number of frames so that the algorithms
work better. Because a single audio file would contain many
feature vectors, this would become highly complicated to
derive the results. The adjacent frames are also separated
by a specific gap so that they do not overlap. Setting a
space of 256 or 512 is appropriate for the MFCC process to
avoid overlaps.

Fast Fourier Transform
It performs the task of conversion of each single frame of the
audio keyframes from the phase of the time domain to the
frequency domain, as most of the calculations are performed in
this domain.

Mel Filter Bank
There are many frequencies ranges in fast Fourier transform. The
most significant one is enormously inclusive, and voice signals do
not trail the unswerving gauge.

Discrete Cosine Transform (DCT)
This process involves a cycle that can transform the log
Mel spectrum into time domain. The outcome generated

TABLE 11 | Hyperparameter selection for AdaBoost.

Hyperparameter Value Justification

n_features 40 It represents the number of

features seen during the model

fit. The value was according to

the number of attributes in the

dataset

n_estimators 200 It represents the number of

estimators at which the boosting

terminates. Up to the value of

200, the boosting was enhanced

without affecting the learning

rate. However, above 200, the

boosting rate became constant,

leading to a decrease in the

learning of the model

Learning rate 1 This is the default value. The

model performed better at the

initial value

Algorithm SAMME.R It performs faster than SAMME

and achieves lower test errors

with fewer boosting iterations

N_classes 4 The number of classes was 4

TABLE 12 | Hyperparameter selection for XGBOOST.

Hyperparameter Value Justification

Num_boost_round 150 It represents the number of

rounds to build the model. Its

optimal high value depends

largely on other parameters, that

is why its value is kept relatively

lower to avoid changing it as and

when we use other parameters

Early_stopping_rounds 20 It should generally be quite low

so that we do not have to worry

about improving the accuracy of

the model as it has early

stopping

N_fold 6 It is the number of folds required

for cross validation. Initially, it was

set to 5, and later, on observing

the improvement in the increase

in value, it was changed to 6.

However, above 7. it did not

incline toward the learning curve

Metrics MAE The mean absolute error allows

us to compare estimates of

different sequences in different

scales

by the process is defined as MFCC. The set of coefficients
is called acoustic vectors. According to this concept, all of
the information values are transformed into a segment of
auditory vectors. Figure 8 represents the energy of the cry
spectral waveform.
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FIGURE 9 | Epochs vs. accuracy graph for the VGG16 model.

APPLYING CNN VARIANTS ON THE CRY
SPECTROGRAMS

After data preprocessing and generation of the spectrograms
and tabular 2D dataset, we applied the various
CNN variants. The expected workflow comprises the
following steps.

Data Distribution
First, the dataset was split into training and test sets in the ratio of
80:20. In total, 80% of the entire dataset that comprises the feature
vectors of the spectrograms was used for training the different
models. The training, testing, and validation accuracies of both
the proposed models were compared and analyzed.

Table 1 consists of the number of testing samples for each
prediction class. The data distribution sampling is the same for
YOLOv4 and VGG16.

Implementing VGG16
The main reason for using VGG16 was its merits in predicting
the multiclass outputs of the model (6). According to
various research studies, it is one of the best CNN variants
that utilizes the transfer learning approaches for multiclass
classification problems.

Table 2 represents the information about the layers and the
size of the kernels. Table 3 presents the summary of the VGG16
model, and Table 4 lists the hyperparameter settings of the
VGG16 model.

After performing a lot of comparisons among the various
hyperparameter selected values, the proposed VGG16 model
was performing at its best on the above-mentioned ones. The
observations made on these selected values can provide deep
insight into the performance of the model. From this, we can
infer that the nodes per trained layers and drop-out values
contributed in the most significant way to the training of the
entire model. The model was trained on 300 epochs. This
was the tuned parameter; the epochs above 300 showed a
degrading performance.

Implementing YOLOv4
The accuracy of CNN should be determined through many
provisions. The pragmatic testing of such element blends
on enormous datasets is needed, similar to the hypothetical
pursuit of the outcomes. A few viewpoints, for example, cluster
standardizations, are simply enough to explicit inadequately
spaced datasets; however, many others are rational to a
larger part of representations, assignments, and datasets. To
accomplish outstanding results, this proposed work utilizes
original provisions, for example, Mish actuation and DropBlock
regularization are some of them joining some of them.

Hyperparameter Selection for YOLOv4
The Yolov4 model has 53 convolution layers of size 1 ×

1 and 3 × 3 kernels. It also has 30 hyperparameters for
improving the training and the performance of the model. Each
hyperparameter has a specific potential to create a huge impact
on the overall training and learning of the model. The following
hyperparameters have been selected after understanding the
architecture and learning the observations from various research
articles using YOLOv4 (16). After many tests and evaluations,
the final YOLOv4 model was subjected to the following
hyperparameters. Table 5 represents the hyperparameter settings
of the YOLOv4 model.

Implementing FastGCN
FastGCN is a graph-based model with a purposeful diagram
model for semi-supervised learning approaches. Moreover,
on account of the recursive neighborhood development of
transverse layers, preparing huge and thick diagrams is time- and
memory-consuming. This is a hybrid model, and its hyper tuning
methodologies are the fundamentals of implanting capacities.
Accordingly, it utilizes Monte Carlo strategies to dependably
surmise the integrals, which prompts the group preparation plan.

Comparing the Performance of the Top
CNN Variants
The performances of top CNN models are compared
in Table 6.

The performance of these CNN variants was not up to
the mark, as these could not handle some outliers even
after performing hypertuning. All of these models had low
computational power and did not yield high accuracy. It was
required to go with another approach that would yield better
accuracy and have fast computational power. These are some
approaches that combine many ensemble-based algorithms in a
stacked form. These algorithms have a higher chance of training
the model at a lesser computational time and provide better
performance. Table 7 presents the merits and demerits of the top
CNN variants.
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TABLE 13 | Evaluation metrics for the VGG16 model.

Class n (truth) n (classified) Accuracy (%) Precision Sensitivity Specificity F1 score

Class 1 (sleep) 3,205 3,653 84.5 0.81 0.88 0.856 0.84

Class 2 (hunger) 3,245 3,609 86.3 0.82 0.93 0.902 0.86

Class 3 (pain) 3,685 3,367 84.2 0.78 0.86 0.855 0.83

Class 4 (diaper) 3,551 3,057 77.8 0.74 0.83 0.81 0.77

FIGURE 10 | Epochs vs. accuracy graph for the YOLOv4 model.

MULTISTAGE HETEROGENEOUS
STACKING ENSEMBLE CLASSIFICATION
MODEL FOR HIGHER PREDICTIVE
PERFORMANCE

The stacking approach is an ensemble learning technique that
uses various classifiers at different levels to produce better
outputs. The data are trained at different levels by different
classifiers. Since our dataset contains spectrograms of different
audio frames, it is convenient to use different classifiers as any
one specific classifier will not give the correct output. This was
the main reason the top CNN variants were not performing up to
the mark and taking a lot of time in training (6).

The following proposedmodel consists of four different levels.
Each level corresponds to one classifier, and the output produced
by each level will contribute to the performance of the next levels.

Motivation to Use the Stacking Approach
The major benefit of using the stacking approach is that it can
use the features and benefits of the different boosting algorithms
to a better extent. There are many boosting algorithms like
XGBOOST and AdaBoost that perform much better compared
to neural networks and other deep learning models. This
is because top CNN variants were performing slowly due
to the large dataset. Their process involves various recursive
backtracking methods and solves overlapping subproblems. The
highly advanced boosting algorithms avoid these recursive calls
to some extent.

Implementation
The major objective behind the working of the proposed model
is based on the characteristics of the top four classifiers. It
is important to choose such classifiers that would increase
the accuracy of the model by consuming less computational
resources, time, and power. The entire model consists of four
levels. Each level corresponds to a classifier. Initially, the
spectrogram is fed as input to the first level classifier. Each level
has a share of 25%. The classification results of the first classifier
are stored in a cache and taken forward to the next level classifier.
The next level classifier learns and gets trained on the basis of
the prediction outputs of the previous level classifiers. Due to
this, they will always try to improve the accuracy of the model as
compared to the previous stages. The third and fourth classifiers
play a major role in determining the performance and accuracy
of the model.

Model 1
This model uses SVC, multilayer perceptron (MLP), NuSVC,
and RF classifiers. These classifiers are accessible in Scikit-learn.
The most reasonable tuning will be applied to this model.
To put it obtusely, if some classifiers are underperforming,
a pile of them would most likely be garbage as well. To
produce appropriate results, the hyperparameters of each
classifier are fixed. With this model, an accuracy of 82–83%
was achieved.

Model 2 (Improvement of Model 1)
This model will support ensemble learning algorithms like
XGBOOST, AdaBOOST, RF, and NuSVC at four different levels.
The performance and the accuracy produced by this model
were comparatively better than the previous approach. The main
reason for choosing the boosting algorithms over the traditional
machine learning algorithms was that these algorithms are highly
flexible and support the parallel processing technique. Parallel
processing is very important whenwe have a large dataset because
it avoids computing the results in a recursive manner. Unlike
the deep learning models, they are faster than gradient boosting.
They can perform cross-validation after every iteration (5).
XGBoost utilizes choice trees as base students, joining numerous
powerless students to make a solid student. Accordingly, it is
alluded to as an outfit learning technique since it utilizes the
yield of many models in the last forecast. XGBoost or extreme
gradient boosting may be very well-placed into different use cases
like positioning, ordering, relapsing, and client-characterized
forecast issues. It is an ideal mix of programming and equipment
advancement methods to yield common results by utilizing fewer
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FIGURE 11 | Confusion matrix for the YOLOv4 model.

TABLE 14 | Evaluation metrics for the YOLOv4 model.

Class n (truth) n (classified) Accuracy (%) Precision Sensitivity Specificity F1 score

Class 1 (sleep) 3,205 3,678 87.8 0.83 0.90 0.83 0.85

Class 2 (hunger) 3,245 3,704 86.7 0.81 0.92 0.88 0.83

Class 3 (pain) 3,685 3,270 82.3 0.77 0.85 0.81 0.80

Class 4 (diaper) 3,551 3,034 75.6 0.74 0.84 0.79 0.77

processing assets in the briefest measure of time. With this
approach, an accuracy of∼87% was achieved with 300 epochs.

Data Distribution
The dataset is split into training and testing sets in the ratio
of 75:25. This the distribution of the testing samples of all the
classes. Table 8 represents the number of testing samples for
each class.

Hyperparameter Tuning in XGBOOST and
AdaBoost
XGBoost is a highly advanced implementation of the gradient
boosting algorithm. It provides a lot of flexibility to enhance
the performance of the model. The main advantage offered by
XGBoost is that it helps improve the training of the model.
Also, the proposed deep learning models had some overfitting
instances. These could not be removed or reduced due to the
limitations in the parameters of the various hidden layers. The
training speed can be increased by increasing the max_Depth
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value to some extent. We had to implement some trail-error
methods to fix the best value of max_Depth. This variable has
a huge impact on the training speed of the model. According to
a research article (8), a learning rate of 0.0001 was considered to
be the most optimal for the initial stage. Later, the learning rate
was increased to 0.001 on making some relevant observations
in training accuracy. The parameter named objective was set to
multi:softmax. The main reason for considering this value was
the structure of our dataset. The dataset had multiclass output;
hence, using multi:softmax was considered appropriate. Since
XGBoost can predict the output much better than AdaBoost in
terms of accuracy and precision, it is used in the last or fourth
level of the proposed architecture.

The AdaBoost algorithm has a better learning rate and better
performance among multiple k-fold cross validations. When
fitting the last model, it could be attractive to either expand the
number of trees until the difference of the model is decreased
across rehashed assessments or to fit numerous last models and
normalize their expectations. A significant hyperparameter for
AdaBoost is n_estimator. By changing the number of basemodels
or frail students regularly, we can change the precision of the
model. The number of trees added to the model should be high
for the model to function admirably, frequently hundreds, if not
thousands. After all, the more the number of feeble students,
the more the model will change from being high one-sided
to low one-sided. The learning rate relies profoundly on the
number of n_estimators. Naturally, it is set to 1, yet it tends to be
expanded or diminished depending upon the assessors utilized.
For the most part, for countless n_estimators, we utilize a more
modest benefit of the learning rate. For instance, whenever our
powerless classifier gets the opportunities of right expectations
just somewhat more than arbitrary theory, the learning rate is 0.5.
It is normal to utilize a more modest benefit of the learning rate
going somewhere in the range of 0 and 1, as 0.1 and 0.001 because,
in any case, it brings about the issue of overfitting.

Hyperparameters of classifier 1 (NuSVC) are represented in
Table 9.

Hyperparameter Selection for
Random Forest
The hyperparameters selected for RF are illustrated in Table 10.

Hyperparameter Selection for AdaBoost
The hyperparameters selected for AdaBoost are illustrated in
Table 11.

Hyperparameter Selection for XGBOOST
The hyperparameters selected for XGBOOST are illustrated in
Table 12.

RESULTS AND DISCUSSION

Results for the VGG16 Model
Figure 9 represents the epoch vs. accuracy graph for the VGG16
model using the transfer learning approach. Further, Table 13
represents the evaluation metrics for the VGG16 model.

FIGURE 12 | (A) Epoch vs. loss graph for multi-stage heterogeneous stacking

ensemble classification model 2 and (B) epoch vs. accuracy for multistage

heterogeneous stacking ensemble classification model 2.

From the above table, we can analyze that the model
performs the best in classifying the cries due to hunger.
The model has an imbalanced nature in prediction metrics
of the other three classes. This is one of the limitations of
the model as the model classifies hunger cries more even
though the samples are fewer than the pain and diaper cries.
Hence, the model needs to have a balance in prediction
metrics among all of the classes. Tragically, there are two
significant disadvantages with VGGNet: It is agonizing to
prepare. The organization’s engineering loads themselves are
enormous (concerning circle/data transmission). Because of its
profundity and number of completely associated hubs, VGG16 is
over 533MB. This makes sending VGG a tedious errand. VGG16
is utilized inmany profound learning picture arrangement issues;
in any case, more modest organization models are frequently
more alluring (like SqueezeNet, GoogLeNet, and so on). Yet, it
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FIGURE 13 | Confusion matrix of multi-tage heterogeneous stacking ensemble classification model 2.

FIGURE 14 | Probability distributions of the four classifiers and multistage heterogeneous stacking ensemble classification model 2.

is an extraordinary structure block for learning purposes as it is
not difficult to carry out.

Results for the YOLOv4 Model
Figure 10 represents the epochs vs. accuracy graph for the
YOLOv4 model. From this graph, we can observe the
improvement in results of the YOLOv4model compared to those
of the VGG16 model.

We have generated the confusion matrix and the evaluation
metrics for the YOLOv4 model. The main objective of
developing the confusion matrix is to observe the number of
true positive predictions for every class. The output consists
of four different classes. They are sleep, hunger, pain, and
diaper. Figure 11 illustrates the confusion matrix for the YOLO
v4 model. Table 14 represents the evaluation metrics of the
YOLOv4 model.
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TABLE 15 | Multistage heterogeneous stacking ensemble classification model 2.

Class Accuracy (%) Precision Sensitivity Specificity F1 score

Class 1 (sleep) 94.5 0.87 0.88 0.87 0.93

Class 2 (hunger) 96.3 0.95 0.93 0.89 0.95

Class 3 (pain) 91.2 0.92 0.86 0.80 0.91

Class 4 (diaper) 92.8 0.94 0.83 0.76 0.90

FIGURE 15 | Receiver operator characteristic (ROC) curve for (A) sleep and

pain classes and (B) hunger and diaper classes.

The overall accuracy of the YOLOv4 model is 78.61%. This
is better than the VGG16 model as this model is balancing its
validation metrics for two classes (hunger and sleep), which
accounts for 50% of the entire test data. From the cross-validation
of YOLOv4, we can infer the performance of the model in
predicting all four classes.

From Table 14, we can understand the evaluation metrics
of the prediction classes. We can infer that sleep cries have
the highest F1 score and the model works almost the same in
predicting sleep and hunger cries. This is an improvement from
the VGG16 model, as it was more inclined toward hunger cries.

However, an imbalance still exists for the pain and diaper classes.
The evaluation metrics need to be improved for these two classes.
Affectability estimates how frequently a test accurately produces
a positive outcome for individuals who have the condition that
is being tried for (otherwise called the “genuine positive” rate).
An exceptionally delicate test will hail nearly every individual
who has the infection and will not create some bogus adverse
outcomes. Particularity estimates a test’s capacity to accurately
produce an adverse outcome for individuals who do not have the
condition that is being tried for (otherwise called the “genuine
negative” rate). The F1 score is the weighted normal of precision
and recall. Naturally, it is not as straightforward as precision;
however, F1 is typicallymore valuable than exactness, particularly
on the off chance that we have skewed class circulation.

Results for Multistage Heterogeneous
Stacking Ensemble Classification Model 2
Figure 12A represents the epoch vs. loss graph and Figure 12B

illustrates the epoch vs. accuracy graph of the proposed
multistage heterogeneous stacking ensemble classification model
2 for a maximum of 175 epochs.

Exploring the Evaluation Metrics of the
Proposed Multistage Heterogeneous
Stacking Ensemble Classification Model 2
Figure 13 illustrates the confusion matrix of the multistage
heterogeneous stacking ensemble classification model 2, and
Figure 14 portrays the probability distributions of the four
classifiers along with the probability distribution of multi-stage
heterogeneous stacking ensemble classification model 2.

From the cross-validation of the proposed model, we can
infer that the model is performing at its best in predicting all
of the classes. A perfect balance is maintained between all of the
prediction labels. The overall accuracy of the model is 91.56%,
which is far better than the hypertuned and optimized YOLOv4
model. The accuracies of all of the classes have also been increased
compared to the previously implemented CNN variants.

Table 15 represents the evaluation metrics of the proposed
multistage heterogeneous stacking ensemble classification model
2. By observing the computed values of the different metrics, we
can infer that it has performed much better than the top CNN
variants. The overall validation accuracy produced by the model
is around 92%. With respect to the computational time, it was
almost four times faster than CNN variants due to the advantage
of highly advanced ensemble algorithms.

From Table 15, we can infer that all of the classes are classified
with the best precision values after performingmany hypertuning
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TABLE 16 | Comparison with the state-of-the-art models.

Reference Year Method Dataset Number of

emotion

classes

Emotion classes Mean F1

score

— — Multistage

heterogeneous

stacking ensemble

model (proposed

model)

Infant cry

dataset—National

Taiwan University

Hospital Yunlin Branch,

Taiwan

4 Diaper, sleep, hunger,

pain

0.923

Jian et al.

(33)

2021 LSTM + deepf_3 Fau Aibo children’s

emotion corpus

database

5 Angry, hungry, pain,

sad, tired

0.604

Ashwini

et al. (4)

2021 Linear support vector

machine

Infant cry

dataset—National

Taiwan University

Hospital Yunlin Branch,

Taiwan

3 Hunger, pain, sleepy 0.844

Jiang et al.

(34)

2021 Gaussian mixture

model-universal

background model

Donate-A-Cry corpus 4 Hungry, discomfort,

scared, tired

0.828

Boersma

et al. (35)

2021 Convolutional neural

net with self-attention

CRIED dataset 3 Fussing, screaming,

high-pitched

screeching

0.797

techniques. The hunger cries are performing the best compared
to all other classes. The F1 scores of all of the classes have been
improved compared to the previous two models. The proposed
algorithm provides a balance in classifying the results of all of the
prediction classes.

Plotting and Analyses of the Receiver
Operator Characteristic Curve for the Four
Prediction Classes
The area under ROC curve (AUC) is a valuable metric for
assessing the nature of class intervals for delicate classifiers.
In the multiclass setting, we can envision the exhibition of
multiclass models as indicated by their one-vs.-all accuracy
review curves. The AUC can likewise be summed up to the
multiclass setting.

Figure 15A represents the receiver operator characteristic
(ROC) curve and AUC scores for the sleep and pain prediction
classes. From this, we can infer that the sleep class is getting
predicted more accurately and perfectly compared to the pain
class. This is because the higher the AUC score, the better the
performance of the model in differentiating the true and false
outcomes for the particular class. The AUC score for the sleep
class is 0.963, and for the pain class is 0.885. From Figure 15B,
we can infer that the ROC curve and AUC scores for the hunger
class are much better than those for the diaper class. This is also
because the model is more inclined toward the hunger class as
compared to the diaper class.

DISCUSSION

The proposed hybrid model performed much better compared
to the previously mentioned and implemented CNN variants

in terms of accuracy and computational time. It achieved an
overall accuracy of 92%. The stacking approach is highly
suitable for the multiclass classification problem. Since
the dataset consisted of audio signals and four different
output prediction classes, consideration of four different
classifiers simultaneously was highly beneficial. All of the
classifiers were dependent on one another, unlike the
top CNN variants. Due to this, the overall architecture
of the model is more complex than the CNN variants.
The mean AUC score of the proposed hybrid model is
approximately 92%.

Comparison With State-of-the-Art Models
Table 16 presents the comparison of the proposed
multistage heterogeneous stacking ensemble classification
model 2 with the state-of-the-art models. The superior
performance of the proposed model 2 in terms
of the mean F1 score, could be witnessed from
this table.

CONCLUSIONS

The multistage heterogeneous stacking ensemble model two
consisting of four highly advanced boosting algorithms was
roughly able to predict the classes on the basis of the feature
vectors present in the spectrogram of the audio signals. However,
these boosting algorithms are sensitive to some outliers. Our
dataset comprises only four major reasons for the baby’s cry. In
the future, if some other major reason arises, then the model
may not identify it and would produce incorrect results as it
is a supervised learning model. The classifiers are trained on
the feature vectors and these four classes. They will not be
able to identify a new class, and this would require the model
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to undergo training once again to meet the updated changes.
The proposed model can be extended to a semi-supervised or
unsupervised approach by using some pretrained weights in a
similar stacking-based model. This would save some time and
efficiently provide better outcomes in terms of computational
time and accuracy. In this research article, we were able to predict
the reason for the infant’s cry using two different approaches.
In the first approach, we used pretrained weights and transfer
learning approaches to predict the results. These included
various CNN variants. A complete analysis and comparison were
performed on the top CNN models. However, in the second
approach, we made use of the multistage heterogeneous stacking
ensemble classification model for enhancing the performance of
the model using boosting algorithms. This approach produced
much better results in terms of computational time, power,
and accuracy.
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Background: Healthcare data is a rich yet underutilized resource due to its

disconnected, heterogeneous nature. A means of connecting healthcare data and

integrating it with additional open and social data in a secure way can support the

monumental challenge policy-makers face in safely accessing all relevant data to assist

in managing the health and wellbeing of all. The goal of this study was to develop a

novel health data platform within the MIDAS (Meaningful Integration of Data Analytics and

Services) project, that harnesses the potential of latent healthcare data in combination

with open and social data to support evidence-based health policy decision-making in a

privacy-preserving manner.

Methods: The MIDAS platform was developed in an iterative and collaborative way

with close involvement of academia, industry, healthcare staff and policy-makers, to

solve tasks including data storage, data harmonization, data analytics and visualizations,

and open and social data analytics. The platform has been piloted and tested by health

departments in four European countries, each focusing on different region-specific health

challenges and related data sources.

Results: A novel health data platform solving the needs of Public

Health decision-makers was successfully implemented within the four pilot

regions connecting heterogeneous healthcare datasets and open datasets

and turning large amounts of previously isolated data into actionable

information allowing for evidence-based health policy-making and risk

stratification through the application and visualization of advanced analytics.
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Conclusions: The MIDAS platform delivers a secure, effective and integrated solution

to deal with health data, providing support for health policy decision-making, planning of

public health activities and the implementation of the Health in All Policies approach.

The platform has proven transferable, sustainable and scalable across policies, data

and regions.

Keywords: public health, decision support system, epidemiology, data visualization, machine learning

INTRODUCTION

We live in a data-rich society, which provides extensive
opportunities for the development of big data and artificial
intelligence technologies to provide new insights to enhance
decision-making. Such technologies have particular importance
in healthcare and health policy making. Despite the urgent need
and opportunity, their use has not reached full potential in
this field for various reasons, for example, healthcare data is
typically heterogeneous and disconnected, existing in isolated
silos, making meaningful analysis difficult. Privacy concerns
create an additional barrier in exploiting the potential of
healthcare data, preventing data sharing in a timely manner.

A systematic review on big data applications biomedical
research and healthcare summarized the big data applications for
clinical informatics and public health information (1). Among
the studies on clinical informatics applications, most of the
platforms were developed for data storage and retrieval (2, 3),
data sharing (4, 5), and data security (6), which could not
provide simulation, forecast or other analytics. Similarly, when
the platform was developed for data analysis (7–9), data storage
and data processing lost its priority. There are some platforms
using social media to track and monitor public opinions, thereby
providing evidence for policy decision making (10, 11). These
platforms were mainly for infectious disease surveillance. In
general, the platforms mentioned above have a focus on one
aspect, such as data storage or processing, data analytics, or
social media analysis. However, the whole process is all important
to support the health policy decision making. An integrated
platform including all these functions is in need.

A means of connecting healthcare data and integrating it with
additional open and social data in a secure way did not exist prior

to the MIDAS platform release. Such a solution can support the
monumental challenge policy-makers face in safely accessing all

relevant data to assist in managing the health and wellbeing of all.

The MIDAS project set out to address this challenge and
has developed a novel health data platform that connects a
range of heterogeneous health-related data with open and social
data and applies advanced analytics techniques to provide a

visual data-driven decision making tool that enhances healthcare
policy making, whilst ensuring key aspects of ethics, security
and privacy are adhered to (12). The platform has been piloted
across four European regions: Basque Country (Spain), Finland,
Northern Ireland (United Kingdom), and Ireland, addressing
major health challenges in each region including mental health
issues of young adults, diabetes and the aging population,
childhood obesity, and social care for children, respectively.

This paper will present the system architecture of the MIDAS
platform, which integrates data warehouse, data analytics, data
visualization, and external applications for social media analysis,
and enables rapid adjustments to new pilots.

METHODS

The MIDAS platform was developed in an iterative and
collaborative way with close involvement of policy-makers and
experts who informed data exploration and analysis based on
their expertise. The co-created platform solves the practical
policy questions proposed by the policy-makers and provides
the possibility of being applied to a wider range of topics in
a generally automated process. Moreover, the MIDAS platform
addresses the problem of how the data can be linked, harmonized,
analyzed, and visualized in a multinational framework. The
scope of the specification encompasses user-interface integration,
authentication and authorization, data storage, data preparation,
analytics backend, visualization, and connection with external
resources (Figure 1).

Pilots
MIDAS was developed in the light of the needs of four very
different pilot sites with different research topics and data
sources, namely the Basque Country (Spain), Finland, Northern
Ireland (United Kingdom), and Ireland. The research objectives
for each pilot are listed in the table (Table 1). The MIDAS project
aimed to develop a platform that could deal with a wide range
of topics in the international context using machine learning
models. Therefore, each pilot had a unique research topic, and
separate tailored dashboards were developed for them built upon
a uniform architecture.

Platform Overview
As shown in Figure 1, the MIDAS Platform consists of a
Policy Site Network and an External Network. The back-
end analytics platform includes the Core Data Platform, tools
for data harmonization (GYDRA), Analytics Backend, tools
for data visualization (OpenVA), and three open and social
data analytics and engagement tools in External Analytics
Platforms. The policy-makers in a pilot site could adopt tools
in the User Interface (UI), including the ISAACUS Metadata
server, GYDRA, MIDAS Dashboard, News Media Dashboard,
MEDLINE Dashboard, and Social Campaign Manager.

The MIDAS Platform is a collection of standard open-source
big data processing tools, which is a modular, scalable data
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FIGURE 1 | MIDAS Platform Overview. The platform consists of software hosted within a Policy Site Network for analyzing local data and applications hosted

externally (External Network) for analyzing open and social data as indicated by the colored boxes. The light-gray boxes indicate end user-facing web-applications,

connected to back-end applications and analytics platforms shown in the dark-gray boxes. The white boxes are the data sources, either internally from different pilots

or externally from open and social data. The arrows between different software indicate they have direct interactions.

TABLE 1 | Research topics for all pilots.

Pilot Research objectives Data source

Basque To understand what drives childhood obesity and the etiology of the childhood obesity Controlled and open data

Finland To understand mental health issues of young people with the support of visual

analytics and analysis of available diverse datasets

Controlled and open data

Northern Ireland To analyze the anonymized data extracted from children care system to provide new

insights into a child’s journey through the care system

Controlled and open data

Republic of Ireland To study the cohort of persons with diabetes and determine the best distribution for

diabetes services

Controlled and open data

analytics platform along with the tools for packaging, deploying
and configuring these applications in a bespoke manner.

The core services can be divided up into those which are
necessary for the operation of the MIDAS Platform, and those
which have been used for the development of the platform
or which are optional depending on the desired usage. The
required services are Hive, Spark, and HDFS; in addition, in
the deployed MIDAS Platform, PostgreSQL is used for the Hive
Metastore (database), but this can be changed to other database
technologies. The rest of the services are deployed as part of the
pilot site deployments, but these are optional services:

• OpenLDAP–used for service level authentication
• Hue–Web-UI for Hive/HDFS
• Jupyter–Web-UI for analytics notebook development

• Zeppelin–Web-UI for analytics notebook development
• PgAdmin–Web-UI for PostgreSQL
• PostgreSQL–used for Hive Metastore and/or Unified Data

View data virtualization

An overview of the Core Data Platform configured for MIDAS
is given in Figure 2, including the core services of data
storage and processing, user applications for interacting with
these services, local user authorization and authentication, and
data virtualization.

Data Storage and Processing
The underlying data storage for the MIDAS Platform is
HDFS-based. Where data virtualization is desired this
can also be provided through Hive or via PostgreSQL.
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FIGURE 2 | An overview of the system configured for MIDAS. The core data platform for the MIDAS stack was based on HDFS, Hive, and Spark. The data can be

imported into the system through Filesystem, HDFS, or externally to Hive. HDFS was applied to store files and raw data and Hive was employed as a data warehouse

for the structured data after processing. External data assets were also virtualized through the Hive interface and they could be accessed by the MIDAS tools similarly

to locally loaded data assets and used within GYDRA. The UI of the analytic platform includes Jupyter Notebook with Python and PySpark for developing and testing

the underlying analytics models before being implemented within the MIDAS Analytics Backend. For managing and querying the databases in Hive and PostgreSql, an

open sourced interactive editor Hue was used, and Zeppelin provided support for running Spark applications. User access was managed by a local LDAP server,

which provided role-based access to the user applications and underlying data stores. © [2021] IEEE. Reprinted, with permission, from (31).

Data processing engines include MapReduce, Spark
and Celery for running distributed analytics workloads
on the data, with Hive being employed as a data
warehouse for the data within HDFS to structure it
so that it can be analyzed and results provided to the
MIDAS Dashboard.

User Applications
For development of the platform, a number of web-based
applications are provided to technical users to access various
services within the MIDAS Platform, including Jupyter
Notebook web-application which provides entry-points
to access data within HDFS/Hive and is used to develop
the underlying analytics models and code before being
implemented within the MIDAS Analytics Platform; Hue
for working with Hive and viewing the underlying HDFS
file structure; PgAdmin for interacting with PostgreSQL;
and Zeppelin notebook web-application for running code on
various services.

User Authorization and Authentication
Access to the underlying data stores and services within the
MIDAS Platform is managed by a local LDAP server (running
OpenLDAP), although this could be replaced with a user-specific
local server or a centralized server (e.g., Active Directory)
within a pilot site. This provides role-based access to the
user applications as well as HDFS and Hive. Access to data
within HDFS can be limited to a specific user-group or MIDAS
applications, for instance, restricting access to the raw data to a
pre-processing group of users or the GYDRA application.

Data Virtualization
Data virtualization to external data sources outside of theMIDAS
platform uses Hive. This provides access to external data assets
that may be held outside the MIDAS platform. External data
assets will likely be existing databases (PostgreSQL, SQL Server,
Oracle, etc.) which have already been preprocessed (e.g., to create
a register). Once access to these external assets has been set up in
Hive, they can be accessed by theMIDAS tools similarly to locally
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loaded data assets and used within GYDRA or pulled through to
the MIDAS Dashboard.

Data Preparation and Harmonization
The data preparation and harmonization task aimed to develop
appropriate pre-processing modules for preparing the raw data
to ensure that they were compatible with the agreed data
representations and could be used for analysis, including for
instance: data cleansing, normalization, transformation, joining,
and missing value imputation. The GYDRA software (renamed
from TAQIH) was developed and applied for data preprocessing
and transformation (13, 14). The GYDRA is a customizable tool
for facilitating the data wrangling process through interactive and
visual tools, taking advantage of machine learning algorithms.
The aim is to simplify the tedious and time consuming part of
data analysis, allowing non-technical users to transform raw data
into information ready for analysis.

The GYDRA provides web interfaces to understand the
content, structure and distribution of the dataset through an
easy-to-use tab-based navigation approach following common
data assessment and preparation steps. Figures 3A,B presents
screenshots for two representative sections for general statistics
andmissing values, respectively. Moreover, on each tab or section
of the application, a visual transformation pipeline allows the
users to add a dataset transformation action after knowing the
dataset’s content.

As a python-centered solution, with an easy-to-use interactive
UI, the GYDRA uses Celery for asynchronous distributed data-
processing suitable for handling big HDFS datasets that do
not fit into system memory. Additionally, through the web-
based GYDRA tool, a data synchronization function allows the
data owners and policy-makers to efficiently deploy prepared
datasets to the analytics platform. The synchronization logic
aligns the GYDRA metadata tool with the ISAACUS metadata
server and updates the data warehouses further through the
GYDRA backend depicted in Figure 1. The raw data of each
health policy area was prepared and processed using the
GYDRA tool thus making the data ready for the MIDAS
Analytics Backend.

The details of data sources and data types are listed in
the Supplementary Material. The technical details of the data
processing section have been published (13), and another
published use case can be used as an example to show how the
data was processed and prepared for data analytics (15).

Data Analytics
The MIDAS Analytics Backend provides the back-end analytics
and simulation results required for the MIDAS dashboard. Apart
from being a middle layer linking the data preparation and
the data visualization, it supervises the user in selecting the
correct data tables and data variables for chosen analytics and
visualization scenarios.

The communication between the analytics and visualization
layers was managed through a REST API server developed
with the Flask microframework for Python. The Analytics APIs
were developed to support generic exploratory data analysis
(EDA), uniform across all pilot sites, as well as more specialized

cross-filter dashboards and health policy simulators specific to
each pilot-site.

The EDA was uniform for all pilots, providing eight types
of basic visualizations for the selected variables from the
harmonized data, i.e., scatter plot, heatmap, histogram, bar
chart, pie chart, bubble plot and choropleth map. The cross-
filter analytics for each pilot platform (Figure 4), which are
interactive visualization tools (16), had the same basic principle
to update their content when the user selects different values on
the displayed graphs. The associated visualizations were flexible
for different pilots, with the layout and categorical variables
proposed by policy-makers, including components such as line
chart, bar chart, and tables.

Different machine learning methods were applied for each
pilot to solve their unique research questions (Table 2). Because
of data protection regulations, the data-related results cannot
be shown. As the main focus of the paper is on system
architecture, the detailed results are not discussed and shown in
this paper.

The private MIDAS GitHub repository contains branches of
each pilot, consisting of API endpoints for generic EDA, cross-
filter, and pilot-specific analytics. Different types of cross-filter
and pilot-specific analytics were deployed on each of the pilots
in an iterative process. Feedback from policy-makers on the
required analytics with evaluation of results was collected in each
deployment iteration, making it possible to meet the real needs of
the policy-makers.

Data Visualization
Data visualization was Deployed utilizing a three-tier
architecture in the MIDAS Dashboard, including the MS
Azure AD B2C authentication service (17), the OpenVA
middleware framework (18), and the dedicated MIDAS UI single
page application (SPA), which provides decision-making support
for policy-makers with data-driven analytics from the internal
and external resources.

A Single-Sign-On service was implemented between
the MIDAS Dashboard and external resources through the
common authentication service, mentioned above. The OpenVA
framework handles the connectivity of shared SPA to local
resources and dedicated external components. The MIDAS UI
SPA is shared by all instances from a centralized web server and
it connects to the local OpenVA instance in line with the account
details of the current user. The external resources include the
Social Campaign Manager, MEDLINE Publication search and
News Media search dashboard.

Through the MIDAS UI, users can generate a dashboard
and interact with a widget wizard to generate the specific
visualization widgets that can help them with policy decision
support. Furthermore, additional pilot-specific dashboards and
analytics tools were developed for each pilot, supporting each
user in exploring and understanding their main research
question. The MIDAS UI (Figure 5A) shows the visualized
analytics results for selected datasets, together with the reporting
tool illustrated in Figure 5B to allow users to generate a
PDF report.
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FIGURE 3 | GYDRA data preparation tool UI, provided through an easy-to-use tab-based navigation approach following a common data assessment and preparation

steps (i.e., General Stats, Features, Missing Values, Correlation and Outliers analysis tasks). Screenshots for two representative sections are included: (A) General

stats–On the left side, general statistics on features and observations are provided, on the right side the variables type distribution is shown on a pie chart. On the

lower part a transformations pipeline is included to add dataset transformations as their need is identified. (B) Missing values–On the top left area, missing value

proportion is depicted for values, features and observations, on the right side indicators for complete and completely empty features and observations is provided. On

the lower part, each feature is analyzed separately on bar charts representing their missing value percentage. Reprinted by permission from Springer Nature Customer

Service Centre GmbH: Springer Nature, Business Information System Workshops, Chapter Enhancing the Interactive Visualization of a Data Preparation Tool from

in-Memory Fitting to Big Data Sets by (14).
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FIGURE 4 | Cross-filter of the Finnish Pilot. Users can select the county or region in the map on the right and all the charts will update automatically. Gender, Region,

and Age Group are the categorical variables shown in the lower panel next to the map, and users could select subgroups either by pressing the buttons on the panel

or selecting the subgroups in the line chart or bar chart. The Finnish cross-filter consists of a matrix heatmap, a bar chart, a line chart and the regional map of Finland.

The cross-filter of other pilots have different components.

TABLE 2 | Pilot-specific analytics.

Pilot Method Purposes

Basque RandomForests/LASSO To identify the risk factors of childhood obesity

Finland Lexis diagram analysis To aggregate, summarize and visualize the selected risk factors in a secure way to protect the

privacy of patients

Finland Descriptive analysis To intuitively evaluate the health, social, and education status of the inhabitants in regional level

on a yearly basis by using open data

Northern Ireland Markov chain To track patterns of behavior over time and to give better visualization to intuitively present how

children move in and out of different types of care by estimating the probability of the transition

between different types of care

Northern Ireland LSTM Network To predict the future status of children to improve the protection for children from the policy level

Republic of Ireland ARIMA To forecast the consumption of diabetic drugs

Open and Social Data
Social Media Analysis
Social media is considered as an important source of information
for policy making, to help better understand motivations and
determine public acceptance of implemented policies. The social
media analysis provides insights into the public’s perception
and sentiments toward health policies by having members of
the public engage with the created chatbots through a series of
questions about a specific health policy. The questions included
a number of multiple choice questions or open questions to be
answered in free-form text. The free-form text responses are
analyzed in real time as they are entered into the system using
IBMWatson Natural Language Understanding (NLU) APIs (19),

and the sentiment and emotional analysis are then displayed
on the Social Campaign Manager dashboard or widget on the
MIDAS UI dashboard (Figure 6A). In order to avoid bias and
protect the participants’ privacy, the analysis was not done on the
individual level, but on the aggregated level. The bot extracted
emotions from the free-form text, only giving the potential
inclination of the participants. The aggregated view of these
responses is the percentage of one type of emotions or opinions,
which alleviated the bias generated from individual response.

The Social Campaign Manager was hosted as a microservice
on the IBM Cloud platform. Twitter was used to interact with the
public and the IBM Watson Assistant and Watson NLU services
were used for the chatbot. The Social Campaign Manager was
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FIGURE 5 | MIDAS UI screenshots. (A) Common view of generated dashboard. On top of the view are the menus to manage dashboards, add analytics and use the

external resources. The reporting tool is located in the middle (hidden in figure) and the rest of the view is the open space for widgets. Users can freely resize and

organize widgets in this space. The analytic results come from the MIDAS Analytics Backend, together with the widgets developed externally. (B) Reporting tool open

with a single research question and an answer with two associated widgets. This tool is used to generate a PDF file, defining the research questions and answers and

attaching the most suitable figures describing them from the available widgets. © [2021] IEEE. Reprinted, with permission, from (31).

a separate web application for creating, running, and managing
the individual campaigns. These provided the intelligence and
dialog capability to interact with the user as well as performing
the analysis of the conversations. The Social Campaign Manager
API Server was the core application connecting these various
services, providing data to the MIDAS Dashboard and the Social
Campaign Manager web application. The authentication used

withinMIDAS platform layers is OAuth 2.0, a common industry-
standard protocol for authorization.

MEDLINE Analytics
The MEDLINE dashboard accessible through the MIDAS
platform was developed to provide dedicated text-mining
tools and visualizations to enable users to extract meaningful
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FIGURE 6 | Open and Social Analytics. (A) Social Campaign Manager shows a high-level overview of the (i) sentiment and (ii) emotional analysis of the policy being

studied by a Twitter social media campaign. The sentiment and emotions found in responses to a public online survey reaching out to the public to gather their voice on

(Continued)
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FIGURE 6 | a specific health policy being considered on the dashboard. Clicking into the dashboard provides further insight including responses to particular

questions and results processed using Natural Language Processing techniques showing the most common topics of conversation mentioned in the responses and

the sentiment in which they were made. (B) MEDLINE custom widget that includes: (i) a list of the top ten MEDLINE articles with the first part of the abstract serving as

a short description; (ii) a tag-cloud representing clusters of topics extracted from the MEDLINE articles including the searched keywords; and (iii) a target-shaped

pointer that the user can move through the tag-cloud and by that, change the ranking of the listed articles. (C) News custom widget that consists of: (i) a word cloud

that represents the main topics of the listed news, enabling a global perspective of the key topics before further activity; (ii) a list of news titles and first lines that are

linked to the original news source; and (iii) the search choices where news are based on, defined by the filter and search options at the “Media Monitoring” menu of

the external news dashboard.

information from theMEDLINE dataset (20, 21). TheMEDLINE
dataset was indexed using the ElasticSearch, and visualized
through an open source tool Kibana (22). The purpose of the
dashboard was to provide users with tools to explore the insights
of published biomedical research, in an intuitive manner. The
main advantage is the dynamic article prioritization (ranking).
The user enters a few keywords in the search box and results are
shown (Figure 6B). This visual interactive widget helps surface
information that one is looking for by re-ranking the top 10
articles, letting the users interact with the index of the results,
getting them closer to the scientific information that they are
looking for.

Each topic dashboard was developed through extensive
interactions with the pilot sites, improving the understanding of
how the tools could be used to address specific use cases. The
MEDLINE knowledge was also served directly at the MIDAS
platform by a widget that also allowed for Lucene queries and
for the user to interact with a pointer over a tag cloud of related
topics to alter the order of scientific articles provided as result of
the query.

News Media Analysis
MIDAS provides users with tools to monitor specific health
topics in the worldwide and local news. The news media analysis
tool is available through the platform (Figure 6C), enabling the
monitoring of worldwide news outlets and the enriching of
these news articles with data from the MEDLINE knowledge
base (23). Each pilot region in the MIDAS project has its own
live news source which can be accessed via the dedicated news
data exploration dashboard served by the Event Registry news
engine and through a widget within the MIDAS Dashboard UI
(24). In addition to setting up the pilot-specific data streams,
the underlying data sources for Event Registry were improved
to better support Finnish and Basque language news coverage,
adding to the 60+ languages available. In addition to the news
media tools, a MeSH Classifier tool was developed which enables
classification of news articles (and any text snippets) with MeSH
terms. The system is available through a web portal and a REST
API, and includes a NodeJS wrapper for direct inclusion into
other systems (25).

Implementation
Given the heterogeneous nature of the various data sources,
policy environments and stakeholder perspectives, the platform
development followed an agile, user- centerd design approach
to ensure that user needs were met across the consortium
and beyond. User-centered design approach included a

co-design workshop, an iterative platform evaluation, and
feedback integration. The co-design workshop was attended
by approximately 80 participants, including a mixture
of consortium members and external stakeholders. The
professional backgrounds of attendees were diverse and
included policy-makers, civil servants, academic experts, and
industry representatives. The workshop took participants
through a staged process, which included the development of
“personas” (i.e., typical users of the system), the identification
of “user stories” (simple, non-technical descriptions of user
requirements), and the brainstorming of “wireframes” (interface
design ideas) on paper and online. The results from the workshop
were subsequently collated, analyzed and distributed among
consortium partners to inform the future development of the
MIDAS platform (26).

We conducted three rounds of user experience testing to
help improve the intermediate prototypes, methodology and
results of the initial round are reported in (27). A combination
of heuristic and formative user-centered evaluation methods
was employed, providing feedback from both usability experts
and evaluating prototypes with real users. A rigorous test
protocol was jointly developed by consortium members, led
by usability testers from Ulster University’s UX Lab. The
usability testing protocol was informed by Ulster’s UX-Lab
having carried out a range of usability tests on medical devices,
software and data visualizations (28, 29). The participants
included data analysts and policy makers, a more detailed
demographic statistics can be seen in Supplementary Table 2.1

in the Supplementary Material. We guided the participants to
finish a list of tasks and collected their feedback and suggestions
for further improvements. The user experience testing helped
successfully identify the potential problems, and improvements
were achieved after incorporating user feedback.

RESULTS

The developed MIDAS platform consists of several dashboards,
including Exploratory Data Analysis (EDA) (Figure 5A), cross-
filter dashboard (Figure 4), pilot-specific analytics dashboard,
and social media dashboards (Figure 6).

The final versions of the pilot platforms were evaluated
by policy makers from all pilots based on the Key
Performance Indicators (KPI) (Supplementary Table 2.2 in
the Supplementary Material). The second column is the
demands proposed by policy makers, and the third column is
the corresponding function on the MIDAS platform. All KPIs
were successfully achieved and the platform has received positive
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feedback from stakeholders on its capacity to integrate and
analyze previously fractured heterogeneous data. Furthermore,
the ability to produce new knowledge and results that are
actionable by health policy-makers was demonstrated. The
custom-tailored analytics solved the practical questions for the
health policy-makers and gave them insights for possible future
interventions. The platform can be easily manipulated by users
without technical background by following the User Guide (30).

DISCUSSION

Principal Results
The core user groups of these tools are mainly business users,
dashboard users and in-house analytics teams. In contrast, the
MIDAS platform was co-created by academia, industry, and
crucially, healthcare staff, health policy-makers, patients and
citizens thus ensuring the solution’s design and development has
been user-led. With this user-centered approach, the MIDAS
platform guides its users through all steps of the data analytics
pipelines. Besides, data blending is restricted according to the
prior knowledge of the original data in the data processing
procedure. These restrictions assist the user in selecting only
suitable variables for a chosen visualization, thus producing
meaningful analytics and visualization results.

Because of the flexibility of the open data tools, they can be
quickly adjusted to study the most urgent topics, as a result,
MIDAS recently presented a fast response to the COVID-19
global initiative (31). This impactful public health event was
addressed through the worldwide news, offering the customized
news streams through the MIDAS news widget, to help the
pilot site use cases to better track news and relate it to their
own priorities.

In order to maximize the sustainability of the MIDAS
platform beyond the lifetime of the project, we explored a
range of mechanisms for coordinating further development
and marketing activities among the project contributors post-
project. After detailed partner and stakeholder engagement we
determined that the establishment of a MIDAS Open Source
Foundation would be the most suitable approach. New regions,
cities, and organizations from Scotland, France, and Spain
have confirmed their interest, with more public sector policy
departments noticing the platform capability of addressing
similar problems in their area in future.

Comparison With Prior Work
The MIDAS platform tries to maintain the privacy of each
stakeholder by keeping their sensitive health data in-house.
Other commercial tools like Tableau, PowerBI, or QlikView often
require a connection to external services, while all layers of the
MIDAS platform are hosted inside the stakeholder’s trusted zone.
Moreover, they are general purpose solutions that do not consider
the specific challenges of public health data, nor the user stories
of the target MIDAS audiences. Therefore, each layer of the
MIDAS platform supports a secure data analytics pipeline and
minimizes data-leakage. Additionally, the learning curve of some
commercial tools can be steep, requiring specialized training.
In terms of advanced analytics capabilities, Tableau provides

some advanced analytics features but with external integration,
PowerBI has core competency and integration, while QlikView
does not offer any advanced analytics features.

Conclusions
This study has demonstrated the value of a secure, effective
and integrated solution that deals with health data to harness
the potential of underutilized healthcare data and provide
support for health policy decision making. The MIDAS platform
was successfully implemented within the four pilot regions
and has received positive feedback from stakeholders on its
capacity to turn large amounts of previously isolated data into
actionable information to inform health policy making and
risk stratification through the applications and visualizations of
advanced analytics. By delivering the MIDAS platform as an
innovative and state-of-the-art solution, we have successfully
provided a tool with fully functioning architecture that can
potentially transform the way health policies are developed,
evaluated and implemented, which will ultimately enable
impactful improvements in public health and the quality of life
amongst European citizens and beyond. Besides, the platform has
successfully demonstrated that it is transferable, sustainable and
scalable across policies, data and regions.
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1. INTRODUCTION

Sleep is a pivotal biological process and has generally been accepted as a critical factor in human
health. Even though the whole function of sleep is not very well studied, it is associated with physical
and mental wellness (1, 2). The transient disruptions in regular sleep patterns known as acute sleep
deprivation impair cognitive skills. In contrast, long-term sleep abnormalities such as chronic sleep
deprivation are related to disease development (3, 4).

Poor sleep quality (5) (as outlined by National Sleep Foundation recommended parameters
sleep latency, wake after sleep onset, number of >5 minutes awakenings, and sleep efficiency)
has an association with a slew of major medical conditions ranging from obesity and diabetes to
neuropsychiatric disorders (6–8). Recent research findings also reveal the associations of poor sleep
quality with cardiometabolic risk (9), diabetes (7), weight gain (6), impaired appetite (10), cognitive
decline (11), mood changes (12), depression (13), immune function (14), and cancer (15). Global
sleep trends indicate that average sleep time is diminishing (16, 17). Besides, sleep-related disorders
are on the rise (18, 19). Considering these trends and the importance of sleep for health, a better
understanding of sleep characteristics is a public health goal (20, 21).

Polysomnography (PSG) is the gold standard for objective sleep physiology evaluation and
has proven to be the most helpful tool for diagnosing sleep-related breathing disorders such as
obstructive sleep apnoea, central apnoea, hypopnea, and other respiratory disorders, and also
for screening less common sleep disorders, including neurological disorders, such as narcolepsy,
parasomnias and seizure disorders, restless legs syndrome and periodic limb movement disorder,
depression with insomnia, and circadian rhythm sleep disorder in-clinic sleep assessment and
sleep disturbances treatment (22, 23). A PSG study records distinct physiological signals,
including electroencephalogram (EEG), electrooculogram (EOG), electromyography (EMG),
electrocardiogram (ECG), respiration, pulse oximetry, and other parameters (24). After acquiring
the PSG recordings, it is converted into 30-s epochs, and each epoch is mapped to a particular
sleep stage (such as N1, N2, SWS, W, REM) manually by a sleep expert or technician, termed
as sleep scoring (sleep staging/sleep stage classification). Traditionally more than one technician
is involved in this process to avoid biases in marking sleep stages. The accuracy of sleep scoring
depends on the expertise of the technicians (25). Although PSG use in clinical sleep medicine has
significant benefits, the high cost is a barrier to its accessibility to many populations. Moreover,
while undergoing an overnight PSG test, factors such as the unfamiliar sleeping environment
with limited privacy, skin irritation due to electrode adhesion, and the numerous leads attached
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to the person, could obstruct sleep, undermining the accuracy
of the recordings (26). Recent advancements in technology play
an indispensable role in developing reliable portable monitors
(PMs) that support the evaluation of sleep in-home and assist in
overcoming the limitations of in-clinic PSG assessment (27). In
general PMs are categorised as type 2 (at least seven channels),
type 3 (minimum of four channels) and type 4 (either one or two
channels) (28).

After considering the underpinning proof of a connection
between sleep and wellness, challenges in the traditional sleep
evaluation, the need for quality data for the sleep clinicians,
this article discusses the significant importance of single-channel
EEG in home-based sleep monitoring and analysis. Besides, to
further explore the opportunities behind single-channel EEG this
article highlights the need for in-home sleep monitoring and
its challenges and the role of AI in sleep monitoring. Finally,
the challenges in the presented technique and opportunities for
future research are presented.

2. IN-HOME SLEEP MONITORING

In-home sleep monitoring is gaining popularity because of
its convenience, non-invasive, and self-administrable. In-home
sleep monitoring usually uses type 4 sleep monitoring devices.
These devices are either picked up by the patients from the clinic
or delivered to their homes (29, 30).

2.1. Type 4 Sleep Monitoring
A wearable sleep monitoring system (type 4) is widely used in-
home sleep monitoring; these systems detect sleep stages based
on any one or two of the signals such as brain waves, heart rate,
pulse rate, respiration rate, movements, and other types of signals
(body temperature, snoring, etc.) Even though different signals
are used for sleep stage analysis, brain signals(EEG) provide
more accuracy in specific sleep stage detection and analysis (27).
For sleep professionals looking for a more trustworthy, long-
term documented total sleep time evaluation, single-channel EEG
could be a helpful tool (31). Affordable medical-grade EEG on
a large scale is conceived by reducing the electrodes, making it
more comfortable, miniaturised, and low-cost. Neurosky (single
channel system), Muse and Melon (3-4 electrodes), iBrain, Zeo,
and Ear-EEG are consumer-grade products available in the
market (32–34).

2.2. COVID and Sleep
Due to the COVID-19 pandemic, people are staying indoors;
sleep habits have changed. Sleep disorders are common during
the COVID-19 pandemic, affecting roughly 40% of the public
and healthcare population (35, 36). Furthermore, non-emergency
health services like sleep labs were shut to reduce the infection
rate (37). During the pandemic, there has been a significant
increase in the usage of PMs for sleep monitoring. Most
healthcare providers are expecting this trend to continue in the
future (38).

2.3. Need for In-home Sleep Monitoring
Sleep must be tracked in a free-living setting and in an
unobtrusive manner to ensure that the sleep captured is as
representative of regular sleep as feasible in order to understand
the role of sleep in health and disease. Due to the limitations
of PSG, most people are only monitored for a single night.
Monitoring during one night, on the other hand, is insufficient
to ascertain the actual sleep condition. Long-term, at-home
monitoring is required to optimise effectiveness and obtain
proper follow-up (29). There are currently various options
available for sleep monitoring outside the laboratory using type
4 PM devices (39). Compared to the traditional PSG, the single-
channel scheme will save money (40) and make data collection
much more straightforward, and valuable in a situation like
the COVID-19 pandemic (41, 42). A comparison work done
by Lucey et al. (43) show that single-channel EEG can assess
REM, combined Stages N2 and N3 sleep, and a variety of
other indicators, including frontal slow-wave activity, in a way
that is equivalent to polysomnography. Therefore, single-channel
EEG based PMs can serve as a better alternative to traditional
sleep monitoring, and a better solution for in-home monitoring
(44). The significant advantage of in-home sleep monitoring is
convenience, level of comfort, and less expensive (45).

2.4. In-home Sleep Monitoring Challenges
A home sleep study records your breathing patterns while
you sleep in your own bed using small, portable monitoring
equipment (30). Even though in-home sleep study is convenient,
comfortable, easily accessible and less expensive, it is having a set
of challenges listed below.

2.4.1. End User Requirements and Acceptance
An excellent in-home sleep monitoring system design must
consider the way the sensor is connected to the body and
its attachment method. Users may not prefer the inconvenient
method (using adhesive) of connecting sensors to the body and
connecting too many sensors. Hence, striking a better balance
between user’s requirements and acceptance is necessary to
design an in-home sleep monitoring device (30, 46).

2.4.2. Long-Term Monitoring
The capacity to do prolonged monitoring is essential for an
effective sleep monitoring system. For reliable results and early
detection of aberrant sleep abnormalities, long-term monitoring
is required. In order to accomplish this, sleep monitoring devices
should be low-cost, simple-to-use, and easily accessible (46).
The capacity to do prolonged monitoring is essential for an
effective sleep monitoring system. For reliable results and early
detection of aberrant sleep abnormalities, long-term monitoring
is required. In order to accomplish this, sleep monitoring
devices should be low-cost, simple-to-use, and easily accessible.
To this end, a bed based sensor (47), ear-based EEG (48),
Wireless polysomnography system based on the Internet of
Things (49), and posture recognition based sleep monitoring
(50) proposed.
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2.4.3. Seamless Data Sharing With Healthcare

Providers
Sleep can be monitored using wearables for a wide range of
physical and mental disorders. The majority of the studies
relied on commercially accessible gadgets that are linked to
smartphones or tablets (34, 51). Wearables can be used to
track sleep data. Sleep data can be collected and sent over the
internet to a remote clinical on-premise server or cloud server for
further analysis, evaluation, decision-making, and treatment. In
the captured data, applying machine or deep learning to evolving
trends, and instantly alerting patients, nurses, and physicians is a
powerful ability (46). Sharing data from a remote location is still
a challenging task due to connectivity issues (52).

2.4.4. Data Privacy Issues
Long-term sleep data collection is more comprehensive and
diverse. There is an increased chance of user personal
information being leaked. Even though, informed consent is
used before data collection; given the great value and growing
popularity of big data apps, data sharing privacy is a big concern
(29). Blockchain technology has the potential to address the issue
of privacy and secure data sharing. Implementation of blockchain
in real-life applications are in the inception stage and more
understanding is needed (53).

3. ROLE OF AI IN SLEEP STAGE
CLASSIFICATION

Sleep technicians must verify each epoch manually to perform
the sleep scoring, and it has limitations such as labour-intensive
and time-consuming and inter-rater variability (25). Kappa (κ)
measures the manual sleep scoring performance to estimate
interrater reliability, representing an agreement between epoch-
to-epoch. The benchmark κ value against human-AI algorithm
agreement is 0.68–0.76 approximately (54). Analyzing hours of
patient sleep records is not easy due to the aforementioned
limitations. Therefore, researchers extensively use machine-
learning (ML) and deep-learning (DL) techniques to score the
sleep stages from the sleep data automatically (55).

ML models’ performance depends on the representative
features extracted from the EEG signals. The features are either
extracted from 30-s data (epoch) or sub-bands of decomposed
signals. Specific studies have extracted features from both the 30-s
epochs as well as sub-bands or only from the decomposed signals.
The commonly used EEG signal decomposition techniques used
in the literature include EMD (empirical-mode decomposition),
EEMD (ensemble-empirical-mode decomposition), wavelet-
based, FFT (fast Fourier-transform), and frequency such as alpha,
gamma, etc., based decomposition (56–58). Once the features are
extracted from the EEG signal, it is given as an input (training/test
data) to theMLmodel. Sleep scoring is a multi-class classification
problem (mapping five/six sleep stages based on input features).
Researchers have tested multiple ML models for automated
sleep scoring systems viz.: tree-based models (Random forest,
SVM, XGBoost, etc.), clustering (KNN), and an amalgamation of
distinct models known as ensemble learning (stacking, boosting,

bagging, and blending). These approaches achieved 74.5 to 91.9%
accuracy levels for a standard five-class classification (57, 59–63).

Data dimensionality is a notable concern in ML-based
systems when dealing with high data-dimension like PSG, which
overfit the ML model. Besides, ML-based sleep scoring systems
have distinct phases, such as feature extraction, selection, and
classification that run as separate tasks. Recent improvements
in ML facilitate ways to run discrete tasks together. DL models
provide encouraging results in sleep scoring using single-channel
EEG based systems (64). The literature’s proposed DL-based
sleep scoring systems generate features from the input sequence
or employ the manually extracted features. A few existing
works have used 90- and 60-s epochs instead of traditional
30-second epochs for classification in order to represent the
temporal relations between the sleep stages and enhance the
sleep scoring results (65). Authors have exploredmany individual
and cascaded DL models for automated sleep scoring systems.
Some of the recently proposed DL based works are: convolutional
neural network (CNN) (65, 66), IITNet, a CNN and Recurrent
Neural Networks (RNN) based network (67), SingleChannelNet
(SCNet), a CNN based model. The DL based approaches
achieved 83.9 to 92.9% for a standard five-class classification
(68), SleepStageNet (69), Long short-term memory (LSTM)-
RNN (70). The Figure 1 illustrates the overview of sleep data
extraction and analysis pipeline using cloud computing. The EEG
signals are extracted from the individuals suspected of sleep-
related issues. Then the signals are filtered to remove the noise
and converted into 30-s epochs for identifying the specific sleep
stages. Next, features are extracted manually using the methods
mentioned above or fed the signals to the DLmodel for automatic
feature extraction. The trainedmodel is used to detect sleep stages
automatically.

4. ROLE OF CLOUD IN SLEEP
MONITORING

Remote health monitoring is one of the key benefits of the
digital era; it allows for remote tracking and monitoring of
an individual’s health-related factors, as well as sharing with
healthcare specialists (71). Recent advancements in sensors,
microcontrollers, and communication systems have made
significant advances in remote healthcare, allowing for collecting
health data from individuals. The Internet of Things (IoT) has
pushed the healthcare industry to adopt completely digitised
e-health systems and will undoubtedly play a role in remote
healthcare (72). The application of wearable sensors to assess an
individual’s health or well-being status is most attractive in out-
of-hospital circumstances (73).
The IoT and Cloud integration is gaining traction in digital
healthcare and is used for digital sleep monitoring and
assessment. The modern digital sleep health applications
comprise data acquisition, fog, and cloud layers depicted in
Figure 1. The data acquisition layer uses wearable EEG devices
for EEG data acquisition. The fog layer brings the cloud to
the end-user devices to perform basic preprocessing of data
and initial assessment at the user end. Also, It supplies the
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FIGURE 1 | Overview of sleep data extraction and analysis using cloud computing.

homogeneous data to the sleep application running in the cloud
that simplifies the processing. The cloud layer provides the
compute and storage for the applications. The data acquired
by the wearable EEG devices needs to be accumulated and
kept safely for future reference, trend analysis and retraining
the deployed models. Cloud storage is the viable option
to store the sleep data since it offers cost-efficiency, secure
sharing, synchronisation and scalability. Healthcare providers
leverage ML or DL models using the EEG data stored in the
cloud to perform automated sleep stage analysis, resulting in
more accurate insightful findings, visualisation, and diagnosis.
Analysing EEG data and running sleep stage predictive models
support real-time decision making. Despite the merits of the
cloud, there are specific challenges when connecting EEG devices
in real-time and storing data to the cloud. In the fog layer,
EEG data may miss due to improper wearing of the device or
malfunction of the sensor. Cloud layer stores and shares EEG
data among applications; however, there is growing concern
concerning privacy, security and data access (74–76).

5. DISCUSSION

In a technology-driven world, sleep is usually the first thing
individuals compromise when they feel pressed against time.

Chronic sleep deficiency is associated with cognitive skills,
as well as health consequences, such as obesity, diabetes,
neuropsychiatric disorders, cardiometabolic risk, impaired
appetite, mood changes, depression, immune function, and
cancer (6–10, 13–15). COVID-19 pandemic phenomenon
increased the sleep-related issues and inaccessibility to sleep
clinics. Despite continuous sleep monitoring having its benefits,
COVID-19 highlighted its importance (35, 36). Contemporary
advancements in sensing techniques, data analytics, and AI
systems allow sleep monitoring ubiquitously and unobtrusively
(38, 54, 65). Sleep monitoring research using single-channel EEG
gains an excess of attraction and momentum since it supports
continuous monitoring non-obstructive, aids detecting specific
sleep stages accurately and is easy to employ at home (44, 45).

Many ML and DL-based models proposed in the literature
achieved better accuracy and kappa (κ) values. Although ASSC
systems produce better results, a set of specific challenges exist,
such as database variability, channel mismatch, class imbalance,
inter-class distinction, computational complexity, and scoring
issues (63, 65). Most of the ML and DL-based models proposed
in the literature used distinct datasets; these data had been
collected from different individuals. Hence, this creates a bias
during the comparison of results, and there is a need to
investigate the robustness of the model (65). There has been
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a considerable interest among researchers to design sound
in-home single-channel EEG-based sleep monitoring systems.
Channel mismatch is another significant factor that hampers the
performance of portable ASSC systems (65).

Effectively managing class imbalance (among stages of sleep)
is an obligation of an ASSC system. All PSG recordings
from healthy persons are generally imbalanced due to the less
representation of the S1 stage. Consequently, both ML and DL
models render limited performance in classifying the N1 stage
(65). To handle this issue, researchers took different approaches.
Zhou et al. (62) proposed a method that adjusts the class weights
to achieve class balancing, and it has significantly improved the
N1 stage recognition to 72.52%. Another author Jiang et al. (58)
balanced only the training dataset to make all the classes equal.
This approach improved the S1 stage detection from 0.44 to
0.58 (recall score). Moreover, this approach slightly improved the
overall detection of less represented classes. In Sors et al. (66) class
balancing is done using cost-sensitive learning. That improves N1
and N3 stage results significantly.

Sleep is referred to as a continuous event, and there is no clear-
cut boundary between sleep stages. Therefore, different sleep
stages, particularly transitioning stages, are tough to distinguish
due to subtle inter-class distinctions (65). The sleep stages N1and
N2 have similar features. Similarly, N1 and REM also have similar
features. This similarity confuses the classifier and even human
experts. Moreover, the S1 stage is the transitional stage between
W and REM. Hence, among the tested classifiers in literature,
N1 stage detection is still challenging (58). Some studies have
combined the N1 and N2 stages as light sleep (LS), improving
detection accuracy. This limitation can be further improved by
incorporating EMG or EOG signals (69). The study by Michielli
et al. (70) used a multi-class (N1 and REM combined) and binary
class (N1 and REM) approach, this approach improving the
N1 stage detection considerably. The performance of the ASSC
systems depends on the ML/DL model’s complexity. Hence, it
is necessary to strike a balance between model complexity and
performance (65). Training neural networks like RNN on GPU
have tight memory size. This limitation is managed using lesser
training sequences.

An in-home ASSC system based on single-channel EEG
is required to alleviate the problems in manual scoring and
enable the development of a convenient, comfortable, and less
expensive in-home sleep monitoring system (63). Single-channel
systems have excellent scope in terms of convenience and cost-
effectiveness. When comparing the results of recent studies,
single-channel EEG shows significant performance. However,
there are fewer number studies that validate the results against
PSG. Conducting more validation studies among the diverse
group (including normal and person with a sleep disorder) using
single-channel EEG and validating against PSG would improve
the reliability and validity of the ASSC systems. A cloud-based
trained and tested framework is necessary to provide accurate
multi-model sleep scoring and analysis, seamless data sharing,
and facilitate connecting health providers. The importance of
continuous monitoring is evident in the literature. Continuous
monitoring accumulates more data, detects sleep anomalies,
and predicts health-related consequences. Cloud providers offer
HIPPA compliance cloud storage that supports securely storing
and sharing data. All the services offered by the cloud providers
may not be HIPPA compliant. Therefore, before adopting a
cloud service, it is essential to verify its HIPPA compliance.
Convenience and accuracy is the prime objective of single-
channel EEG systems. The missing data issue in the fog
layer can be addressed by various methods such as tensor
factorization (77). Some studies suggested that adding EMG
or EOG sensors may improve the discrepancies in detecting
accuracy among N1, N2, and REM stages. However, it causes
inconvenience and obstructs regular sleep. Therefore, future
research could incorporate heart rate and bodymovement signals
(smartwatches or wearables) with single-channel EEG to improve
sleep scoring.
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INTRODUCTION

Parkinson’s disease makes lives challenging every day due to the evolving and progressive motor
symptoms such as tremors, slow movements, postural instability, and stiffness. These physical
symptoms can then in turn affect the thoughts, leading to a state of depression. Tremor is an
involuntary, unintended, periodic movement of the muscle of one or more parts of the body and
can affect the head, legs, or arms, but predominantly affects the hands. This paper provides an
overview on controlling the Parkinson’s tremor in the hand through assistive methodologies. Non-
invasive low cost assistive devices are considered to reduce the hand tremor caused by Parkinson’s
disease. Artificial Intelligence tools offer insights to evaluate speech disorders of Parkinson’s
patients. It can also identify them based on facial expressions.

PARKINSON’S—IN THE PERSPECTIVE OF HEALTH

Parkinson’s is a neurodegenerative disorder (1, 6, 15) that occurs due to the death of dopaminergic
neurons (15). Electrophysiology is a way to examine the patients in the way of past events and
physical exams. Our paper aims to provide a detailed survey on Parkinson’s tremors and the
ways that they can be detected (1), controlled (3, 13, 17), and analyzed (5, 17). The assessment
of Parkinson’s disease is based on the clinical interview, the physical examination, and structured
instruments (15). Drawbacks to the use of clinical ratings include the reliance on real-time human
vision to quantify small differences in motion and significant inter-rater variability due to inherent
subjectivity in scoring the procedures. Tremor is an involuntary, unintended, periodicmovement of
the muscle of one or more parts of the body that can affect the head, legs, arms, and predominantly
the hands. Parkinson’s tremor can be detected with the help of the active particular muscles in the
hand at the time of movement (8, 22). To detect the tremor, the subject should sit in a comfortable
place and rest their hands (1). The hand tremor in Parkinson’s disease is a periodic signal which has
a frequency range (1–3, 6) where the number of oscillation/per time can be noted. The frequency
can be calculated manually in the time domain by the total number of cycles/per second. But it
is not an easy task in the case of random signals with many frequencies. To study the tremor in
the human body, knowledge about the natural frequency is very important. Based on the physical
properties, each part of the body will oscillate based on its frequency. The oscillation is like a
mechanical (1, 5, 17) component for tremors detected a change in their frequency when the mass
is loaded. The energy comes from the irregular rate of the motor units. Tremor can be produced in
one or more structures in the CNS; it causes an oscillation and transmits with the motor system.
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At that point, the tremor is at the origin, with no change in
frequency, but the mass is present. A comparison of frequency
in the limbs with several oscillations in the generation of tremors
is considered. If a single oscillation is produced, all the limbs
generate the same frequency. If the frequency is varied, there may
be independent oscillators. Those oscillators play an important
role in diagnosis. The frequency range of the Parkinson’s tremor
is between 4 and 7Hz as a “rest tremor” (1). To detect hand
tremors, accelerometer (1–3, 9, 15, 20), Gyrosocope (1, 4, 10, 17),
EMG (8, 22) techniques, and IMU (13, 16, 17) motion sesnors
are used.

ASSISTIVE DEVICES—FOR HEALTH
ENHANCEMENT

Numerous devices have been proposed to improve lives in the
medical arena. Certain devices are designed to help clinicians
with accurate diagnosis. Certain other devices provide support
to the patients. Devices with low cost may be useful for people
on lower incomes. This paper highlights an assistive devices for
Parkinson’s disease patients experiencing tremor in the hands.

Tuned Vibration Absorber
Hashem et al. (2), proposed a tuned vibration absorber
is proposed to suppress the vibrations in the human arm
experimental model with two degrees of freedom. From the
perspective of dynamics, the degree of freedom is actuated by
more than two muscles. The DOF model consists of two pairs
of springs to replace the muscles. The aim of this technique is
to reduce the tremor, with the help of the human arm model
theoretically and numerically; one pair of elbow muscles and
the other parallel to the shoulder muscle is considered. In
the vibration control approach, a spring-mass damper with an
oscillatory system is taken to extract or absorb the vibrations.
The vibration absorber is made up of another combination of
mass-spring dampers which is added to reduce the amplitude of
the vibration. The PD tremor has a frequency range of around
2–12Hz. It involves a broadband vibration control issue; to
eliminate this, they implement the vibration absorber. To create
a physical prototype, TVA has proof mass, tuning structure, and
body. The proof/absorb mass is used to dissipate the vibrational
energy. The tuning structure consists of a beam spring and guild
slider. The body with the case is attached to the forearm. The
frequency response of the two joints determines the correlation
in controlled and uncontrolled cases.

Intelligent Glove
Kazi et al. (3) designed an intelligent glove and a piezoelectric
actuator are proposed to control unintentional trembling. The IV
Training Arm Tremor model (2) is intended to collect the data to
induce vibration in the human forearm. The rig holds the hand
model in a horizontal axis to match the postural tremor. The
unbalanced masses with DC motors (2) are used for the exciting
source to enhance the postural tremor behavior. The assessment
of the rig and real human hand tremor can be recorded and
measured. Accelerometer (1) and laser displacement sensor are
used to measure the displacement and acceleration of the hand

tremor. The amplitude of vibration can be described in terms
of acceleration and displacement in the time and frequency
domain, resulting in the suppression of the glove (12, 14, 18).
The frequency (2) of acceleration signal, displacement signal (2),
and piezoelectric frequency gives an excellent way to reduce
the tremor. The advantage of this technique is the glove with
IV training arm tremor model which will be able to reduce
the tremor.

Signal Sensors
Deep Brain stimulation is a surgical procedure for Parkinson’s
disease. There has been no accurate monitoring system using
this simulation effect till now. A sensor module was devised by
Dai and D’Angelo (4) that combines the accelerometer (1, 3, 15)
and gyroscope (1) using MEMS technology. The sensor module
is placed at the tip of the finger and sends the measured data
to the computer through USB. The assessment is done with the
help of sensor data and some adaptive algorithms to categorize
their severity level with a standard rating scale through linear
regression model and lists the scale (UPDRS) values (15, 21)
in Graphical User Interface. This method is considered to be
more advantageous as it is purely non-invasive. By processing,
a spectral analysis and statistical analysis on the sensor data for
tremor quantification has been performed.

Adaptive Tremor Cancellation
Pathak et al. (5) suggested reducing the tremor and stabilizing
the hand by active cancellation technology. The advantage of
this technique is that the device is compact, non-invasive, and
lightweight. The ACT consists of a power supply unit, sensor,
and motion generating platform. An accelerometer (1, 15) is
integrated into the spoon tomeasure the direction of the spoon in
x and y directions. The two DC motors (2, 3) are connected with
mechanical burdens and coupled with a spoon in both directions.
The peak amplitude of displacement (2) can be analyzed by the
signal extraction method.

Cantilever Vibration Control
Srivani Padma et al. (6) proposed a measurement device based
on the cantilever vibration method. Due to tremors, strain is
varied and this variation creates vibrations on the cantilever
and is attained in the Fiber Bragg Grating sensor to measure
the vibration from a hand tremor. This device is placed on the
backhand and the patient holds it. Because of strain variation,
the vibration data can be recorded with the help of a sensor,
and FFT is applied to the recorded data to get a frequency
response (2, 3). The FBG sensor has a fast response, low
fatigue, and self-regard from electromagnetic interference which
is considered to be advantageous. This device is used for entry-
level diagnostic purposes.

Wearable Motion Tracker
Papini et al. (7) proposed a programmable hand tremor concept
to suppress the hand tremor through simulation. This tool
is based on the wrist-haptic interface with comparable space,
and the wrist is attached to the novel end effector spherical
joint. The user’s wrist exerts the controlled forces, while the
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frequency (2, 3) and amplitude can be correlated with the people
having tremors.This method proves to be ideal since it is non-
invasive. Using an optical motion tracking system, a tracking-
based algorithm has been developed, with the help of a tremor
signal from the patient. The user stands in front of the table
(2) and the device is attached to the user’s forearm to explore
the objects. This device can be controlled by comparing with
trajectories of the tremor-affected people. In this device, they
produced a low-frequency motion from the users and focus to
improve the functionality of the system.

Adaptive Control System
Xu et al. (8) designed a closed-loop system to examine the tremor
from Parkinson’s disease. This closed-loop system consists of
a DSP module, front module, and TENS module. In the front
module, surface EMG (1, 22) applies to the flexor digitorum
superficial muscles and amplifies. Conversion of analog into
digital through sampling and analysis of the tremor signal using
the DSP module and TENS module is discussed. The closed-
loop system can be operated in two modes: auto mode and
testing mode. The testing mode is used to modify the parameters
manually such as amplitude, frequency, and pulse width for the
TENS. In auto mode, the DSP module processes the sampling
of the surface EMG (22) and detects the presence of tremor
through spectrum analysis. If a tremor happens, the DSP gives
the trigger signal to TENS to simulate the pulses from the testing
mode parameters. To detect tremors due to Parkinson’s disease,
biphasic current pulses of EMG signal are utilized to suppress the
tremors on the lateral surface of the hand based on a predefined
threshold, which is considered to be the highlight of the proposed
method. Experiments were performed on healthy and tremor
patients to validate this closed-loop system.

Wearable Wrist Watch
Jeon et al. (9) proposed a low-power, wearable device that is that
measures the tremor signal from Parkinson’s patients using a

wristwatch type device that consists of a triaxial gyroscope (1)
that has (+/-) 2,000 dps and a triaxial accelerometer (1, 3, 15)
which has (+/-) 16 g along all the axes. The measurements
adopted were displacement (2, 3, 5) and acceleration at the same
time for tremor analysis. The device is placed in the wrist and
middle fingers of both hands. If a severe tremor symptom occurs,
the device could be placed on other fingers. The signals can be
recorded when the patient is at a rest position and video is also
recorded for further evaluation.

Sensors Activated Wearable Glove
Turkistani et al. (10) proposed a glove (3) with inbuilt vibrator
sensors that produce oscillations and minimize hand tremors.
The glove also consists of accelerometer (1, 15)-gyroscope (1, 4)-
based MEMS (4) motors that can be placed on each finger
and interface with the microcontroller which is an easy way to
connect the vibration motors and output pins of the Arduino
board. The data represents the vibration changes in the x,y,z
directions. The vibration motors play a major role to reduce the
tremors in the fingers. In this device, the reduction of the tremor
in up to 40%.

IoT Interfaced Control
Sachindra Ragul et al. (11) developed an IoT-based device to
control and perform frequency analysis of the hand tremors.
A flex sensor and an accelerometer (1, 15) are placed in the
glove (3, 10) and it is used to measure the amplitude and
frequency of the hand tremors. The control module consists of
a microcontroller (10) with a Wifi module that is used to upload
the tremor data to the cloud and is monitored by the doctors.
The Wifi communication can be improved and maintained by
particle photons. Most tremors happen in the hand, so by placing
a highspeed rotating disc on the hand, the hand tremor is
stabilized. The methodology seems to be of very low cost and low
power compared with the EMG technique (8, 22).

FIGURE 1 | Research articles related to Parkinson’s disease.
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Role of Artificial Intelligence
Artificial Intelligence offers a way to many medical miracles. It
assists humans in every possible way in the present era. AI is a
boon to mankind and will serve as a platform for many assistive
devices in the field of medicine. To analyze a Parkinson’s patient
based on facial expressions, speech disorder is a field of research
that would definitely provide a new way of life and hope to
people. Diagnosis and treatment with the help of AI is developing
quickly in the medical field.

DISCUSSION

Human beings face many challenging diseases day to day.
Research and technology has become vital to identifying
these diseases and diagnosign, curing, and alleviating
health conditions. Parkinson’s disease make lives difficult
every day due to the progressing motor symptoms such as
tremor, slow movements, imbalance, and stiffness. These
symptoms in turn affect the thoughts, leading to a state
of depression. The survey indicates that many research
proposals and devices are evolving to manage the effects
that occur due to Parkinson’s disease. The research articles
to diagnose and cure PD from 1957 proposed under
various categories out of 79,766 articles are depicted in
Figure 1.

This indicates that research has been continually in process for
early diagnosis and proper treatment of PD.

Tremor is an involuntary, unintended, periodic movement of
the muscle of one or more parts of the body which can affect the
head, legs, or arms, but predominantly the hands. The tremor
(12, 19) caused due to PD begins in a limb and progresses toward
the hand and fingers. This is generally termed as a pill—rolling
tremor where themovement rubs the thumb and forefinger back-
and-forth. It occurs when the hand is at rest. Risk factors include
age, heredity, exposure to toxins, and gender.

The vibrations caused due to tremors of Parkinson’s
disease patients are hoped to be managed and stabilized.
The hand movements can be assisted with the help of a
device. The assistive device needs to be very comfortable
to wear, portable, lightweight, and stabilize the hand
when tremors occur. With the assistive device, the patient
having tremors can perform their activities without any
external support.
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Malaria is a serious and lethal disease that has been reported by the World

Health Organization (WHO), with an estimated 219 million new cases and

435,000 deaths globally. The most frequent malaria detection method relies

mainly on the specialists who examine the samples under a microscope.

Therefore, a computerized malaria diagnosis system is required. In this article,

malaria cell segmentation and classification methods are proposed. The

malaria cells are segmented using a color-based k-mean clustering approach

on the selected number of clusters. After segmentation, deep features are

extracted using pre-trained models such as e�cient-net-b0 and shu	e-net,

and the best features are selected using the Manta-Ray Foraging Optimization

(MRFO) method. Two experiments are performed for classification using 10-

fold cross-validation, the first experiment is based on the best features selected

from the pre-trained models individually, while the second experiment is

performed based on the selection of best features from the fusion of extracted

features using both pre-trained models. The proposed method provided an

accuracy of 99.2% for classification using the linear kernel of the SVM classifier.

An empirical study demonstrates that the fused features vector results are

better as compared to the individual best-selected features vector and the

existing latest methods published so far.

KEYWORDS

clusters, malaria, K-mean, MRFO, features

Introduction

Approximately 200 million people die from the mosquito-borne disease malaria

every year. It claimed the lives of 405,000 people in 2018, accounting for almost

67% of all children under the age of five (1). It is carried on by the Plasmodium
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virus, which has four distinct species that can infect people.

The disease has been labeled endemic across 38 different

parts of the globe. Initial malaria symptoms are fever, chills,

vomiting/headache might be potentially moderate and hard

to diagnose. The non-treatment of malaria produces sickness

and leads to death (2). Malaria is generally linked to poverty,

and it is the most common disease in developing countries.

The gold standard for malaria diagnosis is microscopic sliding

inspection; however, an alternative is a polymerase chain

reaction (PCR) test (3). The examination through the sliding

microscope method is commonly used for malaria diagnosis.

The sensitivity of this method has relied on the pathologist’s

expertise. The manual slides examination is a tedious and time-

consuming task that leads to misdiagnosis. This problem is

tackled through a low-cost computer-aided diagnosis system

(4). The red blood cells are segmented by a neural network

that provides an accuracy of 93.72% (5). The convolutional

neural network has been used for malaria detection with an

accuracy of 75.39% (6). The deep learning algorithm has been

embedded on mobile devices that might be utilized as an

application for online malaria cell detection. The proposed

technique consists of two steps, where the minimum global

screeningmethod is employed for the screening of malaria slides

that are subsequently used with CNN with scratch for infected

cell classification which provided prediction accuracy of 93.46%

(7). The supervised/unsupervised learning models are widely

used for the analysis of malaria cells. Several techniques have

been developed to detect malaria, but there is still a void in

this field, in which larger variation appears among the malaria

cells. Furthermore, pertinent feature extraction, as well as the

selection, is a challenge for accurate malaria cell segmentation

and classification (8). The microscopic images of malaria have

noise, poor contrast, illumination, stain, low quality, variations

in intensity, size, and irregularity within the region of interest.

That’s why accurate detection of malaria is a challenging task

(9). Therefore, the microscopic malaria images are preprocessed

to improve their quality for accurate detection of malaria. After

that, hand-crafted features are fused with the deep features and

the best features are selected by using the MRFOmethod, which

provides good malaria classification results. Therefore, in this

research, a novel model has been proposed for segmentation and

malaria cell classification. The foremost contribution steps are

described as:

1. Color-based K-mean clustering is applied to three selected

clusters to segment the malaria cells

2. Deep extracted features from segmented

images are serially fused and then selected

active features using MRFO for malaria

cell classification.

Article organization is defined as Section Related

works discusses the related work; Section Proposed

methodology elaborates on the proposed method steps

and results are manifested in Section Results and

discussion and finally, the conclusion is written in

Section Conclusion.

Related works

In the literature, several optimizations, clustering, and

classification techniques are widely used for the analysis of

malaria cells, some of which are discussed in this section (8,

10–14). The classification techniques used for the diagnosis

of the malaria cells, in which AdaBoost (15), Naïve Bayes

Tree (16), SVM (17), DT (18), and Linear Discriminant (19),

classifiers are involved. Custom convolutional neural models

are widely used for the analysis of malaria cells and provide

an accuracy of 97.37%. Furthermore, transfer learning models

are also commonly utilized for malaria cell classification such

as VGG16, AlexNet, DenseNet121, ResNet50, and Xception

with an accuracy of 91.50–95.9%. In these transfer learning

models, VGG16 and ResNet50 provided competent results

compared to the others. Custom CNN models provided

improved results compared to transfer learning and they gives

an accuracy of 97.37% (20). The Dense Attentive Circular

Network is used for malaria cell detection and achieved results

are compared to the transfer learning models such as DPN92

and DenseNet121.This method provided an accuracy of 97.47

and 87.88% on DenseNet121 and DPN-92, respectively (21).

The pre-trained networks such as ResNet50, AlexNet, and

VGG19 are used for malaria classification and provide an

accuracy of 93.88, 96.33, and 93.72%, respectively. Features

are extracted from pre-trained VGG-16 and input to SVM

for discrimination between infected/uninfected cells of malaria

with 93.1% accuracy (22). Custom CNN (23–31) and pre-

trained efficientnet-b0 model are used for features extraction

and they provided accuracy of 97.74 and 98.82%, respectively

(20). DCNN model is used for the classification of blood

smear images with a 94.79% classification accuracy (32). The

original malaria cell images are preprocessed based on the

L∗a∗b∗ and then extracted for deep features throughDense-Net-

169 and Dense-Net 53 for deep feature analysis. Furthermore,

the best features are selected using the whale optimization

method for malaria cell classification with 99.67% accuracy

(33). Malaria cells are classified using deep-sweep software with

>0.95 ROC (34). Features are extracted from transfer learning

models which are dense-net-201, dense-net-121, Resnet-101,

Resnet-50, VGG-16, and VGG-19 for features extraction and

input to SVM, NB, and KNN classifiers for malaria cell

classification (35). LeNet, GoogLeNet, and AlexNet models

are used for feature extraction with 94% accuracy for malaria

cell classification (36). Mask-RCNN is used for malaria cell

segmentation with a 94.57 correct rate (37). The faster-RCNN

is used for model training with a single multi-shot detector
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FIGURE 1

Proposed architecture for malaria classification.

SSD for localization of the malaria cells with a 0.94 prediction

rate (38).

Proposed methodology

In this research, a method is proposed for the segmentation

and classification of malaria cells. The three-dimensional

segmentation of the malaria cells is performed using K-mean

clustering. After segmentation, the segmented images are fed

to the proposed classification model. In this model, features

are extracted from pre-trained models such as efficient-net-

b0 and shuffle-net (39) with a dimension of N × 1,000.

In which best N × 454 features from the shuffle-net model

and N × 460 features from efficient-net-b0 (40) model.

Furthermore, extracted features from both models are fused

serially to create a fused feature vector (FV) with a length

of N × 2,000. The best N × 1,068 features are selected out

of N × 2,000 using the proposed MRFO method and passed

to benchmark classifiers to classify the infected and un-

infected malaria cells. The proposed method steps are illustrated

in Figure 1, a normal image is black because it has no

infected region.

Segmentation of the malaria cells using
K-mean clustering

The RGB input images ϕ are converted

into the L
∗
a
∗
b
∗

color space for contrast

adjustment. The mathematical representation is

defined as:

ϕL
∗

= 116 h

(

Y

Y∂

)

− 16

ϕa
∗

= 500 [h

(

X

X∂

)

− h

(

Y

Y∂

)

] (1)

ϕb
∗

= 200 [h

(

Y

Y∂

)

− h

(

Z

Z∂

)

]
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FIGURE 2

Segmentation results (A) input image (B) luminance channel (C) a and b channel (D) cluster-1 (E) cluster-2 and (F) cluster-3.

Here X∂ , Y∂ , Z∂ denotes the white-tristimulus

h
(

f
)

=

{

3
√
f f > 0.008

7.7f + 16
116 f ≤ 0.008

The K-mean clustering is applied to the luminance channel

for segmentation. In K-mean clustering, we uniformly selected

the observation centroid c1 from the input data X (41). The

distance is computed to the observation to the c1 that is

represented d(xm, cj). Then centroid c2 is selected randomly

from the X data point with the probability is defined as follows:

d2(xm, c1)
∑n

j=1 d
2(xj, c1)

(2)

The distance from each observation to the centroid is

computed and allocated observation to the nearest centroid is

mathematically expressed as:

d2(xm, c1)
∑

{h;xh εcp}
d2(xm, c1)

(3)

where cp denotes the closet centroid across each observation

and xm relate to the cp. In the proposedmethodmalaria-infected

region is segmented on the selected k = 3 values. The proposed

segmentation results are shown in Figure 2.

Malaria cells classification

The malaria cells are classified using the proposed

convolutional neural network-based transfer learning model

such as efficientnet-b0 and shuffle-net. The pre-trained

efficientnet-b0 consists of 290 layers such as convolutional

(65), batch-normalization (49), sigmoid (65), element-wise

multiplication (65), convolution group (15), average global

pooling (16), addition (9), fully connected (FC), addition (15),

classification, softmax, and global average pool (16). The shuffle-

net consists of 172 layers such as input (1), convolution (49),

(49) batch-normalization, ReLU (33), max-pooling (01), average

pooling (02), 16 shuffling channels, 1 fully connected (FC), 1

softmax, 1 classification, 15 addition, 01 average global pool, and

2 depth concatenation. This research extracted features from

the MatMul FC layer of efficient-netb0 and node-202 FC layer

of shuffle-net. The extracted features are fused serially and fed

to the MRFOmethod for the selection of optimum features. The

proposed feature extraction and selection process are presented

in Figure 3.

Best features selection using MRFO method

Manta Ray Foraging Optimization (MRFO) method is used

for best feature selection. MRFO consists of three main steps
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FIGURE 3

Best features extraction and selection process for malaria cell classification.

TABLE 1 Selection of the best features using MRFO.

Lower bound Upper bound Threshold Somersault Total iterations Total solutions Classification error rate

0 1 0.5 2 100 10 0.008

0.6 3 12 0.009

0.4 1 09 0.020

0.7 4 11 0.031

0.3 5 08 0.091

such as chain fore-aging, cyclone fore-aging, and somersault

fore-aging (42–44).

Chain fore-aging

Manta rays might see the direction of the plankton inMRFO

and move toward it. The better the position is, the greater

will be the concentration of plankton. Although the optimal

answer is unknown, MRFO believes that the optimal solution

discovered so far has been the plankton that comprises a greater

concentration of manta rays that desire to reach and consume

it. Manta rays construct a foraging chain by queuing up head to

toe. Everyone else moves toward the meal and the individuals

in front of it, except for first. So that, everyone gets updated

by optimal answers found thus far and explanations ahead of it

in each iteration. The mathematical representation of the chain

foraging is defined as:

xi
d (ω + 1)

=







xi
d (ω) + ∂ .

(

xdBest (ω) − xi
d (ω)

)

+ α.(xdBest (ω) − xi
d (ω)) i = 1

xi
d (ω) + ∂ .

(

xd i−1 (ω) − xi
d (ω)

)

+ α.
(

xdBest (ω) − xi
d (ω)

)

i = 2, . . .N
(4)

α = 2.∂ .
√

∣

∣log (∂)
∣

∣

Here ∂ is a random value in the range of [ 0 1], α represents

the learning rate, d denotes the dimension and xi
d (ω) is the i

individual at t time.

Cyclone foraging

When a group of the manta rays spots plankton in the

intense water, they form an extensive foraging chain and travel

in a spiral toward the meal. WOA uses a spiral foraging method

that is comparable to this. According to the foraging technique

of manta ray swarms, every manta ray moves toward the one

ahead of it as well as spiraling toward the meal. The best answer

identified through the cyclone foraging technique has better

exploitation of the area because all individuals do the search

at random with the food to their reference place. This trend is

also employed to significantly enhance research. By allocating an

unplanned place in the whole research area to the source point,

we may need every participant to seek a different place.

xi
d (ω + 1)

=







xi
d (ω) + ∂ .

(

xdBest (ω) − xi
d (ω)

)

+ β .(xdBest (ω) − xi
d (ω)) i = 1

xi
d (ω) + ∂ .

(

xd i−1 (ω) − xi
d (ω)

)

+ β .
(

xdBest (ω) − xi
d (ω)

)

i = 2, . . .N
(5)

β = 2e∂1
T−t+1

T . sin(2πr1) where β represents the

coefficient of weights and T is the total iterations.

Somersault fore-aging

This technique is mainly involved with research and permits

MRFO to organize global research. The meal position is

considered a hinge in these behaviors. Every person moves to

and fro around the hinge, somersaulting to the given assignment.

Consequently, they always adjust their placements to the greatest
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possible position found until now.

xi
d (ω + 1) = xi

d (ω) + S .
(

∂2 . x
d
Best − ∂3 . xi

d (ω)

)

,

i = 1 . . . ..N (6)

Here’s denote the range of the somersault factor, S = 2, ∂2,

∂3 are random two numbers in [ 0.1] range. In this research

parameters of MRFO are selected for best features selection as

presented in Table 1.

Table 1 describes the parameters of MRFO, in which 0.5

threshold,two Somersault, and 100 iterations with 10 total

solutions are used for model training due to less error rate these

are selected for further processing. This experimental model is

converge after the 60 epochs on a 0.128 fitness value as presented

in Figure 4.

This method is applied to individual feature vector and the

fusion of both feature vectors. In this experiment, we achieve

the dimension of N × 454 features from shuffle net and N

FIGURE 4

Graphical representation of the MRFO method.

× 460 features from efficient-net-b0 features. Finally, achieved

N×1,068 best-selected features after the fusion of both feature

vectors. The selected feature vectors are fed to the ensemble and

SVM classifiers for malaria cell classification.

Results and discussion

The proposed method results are evaluated on a publically

available malaria benchmark dataset. This dataset contains

2,750 of two classes in which 1,375 infected and 1,375 un-

infected images are included (45). The proposed method

of experimentation is implemented on the Core-i7 window

operating system, Nvidia 2070-RTX GPU.

Experiment#1: Malaria classification

The input microscopic malaria cells are segmented using

color-based k-mean clustering. In this experiment malaria, cells

are classified into two classes using precision (Pi), accuracy

(Accy), recall (Rec), and F1-score (F1e) as presented in Tables 2,

3. The proposedmethod classification results using efficient-net-

b0 are shown in Table 2.

In Table 2, features are extracted from the efficientnet-

b0 and the best features are selected using MRFO that are

fed to the SVM and ensemble classifiers. In this experiment,

we achieved a maximum accuracy of 94.68% using a linear

classifier as compared to others. Ten-fold cross-validation is

used to calculate the categorization results using the best-

selected features vector dimension of N ×454 from the shuffle-

net as presented in Table 3.

Mean predicted scores are also computed to authenticate the

proposed method performance as shown in Table 4; Figure 5.

In Table 3, a significant test is performed in which the

ROC–AUC value is computed on bagged, boosted, linear, cubic

TABLE 2 Classification of malaria cells using e�cient-net-b0 features.

Classifier Infected Un-infected Accy Pi Rec F1e

Linear X 94.68% 0.95 0.95 0.95

X 94.68% 0.95 0.95 0.95

Quadratic X 93.87% 0.93 0.94 0.94

X 93.87% 0.94 0.93 0.94

Cubic X 92.22% 0.92 0.92 0.92

X 92.22% 0.92 0.92 0.92

Boosted X 91.52% 0.92 0.92 0.92

X 91.52% 0.90 0.91 0.91

Bagged X 91.31% 0.93 0.92 0.92

X 91.31% 0.90 0.91 0.90

Subspace discriminant X 92.62% 0.95 0.94 0.94

X 92.62% 0.90 0.91 0.90
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TABLE 3 ROC-AUC values on benchmark classifiers using e�cient-net-b0.

Boosted Bagged Subspace discriminant

+ boosted

Subspace discriminant

+ bagged

Linear Cubic Quadratic

+ linear

Quadratic

+ cubic

ROC-AUC

X 0.737

X 0.729

X 0.726

X 0.727

X 0.738

X 0.726

X 0.758

X 0.760

TABLE 4 Classification results using shu	e-net.

Classifier Infected Un-infected Accy Pi Rec F1e

Linear X 93.67% 0.95 0.93 0.94

X 93.67% 0.92 0.94 0.93

Quadratic X 94.87% 0.96 0.95 0.96

X 94.87% 0.93 0.95 0.94

Cubic X 95.16% 0.96 0.95 0.96

X 95.16% 0.94 0.95 0.94

Boosted X 93.68% 0.94 0.95 0.95

X 93.68% 0.93 0.92 0.93

Bagged X 94.63% 0.95 0.96 0.95

X 94.63% 0.94 0.93 0.93

Subspace discriminant X 94.76% 0.94 0.97 0.96

X 94.76% 0.95 0.92 0.93

classifiers, and fusion of subspace discriminant + boosted,

subspace discriminant + bagged, quadratic + linear, quadratic

+ cubic classifiers. This experiment achieved the highest ROC-

AUC of 0.760 using the fusion of quadratic + cubic classifiers.

The classification results based on shuffle-net features are

presented in Table 4.

The classification results are mentioned in Table 4, in

which we achieved 95.16 accuracies on the SVM cubic

classifier, which is far better compared to others. Furthermore,

classification results are also computed in terms of ROC–

AUC, in which classifiers are used individually as well

as the fusion of the boosted, bagged, linear, and cubic

kernels with the subspace discriminant and quadratic,

respectively. The quantitative analysis of the features vector

obtained from the shuffle net is presented in Figure 6;

Table 5.

Figure 6 shows the mean predicted scores on the benchmark

classifiers. The quantitative computed results are mentioned in

Table 5.

In the classification of malaria cells, we achieved a ROC–

AUC of 0.865 using a bagged and subspace discriminant +

bagged classifier. The classification results are computed using

the fused features vector as presented in Table 6.

In the results in Table 6, after applying the fused features

vector, we obtained an accuracy of 99.2% on the linear classifier

and 97.64% on the quadratic kernel. The fused features vector

provides excellent results compared to the individual features

vector that authenticates the proposed method novelty. The

mean of the correct prediction scores on the fused features

vector is presented in Table 7.

Mean values of the correct prediction scores are presented in

Table 7, in which the highest ROC-AUC of 0.952 using bagged

and subspace discriminant + bagged classifier as compared

to others. In Figure 7, a combination of the ROC curve of

the selected classifier is plotted as well as the mean predicted

probability of the benchmark kernels such as linear, cubic,

quadratic, boosted, bagged, and discriminant is plotted.

Figure 7 shows the computed classification results of the

individual and fusion of the bags with discriminate, linear with

quadratic, and quadratic with cubic. The proposed method

results are compared to the current existing methods as

presented in Table 8.
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FIGURE 5

Mean predicted scores on the benchmark classifiers (A) ensemble (B) SVM. The ROC-AUC values are computed on benchmark classifiers as

presented in Table 3.

FIGURE 6

Mean predicted scores using shu	e-net features vector (A) ensemble and (B) SVM.

In Table 8, the proposed classification method results are

contrasted with the most recent works published on the

same benchmark dataset. In which the pre-trained ResNet-18

model is used for malaria classification it gives an accuracy

of 98.68% (46). The classifiers SVM, neural network, and XG-

boost are used for malaria classification with the accuracy of

94, 90, and 80%, respectively (47). The DAG–CNN model

is used for parasite malaria classification and it gives an
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TABLE 5 Quantitative results for malaria classification using shu	e-net features.

Boosted Bagged Subspace discriminant

+ boosted

Subspace discriminant

+ bagged

Linear Cubic Quadratic

+ linear

Quadratic

+ cubic

ROC-AUC

X 0.863

X 0.865

X 0.862

X 0.865

X 0.863

X 0.863

X 0.863

X 0.862

TABLE 6 Classification of malaria cells using fused features vector.

Classifier Infected Un-infected Accy Pi Rec F1e

Linear X 99.2% 0.99 0.99 0.99

X 99.2% 0.99 0.99 0.99

Quadratic X 97.64% 0.98 0.97 0.98

X 97.64% 0.97 0.98 0.98

Cubic X 95.97% 0.97 0.95 0.96

X 95.97% 0.95 0.96 0.96

Boosted X 96.17% 0.97 0.96 0.96

X 96.17% 0.96 0.97 0.96

Bagged X 96.39% 0.97 0.96 0.96

X 96.39% 0.96 0.97 0.96

Subspace discriminant X 97.49% 1.00 0.95 0.97

X 97.49% 0.96 1.00 0.98

TABLE 7 Classification of malaria cells in terms of mean predicted scores using fused features vector.

Boosted Bagged Subspace discriminant

+ boosted

Subspace discriminant

+ bagged

Linear Cubic Quadratic

+ linear

Quadratic

+ cubic

ROC-AUC

X 0.951

X 0.952

X 0.951

X 0.952

X 0.951

X 0.951

X 0.951

X 0.951

accuracy of 94.79% (32). NC–GCN model is used for feature

extraction and malaria cells are classified with 94.17% accuracy

(48). The pre-trained inception-v3 and VGG-19 models are

used for feature extraction. The average achieved accuracy

is 96%.

Compared to the most recent techniques used in this

research a method is proposed to investigate the deep

features analysis using efficient-net-b0 and shuffle-net. These

features are used for classification in two ways. First, the

MRFO method is applied to the extracted features of both

models and the best-selected features are passed to the

classifiers. In the second way, extracted features are serially

fused and optimum features are selected using the MRFO

method. In this experiment, we observed that the fused
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FIGURE 7

Mean predicted scores using fused features vector (A) boosted, bagged, and discriminant kernels of ensemble classifier and (B) linear, cubic, and

quadratic kernels of SVM.

TABLE 8 Proposed classification method results comparison.

Ref# Year Accuracy

(46) 2022 97.68%

(47) 2022 94.00% using SVM, 90.00% XG-Boost, 80.00% and neural

networks classifier

(32) 2022 94.79%

(48) 2022 94.17%

(49) 2022 96.00%

Proposed Method 99.20%

features vector performs significant improvement in malaria

cell classification.

Conclusion

Parasite malaria segmentation and classification is an

intricate task due to the large variation and illumination in

microscopic malaria images. Therefore, in this research, a

method is proposed in which the quality of the input images

is improved by applying a pre-processing method. The RGB

microscopic malaria images are converted into CIELab color

space. The luminance channel is selected for further processing

to improve the image contrast. The best-segmented results

of the malaria cells are achieved in the third cluster. The

segmented images are fed to the proposed classification model.

The proposed method more accurately classifies the malaria

cells due to features fusion, and optimum features selected

by the MRFO method. The proposed method provides an

accuracy of 95.16% on the individual best-selected features

vector and 99.2% on the fused best-selected features vector.

Furthermore, to authenticate the performance of the proposed

classification method ROC-AUC values are computed using

individual classifiers such as linear, cubic, bagged, boosted, and

the fusion of cubic + quadratic, and linear + quadratic, bagged

+ subspace discrimination, boosted+ subspace+ discriminant

classifiers. In this experiment highest, the 0.95 ROC-AUC was

achieved using a bagged + subspace discriminant classifier. In

comparison to the most recent approaches, the experimental

results show that the fused features vector produces the

best outcomes.
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